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Foreword

The 7th International Working Conference on Human-Centered Software Engineering,
HCSE 2018, was held during September 3–5, 2018, on the SophiaTech Campus of the
University of Nice Sophia Antipolis, which is located in the French Riviera. HCSE is a
bi-annual, single-track working conference organized by the IFIP Working Group 13.2
on Methodology for User-Centred System Design, which aims at bringing together
researchers and practitioners interested in strengthening the scientific foundations of
user interface design, examining the relationship between software engineering and
human–computer interaction and on how to strengthen human-centered design as an
essential part of software engineering processes. Previous events were held in
Salamanca, Spain (2007); Pisa, Italy (2008); Reykjavik, Iceland (2010); Toulouse,
France (2012); and Paderborn, Germany (2014); and Stockholm, Sweden (2016).

This edition of HCSE was focused on the interdependencies (overlapping and
possibly conflicting dependencies that might occur) between user interface properties
(such as usability, ux, privacy, trust, security, reliability, among others). We were also
concerned by how stakeholders and developers value diverse user interface properties
and how they manage conflicts between them (when a property might degrade the
value of another). Our aim was to cover a large set of user interface properties and try
to reveal their inner dependencies. The ultimate goal was to contribute to the devel-
opment of theories, methods, tools, and approaches for dealing with multiple properties
that should be taken into account when developing interactive system.

The HCSE 2018 program received contributions from Austria, Belgium, Canada,
Denmark, Finland, France, Germany, Iceland, Italy, Malaysia, Netherlands, Nigeria,
Norway, Portugal, Russia, Spain, Sweden, Tunisia, and the UK. All contributions were
peer-reviewed and received at least three reviews in each of the two rounds of reviews
including meta-reviewing and shepherding. The Program Committee made use of the
possibility to recommend accepting submissions in other categories than they were
originally submitted for in some cases. The final decision on acceptance was based on
an additional meta-review after the authors had improved their contributions according
to the review results. In addition, authors of accepted contributions were invited to
improve their work according to the comments and suggestions received during the
conference before being included in the present proceedings. In total, HCSE accepted
11 full research papers (acceptance rate of 38%), seven late-breaking results (accep-
tance rate of 24%), and posters and demos. Our sincere gratitude goes to the members
of our Program Committee, who devoted countless hours to providing valuable feed-
back to authors and ensuring the high quality of the HCSE 2018 technical program.

The program was organized in five technical sessions, a demonstration session, and
the inspiring keynote “Functionality, Security, Usability – Pick 2? A Passionate
Argument Against False Tradeoffs” delivered by Prof. Angela Sasse, from Ruhr
University Bochum, Germany. We thank Prof. Dr. Angela Sasse for the inspiring talk.
Similarly to the previous editions of HCSE, we ran an interactive session where the



participants worked together in small groups on the identification of the dependencies
between properties and proposing solutions to overcome possible conflicts. The results
were reported in a plenary session where participants were able to comment and to
contribute to the ideas. We thank Prof. Regina Berhnaupt, from Eindhoven University
of Technology, The Netherlands, for organizing and chairing the interactive session.
The conference program is available at http://www.hcse-conference.org/programme/.

HCSE 2018 was sponsored by the Université Nice Sophia Antipolis, Les Bib-
liothèques Nationales, Inria, CNRS, tobbi pro, laboratory I3S, Springer, and the IFIP
TC13 whose generous support was essential for making HCSE 2018 special and
successful! We also would like to thank our devoted members of the Program Com-
mittee who were responsible for the quality of the papers selected for presentation at
the conference. Finally, our thanks go to all the authors who did the research work and
especially to the presenters who sparked inspiring discussions with all the participants
at HCSE 2018 in Sophia Antipolis.

For further information about past and future events organized by the IFIP WG 13.2,
their members and activities, please visit the website http://ifip-tc13.org/working-
groups/working-group-13-2/.

November 2018 Marco Winckler
Kati Kuusinen
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IFIP TC13 - http://ifip-tc13.org/

Established in 1989, the International Federation for Information Processing Technical
Committee on Human–Computer Interaction (IFIP TC 13) is an international com-
mittee of 37 member national societies and 10 Working Groups (WGs), representing
specialists of the various disciplines contributing to the field of human–computer
interaction (HCI). This includes (among others) human factors, ergonomics, cognitive
science, computer science, and design.

IFIP TC 13 aims to develop the science, technology, and societal aspects of HCI by:
encouraging empirical research; promoting the use of knowledge and methods from the
human sciences in the design and evaluation of computer systems; promoting better
understanding of the relation between formal design methods and system usability and
acceptability; developing guidelines, models, and methods by which designers may
provide better human-oriented computer systems; and, cooperating with other groups,
inside and outside IFIP, to promote user-orientation and humanization in system
design. Thus, TC 13 seeks to improve interactions between people and computers, to
encourage the growth of HCI research and its practice in industry and to disseminate
these benefits worldwide.

The main aim is to place the users at the center of the development process. Areas of
study include: the problems people face when interacting with computers; the impact of
technology deployment on people in individual and organizational contexts; the
determinants of utility, usability, acceptability, and user experience; the appropriate
allocation of tasks between computers and users especially in the case of automation;
modeling the user, their tasks, and the interactive system to aid better system design;
and harmonizing the computer to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognized that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on
practical issues (e.g., interface design standards, software system resilience, docu-
mentation, training material, appropriateness of alternative interaction technologies,
guidelines, the problems of integrating multimedia systems to match system needs and
organizational practices, etc.).

IFIP TC 13 stimulates working events and activities through its WGs. WGs consist
of HCI experts from many countries, who seek to expand knowledge and find solutions
to HCI issues and concerns within their domains. The list of WGs and their area of
interest is given below.

WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula,
and promote HCI teaching.

WG13.2 (Methodology for User-Centered System Design) aims to foster research,
dissemination of information, and good practice in the methodical application of HCI
to software engineering.

http://ifip-tc13.org/


WG13.3 (HCI and Disability) aims to make HCI designers aware of the needs of
people with disabilities and encourage development of information systems and tools
permitting adaptation of interfaces to specific users.

WG13.4 (also WG2.7) (User Interface Engineering) investigates the nature, con-
cepts, and construction of user interfaces for software systems, using a framework for
reasoning about interactive systems and an engineering model for developing user
interfaces.

WG 13.5 (Resilience, Reliability, Safety, and Human Error in System Development)
seeks a framework for studying human factors relating to systems failure, develops
leading-edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical systems.

WG13.6 (Human–Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It promotes the use
of knowledge, concepts, methods, and techniques that enable user studies to procure a
better apprehension of the complex interplay between individual, social, and organi-
zational contexts and thereby a better understanding of how and why people work in
the ways that they do.

WG13.7 (Human–Computer Interaction and Visualization) aims to establish a study
and research program that will combine both scientific work and practical applications
in the fields of human–computer interaction and visualization. It will integrate several
additional aspects of further research areas, such as scientific visualization, data mining,
information design, computer graphics, cognition sciences, perception theory, or psy-
chology, into this approach.

WG13.8 (Interaction Design and International Development) is currently working to
reformulate its aims and scope.

WG13.9 (Interaction Design and Children) aims to support practitioners, regulators,
and researchers to develop the study of interaction design and children across inter-
national contexts.

WG13.10 (Human-Centred Technology for Sustainability) aims to promote
research, design, development, evaluation, and deployment of human-centered tech-
nology to encourage sustainable use of resources in various domains.

New WGs are formed as areas of significance in HCI arise. Further information is
available at the IFIP TC13 website: http://ifip-tc13.org/.

VIII IFIP TC13
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From Startup to Scaleup: An Interview
Study of the Development of User

Experience Work
in a Data-Intensive Company

Kati Kuusinen1(B) , Martin Kjølbye Sørensen2,
Nicklas Mandrup Frederiksen2, Niclas Kildahl Laugesen2,

and Søren Holm Juul2

1 MMMI Institute, University of Southern Denmark, 5320 Odense M, Denmark
kaku@mmmi.sdu.dk

2 University of Southern Denmark, 5320 Odense M, Denmark
{maso13,nifre12,nilau12,sojuu12}@student.sdu.dk

Abstract. Small startups often do not have the resources or the skills
for upfront qualitative user studies and user experience design. Instead,
they operate in market-driven environment where requirements are often
invented and validated through frequent releases. The research on how
startups do this in practice is scarce. Even less is known about what
kind of engineering and user experience practices would help startups to
survive and grow into successful businesses. This paper describes how
user experience work emerged and grew in a data-intensive startup com-
pany operating in the financial sector in Denmark. The paper is based
on the interviews of four persons with different roles in the startup. The
emerging issues in user experience were found to be in the lack of skills
in user experience and in balancing between the use of quantitative and
qualitative user data. To conclude, it seems evident that startups would
benefit from user experience practices but more research is needed to
develop practices that would suit for this particular context.

Keywords: Agile development · User experience · Startup · Scaleup

1 Introduction

All software development companies balance between process control and flexi-
bility in their ways of working. Small startups tend to remain in the more flexible
end of the scale with less defined development processes [21]. Even agile manage-
ment approaches such as Scrum [20] can be too tedious and limiting for startups
to follow with their small resources. However, when they start to scale up, grow,
they often face the need for more structured approach for their development
work.
c© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
C. Bogdan et al. (Eds.): HCSE 2018, LNCS 11262, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-05909-5_1
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Regarding user experience (UX) [15], startups often start with minimal and
restricted product versions and with limited advance information from the poten-
tial user segment [9,10]. However, small companies are more sensitive to customer
influence than larger ones [21] and they can even fail in validating their busi-
ness model because of poor UX [9]. Although there have been attempts to guide
startups in organizing their UX effort with their often so scarce UX resources
and skills [10], the scientific understanding of the meaning of UX and methods
for human-centered development in startups and scaleups is still emerging.

This paper presents an interview study conducted in a Danish company on
the edge of the “growth chasm” i.e. a startup turning into a scaleup. We inter-
viewed three out of the ten permanent staff members (chief information offi-
cer/IT manager, data scientist, and software developer) and a part-time UX
consultant trainee. We present their views on UX and the practices they had
experimented with in their software development over the years. Furthermore,
we discuss those views and practices in relation to the agile UX and startup
literature.

The rest of the paper structure is as follows. Section 2 gives an overview
to the related work. Section 3 presents the research method. Section 4 describes
the interview findings. Section 5 discusses the findings in relation to previous
research. Finally, Sect. 6 is the conclusion of the paper.

2 Background

2.1 Agile UX

Agile UX work in established companies is often based on the integration of
human-centered development practices with the agile process model (such as
Scrum [20] or Kanban [14]) the company uses. Based on a recent systematic
review, frequently recommended practices in agile UX include conducting lit-
tle UX design work before starting implementation, doing iterative design and
development, and having a cohesive product design [3]. Commonly used practices
include usability testing, creating user stories, having users directly involved in
the development, and using scenarios [3]. There, however, is no evidence of the
suitability or applicability of these approaches to UX work in startups.

2.2 Startups and Culture of Experimenting

Startups often comprise of small teams that might have lack in skills and expe-
rience [8]. They operate with scarce resources in extremely uncertain, high-risk
conditions and therefore have a strong time pressure and urge for short time to
market [8]. Startups operate in market-driven environment where requirements
are often invented and validated through frequent releases [5] instead of con-
tinuous customer involvement as in agile. Software startups do not necessarily
follow any software development methodology although there are some directed
at them. One of them is the lean startup [19]. It describes the business model
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hypothesis driven build-measure-learn loop where business or design ideas are
built into falsifiable hypotheses that are tested in experiments with real users
in actual markets. The outcome is then taken as validated learning to the fol-
lowing loop. This approach is especially aimed for highly dynamic environments
where both customers and the product under ideation are unknown and thus
customer value cannot be guaranteed by creating more or better designs; i.e. for
the typical startup environments.

Larger established companies have also been adopting lean startup practices
in their internal startups [6,18] and with innovation experiment and contin-
uous experimentation systems [2,7,17,23]. Yaman et al. [23] report that UX
team especially was keen on reaching a state where they could make data-
informed decisions. Their expectation was that being able to refer to the data
would increase both developers and stakeholders buy-in for the design decisions.
Another benefit they saw in the approach was being able to focus the improve-
ment effort on the most used features and remove unused features [23]. Being
able to remove features will be extremely important in continuous development
as otherwise the software will just continue growing.

2.3 Startup Antipatterns

Klotins et al. [12] analyzed 88 startup experience reports revealing three antipat-
terns Fig. 1, one per each startup phase. The first antipattern can happen during
the build of the first version if the introduction to the market fails to happen fast
or cheap enough or if the product itself is not competitive enough. The second
one can happen if customers are not attracted to the product or the product
is not developed further fast enough. Finally, the third one can happen in the
phase where the company should grow into new markets if the company fails in
keeping the customers happy or the costs down, or because they are not able
to get beyond the initial market. Thus, the authors claim that many of the rea-
sons behind startup failures could be mitigated by better engineering practices.
Many of the symptoms might also be tackled with better UX practices as they
are related to difficulties in attracting people or keeping them satisfied with the
product. Thus, it seems clear that startups would benefit from appropriate UX
practices and skills.

2.4 UX in Startups

Hokkanen et al. [11] studied UX practices and needs in startups. In their sample
of eight Finnish startups, five developed their product having the owners’ own
personal needs in mind and one developed it for the assumed average user. Feed-
back was gathered mainly from friends whether or not they belonged to the target
user group. Two of the startups had interviewed potential users, three had con-
ducted informal user testing and two had used paper prototypes at some point.
All of them used Google Analytics. Most commonly mentioned need towards the
scaleup phase was to utilize user data analytics to better understand the user
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but none of the companies had a clear plan or strategy for the use of analytics
or for UX work.

Hokkanen et al. [10] present a UX strategy framework for startups. They sug-
gest that startups concentrate on sellability of their product through its attrac-
tiveness, approachability and professionalism.

Fig. 1. Startup progression phases and symptoms for anti-patterns [12].

3 Method

The goal of the study presented in this paper was to add to the understanding of
how startup companies see UX and working towards improving it in the context
of their agile software development. The study was thus explorative in nature
and we chose to conduct it as a series of semi-structured interviews in one single
startup.

The study was conducted as student work over a 5 ECTS research methodol-
ogy course aimed at master level software engineering students at the University
of Southern Denmark in fall 2017. The first author was in charge over the course
and the rest of the authors were students on the course planning, conducting,
analyzing and reporting the study in the supervision of the first author. The first
author contacted a number of companies with a few topics related to software
engineering and the company either picked the topic they were most interested
in or refused to participate. The first author then discussed with the company
representative to find a relevant research question within the topic to be studied
in the company. The companies were selected from a pool of Danish companies
that had indicated their interest in working with software engineering students.
The first author selected the research approach based on the research question
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and suitability in the organizational context (interview study in this case) and
guided the participating companies by email on how to pick suitable research
participants among the staff. The incentive for the participating companies was
that companies got the student report of the study they participated in and
thus learned more about themselves and perhaps got some suggestions on how
to improve from the current state.

The students working in groups of three to four selected a topic they wanted
to investigate as their course project. The students created study plans including
short literature reviews, interview guides, and informed consent forms in the
supervision of the first author and had to have them approved by her before
starting the data gathering. The students handled the communication with the
companies in the supervision of the first author from there on. They also chose
who they want to interview and agreed on the practicalities directly with the
companies.

3.1 Study Plan

The students selected to conduct the interviews in a semi-structured format as
follows. Interview was introduced as an informal conversation where the conver-
sation was driven by a series of questions that had been established beforehand.
The entire interview was structured through an interview guide that served to
ensure that all practicalities were handled and the most essential questions were
asked. A semi-structured interview type was chosen based on the varying roles
of the interviewees. The interviewer improvised further questions based on the
response and investigated interesting topics further.

3.2 Procedure

The interviews were conducted at the company office in November 2017. All four
interviewees had different tasks and roles at the company which gave a broader
insight in the company’s ways of working. The duration for the interview was
approximately 45 min each and it was recorded. Before the interview took place,
the interviewee was asked to sign a consent form which said that they agreed
to the recording of the interview and that they had the right to not answer a
question and if they felt uncomfortable they where allowed to stop the interview
at any time. The recordings were transcribed and deleted when the report was
ready, three months after the interviews at the latest.

The purpose of the interview was to establish how the staff work with UX
and agile practices. Thus, the main questions were about how user experience is
addressed in the company and how to improve UX work in the company. The first
participant was the chief information officer (CIO)/IT manager. He organized
all the projects the company handles. He was also the person who arranged
the weekly Scrum meetings. The second participant was a data scientist who
worked with internal systems. He was primarily working with the backend so
he extracted all the data from the database that needed to be analyzed. The
third participant was a student trainee who studied user experience design at
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the university and worked with new templates for the company website, where he
made some split tests that dealt with new design choices. The fourth participant
was a software developer, who was responsible for all the coding on the different
platforms that they worked on. See Table 1 for an overview of the interviewees.

Table 1. Interviewed roles.

Code Role Age (years)

J1 Chief information officer (CIO)/IT manager 48

J2 Data scientist 25

J3 UX consultant 25

J4 Software developer 26

3.3 Analysis

We analyzed the transcribed interview data using Qualitative Data Analysis as
described in [13]. Before coding the interview data, the students excluded irrel-
evant information by first excluding bits with no information and afterwards
removing any data that did not have any significance to the topic. When each
piece of information was extracted from the transcripts and coded, the students
together used physical affinity diagram [] in which each single piece of infor-
mation was written down on a post-it note and first grouped by interviewee
and then thematically as themes arose from the data. Grouping the informa-
tion by interviewee gave a clear view of how the different job positions saw the
pros and cons and grouping the information by topic gave a quick overview of
how much energy the company put into the agile workflow and in user-centered
design. Lastly, the affinity wall made it easier to outline the data and to promote
discussion.

4 Results

4.1 Studied Company

The studied company had about 10 full-time employees and 15 trainees/student
assistants working for them. Maturity-wise the company seemed to be in the
so-called scale-up phase [1,4]: it already had validated its product on the mar-
ketplace and had a steady and rather sustainable income. It also had existed for
more than five years already. The leading brand of the company was an online
consumer-finance service. Their business idea was to focus on online banking
services instead of traditional retail services and face-to-face contact with the
customer. They utilized online advertising services such as Google AdWords
and Facebook Ads to attract new customers.
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4.2 User Experience Work in the Company

In the early years, the company had not invested much effort into ensuring good
UX of their services. The company did not have a UX designer or team and they
did not pay much attention in creating UX designs before implementation. From
the beginning, the company had leaned on profitability as an indicator of good
UX: If the customers clicked on it, they assumed it worked for them.

Later on, they had added randomized experiments (A/B tests, or split tests)
where half of the customer population was randomly exposed to one design
version whereas the other half was exposed to another design version. This was
done to compare between two design versions to pick the most profitable ones to
be used in the system. They considered that these experiments ensure good user
experience as the design choices were validated on real users in the production
environment. However, they acknowledged that this method did not give an
explanation on why it worked but they considered it enough for the startup
company at that point as it guaranteed acceptable revenue. They were able to
use this approach because of the high volume of users accessing the site; the
company got enough data for each experiment approximately in less than a
week. Had they not had such an extensive user base, they think they would have
taken another kind of approach to UX.

Recently, the company had realized that they needed to increase their focus
on the user experience in their products and they hired a student assistant in
a part-time UX consultant role. The assistant’s job was to create and conduct
both qualitative and quantitative user surveys and report the results to the devel-
opment teams. Quantitative surveys often combined online user questionnaires
with usage data analysis such as clicks or user interaction patterns. They also
surveyed users intention and behavior in qualitative online studies. The com-
pany still did not conduct user interviews or utilized other user study methods
requiring personal contact with the users.

4.3 Scrum vs Kanban in UX Work

The company had utilized Scrum with one week sprints for years. A new sprint
normally started each Monday with a sprint planning meeting where all relevant
staff members together groomed the backlog and picked tasks for the sprint to
begin. Together they chose the tasks that they would commit to as a team.
Interviewees considered this as helpful and the developer (J4) told about the
calming effect of being aware of their tasks for the sprint already in the beginning
of the week. The data analyst (J2) said he liked dividing his tasks into smaller and
more manageable pieces for clarity. This practice also allowed them to rearrange
tasks to accommodate possible bugs or changes in the environment each week.

Due to the tools they used for managing the development workflow, the
interviewees reported on having to do quite a lot of not directly value-adding
administrative work because “everything had to be commented and logged in the
system”. One of the interviewees mentioned that he kept forgetting to update



10 K. Kuusinen et al.

the backlog after completing a task. Another said that he sometimes felt like an
accountant because of all the listing and registering tasks.

As the UX consultant worked only part-time, he did not attend to the sprint
planning meetings. Instead, he regularly had meetings with the CIO about his
progress and results. This also meant that his tasks got assigned outside of the
company’s Scrum board. As a consequence, the UX consultant mostly worked
alone and managed his own work by himself. He and other team members felt
that it was problematic to use Scrum for UX work, especially with one week
sprints as the UX surveys could not be finished in a week. This made the com-
pany to switch to Kanban. The interviewees described how they prioritized and
organized tasks in different columns on a digital Kanban tool. The columns had
labels indicating the state of the task. When talking about UX design choices, the
programmers explained that they made the design choices by themselves. The
developer responsible for the task made UX design decisions alone. The UX con-
sultant was not assigned to the task nor was the CIO interfering in the decisions.
The design decisions made in the company were based on general assumptions
and/or gut feelings. However, when faced with larger decisions, developers talked
to their boss. In this case, they commonly came up with two or more designs
and launched them in a split test. The primary goal for the test was to provide
information for design choices and the solution that generated more clicks than
the other was usually selected for the next version as-is.

The UX consultant was working on a UX design guideline for the company
and all the interviewees believed that this guideline would greatly help them in
their UX design decisions in the future so that they could base the decisions on
something more than general assumptions.

Later on, they decided to abandon Kanban and go back to Scrum. However,
all the interviewees agreed that they do not want to use “text-book Scrum”.
Instead they would taylor Scrum for their needs. They would only take the
parts that worked for them, change some of the other things and completely opt
not to do some. They believed that going back to the “Scrum inspired” ways of
working would provide them more structure and improved collaboration.

The UX consult expressed some concerns in the choice of going back to
Scrum fearing of the short sprints and having to deliver finished work within the
sprint. This was especially a concern in relation to qualitative user tests. While
the Scrum team ran a weekly sprint, it was difficult for the UX consultant to
stick to the timeboxed sprint. As he stated, his “work cycle looked more like the
rigid waterfall model than fast iterating sprints”. His work cycle often consisted
of research, analysis, and learning how to improve the UX. As he put it, to
study the customer, analyze the data, and then do some design requires more
time than a week. In his opinion it is impossible to adapt and come up with
results every week. When asked how he believed it should be done he suggested
the dual track model with separate UX and development sprints running in
parallel, similarly to [22]. In this way, the UX consultant would be able to start
on finding UX solutions for a new problem while the programmer is finishing up
with the old problem. When the programmer is ready for a new problem, the
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designer will already have something ready for him to do so that they can stay
effective. The UX consultant also believed that he would have an opportunity to
do qualitative user tests within a sprint while the programmer would be working
on implementing a solution or testing the code. The interviewees all agreed that
they liked working in an agile workflow and they could not imagine that anything
else would fit the company better. They had some differences as to how well they
believed the current Kanban solution worked compared to Scrum. They all apart
from the UX consultant agreed that going back to their own version of Scrum is
the right choice. They were not concerned about managing qualitative UX tests
while working with Scrum although they did not have an exact plan for how to
do it.

5 Discussion

The UX practices in the studied company seem comparable to those Hokkanen
et al. [11] observed in the eight studied Finnish startups. The company strongly
relied on usage data and split tests but they had not acquired qualitative data
from the users to explain their choices. They also relied on the thought that the
action of clicking indicates liking or a positive reaction. They had not planned
their UX activities and they did not have a UX strategy. Instead their UX
awareness had grown little by little, encouraged by the pressure to acquire a
larger user base and later also by the urge to keep the acquired users satisfied.

The studied company seemed to have already crossed the first two chasms
in the Klotins et al.’s [12] antipattern model. They had successfully brought the
product into market and attracted users to the product. Currently, they were on
the third chasm where they need to grow into new markets, control the costs,
and to keep their current and future users happy. They have started to conduct
user surveys. Designing good and effective surveys and being able to transfer the
learnings into the design is not, however, an easy task. Perhaps adding a few
user interviews in the method palette could help them to better empathize with
the user.

The company had used Scrum for years but they tried changing to Kanban
soon after hiring a UX person. In their study of the fitness of Scrum and Kanban
to UX, Law et al. [16] conclude that Kanban is generally better suited with UX
work. Our study supported this. The company chose to go back to Scrum after
trying out Kanban although they thought Kanban was better for integrating UX
work with other development efforts as it did not force UX work into timeboxes.
However, based on research evidence, UX can be integrated to either process
model.

The company had adopted practices from both lean startup type build-
measure-learn loop and Scrum. They did not follow any process model strictly
but picked practices that they felt suitable for them. They could slip from these
practices when they, for instance, were in hurry which indicates that the selection
of the practices was not a strategic choice but maybe convenience reasons played
a significant part in it. The company probably would benefit from a strategic
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planning of their ways of working such as planning of the experiments more care-
fully to reflect business or design ideas instead of using them to solve difficulties
in making individual design choices.

Startups operating in web and cloud environments often have the benefit of
getting a large usage data. This data can offer a vast amount of information if
collected and analyzed wisely. It seemed that the studied company did not fully
utilize the potential of the data which is in line with the finding of [11]. Thus,
the startup, and maybe startups in general, would benefit from improved skills
in user-oriented data analytics. However, the dilemma that was experienced also
with survey data remains: the challenging task of utilizing the data in successfully
guiding the design decisions unfortunately requires great skills and experience
in UX research and design.

5.1 Research Quality

The study was conducted by inexperienced students as course work and thus the
interview might not have captured all relevant issues. For instance, some nuances
and reasons behind the choices the company made remained unanswered. The
study would have benefited from a validating round of interviews or discussion
over the findings with the company representative.

The study was conducted in a single startup company and thus the results
reflect only that particular startup. We however utilized several mitigation
strategies such as theory triangulation and interviewing a rather large number
of roles in the small startup where the total number of permanent staff members
was only ten. Our results can be reflected in the light of previous research which
supports the credibility of our results.

UX in startups is an understudied topic with only few studies focusing on it.
Thus, our study offers a novel contribution to the academic field by confirming
the previous results, offering a qualitative, deeper view in a single representative
startup, and by explaining the previous research conducted in larger companies
in the context of startups.

6 Conclusion

We conducted an interview study on UX practices and agile ways of working in
a single Danish startup. We increased the understanding of the ways of working
by describing the practices and challenges the startup has encountered during
its lifetime. We conclude that more research is needed to create practices and
knowledge on UX that can be applied in small startups operating with scarce
resources and UX skills. It is becoming clear that better engineering and UX
practices can help startups in their volatile first years as they struggle to acquire
users and to keep them happy. These practices should take into account not
only the characteristics of startups but also the market-driven environment in
which they operate. Therefore, the UX practices ought to arise from experi-
menting with real users and adding qualitative insight into that. Moreover, the
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current human-centered software engineering literature in general would benefit
from more research on how to conduct UX work in data-driven development
environments as it is a trend in software engineering beyond the startup scene.
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Abstract. There is an increasing demand for software, suitable for large seg-
ments of users with different needs and competences. User-Centred Design
(UCD) methods have been used in the software industry and taught to software
developers to meet the various needs of users. The field of UCD covers a broad
set of topics that can be covered in a range of courses with various content. In
this paper we describe the design of a two-week course focusing on teaching
UCD methods to students with various backgrounds that are useful for the
students in the future. The course schedule included lectures and workshop
activities where the lecturers taught UCD topics and coached the students in
developing skills for using the selected UCD methods during the course to
design and evaluate an interactive system. Additionally, we describe two types
of course evaluations that we conducted: qualitative weekly evaluations and a
post-course survey.
The results show that students were in general positive about the course

content and the combination of lectures and workshop activities. Hi-fi proto-
typing was the UCD method that the students rated as being most useful for the
course and their future. They particularly liked how realistic these were for the
users. The least useful method in the course and in the future was “Walking the
Wall”, where students read an affinity diagram and make design suggestions.
Finally, we suggest changes for a prospective course, based on the results of the
evaluations.

Keywords: User centred design course � User centred design methods
Computer science curricula � Course design � Course evaluation

1 Introduction

User-Centred Design (UCD) is a rich and varied discipline. The basic aim is to
combine design and evaluation in the development of a software system and focus
these activities on the prospective users of the system that is being developed. The
literature includes extensive research on UCD concepts, principles and methods. One
of the classical references provides an overview of the discipline [21]. Other references
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focus on the principles behind UCD [9], or try to identify how software practitioners
define and work with UCD [8].

Teaching UCD is of key importance in order to increase its influence in software
development. Software development will not change towards a more user-centred
approach unless there are practitioners available with UCD skills. Nevertheless, the
literature on teaching of UCD is very limited. An early workshop aimed to produce a
list of skills that are necessary and important for UCD practitioners. They see UCD as a
process that should yield a high level of utility and usability by developing good task
flows and user interfaces. Therefore, UCD practitioners should have the knowledge,
skills, and other characteristics needed for considering and involving users [6].

Only a few authors discuss or present the design of courses on UCD. Seffah and
Andreevskaia [23] present the approach behind and the content of a course on human-
centred design for university students in computer science, who will be future practi-
tioners in software development. They describe a list with 17 different skills on design
and evaluation that should be developed in a UCD course, but do not mention UCD
methods or report which ones they taught, if any. They neither outline the contents of a
specific course nor any experiences from teaching it.

A stronger focus on teaching of UCD has been present in elementary and secondary
school level. In England, for example, teaching design and technology was introduced
at that level, and there is considerable documentation of content and experiences from
this teaching. Nicholl et al. [26] found that contrary to official directives, there was a
clear lack of opportunities for pupils to experience user-centred approaches when
undertaking tasks in classes on this topic. Thus there are studies that provide insight
into the teachers’ teaching practices on user-centred design. In relation to this, there is
significant literature on teaching of design and creativity in elementary and secondary
school, e.g. Hill [10].

The introduction of UCD in software organizations is the focus of some research
literature. This literature typically describes how developers in a software organization
was introduced to and trained in UCD methods, e.g. [3, 12].

A different stream of research focuses on training of people with mental disabilities
to participate in UCD processes. Waller [25] reports from training workshops where
users and people who use augmentative and alternative communication were intro-
duced to the UCD process and the related methods. Feedback from participants indi-
cates that they felt more empowered to evaluate systems and to engage in the design of
new systems. Prior [22] have adapted UCD methods for a similar purpose.

One of the challenges when teaching a topic like UCD is to assess the quality of the
course and its impact on the participants. Some of the aforementioned literature on
introducing UCD in software organizations includes such assessment activities. Con-
trastingly, the limited literature on university level teaching of UCD that is mentioned
above, has much less focus on assessment.

This paper reports from an empirical study of a course in UCD for university-level
students. We describe and discuss the specific topics within UCD we decided to teach,
how we assessed the impact of the course on the participants, and outline a redesign of
the course based on the experiences gained. In the following section, we provide a
more detailed overview of selected literature on teaching of UCD methods and eval-
uation of UCD methods used in industry. In Sect. 3, we describe our case which was a
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two-week university course in UCD. Section 4 presents the method used in our study
of the course. In Sect. 5, we provide the results from the study of the course. In Sect. 6
we explain the lessons learned and the reaction to those. In Sect. 7 we discuss the study
and provide the conclusion in Sect. 8.

2 Related Work

In this section we will describe some of the literature on how to teach UCD methods,
on the evaluation of UCD methods in industry and on the google design sprint process.

2.1 Teaching UCD Methods

In this section we study which UCD methods are seen as important to teach, and focus
especially on the methods used for design. Our literature review on UCD course
design, reported in the previous chapter, showed that UCD courses for university-level
students have not reported the set of methods taught on those classes. Therefore, we
broadened our scope to cover publications reporting more general courses on HCI
rather than just UCD, since UCD methods are under the HCI methods umbrella. In this
section we report two works supported by The Special Interest Group on Computer-
Human Interaction by the Association for Computing Machinery (ACM SIGCHI).
These works have been influenced by a broad range of international experts in the field
and are therefore worth a closer analysis.

First, an annual ‘Introduction to HCI’ course at the CHI conference1, ACM SIG-
CHI’s premium conference provides an overview to HCI for newcomers in the field,
including content on theory, cognition, design, evaluation, and user diversity [17]. The
design content on this 4-h course focuses on user-centered design methods such as
surveys, interviews, focus groups, ethnography, and participatory design. Due to the
short duration of the course, only the principles of each method are covered, and the
course participants are not supposed to gain skills on using these methods.

Second, ACM SIGCHI has conducted an international project 2011–2014 in order
to document HCI educators’, practitioners’, and students’ perspectives on the most
important topics in HCI [5]. While the project was not focusing on UCD but the
broader field of HCI, the authors see human-centeredness in the core of HCI: “HCI
focuses on people and technology to drive human-centered technology innovation”
(ibid. p. 70). The outcome of this SIGCHI Education Project is a list of HCI topics that
were seen as very important or important by the study respondents, and a recom-
mendation to “offer a flexible, global, and frequently refreshed curriculum” (ibid.,
p. 72). The living curriculum is important because technological advancements con-
stantly bring new topics to be studied.

Since our focus in this paper is on UCD methods, we investigate the methods that
were prioritized by all respondents in surveys across the time frame of the SIGCHI
Education Project. The important methods risen from the survey are divided into design

1 https://sigchi.org/conferences/conference-history/chi
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methods and empirical methods. The design research methodologies considered
important or very important are interaction design, interviews, observation, paper/low-
fidelity prototyping, prototyping (general), and usability testing. The empirical methods
listed were for academic researchers (e.g., problem formation and research design) and
not UCD methods to be taught for practitioners.

Churchill et al. [5] report the results of an English-language survey (n = 616) in
more detail. Interaction design was mentioned as the most important subject (disci-
pline) in HCI, and experience design as the most important topic. Agile/iterative
design, experience design, interaction design, and participatory design were rated as the
most important design paradigms in HCI. In design methods, for example, field study,
interviews, prototyping, usability testing, and wire-framing were rated as very
important. Churchill et al. [5] suggest that these results provide a valuable starting point
for a unified vision of HCI education. However, we have not found scientific publi-
cations reporting students’ perspectives on the usefulness of different UCD methods as
part of an interaction design project.

2.2 Evaluation of UCD Methods Used in Industry

In this section we give an overview of some of the current literature on how usability
techniques have been integrated in software development in industry.

Bygstad, Ghinea, and Brevik [4] surveyed professionals working at Norwegian IT
companies to investigate the relationship between software development methodolo-
gies and usability activities. In their findings, there was a gap between intention and
reality. The IT professionals expressed interests and concerns about the usability of
their products, but they were less willing to spend resources on it in industrial projects
with time and cost constraints. The results of their survey also revealed that the IT
professionals perceived usability activities and software development methods to be
integrated, which the authors believed is a positive sign.

Bark et al. [1] conducted a survey on the usage and usefulness of HCI methods
during different development phases. They examined whether the type of the software
projects had any effects on HCI practitioners’ perception of the usefulness of the
methods. The results show that there was fairly little correlation between the frequency
of using a particular technique and how useful it was perceived by the HCI practi-
tioners. One conclusion in the study is that HCI practitioners tend to have a personal
and overall evaluation of the different techniques rather than evaluating the actual
usefulness of the methods in their daily work when developing particular software.

An international web-based survey by Monahan et al. [19] reported the state of
using several field study techniques and how effective they were considered to be by
usability practitioners in education and industry. The results show that more than half
of the respondents rated observations as an extremely effective method and about 40%
of the respondents rated user testing as extremely effective. The most influential factor
for choosing a method for participants working in the software industry was time
constraints.

Venturi, Troost and Jokela [24] investigated the adoption of user centred design
(UCD) in software industry. The results of the study show that the most frequently used
method was user interviews. Additionally, hi-fi and low-fi prototyping methods were

18 M. Larusdottir et al.



frequently used. Overall, the most frequently used evaluation methods are qualitative,
allowing rapid feedback to the design activities using expert and heuristic evaluation or
“quick and dirty” usability test methods. The results also show that UCD methods are
typically used during the early phases of the product life cycle.

A survey study on the usage of 25 usability techniques was conducted in Sweden
by Gulliksen et al. in 2004 [8]. The results show that the usability techniques that
received the highest rating by the usability professionals were those that were informal,
involved users and were concerned with design issues. Techniques such as expert-
based evaluations and benchmarking that do not involve users, received the lowest
ratings by the usability professionals. There was a general agreement among the par-
ticipants that it is important to integrate usability techniques into the software devel-
opment process they were using. Some participants mentioned difficulties during the
integration, especially those that were using RUP (Rational Unified Process) as their
development process.

Another survey study was conducted in Sweden in 2012, where the usage of 13
user centred design methods in agile software projects was studied [13]. The methods
used by more than 50% of the participants were: workshops, low-fi prototyping,
interviews and meetings with users. The most frequently used methods were: low-fi
prototyping, informal evaluation with users and scenarios. These were used at least
twice a month. The participants also rated the usefulness of using the methods. More
than 90% of the participants rated formal usability methods as “very good” or “fairly
good”, but that method was typically used twice to six times a year.

2.3 Google Design Sprints

Created as a means to better balance his time on the job and with his family, Jake
Knapp optimized the different activities of a design process by improving team pro-
cesses. Knapp noticed that despite the large piles of sticky notes and the collective
excitement generated during team brainstorming workshops, the best ideas were often
generated by individuals who had a big challenge and not too much time to work on
them. Another key ingredient was to have people involved in a project all working
together in a room solving their own part of the problem and ready to answer questions.
Combining a focus on individual work, time to prototype, and an inescapable deadline
Knapp called these focused design efforts “sprints”.

A big important challenge is defined, small teams of about seven people with
diverse skills are recruited, and then the right room and materials are found. These
teams clear their schedules and move through a focused design process by spending
one day at each of its five stages (i.e., map, sketch, decide, prototype, test). On
Monday, a map of the problem is made by defining key questions, a long-term goal,
and a target, thus building a foundation for the sprint week. On Tuesday, individuals
follow a four-ste Created as a means to better balance his time on the job and with his
family, Jake Knapp optimized the different activities of a design process by improving
team processes. Knapp noticed that despite the large piles of sticky notes and the
collective excitement generated during team brainstorming workshops, the best ideas
were often generated by individuals who had a big challenge and not too much time to
work on them. Another key ingredient was to have people involved in a project all
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working together in a room solving their own part of the problem and ready to answer
questions. Combining a focus on individual work, time to prototype, and an inescap-
able deadline Knapp called these focused design efforts “sprints”.

The Design Sprint [16] is a process to solve problems and test new ideas by
building and testing a prototype in five days. The main premise for Google design
sprints is seeing how customers react before committing to building a real product. It is
a “smarter, more respectful, and more effective way of solving problems”, one that
brings the best contributions of everyone on the team by helping them spend their time
on what really matters. A series of support materials such as checklists, slide decks, and
tools can be found on a dedicated website (https://www.thesprintbook.com).

3 The Case – Experimental Design Course

This paper reports an international course that was planned during early 2017 and
executed in July-August 2017 as an intensive course. The Experimental Design Course
at Tallinn University, Estonia, lasted for two weeks, Monday to Friday. The main
learning objective on the course was ability to apply common user-centred design
methods and interaction design tools in practice during a two-week interaction design
sprint. A total of 18 international students worked on designing and evaluating a
software system, and used altogether 15 UCD methods along the way. The students
brainstormed ideas for the systems themselves, so they worked on five different sys-
tems, but all used the same methods for analysing, designing and evaluating the sys-
tems. The students worked in five groups, with three or four members in each group,
which were formed by the lecturers. The strategy while forming the groups was to have
varying backgrounds, genders, and nationalities in each group. The course schedule is
illustrated in Table 1.

Table 1. The schedule of the course for the two weeks.
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The students generally had lectures and group work sessions from nine in the
morning until around four in the afternoon, see Table 1 for the schedule. During the
first three days the students were introduced to the following user centred design
methods: Visioning, contextual interviews [11], affinity diagram [18] or KJ method
[15], walking the wall, personas and scenarios [11]. After an introduction of the method
the students used each of the methods with supervision from the lecturer. The next two
days the students were introduced to user experience (UX) goals [14], they made low
fidelity prototypes on paper of the user interface and evaluated those through heuristic
evaluations [20]. They also used the System Usability Scale (SUS) questionnaire for
evaluation [2] and additionally evaluated the interface according to their UX goals.
During the second week the students were introduced to formal usability evaluations.
They prototyped the interface using the Just-in mind prototyping tool (https://www.
justinmind.com/) and did an informal think aloud evaluation on that prototype. After
redesigning the prototype, the students stated measurable usability and UX goals and
made a summative user evaluation to check the measurable goals. At the end of the
course all the students presented their work to each other with a 15 min presentation to
the class. In Table 1 the course schedule can be seen. We chose the methods introduced
to the students partly on results on what methods IT professionals rate as good methods
for UCD [13].

The students were asked to develop some software for international students in a
foreign country, but otherwise they could choose the domain for their application. Two
groups wanted to assist students find courses, one focused on choosing courses at a
particular university but the other group focused on courses within a subject of interest
between universities. Two groups chose to assist international students in food related
issues. One group wanted to assist in buying food in a foreign country and the other in
hearing about and learning recipes from local and international students.

Figure 1 shows illustrations of the paper based prototype of the first four screens
the users meet from the student group assisting in buying food at the grocery store.

Fig. 1. Illustrations of the low-fi prototypes from one of the groups.
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The focus in the student projects was chosen because it was easy for the students to
imagine how the user groups are, since they were themselves in the same postion.
Additionally, we chose this because they students were asked to collaborate between
groups during user testing, acting as users for another group and getting students as
users to their user testing. With this approach we ensured that the students would find
participants for their user testing that were representative for the user groups.

On Fig. 2, there are illustrations of hi-fi prototypes of the best deals screen before
and after the formal user testing session.

The hi-fi prototypes were clickable and the students had made one path through the
prototype for the user testing. There was not database designed and no data inserted, so
the user in the user testing could only chose the data that was “hardwired” in the
prototype.

Fig. 2. Hi-fi prototypes of the “Best deals” screen before and after user testing.
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4 Method

This section explains the background of the students and the data gathering methods.

4.1 Background of the Students

The students had various backgrounds, both concerning nationality, gender, age and
education. The 18 students were from 11 countries: 8 students from the Nordic
countries, 7 from other European countries, 1 from Canada, and 2 from Asia. We had
10 female students and 8 male. The age range was from 22 to 42 years. We had five
students with a high school degree, studying for the Bachelor degree, 10 students
having a Bachelor degree, out of which seven were studying for their Master degree,
and three with a Master degree, where one was studying at a PhD level. The fields of
their study was: Computer Science (four students), Collaborative and industrial design
(three students), Interaction design (two students), and one student in each of the fields:
Informatics, human centred technology, international design business management and
software engineering.

Seven students had been working at software companies and the time span was
from three months up to more than five years. The jobs roles included: Advisor/mentor,
analyst, consultant, lead UI/visual designer, service design intern, test developer, UX
designer, UX manager and UX researcher. Some students mentioned more than one job
role they had had. We did not ask particularly about, if they had taken similar courses
previously, but in the informal discussions with students we found that some of them
had quite good knowledge and skills in the subjects of the course, while others had not
seen similar material before.

Some examples of the types of software the students had been developing in
industry include: Online systems for music learning; survey tool based on a map, a
software system to support the diagnosis protocol of children with ADHD (Attention
Deficit Hyperactivity Disorder), websites where one can order food from shop with
same day delivery, software for supporting weather measurements and software for
issuing credit cards and handling money transfer.

4.2 Data Gathering Methods

Two methods were used to gather feedback from students on their opinions on the
course: a weekly evaluation form for collecting open-ended feedback, and a ques-
tionnaire on the UCD methods taught on the course. Both were distributed on paper at
the end of the week. The methods will be described in more detail below.

The Weekly Evaluation. Students were asked to draw their right hand on an empty
A4 sheet of paper as the last thing in the afternoon during both Fridays, so data was
gathered twice with this method during the course. In the space of the thumb, they were
asked to write what they thought was good during the current week, in the space for the
index finger, things they wanted to point out, in the third finger space what was not
good, in the space for the fourth finger what they will take home with them and the fifth
finger what they wanted more of. The students wrote sentences, so this was a
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qualitative method. The students handed in their evaluation by putting it in a box that
was placed at the back of the room, so the lecturers did not watch who was delivering
in the evaluation forms, to keep the anonymity. When all the students had handed in
their evaluations, we asked if there was something that they wanted to share with the
group. There were open discussions for about 15 min of improvements that could be
made to the course.

When we had gathered the evaluations after the first week, one of the lecturers
inserted all the answers from the students to a Google spreadsheet to be able to share
those with the other lecturers. As this was meant to be a formative evaluation method,
the results were discussed and some changes were made to the schedule according to
the feedback. The results were analyzed with thematic analysis [7].

The Method Questionnaire. The questionnaire was on paper and contained 3 pages.
On the first page there were: 4 questions on the student‘s background, 3 questions on
their currently highest achieved degree, one question on whether they were studying
currently or not, and 4 on their current education (if applicable). Also, on the first page
they were asked if they had worked in the industry. If so, they were asked to fill in 5
more questions about the work role and company.

On the second page of the questionnaire the students were asked to rate their
opinion of the UCD methods used on the course. For each method they were asked to
rate:

(a) If the method was thought provoking;
(b) if the method was useful for the course; and
(c) if they thought that the method would be useful for their future job/education.

For each item we provided a 7-point scale from 1 = not at all to 7 = extremely so.
The 15 methods they evaluated were: Visioning, Contextual interviews, Affinity dia-
gram, Walking the wall, Personas, Scenarios, UX goals, Low fidelity prototypes (paper
prototypes), Heuristic evaluation, Evaluation of lo-fi prototypes with user using the
SUS questions, Evaluation of lo-fi prototypes with user using the UX goals, Hi-fi
prototyping (digital), Think-aloud evaluations of hi-fi prototypes, Measurable usability
goals setting and Summative evaluation (usability and user experience).

On the third page, there was just one open question for any other comments that
they would like to share with us. They had a full A4 page to freely share their
comments.

The questionnaire was filled in right after the retrospective hand evaluation during
the last session of the class. The students typically used 20 min to fill in the ques-
tionnaire. When all the students had filled in this questionnaire, discussion was facil-
itated on the overall evaluation on the course.

5 Results

In this section the results both from the weekly evaluations and the Methods ques-
tionnaire will be described.
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5.1 Results from the Weekly Evaluation

The students wrote one or two sentences of each of the five categories: What was good;
what they wanted to point out; what was not as good what they would take home with
them and what they wanted more off. When all the students had handed in their evalu-
ations, we asked if there was something that they wanted to share with the group. There
were open discussions for about 15 min of improvements that could be made to the
course. Some of the comments were quite detailed, e.g., 2 students commenting on one
particular lecture by the Chilean guy, and a particular subject (the list of the emotions for
setting UX goals) and some comments are more general, e.g., one student saying that the
lectures were interesting. Four students commented on the group work projects in some
way and four on meeting new people and their openness. Six commented on the teachers
in some way and three on the lectures and their subject. We got four comments on having
different teachers during the course and one particularly commented that it was good to
have both group work and lectures the same day.

5.2 Results from the Methods Questionnaire

Results from the methods questionnaire were calculated and analyzed and are presented
in Table 2. We calculated the average grade for the 18 students. The scale used was 1
to 7, where 1 = not at all to 7 = extremely so. We have marked the methods getting the
highest grading and the lowest grading with colors.

Table 2. Results from the methods questionnaire
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The method getting the highest score in all phases (the immediate, the course period
and for the future use) was Hi-fi prototyping, where the students made prototypes using
the Just-in mind tool. This is when the ideas really came to life and we could see that
they students loved this activity. They even stayed up until after midnight to make the
prototypes work and look good. The second highest for the course was Summative
evaluation, where the students measured effectiveness, efficiency, satisfaction and UX
factors. UX goals setting and Think aloud evaluation had the same score as the third
and fourth best method for the course.

The students gave the method: Walking the wall the lowest grading. During
walking of the wall, the students got visitors from other groups that should suggest
design ideas for the group while reading an affinity diagram showing results from
interviews with users. A paired-samples t-test was conducted to compare the difference
of the ratings of the walking the wall method and the hi-fi prototyping. There is a
statistical difference in the grading of walking the wall (M = 3.53, SD = 1.94) and hi-fi
prototyping (M = 6.78, SD = 0.55) with (p = 0.01). One student mentioned that this
activity was rather useless since the students did not use the results of this activity in the
next one. The second lowest as useful for the course was the heuristic evaluation. This
could be because, the students did two evaluations one after the other without
redesigning their designs between the evaluations. The third lowest in the grading for
usefulness in the course was the method Personas. This could also be because the
Personas where not really used again during other activities.

The open comments students gave overall about the course were quite positive. The
background of the students varied, from being studying on BS level to a PhD level, and
some students had been and were working in industry. The negative comments show
clearly that the course was too basic for some students. Most of the comments could be
met by giving more clear description about the course, like timings and objectives of
the course should be clear in the course description.

6 Lessons Learned and Reactions

In this section we will describe the lessons learned based on the results from the
evaluations from students and the evaluations from the lecturers present at the course.
We will first give a summary of the lessons learned and then present the changes made
to the course schedule as a reaction to the lessons learned.

6.1 Lessons Learned

In summary, we have described above how we successfully taught a course on UCD
for university-level students. We have also presented the specific topics within UCD
that were included in the course. In addition, we have described how we assessed the
impact of the course on the participants and outlined a redesign of the course based on
the experiences gained.

Two methods were used to evaluate the course by gathering feedback from students
on their opinions about the course and the methods taught: an open-ended evaluation
form for collecting qualitative feedback, and a questionnaire. Our results demonstrate
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the general usefulness of these techniques for course evaluation. It was valuable to get
feedback from the students after the first week and discuss with them what adjustments
could be made for the second week. Some comments were on the dissemination of the
course so some students thought that the course description, so we could explain why
this happened. Additionally, we chose sometimes to give the students more time during
the workshops, if they did not manage to finish using a method within the timeframe
scheduled. We thought they would appreciate not strictly following the plan, but some
students commented that we did not follow the announced course schedule in details
and found it stressful. Also we had not clearly stated that students should be there until
16, so some students were upset that this was not made clear.

The students were generally positive about the course content, and they particularly
liked the combination of lectures and workshop activities every day, and the
involvement of several teachers. Altogether, they used 15 UCD methods during the
course. The first observation from the results is that four UCD methods were rated
highest: hi-fi prototyping, because the prototypes were very realistic for the users;
summative evaluation, where they measured effectiveness, efficiency, satisfaction and
UX factors; setting UX goals and think-aloud evaluation. It was also obvious observing
the students that when they got to do the running prototypes they stayed until late at
night. That was the only day during the two weeks that they got so focused in using the
method we had introduced to them. The UCD methods that the students rated lowest
were “Walking the Wall”, where students should read an affinity diagram and suggest
design ideas. They commented it took long time to use the method and the output was
not that valuable. The students also gave heuristic evaluation and personas low rating.
We had indications that the reasons for these low ratings were that the results were
either not used in subsequent activities or not used at all.

The students used the UCD method one after the other and the previously used
should feed information to the next method. The students found it hard to see the
relevance in walking the wall and making personas and found these methods a bit
disconnected to the remaining methods. On the other hand, they saw the relevance in
conducting user testing and iterating the prototypes accordingly. They did three
evaluations and iterated the prototypes afterwards, first an informal evaluation of the
paper prototypes, then evaluating the UX goals and the third was user testing. This was
mostly scheduled during the second week. Some students commented that they would
have liked this to be earlier in the course. These comments inspired us to change the
course schedule accordingly for the next round of the course.

The latter observation demonstrates that teaching of a method without relevant
application of it is very difficult. Rather than being a problem with the method itself,
this is a reminder for us educators of the importance of planning teaching activities in a
way that students can hopefully understand their logic and make direct connections
with their ongoing learning process. Many students commented that they would have
wanted to be in more direct contact with users and not only meet the students taking
part in the course. They really stressed that they wanted the user testing to be as
realistic as possible.
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6.2 Reaction to Lessons Learned

Since the students rated realistic prototypes highly and user evaluations, but com-
mented that these methods could have been introduced earlier in the course, we have
decided to teach these methods during the first week of the course during the summer
2018. This schedule fits very well to the Google design sprint schedule, where the
fourth day focuses on making realistic prototypes and the fifth day focuses on con-
ducting user evaluations with 5 users. We will base the course schedule on the Google
design sprint schedule.

During the first week we will follow the Google design sprint schedule completely,
like explained in Sect. 2.3. During the second week we will cover user experience in
more detail. The students set UX goals and evaluate against those goals. They redesign
the hi-fi prototypes and evaluate once more to gather feedback on the user experience.
Overall, the focus during the first week is on designing the right product, and during the
second one the focus is on designing the product right.

We will choose methods from the Google design sprint process to get the overall
idea about the product, setting the stage, setting a long term goal, mapping, sketching,
speed critique and storyboarding. These will be the new methods that we will cover.
Some are similar to the once given in the course 2017, like sketching is similar to low-fi
prototyping, but is now done in context with other methods that are used in advance in
the course. We will not include the contextual interviews, the scenarios, the affinity
diagram and the walking the wall methods. Also heuristic evaluation will not be
covered. These methods were not highly rated by the students and we believe the
methods of Google design sprints will work better for the course.

7 Discussion

In relation to hi-fi prototyping, students seemed to particularly like this method,
especially how realistic the resulting prototypes were for the users. This finding is in
line with the ideas behind the Google Design Sprint [16] with its main premise of
seeing how customers react before committing to building a real product. This finding
also seems to suggest that for similar one-to-two week student projects, something like
Google Design Sprints can help students focus by providing a big challenge, time
restraints, and bringing the best individual contributions of everyone on the team.

While the context, respondents, and the questionnaire used in this study were quite
different from those used by Churchill et al. [5], we briefly discuss one difference
between the results of these two studies. In our study, hi-fi prototyping was rated
highly, while in [5], hi-fi prototyping was not even mentioned, although paper/low
fidelity prototyping and prototyping (general) were seen highly important. The reason
might be that the students enjoy hi-fi prototyping with the modern prototyping tools
and see paper prototyping too cumbersome or old-fashioned. Future work is needed to
properly study the usefulness of teaching lo- vs. hi-fi prototyping for students.

In relation to software development practice, it is interesting to compare the UCD
method ratings made by the students to the frequency of use of UCD methods reported
by practitioners. Venturi et al. [24] found that hi-fi prototyping and heuristic evaluation
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was used frequently, setting quantitative usability goals less frequently, and quantita-
tive usability evaluation (summative) and Personas least frequently. So except for
heuristic evaluation, there is good correspondence. This shows that it is possible to
effectively teach several of the methods that are most relevant in practice.

8 Conclusion

This paper reports from an empirical study of a two week intense course in UCD for 18
international university-level students. The schedule was switching between lectures
and workshops using 15 UCD methods. We used two methods to evaluate the course
content and schedule, a weekly questionnaire and a method questionnaire measuring
the usefulness of the methods. Both course evaluation methods gave good insights into
how to adjust the course for the next occasion. Since the students rated hi-fi prototypes
and formal user evaluations highly and commented that these methods were used quite
late in the course schedule, we have decided to follow the Google design sprint process
during the next occasion of the course. Then hi-fi prototypes will be conducted during
the fourth day of the course and formal user evaluations on the fifth day. This will give
the students the possibility to see some realistic output earlier in the course, which
seems to be appreciated by the students.
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Abstract. Software process improvement is a very important topic.
Almost all companies and organizations face the necessity for improve-
ment sooner or later. Sometimes, there is obvious potential for improve-
ment (e.g., if the number of developers does not fit the project size).
Nonetheless, fixing all obvious issues does not necessarily lead to a
“perfect” project. There are a lot of interdependencies between project
parameters that are difficult to detect – sometimes due to the influences
of social aspects which can be hardly grasped.

We want to support the process of improving daily work by simulating
and visualizing how project parameters evolve over time. Our approach is
based on building a System Dynamics model that takes into account key
performance indicators as well as assumptions about social aspects. In
the present case, we chose parameters of capacity, customer satisfaction,
and mood. The model uncovers interdependencies between the available
parameters. Furthermore, it is able to simulate consequences of different
preconditions and incidents during a sprint such as change requests.

In this contribution, we present our approach and apply it in a case
study with three agile teams in industry. We build a System Dynamics
model and use it for sprint simulations. Our analysis determined, e.g.,
the teams’ productivity during the sprint and their workload each day.
The simulation increased the teams’ awareness of the negative influences
due to interventions during the sprint.

Keywords: Process improvement · Simulation · System dynamics
Agile software development teams · Social aspects

1 Introduction

Companies strive for a good rate of successful projects. To reach this aim, they
often face the necessity for software process improvement. There are various
existing approaches to improve the development process [14]. However, it does
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not necessarily suffice to apply the existing approaches. Implementing an agile
environment is a commonly used possibility to overcome many problems. Hence,
it is a common way to improve the process [14]. However, becoming agile is
not always the key [8]. The same problem may occur when implementing other
approaches to improve the development process. We expect that team mem-
bers lack an understanding for the interdependencies within the entire software
development process [13]. This lack can reduce the success when implementing
existing approaches.

We assume that a simulation model can increase this understanding by sim-
ulating and visualizing the dependencies [13]. In this contribution, we present an
objective, data-based approach for visualizing and discovering project dynamics
and tendencies which may be too subtle to be found by humans or which are
too obvious to recognize the major consequences. To facilitate the application
of our technique, we base our approach on already existing or easily collectible
data for example from tools like JIRA. Based on this data, we automatically
calculate correlations and interdependencies between the variables like produc-
tivity (represented by finished story points), mood (represented by scales from
psychology [20] or from a mood board with emoticons) or the capacity. These
calculations result in a System Dynamics model simulating and visualizing the
hypothetic state of a sprint with given preconditions. When a team is modeled
with System Dynamics, that team can use the model to recognize factors hin-
dering an optimal sprint or impediments that need to be resolved in order to be
more successful.

In this paper, we present our approach and its application in a case study at
Arvato SCM Solutions1. The company initiated a collaboration with the Leibniz
University Hannover considering fundamentals about methods and toolchains.
These fundamentals would reveal, e.g., the tendencies of sprint success criteria,
customer satisfaction during a sprint, or factors influencing a positive impression
by the client. The industry partner had already experienced general impediments
such as changing the scope of a sprint which has negative effects to reach the
sprint goal. During the kick-off of the collaboration, an interest in social inter-
actions and dependencies in the teams arose. The Software Engineering Group
at Leibniz University Hannover has some experiences in analyzing interactions
in a team such as the FLOW method2 for information flow analysis in devel-
oper teams or tools for the analysis of interactions in meetings [17]. Developers,
manager, Scrum master and product owner3 of the industry partner wanted to

1 https://scm.arvato.com/en.html.
2 http://www.se.uni-hannover.de/pages/en:projekte flow.
3 At Arvato SCM Solutions, the manager, Scrum master, and product owner build a

triumvirate for a team. The manager is responsible for the people management and
their personal evolution, the Scrum master is responsible for the processes in the
agile environment and the product owner is responsible for the enhancements of the
product and the functional stories.

https://scm.arvato.com/en.html
http://www.se.uni-hannover.de/pages/en:projekte_flow
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know if these tools can be applied in an agile environment and if they can help
to get better results for a sprint if the teams know their social impediments.

Arvato SCM Solutions wanted to get a supportive tool helping a
development team to identify its impediments to reach the goal of
its sprints. In particular, such a tool would help Scrum master and
product owner to realize which influences their behavior can have.

As a further requirement, the team members should be able to understand
the outcome of the model, i.e. the result of the simulation needs to be reliable.
Otherwise, the team may refuse the model.

Building such a model is not trivial. While some parameters such as produc-
tivity (in terms of finished story points) can be easily quantified, others such
as mood cannot. Hence, we need to combine both qualitative and quantitative
data. We can formulate our research question as follows:

RQ: Is it possible to build a System Dynamics model including both qualitative
and quantitative data with comprehensible, i.e. traceable, results?

As a first step towards this aim, the researchers from Leibniz University
Hannover analyzed three development teams at Arvato SCM Solutions. The
teams had just started their agile transition to Scrum some months before the
study began. One team was in sprint number 22, another in sprint number 13
and the third team in sprint number 8 (with a length of two weeks per sprint).
The case study took place over a duration of 18 months starting with a data
collection and ending with the presentation of the model and its application.
The duration of the study was due to the explorative nature. Replications of
this study will not take that much time.

The simulation of the sprint and the analysis with the System Dynamics
model uncover i.a. the fact that the teams’ productivity increases towards the
end of a sprint. Some of the found issues can also be found in other teams.
Nonetheless, the model does not adequately represent the process and the inter-
dependencies between the variables in a team of another organization. Therefore,
we describe our approach to build the model. This procedure can be applied to
other teams with a different data set.

The paper is structured as follows: In the following section, we give an intro-
duction to System Dynamics. Previous work related to our research topic is
presented in Sect. 3. Section 4 gives an overview of the study we conducted at
Arvato SCM Solutions. It also provides information on building the model. We
discuss our results in Sect. 5 and conclude in Sect. 6.

2 Background: System Dynamics

System Dynamics was developed to understand the behavior of complex sys-
tems [3]. In the 1950s, Forrester [3] presented his approach for modeling differ-
ent parameters in order to understand industrial processes. System Dynamics
enables holistic analyses and simulations of complex and dynamic behaviors. The
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simulation is based on a model taking into account relationships between var-
ious project parameters. Forrester [3] presented a strategy for identifying such
relationships and for modeling and simulating the interdependencies. We use
this approach to gain more profound insights into the interdependencies and the
project’s dynamics [4].

2.1 Causal Loop Diagrams

Causal loop diagrams visualize interrelations between different variables in a sys-
tem [3]. An example is visualized in Fig. 1. Mood (1), Productivity and Customer
Satisfaction are considered. A positive marked directed edge (2), a so-called
positive causal link, denotes a positive relation, i.e. if customer satisfaction
increases, mood also increases. It is also possible to visualize negative relation-
ships, i.e. if one parameter increases, the other one decreases and vice versa.
Such links are called negative causal links. One example for this relationship
is the influence of unexpected incidents during the sprint on mood: The more
incidents, the more dissatisfied developers, i.e. the lower the amount of positive
affect.

Fig. 1. Exemplary causal loop diagram visualizing a positive reinforcing loop.

A reinforcing feedback loop is defined to have an exponential increase
or decrease. Mathematically, this is equivalent to having an even number of
negative links (where 0 is also even). In Fig. 1, the reinforcing loop is visualized
by (3). A balancing feedback loop is associated with reaching a plateau. This
is equivalent to having an odd number of negative links. A balancing feedback
loop is denoted as visualized with a “B” (instead of the “R” in (3)) and an arrow
pointing counterclockwise [4].

2.2 Stock and Flow Diagram

Stock and flow diagrams concretize causal diagrams by quantifying the system.
They are used to study and analyze systems on a more detailed level. An example
is visualized in Fig. 2. These diagrams consist of stocks (1) and flows (3). A
stock represents an entity, i.e. parameter, that changes over time. A flow defines
the rate of a change in a stock. So far unknown influences and parameters can
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be visualized by a cloud (2). In the given example, we have an influence of
something not specified (2) on mood (1). The rate of the influence is defined by
the flow (3).

Fig. 2. Exemplary stock flow diagram.

Each flow can be concretized by an equation. These equations and the feed-
back loops enable a simulation of the process. The better the equations define
the influences, the more accurate is the simulation in the end.

3 Related Work

This paper aims at analyzing interdependencies between different parameters
during a sprint. Some of these parameters are social aspects like communication
behavior [9,10]. Since soft factors can be hardly quantified, the commonly used
methods to analyze human beings are rather subjective. In this approach, we use
already established methods for modeling and simulating the specific context, for
instance with System Dynamics [3] to combine qualitative and quantitative
data.

Klünder et al. [9] quantify communication behavior using the so-called FLOW
distance. FLOW distance is a measure for indirections in information flow. Fur-
thermore, the authors measure moods and social conflicts using scales which are
established in psychology like the scale for positive and negative affect [20]. This
way, the authors are able to find statistically significant relationships between
communication behavior, mood, and social conflicts [9].

Herbsleb and Mockus [5] also investigate on communication behavior. They
analyze the behavior of co-located and distributed work teams. Their study
is based on quantified data from the source code change management and a
survey. The authors aim at finding causes for delay in distributed teams. Herbsleb
and Mockus [5] are able to uncover relationships between delay, communication,
coordination, and geographical distance. They report a decrease in the frequency
of communication with an increasing physical separation [5].

These studies base on subjective quantified data which often depends on the
perceptions of the team members (cf. [9]). All proposed metrics we are able to
measure are integrated into our approach.

To find interdependencies between qualitative and quantitative parameters as
well as to integrate assumptions, we modeled the results using System Dynamics.

The idea of simulating human factors and other project parameters is not
new. Abdel-Hamid and Madnick [1] investigated dynamic events in Software
Engineering. They present different case studies of large software projects.
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Furthermore, they propose the use of metrics which help to measure the rel-
evant aspects. Based on the data records and their experiences, the authors
build system models with different complexities. Abdel-Hamid and Madnick [1]
give a detailed overview of various dynamic models underlining, for example, the
influence of productivity on the motivation of a development team. Furthermore,
they present an entire software project process chain.

Cao et al. [2] investigate dynamics in agile software development. They model
interdependencies between various agile methods and practices such as pair pro-
gramming, customer involvement or refactoring and organizational parameters
such as productivity or cost. The authors also use System Dynamics to generate
the simulation model [2].

Madachy [15] models communication behavior and other team parameters.
He simulates qualitative models to understand process dynamics. His work is
based on formal boundary expressions with a wide range of parameter settings.

Hoegl et al. [6] present a concept about the quality of teamwork. They iden-
tify factors influencing the success of software projects. They consider aspects
such as team performance and satisfaction. The relevant factors for teamwork
are communication, coordination, a balance of contribution, mutual support,
effort, and cohesion [6]. The authors base their results on an empirical study
providing data from 575 developers and project leaders in 145 German software
development laboratories [6].

Shiohama et al. [19] deal with the question of an appropriate iteration length.
They present a procedure to calculate the recommended iteration length by
simulating the sprint. They integrate parameters such as the development team,
the probability of incidents during the sprint and the complexity of the project.

In previous studies, Kortum et al. [11] have already explored team behavior
in academic software projects. The first models [7,11] base on machine learning
classifier and enable forecasts for key communication metrics. But these mod-
els only considered linear dependencies and few quantitative data. We want to
extend these approaches by also considering non-linear interdependencies [13]
and qualitative data.

In contrast to the already existing approaches, we do not want to answer a
specific question using our simulation. Indeed, we want to explore team dynamics
to uncover unexpected interdependencies. Nonetheless, we integrate results of
already existing models such as measurements, metrics and best practices for
setting up the model. Furthermore, we integrate data types which have – to the
best of our knowledge – not yet been considered in related approaches. These
are results from an interview study uncovering the information flow and results
from a workshop representing subjective assumptions about the relationships to
use unquantifiable data such as moods4.

4 There are possibilities to measure moods (e.g. with the PANAS scale [20]). But in
our case study, it was not possible to measure moods retrospectively.
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4 Study: Setting up the Model

In order to examine the applicability of our approach, we conducted a case study
in a company. The whole study based on a collaboration between Arvato SCM
Solutions and the Leibniz University Hannover.

4.1 Methodology

Our general approach can be divided into several phases starting with the data
collection and ending in the simulation model. An overview of these phases is
visualized in Fig. 3.

Fig. 3. Overview of the process

(1) Phase one starts with interview studies to get to know the culture of the
company and the processes from an external viewpoint. We need to gain
these insights in order to prepare the causality model. The structure of the
interviews bases on the FLOW method [18] which is an already established
proceeding in software engineering to get an overview the information flow
within an organization and to get to know the process from different view-
points.

(2) Afterwards, we collect different kinds of easily available data records. It is
necessary to receive as much data as possible influencing the main issues
which should be analyzed with the simulation model. Later, it is possible
to integrate assumptions for non-accessible data (see (4)). We recommend
using data for example contained in JIRA such as productivity, finished and
open story points, sprint interruptions and so on.

(3) In phase three, we create a potential process model also visualizing assumed
dependencies between the collected data and other variables like mood. This
model does not necessarily rely on the data. Calculations are also not nec-
essary. This first instance of the process model only represents possible and
intuitive interdependencies between the variables. It will be validated later.

(4) During phase four, we integrate subjective perceptions from different team
members, Scrum master, and other involved persons. They are asked to rate
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the causal effects in the process model (for example the influence of customer
satisfaction on team mood) and to specify and concrete the model. The more
different persons the more reliable and the more complete the subjective
results are. We recommend using a scale between -3 (for a strong negative
relation) and +3 (for a strong positive relation). A rating of 0 indicates
no relationship between the two variables. This way, the analyst gains an
overview and a first idea of relationships and dependencies. This step is very
important for the developers’ awareness of the final model.

(5) Afterwards, the analysis starts with a visual preparation of the data with
respect to history, temporal progressions and other effects. The analyst also
looks for relationships between variables in the data set that are easy to
detect. In the best case, these relationships also fit the interview study and
the model resulting from step (4).

(6) Phase six aims at creating the System Dynamics model. This step is the most
time-consuming one. A description on how to set up the model can be found
in [12] and [13]. We transfer the causality model into the System Dynam-
ics model. The relationships between different project parameters can be
retrieved using explorative data analysis for example with MINE [16]. This
analysis helps to detect dependencies between the variables. Furthermore,
the explorative analysis can detect relationships which have been unknown
so far. Afterwards, we need to formalize the dependencies in order to include
them into the System Dynamics model. We need further analyses, logical
associations and a clean-up of the data set with respect to missing data. In
this step, we can use the ratings from step (4). For example: In the case that
all developers state that the presence of the product owner during the sprint
is very important for their motivation, this fact needs to be considered in
the model even if there exist no underlying data. This way, we conclude the
model step by step. It gets more and more concrete and detailed. The whole
model might be too large. Hence, irrelevant factors (according to the aim of
the model) can be identified and eliminated. The model’s behavior in seldom
situations is also very interesting. Hence, the model should be analyzed by
running the simulation 1000 times.

(7) In the last step, we validate the insights from the model by comparing them
with the data sources, i.e. the development teams. This can be done best
during a workshop with the developers, the managers and the persons who
are responsible for the process. Presenting some behavior and structures
with the model may or may not lead to a “wow”-effect. The model aims
at increasing the awareness of the involved persons with respect to possibly
unknown or forgotten interdependencies. Hence, it is very good if the persons
agree with the model.

(8) Now, the persons can start using and testing the model by changing
some parameters like sprint interruptions. The more intuitively the model
behaves, the more they will rely on it. But some unexpected issues are also
important to show the impact of the model. It does not aim at forecasting
exact values, but it aims at visualizing the system’s behavior and increasing
the transparency of consequences in order to enable some improvements.
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4.2 Execution: Case Study in Industry

The whole study at Arvato SCM Solutions was performed as on-site research,
where the researchers got to know the common behavior of managers, some
Scrum master, and developers. By being involved in meetings with regular team
members participating, the researchers could grasp a better understanding com-
pared to an external person about the collaboration structures and company
spirits. The collected impression and representative system data formed the
fundamentals of the idea of a simulation model about the team’s operational
behavior in such this exemplary company.

(1) Some weeks later, the interview studies started according to the FLOW
method [18]. A FLOW interview has a generalized process starting with
some general questions like tasks within the team or the years of experiences
of the interviewed person. This way, a basic understanding of the internal
processes in the Scrum teams and the information exchange with the product
owner and the customer emerged. For each task, the interviewee reports
about the outcome as well as incoming, controlling and supporting issues like
templates, knowledge or checklists [18]. The researchers interviewed three
persons: one product owner, one developer and one SQL expert who is part
of two teams. Descriptive data can be found in Table 1. The interviewees
are members of the teams we considered in the further analysis. The team
members were free to decide whether they wanted to give an interview or
not.

Table 1. Overview of the interviewees and the duration of the interviews

Interviewee I Interviewee II Interviewee III

Duration of the interview 2 h 1,5 h 2 hours

Team 1 2, 3 3

Team exists since 3 months 6 resp. 3 months 3 months

Team member since 3 months 6 resp. 3 months 3 months

Role Product owner SQL expert Developer

(2) One researcher from Leibniz University Hannover dedicated two weeks on-
site at Arvato SCM Solutions to gain deeper insight into communication
behavior and social aspects such as mood, productivity and the collabo-
ration between the team and the product owner. The researcher observed
three teams who agreed to participate in the study. Data from JIRA have
also been collected from all sprints such as burndown charts, i.e. the reduc-
tion of unfinished story cards during the sprint. The researchers received
data about sprint results, i.e. finished and not-finished story points, and the
burndown charts. Furthermore, data about the teams’ capacities and the
customer satisfaction which have been collected in the company right from



40 J. Klünder et al.

the beginning have also been included in the model. Unfortunately, there
was no data representing the mood of a single team, because the “mood
board” is used by all teams. Hence, it only represents the overall mood and
it was impossible to distinguish between the data from the three observed
teams and all the others in the company.

(3) Afterwards, the modeling phase started by drawing a causality diagram
mainly resulting from the insights of the work shadowing. It only con-
tains rather obvious dependencies and relationships. It was designed very
light-weighted with some keywords like mood, motivation, productivity and
capacity connected by directed arrows. The causality diagram is visualized
in Fig. 4. The researchers expect an influence of HR-Capacity, i.e., the avail-
ability or absence of developers, on the sprint and the commitment con-
stancy, i.e., the proportion of the story points the team wanted to finish
during the sprint and the story points which are finished. This parame-
ter influences customer satisfaction which influences the team mood. This,
in turn, influences the whole sprint which also influences burndown charts
and the customer satisfaction. The burndown chart represents the number
of already finished story points and is hence an indicator of commitment
constancy.

(4) The model in Fig. 4 was the basis for the next step. Two researchers met
some interested persons from the company in a two-hour-workshop. Two
Scrum master and four developers attended the workshop. One manager
also temporarily attended the workshop. The participants were asked to
rate the relevance of the relationships and find other dependencies. In pairs,
they completed the diagram, removed arrows, added weightings represent-
ing the number of influences of one parameter on another one, and so on.
We used a scale as proposed in the previous subsection in step (4). At the
end of this workshop, the researchers had an overall causality diagram rep-
resenting the perceptions of the persons who are involved in the process.
This step was important to increase the credibility of the model. The cumu-
lated results of this step are visualized in Fig. 5. Compared to Fig. 4, we
have much more parameters after this step. Most of the parameters from
step (3) remain, but the developers and the Scrum master stated a strong
influence of meetings like refinements, the retrospective and the review on
other factors. Furthermore, they rated the availability of the product owner
as important.

(5) Afterwards, the data analysis started. The researchers used system records
provided by JIRA and subjective responses about each sprints team capac-
ity and the customer satisfaction. They derived metrics such as productiv-
ity as a measure defined via finished story points per hour or the customer
satisfaction index derived from the customers’ ratings. The metrics were
combined for example with timely delivery and resource balancing. Addi-
tionally, timestamps have been divided into weekdays, holiday breaks and
other events that could influence the teams’ regular performances. Due to
the information on burndown charts, i.e. the relation of finished and remain-
ing story points, unplanned work (e.g. bug fixing) has also been considered.
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Fig. 4. First causality diagram in the end of step (3)

Fig. 5. Causality Model with weighted relationships (+/-: positive/negative relation-
ship (i.e. “the more, the more”/“the more, the less”) in the direction of the arrow;
1/2/3: weak/medium/strong relationship)

These incidents could be recognized due to an increasing number of story
points in the sprint.

(6) In fact, all this information from the first five steps, especially the out-
come presented in Fig. 5, allow to derive a first System Dynamics model
based on the standardized stock-flow terminology [4]. In its very first build-
ing step, it only gives a system overview of all involved endogenous and
exogenous components [4]. For the formalization of functional equations
representing the interdependencies between various system components,
we applied exploratory factor analysis to describe historical JIRA data in
multi-functional equations. The dependencies and influencing factors with-
out available objective data records become distinctively equalized through
the rating from step (4).

The System Dynamics module for the productivity is visualized in Fig. 6
(marked with an (x)). This is one part of the whole System Dynamics model.
Additionally, a dashboard user interface was built for exploratory simulation
without a detailed need for knowing about every single module. A screenshot
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can be found in Fig. 7. The System Dynamics model and dashboard interface
can be accessed and explored online5.

Performing this step for each of the variables and combining each of the
modules leads to the model presented in Fig. 6.

4.3 Verification and Validation

(7) For a better validation of the model’s functional units, the researchers mod-
ularized each central and relevant metric in a separate function block. The cor-
rect functional operating was approached with real input ranges, whereas the
outcome passed a plausibility test due to realistic operational ranges. Each func-
tional module such as the one for productivity (marked with an (x)) in Fig. 6
characterizes its internal factor and dependencies and become solely verified
in its input and outcome behavior according to experts expectations and data
records from the previous sprint.

To gain objective results, we performed a sensitivity analysis to consider
the influence of a given set of starting parameters for the simulation. Figure 8
visualizes the daily productivity dynamics within one sprint. The x-axis repre-
sents the day of the sprint, and the y-axis covers the productivity on a rational
scale. Since the model also takes weekends into account: The productivity is 0
some days. We have run 9000 sample simulations with the System Dynamics
model and randomly generated parameter settings within the realistic operat-
ing ranges. As visualized in Fig. 8, the 100 variations of parametric inputs show
that the common productivity follows a constant level for the first week of a
new sprint. The results also sample that most dynamics during a sprint occur
during the second half of a two weeks sprint. The course of the curves is com-
parable. Sensitivity analysis, in particular, involved the parameter inserts for a
sprint planning about available human resources (60–150 working hours) and
story points (80–120). There is an obvious increase in productivity in the last
days of the sprint which seems to keep its proportional distribution regardless
of whether teams have to face a high workload or not. In fact, the simulations
pointed out that the teams typically finish larger story cards upfront the end of
a sprint. Furthermore, they seem to finish story cards even with double speed
compared to tasks at the beginning of the sprint. The term “double speed” is
relative since the results also can be interpreted as that teams work slower at
the beginning of a sprint and increase their regular performance shortly before
the due date. In fact, the simulation uncovered some of the real situations that
could be also confirmed by the management about their perceived impression on
the team’s typical workload during a two weeks sprint. When teams faced real
pressuring situations due to last minute changes, customer claims, or an inappro-
priate sprint planning, the resulted team atmosphere became strongly affected,
whereas particular situations could be also matched within the system model.
This analysis based on a regular sprint with ten days and without extraordinary
events decreasing a team’s productivity such as holiday breaks. During sprints

5 The System Dynamics model is available via http://www.goo.gl/Bnavhb.

http://www.goo.gl/Bnavhb
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Fig. 6. System dynamics Model. The productivity module is highlighted.
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Fig. 7. Dashboard visualizing different sprint parameters after having entered given
preconditions

with breaks, for example, due to holidays, the peak of maximum productivity
appears to be more present right after the holidays, whereas the productivity
tends to reach its minimum right before the break.

4.4 Reliability of the Model

(8) To ensure the credibility of the entire model, some developers, Scrum master,
product owner, and manager used it with different inputs and decided on the
reliability of the results.6 The conjunctions of all function blocks with the system
resulted in statistical measures and subjective experience ratings as well. They
were also validated through data records. The practitioners tested the model
using different preconditions of sprints they had in mind. Some of the sprints
have been “regular” ones, i.e. sprints without incidents and a satisfying sprint
result in terms of story points, customer satisfaction etc. Others of the sprints
used for testing the model have been outliers, i.e. with many incidents like bugs,
fluctuations in the capacity due to illness and company-wide both pleasant and
unpleasant events. According to the practitioners in the three observed teams at
Arvato SCM Solutions, the model and the visualization with System Dynamics
simulates the sprints of the three teams very well. The visualization shows similar
sprint results in the simulation and as expected (in futurespective) and as it has
been (in retrospective) in real life.

The curve of mood during a sprint is also near to reality according to the
product owner and the developers. This was checked with sprints out of the
6 For validity reasons and to test the generalizability (to some extent) of the model, we

also asked team-external persons (but no company-external ones) to test the model.
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Fig. 8. Productivity variance results from 100 sample simulations

period of data collection, including sprints after this phase and also with sprints
in other teams in the company environment at Arvato SCM Solutions.

All in all, the model behaves intuitively in many points. This is very impor-
tant for the reliability of the model. Nonetheless, there are some relationships
which have been perceived to have a lower relevance for the development process.

4.5 Results and Implications

We, i.e. the researcher, manager, Scrum master, and other team members,
detected some findings revealed by simulating real and potential sprints with
the model. In Table 2, we present some of these weaknesses with suggestions for
improvement. The suggestions and the causes for the findings are not complete.
The causes need to be identified. This still requires manual effort and background
knowledge. Combining the simulation with insights from the researcher’s hospi-
tation and the practitioners’ experience led to the following result.

5 Discussion

According to our results, we can affirm our research question. It is possible to
combine qualitative and quantitative data in a System Dynamics model and
maintaining the credibility.

5.1 Threats to Validity

There are some aspects and limitations which may have to threaten the validity
of our case study. According to Wohlin et al. [21], we categorize these aspects as
construct, internal, external and conclusion validity.
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Table 2. Findings (F) revealed by the system dynamics model, possible causes (C)
and suggestions (S)

ID Description

F1 In the end of a sprint, the productivity increases

C1 The increase of productivity may be caused by too large story cards, the
developers cannot finish earlier

S1 The developers need to break down the story cards into smaller ones

C2 The developers may forget to change the state of a story card (in JIRA
and on the physical board)

S2 It is important that both boards are synchronized (latest in the next
daily). Furthermore, at least the state of a story card in JIRA needs to
represent the actual state of a story card

F2 There are often unfinished story points in the end of a sprint

C3 The goal of the sprint in the number of story points was unachievable

S3 Provide the possibility to learn from former sprints, e.g. how many story
points have been finished

C4 There have been too many incidents during the sprint leading to less
capacity

S4.1 Try to keep the number of incidents (e.g. helping other teams) small

S4.2 Get to know about planned support in other teams before the sprint starts

C5 There have been undetected dependencies between story cards.

S5 Spend as much time as necessary with planning the next sprint, i.e.
backlog refinement, Sprint planning etc

F3 Incidents influence the motivation, the mood and the productivity

S6 An incident goes along with adapting the plan. Often, the developers lose
focus and realize that they cannot reach their sprint goal. This mostly
leads to dissatisfaction

C6 It is often impossible to have no incidents. But avoiding firefighting
situations helps the team to keep focused.

F4 Positive incidents such as story cards that are excluded from the sprint
are not always good

C7 An exclusion of a story card creates the feeling of having much more time
for the other story cards. Hence, the productivity decreases

S7 The team should be aware of possible negative impacts of positive
incidents. However, with an increasing agile maturity, the team will be
satisfied with positive incidents without reducing the productivity

Construct validity. The presented model based on both objective and subjec-
tive measures. The causality diagram completely depends on the perceptions of
some team members and Scrum master. In the case where we do not have had
any objective data for the simulation model, we indicated the dependencies and
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influences as supposed by the developers. This may have influenced the percep-
tions of the developers when seeing the overall model and its reliability.

Internal validity. In this contribution, we present the results of a case study with
three agile working teams within one organization. We used the data from all
teams simultaneously to create one overall diagram. Hence, we cannot make any
statements with overall validity. The three teams do not represent the whole
width of agile working teams. It is like a case study that generalizations are only
limited possible.

Conclusion validity. The data analysis was completely computer-supported. It
was based on the MINE [16] algorithm as presented in [12]. Hence, the analysis
is objective and the results based on the data, too. But we do not have any
objective data for mood. Since we wanted to include this parameter in the model,
we used subjective perceptions of experienced team members and Scrum master
reporting on the influences of mood on other parameters and vice versa. But
this data is only little reliable.

External validity. The results may not be over-generalized. But the proceeding
for the creation of the model may be applied to different kinds of teams, even
working in different contexts and with other work-organizations like the V-model.
Basing the model on the data of other teams or even on different kind of data
(i.e., different variables) will surely lead to a different model. At this time, the
model is team-specific. But including the data from other teams and extending
the model will allow generalizations.

5.2 Limitations for the Use in Industry

The model has restrictions when a team has a high degree of agile maturity. It
took more than a year to get the model and the visualization by System Dynam-
ics. In between most of the teams improved their skills. They improved their
technical skills, they improved the ability to handle impediments and interven-
tions in the sprint, they improved estimations of the stories, and they improved
the skills in team working, communication and other soft skills. In sum, they
improved their level of agile maturity. With the new team constellations, the
model is difficult to validate, because Arvato SCM Solutions does not collect all
the data needed as a database for the model anymore. Because of the agile matu-
rity, these teams do not need all kind of data for their continuous improvement
process.

Now the teams can handle interventions and changes in a sprint very well,
and they reached the defined goal of the sprint near to 100% defined as commit-
ted vs. achieved story points. Also, the product owner has high confidence in the
development team and therefore the mood is good – mostly. Because of the com-
bination of missing data and the stable mood, the model and the visualization
do not work anymore for our teams – at least in the current version.

Retrospectively, Arvato SCM Solutions could identify the same tasks for
improvement for a team through this simulation. For example, most of the stories
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in a sprint were set to state “done” during the last three days in a sprint. This
could mean that the team is most productive only at the end of the sprint. But
according to the experiences of the managers at Arvato SCM Solutions, in most
cases, there are too many stories in a sprint with more than 13 story points for a
story, which is the largest possible number of story points for a single story card.
They are too big. The teams do not have a chance to finish this story earlier in
a sprint. One solution is to increase the ability of the team to split bigger stories
into smaller ones which require knowledge in story splitting.

A conclusion: The module and System Dynamics simulation is working very
well for teams which are in the transition from an old work environment to an
agile framework like Scrum. There is a need to collect a lot of data to use this
model and tooling. But using a ticket system like JIRA, facilitates the selection.
It is not easy to identify the correct actions for improvement. However, the
simulation will support a team to make their challenges more visible. Finding
the right solutions will depend on the team, and they have to try out different
ways.

5.3 Interpretation

Software process improvement is an important topic for many teams and orga-
nizations. However, detecting the potential for improvement is not always easy
since most processes are too complex to see the interdependencies “on the fly”.
Tools can support the detection of issues that may be improved.

Software development teams prefer support by tools and the management
tends to use visualizations. Visualizations like burndown charts show the current
state and the past progress of a sprint. This System Dynamics model can simulate
the next sprint and visualize a sprint result under different circumstances such as
added or deleted stories, added resources supporting the team, sick members or
members of vacation, etc. Based on the results, the team and the Scrum master
can identify the challenges and try different variants and find potential solutions.

This concrete model and the simulation are only helpful for teams when
they use Scrum as a work environment and do not have a mixture of a classic
work environment such as the waterfall model. The goal of a successful sprint
should be nearby 100% of achieving the committed stories and story points. A
permanent over- or under-commitment for a sprint does not help to get a stable
team result. Two other preconditions for using this model is to have a stable
team, and the sprints have to have a fixed length for a long time.

To use this model, it is important to have a good base of data and informa-
tion. All data about the sprints (stories, story points and the states of the stories)
should be in a ticket system like JIRA. The information about team capacity
and mood factor should be tracked in parallel. When this data is available for a
team, this model can be adopted by another organization.

In summary, this model can be a good addition to the general toolset for
Scrum. By simulating future sprints and running sprints from the past with
different circumstances, the challenges and impediments in a team can be better
analyzed – and supported by a tool. All these information can help a team and
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the Scrum master to identify the next actions to increase their agile maturity
and in the end the productivity and profitability of a team.

A foresight: This model and its simulation is a good base for full-service
tooling which can be used by each Scrum team. All needed information for
the sprint (stories, story points, length of a sprint, etc.), the number of team
members, a capacity planning of the team and other parameters for soft factors
should be tracked in one tool. JIRA is a system which handles most of the
information when it is used as a ticket system by the development team. It is
also possible to develop add-ons in JIRA to put additional data into a sprint.
So an add-on for JIRA bringing in all needed parameters to the general sprint
data can be used to visualize sprints with a different view.

6 Conclusion

In this contribution, we presented strong synergies between different techniques
for analyzing teams. We combined statistical and information flow analysis to
build a System Dynamics model simulating interdependencies between various
team parameters in agile software development. We extended quantitative data
from JIRA by subjective ratings from the teams. This combination of objective
and subjective statements on interdependencies helped to form the simulation
model with a good prescription of dynamic team behavior during sprints.

The outcome of running the simulation fits the first expectations of both
the researchers and the developers as well as Scrum master, product owner, and
manager. Despite the model simulates the reality very well and is easy to use, the
time for the realization needs to be shortened to replicate this study. Currently,
the model is limited in the possibilities for the application. It may be adapted to
other teams and organizations, but at the moment, it is only applicable to the
development teams at Arvato SCM Solutions or comparable ones. But within
the scope of application, the model represents the reality very fine-grained and
reveals interdependencies which have not been observed before.
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Abstract. Gamification, i.e. applying game elements in non-game con-
texts, is been increasingly used for designing systems and application
elements to foster user engagement, enjoyment and support behavior
change. Experts agree that, to be efficient, gamification strategies should
be designed in a user-centric fashion. However, current user-centered
design approaches in gamification primarily involve users during user
research and iterative testing. In this paper, we describe an ideation app-
roach for involving users in the conceptualization of gamification, making
the gamification design process a more participatory activity, a process
done with the user rather then for the user. Our results show that our
method fostered participation without confining creativity. Participants
were able to generate many ideas, several of them being “out of the box”.

Keywords: Participatory design · Gamification · Ideation

1 Introduction

Computer supported applications are increasingly using gamification for boost-
ing user-engagement and motivation, and for supporting behavior change. Gam-
ification corresponds to the usage of game elements in non-game contexts [2].
It has been applied in multiple domains such as health [11], education [4] and
energy [21]. Empirical studies show positive outcomes [9] of using gamification for
supporting behavior change. Gamification aims to evoke enjoyment and support
users’ inherit goals. Therefore the design of gamification requires a deep under-
standing of the users’ context and needs [3]. As a result, different user-centric
approaches for designing gamification are proposed [3,7,14,16,18]. However, the
articles above, and others reviewed in [17], involve users chiefly during the user
research or the testing of solutions, even if experts consider it important to
involve users in the design of the solution as well.
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Taking the Human-Centered Design Process as specified in the ISO 9241-210
[5], and illustrated on Fig. 1, as a baseline, current research in gamification shows
that users are involved mainly in the phases of “Understanding and specifying the
context of use” and the “Testing” in the current gamification design approaches.
The phase of “Producing the design solution”, which includes an ideation (the
formation of ideas and concepts) step and the development of the prototype itself,
often do not involve the users and, in fact, are rarely and little described when
it comes to gamification design [17]. Including the users into the “Production
of the design solution” elevates the process from user-centered design towards
a participatory design, and, consequently, increases the chances of more deeply
understanding the users and reaching their tacit knowledge [20].

Fig. 1. ISO Human-Centered Design Process, adapted from [5]

Designing a gamification concept is a challenging task as it requires the design-
ers to build strategies that support the behavioral outcomes wished by the users
based on the activities that lead to those behavior in accord to the users’ con-
text and their motivation. The complexity behind the gamification concept design
may be one of the reasons why designers have not involved users in this step of
the process. Consequently, the gamification ideation approaches described in the
literature, such as [15], are tailored to be used by designers and researchers, and
have been tested with those stakeholders, rather then with end-users.

In our research, we try to address the lack of scientifically published
approaches for participatory ideation within the gamification design. We pro-
pose an approach for conducting the ideation of gamification design in a partic-
ipatory fashion. Our approach involves getting users to brainstorm gamification
concepts, taking into consideration the elements for reaching their behavioral
goals. We investigate the suitability of this approach in terms of generating
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high-quality ideas, whether its structure effectively triggers the users’ participa-
tion and whether it restricts the creative process:

– Does the approach facilitate participants engagement? Do moderator(s) need
to intervene often, stirring the process?

– Do participants restrict themselves to ideas based on the presented gamifica-
tion mechanics or do they go beyond that? Do they bring ideas linked with
theirs inherit motivation?

2 The Ideation Approach

Our approach focuses on ideation. We, therefore, assume that the user research
was already done to understand the users’ needs and context. It relies on the
facilitators having previously uncovered the behavioral outcomes wished by
the target users, the activities that contribute to those outcomes and motiva-
tions and barriers linked to those activities.

The proposed ideation approach is rooted in the building blocks of gamifica-
tion, as defined by [9], where motivational affordances [23] are implemented with
the intent to trigger psychological outcomes that lead to behavioral outcomes.
Our approach is designed as a workshop structured in 5 steps:

1. Introduction: Mutual introduction and possible ice breaking activities fol-
lowed by a presentation of the workshop context and purpose.

2. Presentation: The workshop moderator presents the findings from earlier
user research, and introduces gamification to participants.

3. Ideation: Participants generate ideas in a brainstorming process.
4. Ideation review: Participants review the ideas, possibly discarding, rating

or prioritizing some of them.
5. Closing: The workshop moderator thanks the participants and informs them

about the next steps of the overall gamification design process.

The Introduction and Closing steps have no strict format. They should be
tailored according to whether the participants already have participated in the
user research, and whether they are familiar with the overall process.

The Presentation step summarizes the desirable, but still unreached, behav-
ioral outcomes for the target user group, and the activities that contribute to
those outcomes. By activities, we mean application features or real-world user
activities supported by the application for reaching the outcomes. For example,
registering food intake is an activity that can support a desired behavioral
outcome of losing weight or pursuing a diet.

For being able to build meaningful gamification, the activities must fall
under a “gamification design fit” as described in [3]:

– Activities must support users to reach their desired behavioral outcomes;
– Users should demonstrate a lack of motivation for performing such activities,

for example when the activity is time-consuming or perceived as boring;
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– The activity performance can contribute to basic psychological or social
motives such as mastering a skill, achieving autonomy, socializing, etc.

Ensuring the “gamification design fit” essentially means that the activities
to be gamified are those that the user lacks motivation to perform despite them
having a positive effect in contributing to reach his/her goals. It is a crucial
step in order to address possible gamification pitfalls described in [12]: such as,
encouraging behaviors that do not contribute to the user goals or not supporting
the development of an intrinsically motivating underlying psychological or social
motive. Therefore, participants should be allowed to feedback and discuss the
behavioral outcomes and related activities presented, especially if they were
not part of the user research which uncovered those.

After going through the behavioral outcomes and related activities with
the participants, the workshop moderator introduces gamification to them. For
that purpose, we created a set of cards describing different popular gamification
mechanics, such as points, badges and progress bars, and mapping these mechan-
ics to motivational aspects fostered by them. Figure 2 illustrates the card used

Fig. 2. Progress bar and challenge cards example
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for presenting progress bars and the one for challenges. The whole set can be
retrieved in [10].

The card format follows recommendations from evaluations of similar cards
used for inspiring and guiding brainstorming [15]: each card describe the under-
lying motivational aspect, and represents this with a concrete example of a gam-
ification mechanic supporting it.

The cards are not part of a game to be played during the workshop, as in [15].
We did not want to introduce game-play rules which could hinder the creative
process nor complicate the Ideation step. Instead, the cards rather serve as cues
illustrating how concrete mechanics can affect the user motivation needs, more
similarly to how cards were used in [8]. Thus, the intention of using the cards is
to dismantle some of the complexity behind gamification design.

The motivational aspects illustrated in the mechanics, the activities and the
behavioral outcomes are the core components our approach tries to root the
ideation into. They serve as the mechanism to focus the brainstorming and guide
the Ideation into coming up with concepts that effectively support the users to
achieve their behavioral goals.

During the Ideation step, the workshop moderator should ask the participants
to select a behavioral outcome of their interest and brainstorm gamification
ideas that can motivate them on performing activities that support such out-
come. For that, it can be useful to draw a table in a white board or flip-chart in
order to easily map the different ideas in relationship to their respective goals
and activities (see Fig. 3 for an illustration of such table). The cards should be
available for participants to consult and draw inspiration about how to concretely
address a motivational aspect connected to an activity.

In case the participants struggle to come up with ideas, moderators should
not push participants to go through the cards, but rather ask them questions,
similarly to innovation steams as proposed in [3], to help them reflect on support
needs related to their activities and goals. For example: “What challenges are
inherent in [activity]?”, “Why is this [goal]/[activity] challenging?”, etc. In that
way, the facilitation becomes more value oriented rather then technology driven.

Usually, the first ideas generated during brainstorming are not the best ones.
The last ideas generated tend to be of higher quality [19]. Therefore, it is useful
to review the ideas with the participants for understanding whether some ideas
can be merged, and some should be discarded, and to set priorities on ideas.

3 Evaluation Set-Up

The proposed ideation approach was designed in the context of the European
research project MyCyFAPP [1]. The aim of MyCyFAPP is to provide health
self-management support to persons affected by Cystic Fibrosis (CF), with focus
on nutritional aspects. The user needs were identified [6] and a non-gamified
mobile application had been co-designed [22]. The treatment of CF is very
demanding. Even if the co-designed CF application helps users managing their
health, the application features require users to dedicate some of their scarce
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Fig. 3. Ideas resulting from brainstorming session

time to the self-management of the disease. Consequently, the CF application
falls under the “gamification fit” scope. Designers in the project therefore decided
to investigate whether gamification elements can be added to further motivate
the users.

Before evaluating the ideation approach with persons with CF in the context
of MyCyFAPP, two workshops were conducted involving healthy persons and
using a fictive related scenario: designing gamification for the existing appli-
cation MyFitnessPal1, a mobile application that supports nutrition tracking
towards weight loss. Each of those workshops involved a single participant inter-
ested in nutrition management, akin of the researchers but not familiar with the
research. One participant had experience with games and gamified applications,
the other did not. The behavioral goals “Helping to control caloric intake” and
“Learning about food nutrition” were defined as a basis. We selected the rele-
vant activities towards these goals, i.e., registering food intake and visualizing
nutrients of food intake during the day.

Then, two other workshops, now using the CF application developed in
MyCyFAPP as baseline, were conducted. They followed the same format as the
earlier workshops but introduced an additional moderator. Given the demand-
ing treatment and the rarity of the disease, accessibility to persons with CF is

1 https://www.myfitnesspal.com.

https://www.myfitnesspal.com


Participatory Ideation for Gamification 57

a major challenge. Consequently, each workshop included only one CF patient.
These patients had earlier contributed to the user research and co-design activ-
ities of the baseline CF application. Five different behavioral goals identified
in the user research were presented at the Presentation step of the workshop:
(1) Learning about nutrition and how it affects health; (2) Learning and becom-
ing proficient in estimating the enzyme dosage; (3) Following and understanding
symptoms together with being able to explain them to the doctors; (4) Remem-
bering medicine intake; (5) Learning more about CF and its treatment. The
baseline application activities contributing to those goals, such as registering
food intake or keeping a health diary, were also presented and linked to theirs
related behavioral goals.

Table 1 provides an overview of the participants age and experience besides
the number of ideas in relationship to the workshop and goals, while in the next
section we discuss the results and dynamics of the workshops.

Table 1. Workshops overview

Baseline Age Stated Gaming experience # ideas # goals Ideation time

MyFitnessPal 24 Play games and use gamified
apps

12 2 30 min

MyFitnessPal 23 No experience 10 1 20 min

CF app 22 Play games 21 6 90 min

CF app 16 Play games and use gamified
apps

20 4 60 min

4 Evaluation Results

In this section we analyze the results of the workshops in terms of the resulting
ideas, the user participation and workshop dynamics.

4.1 Ideas Quality and Scope

In all workshops, participants frequently generated ideas building on top of each
other’s ideas, leading to the generation of sets of elaborated ideas composed
of many elementary ideas. Consequently, some of those elaborated ideas linked
different gamification mechanics into a larger gamification concept. For example,
in one of the CF workshops, a participant first suggested a forum-like question
and answers system for discussing symptoms. He kept bringing up more ideas so
that his concept evolved to incorporate: (1) levels and avatars for representing
the knowledge around symptoms one has built through the Q&A, (2) special
avatars for characterizing doctors and distinguishing their contribution on the
Q&A, (3) points for quantifying the contribution to the community, etc.

Another aspect we noticed was that the ideas from participants of the
same baseline workshop differed, and, in each workshop, one motivational factor
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recurred most. While one of the CF participants was more interested in gamifi-
cation elements that trigger competition, the other was interested in quantifying
and measuring competence development. This highlights the importance of run-
ning the approach with a representative user sample covering different character-
istics of the user group population as in other user-centered studies [13]. In our
tests, the experience of the participants with games or gamification applications
did not influence the number of ideas suggested, but it influenced the level of
details provided and the amount of time the workshop lasted. Those with more
experience would elaborate the ideas further without much support from the
moderator. They went beyond gamification elements and suggested additional
system features or usability related interaction elements. For example, the afore-
mentioned participant suggested having hash-tags and a hash-tag based search
for facilitating users to find a specific symptom.

We did not formally evaluate the generated ideas of the workshops. Instead,
we reviewed the ideas at the end of each workshop with the participants and
discussed which ones they preferred. Participants always found one or two elab-
orated ideas that they truly liked and were confident that would motivate
them. Some of the ideas on the CF case overlapped with gamification ideas
thought by the researchers in MyCyFAPP, while others were completely new.
The researchers in MyCyFAPP found these new ideas highly relevant and they
were further sketched to feed a future version of the App design.

4.2 Workshop Dynamics

The structure of the workshop seems to work well. Participants were interested
and attentive during the presentation part. They talked comfortably and sponta-
neously brought ideas during the ideation phase. Moderators mainly intervened
to ask details and clarification, not to trigger ideas. Participants did not lose
track of the workshop focus. The ideas, in most part, were centered on the
wished behavior goal or activities that support that goal.

When it comes to the workshop set-up, a single moderator conducted the
first two workshops. In that case, the moderator steered the process while the
participants were responsible to express their ideas, write them down in post-its
and place them on a board next to the support goal (See Fig. 3). We found out
that asking participants to write and place the ideas interrupted their flow of
thought. Therefore, two moderators were assigned to run the workshops using
the CF App as baseline. There, one of the moderators was dedicated to write
down the participants ideas on the post-its and place them on the board. We
noticed that relieving the participants from writing down the ideas significantly
help them to immerse in the process and further develop the ideas.

The moderators did not have to intervene for participants to start eliciting
ideas, but they took an active stance in terms of: repeating participants ideas for
acknowledgment of understanding and asking further details about those ideas.
Such interventions would often result on the participant further developing his
idea, bringing up related ideas and combining some of his ideas. For example, a
participant started by stating the following idea for helping him to learn about
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nutrition: “...there could be some challenges in format of questions, competition
questions, so that one can check that he has learned.” Then moderators repeated
the idea and asked which kind of questions and competition he was thinking
about. That lead the participant to describe that he thought of receiving a quiz
once or twice a week, and that, by answering it correctly, he would gain points
to be counted towards a local and a global leaderboard.

The moderators deepening questions also helped so that the result of the
workshops not only consisted of a collection of ideas, but the elaboration of
whys and how those ideas would take place. Consequently, the recordings of
the ideation became valuable data for further understanding the user and their
motivations through thematic analysis. Such result is consistent with the par-
ticipatory design premise that engaging people in creation activities allow us to
tap into their tacit knowledge [20].

The cards also served their intended purpose. Participants used mechanics
presented in the cards and described elements of their ideas referring to moti-
vation elements supported by the mechanics. At the same time, the cards did
not become the center of attention of the workshop. Participants would seldom
go through them (once or twice per session), mainly when they were out of
ideas. Furthermore, participants were able to think “out-of-the-box” and did
not restrict their ideas to the mechanics described in the cards. They would also
refer to concepts they have used or seen in life experiences or other applications
which were not present in the cards, such as the already described question and
answers system.

We did not directly ask participants whether they had problems understand-
ing the cards or the underlying concepts and examples described on them. How-
ever, the fact that they used mechanics and motivation elements from the cards
and did not asked for clarifications about them indicates that they were well
understood.

5 Conclusions, Limitations and Further Work

The results indicate that the workshop format helps participants produce mean-
ingful gamification ideas without constraining creativity. Participants could come
up with many ideas supported by motivational factors, focused on the behavior
goals and did not restrict themselves by the presented mechanics.

Similarly other card-aided ideation approaches [8], having the cards as inspi-
rational support elements rather then mandatory building blocks for the ideas
led to situations where users would combine mechanics from several cards within
an idea to situations where the idea was not rooted into a mechanic exemplified
by a card. Furthermore, the presentation step and rooting of the design problem
into the activities that lead to the desired behavioral outcome proved sufficient
to ensure focus and convergence in the process.

Some of the ideas the participants of the CF workshops came up with had
not been thought by the MyCyFAPP researchers and were considered highly
promising. This confirms that user involvement in the ideation phase can bring
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value to the design process, even if the design team knows well the user’s needs
and context.

However, for confirming the value of the approach, the ideation workshop
format should be further tested with other user profiles and in relation to other
gamification application domains. The participants in our workshops were from
similar demographics (university or high-school students from Norway) and both
scenarios were around health self-management.

Another confirmation step is to empirically validate the quality of the ideas
through user or expert studies, or, by implementing them and observing the
effect of the gamification concepts in real life.

Due to the nature of CF, we could not group patients together and therefore
run workshops with only one participant at time. There are no constraints in
the proposed approach that prevents executing it with a group of participants.
In fact, brainstorming sessions benefit from group participation as it enables
bringing together people with different backgrounds. It will be interesting to
observe how our method will perform in a set-up with multiple participants
at a time. Similarly, it will be interesting to investigate more deeply the cards
contribution to the process and the effects of possibly extending the number of
cards.
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Abstract. The amount of information a human has to process contin-
uously increases. In this regard, successful human performance depends
on the ability of a human to perceive a system state as quickly and
accurately as possible - ideally with a single glance. This becomes even
more important in case several tasks have to be performed in paral-
lel. It was shown earlier that monitoring user interfaces with a limited
amount of information can be optimized for fast and accurate perception
by combining all information into one integrated visual form. But sys-
tems that consist of several parallel tasks, each involving a whole bunch
of parameters cannot be condensed into one single visual form. We pro-
pose an improved method that supports optimizing entire user inter-
faces consisting of several parallel tasks for fast and accurate perception
(Konect). We evaluated the method in 6 workshops for that a total of 12
designers applied the method, which they learned by written instruction
cards. Working in teams of two they were all able to design and optimize
their designs first on a single task level (i.e. the original method) and
thereafter on the global level (i.e. applying the new version). We eval-
uated their design outcomes thereafter in a laboratory experiment with
18 participants that were asked to distinguish critical and non-critical
situations as fast and accurate as possible. Subjects were significantly
faster (p < 0.001) and also significantly more accurate (p < 0.001) for
those designs that were gained by the new version of Konect than those
for the old one.

Keywords: Information visualization · Graphical interfaces
High amount of information in parallel · Systematic method

1 Introduction

The amount of information humans are expected to process on a day-by-day
basis is steadily increasing. The more automation, the more the human is in
charge of supervision. The more tasks are required to be handled in parallel, the
more the human is required to divide attention between them. A user interface
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that allows a human to perceive and process relevant information at a single
glance would be the ideal one in such situations. In the area of automation, this
relevant information often can be condensed to two basic questions: First, is
something going wrong? And second: why? Model-based user interface engineer-
ing has implemented rigorous engineering processes for deriving user interfaces
based on several models, such as task analysis and design, domain models [2]
and derived intermediary models to display information in a structured and con-
sistent way. For large or complex systems, task analysis typically ends up with
a huge amount of identified task-relevant information, which often needs to be
processed in parallel to record the system status and make appropriate decisions.
For example, it is very important for an operator of a nuclear power plant, a
power grid or on a ship bridge to capture a large amount of information efficiently
and correctly. But even non-safety-critical systems, such as a booking system at
a hotel reception or information dashboards, would benefit from being able to
be observed efficiently with just a few glances. For example, more valuable time
can be spent interacting with a customer than looking up and collecting that
information in the user interface.

The research question that arouses in this context is: How does an engineering
process that allows systematic derivation of complex graphical user interfaces
look like that ensures a high amount of information to be perceived in parallel?

We propose a new version of Konect, a method for designing graphical
user interfaces. Konect focuses on condensing information into visual forms (a
glyph [36]), which are then optimized for fast and accurate perception [27]. Until
now, Konect was applied for graphical interfaces with reduced complexity (not
more than 11 information elements). In this contribution we applied the method
to design complex, multi-glyph interfaces for that each glyph condenses all
relevant information for processing one task. Konect comes with an instruction
card, which is a five pages long written instruction that enables an interface
designer with average design knowledge to apply the method without any prior
coaching. We extended this card by an operationalization of three basic well
known guidelines: Consistency, simplicity in shapes, and simplicity in colors.
In an evaluation study, we show that the operationalization is facilitated by the
Konect method and can be successfully used by designers. The resulting interface
designs significantly reduce the perception time required to identify important
information while at the same time improve perception accuracy.

The paper is structured as follows: First, we describe related works on meth-
ods for the design of visual monitoring interfaces that we considered for our
work. Then we briefly motivate a use case about vessel performance monitoring
in Sect. 3 that we use to introduce the method in Sect. 4 and later detail as
it is also our use case for the evaluation. For the evaluation of the impact of
the proposed optimization guidelines we hosted six design workshops with two
designers per workshop, who first collaboratively applied the original method
followed by the new parts of the revised method (Sect. 5.2). Thereafter, we per-
formed a laboratory experiment with 18 participants to measure reaction times
on the created original designs in comparison to the ones where the new Konect
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version was applied (Sect. 5.3). Results are reported in Sect. 6 and discussed in
Sect. 7. Supplementary material (Instruction card, workshop material, raw data
and data processing scripts) for this study can be found online1.

2 Related Work

In the context of this work, related work relevant for the design and optimization
of human machine interfaces (HMIs) for monitoring can be subdivided in three
areas. First, efficient visual form representation and perception is a topic that
is relevant in data visualization. Second, engineering processes like e.g. model-
based user interface engineering have been proposed that enable traceable links
between design objectives, several intermediate models and the visual forms com-
posing an HMI (e.g. by mappings). Finally, methods and heuristics for interface
composition have been proposed (e.g. by guidelines) to ensure that single visual
forms do not interfere with each other and as a negative consequence decrease
the time and accuracy needed to detect anomalies.

In the scope of efficient visual form representation, Ware [36] provided a col-
lection of key principles on how to create efficient information visualizations for
single data elements. Similar to Ware, Meirelles [23] provides best practices for
effective information visualizations. Cleveland and McGill [9] conducted exper-
iments on how accurate individual forms (e.g. color, length) visualizing quanti-
tative data are perceived by the human visual system. They offered guidelines
for the visualization of quantitative data, which have been later extended by
Mackinlay et al. [21] for nominal and ordinal data types. While Mackinlay et al.
and Cleveland and McGill are situated in the data chart visualization domain,
our work is focusing on user interface design. In this domain, Shneiderman et al.
[31] present rules and key principles for user interface design and Tidwell [32]
gives an overview about good design patterns applicable in the user interface
design domain. Compared to our work these works have the main emphasis in
interaction design while we have a focus on the visualization of monitoring infor-
mation. Tufte [34] describes design strategies for presenting information about
motion, process, mechanism, cause and effect. Gruhn et al. [17] provided best
practices for visualizing information quite specifically for monitoring HMIs in
the safety-critical domain (e.g. usage of trends, reduction of text). These works
offer a profound background about best practices and hints for efficient visual
forms for data visualization. However, they do not offer a systematic step-by-step
approach in which the knowledge can be applied and therefore the systematic
consolidation and application of this knowledge can be a challenge.

Regarding methods and engineering processes, Card et al. presented the “visu-
alization pipeline”, a sequence of steps and characteristics of a mapping functions
for mapping information elements to visual forms [7], but do not state specific
guidelines or mappings. Combined versions (step-by-step approach and specifi-
cation of efficient mappings) exist in the domain of model-based user interface
engineering [24]. Approaches in this domain involve the systematic derivation
1 https://hcd.offis.de/wordpress/?p=399.

https://hcd.offis.de/wordpress/?p=399
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starting from user scenarios, via task analysis to the modeling of abstract, modal-
ity independent to concrete and final, executable user interface presentations [6].
This is based on predefined widgets (e.g. via a toolkit) and thus neglect creative
visual forms and are mainly applicable for form based interfaces as toolkit wid-
gets are limited. The idea of Post-WIMP widgets [10] addresses this limitation
and arguing to open up the design space for new visual forms that consider
new modes of interaction going beyond the desktop. [11] picks up on this topic
and proposes COMETS, that implement plasticity and can adapt themselves
to various contexts-of-use. Beside these general approaches, some methods have
been focused on addressing specific challenges. For instance, Zhang et al. [45]
presented a theoretical framework for the creation of relational information dis-
plays. Their framework describes properties and structures that focus on the
expressiveness in designing visualizations. The Konect method is also situated
in this context. It implements a step-by-step process to derive visual forms for
specific information elements while considering the tasks and perceptual skills of
an operator with regard to fast and accurate perception of visual forms. These
works either focus on single visual forms or do not consider interference of visual
forms, which might lead to an efficiency decrease with regard to the time and
accuracy to perceive e.g. critical states.

Related work regarding combination of visual forms has been published by
Woods [43]. Woods presented the concept of a “visual momentum”, in which
he presented guidelines to integrate data across successive displays so that the
display system design can support an effective distribution of user attention.
This has been later reexamined by Bennett and Flach [3]. The core concept
is a consistent usage of display techniques. Wickens et al. [40] presented the
“Proximity Compatibility Principle”, which demands that information relevant
for a common task or mental operation should be rendered close together in
the perceptual space. Treisman [33] suggests that when perceiving a stimulus,
features are “registered early, automatically, and in parallel, while objects are
identified separately” and identified a preattentive stage in that different parts of
the brain automatically gather information about basic features like e.g. colors,
shapes and can be perceived in milliseconds. Wolfe et al. [42] conducted studies
about what supports fast detection of single visual forms (called targets) in a
range of other visual forms (called distractors). The authors revealed that feature
search becomes less efficient as the target-distractor difference declines and as
distractor inhomogenity increases.

3 Fuel-Efficient Operation of Maritime Vessels

The use case to which the method was applied for validation purposes is situated
in the maritime domain: Economic vessel navigation is an open issue in the
maritime domain. According to studies published by the European Federation
for Transport and Environment, the fuel consumption of ships actually increased
by 10% between 1990 an 2013 [13]. In 2016 the average design efficiency of
ships was even worse compared to 2015 [14]. Much of a ship’s emissions arise
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close to the coast line and probably affect air quality negatively [35]. To further
identify the causes of fuel consumption of ships, Ando et al. [1] presented a
break down analysis: A high amount of the consumption is caused by the ships
speed profile, the distances and the trim. In order to optimize the total energy
consumption and reduce emissions, some ships offer user interfaces for vessel
performance monitoring in order to be able to make right decisions to save fuel
(e.g. use optimal speed, trim etc.). Currently such user interfaces are difficult
to use in critical situations as docking: In berthing scenarios information about
the distance to the quay wall, the current, position of tug boats or state of the
thrusters is of higher importance for the task at hand as this directly affects safety
of the ship. Information for the secondary task - save fuel and reduce emissions -
has lower priority. Hence, as long as it is quite difficult for the operator to monitor
these values, it will not be used in situations near land and port. Therefore, the
idea was to design a user interface depicting all relevant information for fuel-
efficient operation that can be monitored with minor effort while the operator
performs the primary task (like e.g. berthing or maneuvering the ship).

4 Konect: Designing Visual Interfaces for Efficient
Monitoring

The Konect method has been proposed to design glyphs that condense sev-
eral information elements into integrated visual forms. The method consists of
four basic process steps (Task analysis, Idea Box Creation, Design Creation and
Global Design Adjustment with Composing Guidelines) like depicted by Fig. 1.
All steps are performed by following a written instruction sheet. The design phase
requires pen and paper as it involves free sketching. The steps are described in
the upcoming subsections. For this, we describe the concept of the step and its
realization in the vessel performance monitoring use case.

The first three steps focus on the visual form generation, while the fourth
step focuses on glyph composition and optimization.

Fig. 1. Model based process for composing graphical interfaces for fast and correct
perception.
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4.1 Task Analysis

The first step is performing a task analysis to figure out for which tasks an
operator has to acquire or monitor information [27]. The result of the task anal-
ysis is a task model. Various notations for task models exist like GOMS [8],
ConcurTaskTrees (CTT) [29] or the HAMSTERS notation [15], which also con-
siders temporal task relations like introduced by the CTT notation. Figure 2
shows parts of a task model created with HAMSTERS for crew members on
ship bridges. The illustration was modified here to highlight the key elements
of the task model required for the Konect method. Omitted elements of the
task model are indicated by dots (...). The full HAMSTER model is included in
the supplementary material (c.f. footnote at the end of the introduction). Opti-
mally, the task model is not created just for the Konect method. Task modeling
techniques, like HAMSTERS, can be used for the development and analysis of
various aspects of the Human-Machine interaction [12].

Fig. 2. Part of a task model for officers on ship bridges. Due to space restrictions many
parts are omitted, indicated by dots (...). Aspects that are relevant for the Konect
method are within the gray box. Graphical notation based on HAMSTERS notation.

indicates order independent execution of subtasks. indicates sequential execution
of subtasks.

The main goal of the crew in our use case is to reach their port of destina-
tion. This task is depicted at the top of Fig. 2. To accomplish it several subgoals
have to be achieved, like following the planned route, looking out for traffic,
performing maneuvers and ensuring fuel-efficient ship operation. We focus on
fuel-efficient operation as a use case, because a lot of information needs to be
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observed in order to assess the ship state with respect to fuel-efficient operation.
The task of assessing the state of complex systems can often be decomposed
into observing the states of several subsystems. In Fig. 2 the three subsystems
associated with maneuvering, speed control and draft& trim control have an
influence on fuel-efficient operation and need to be monitored. This is depicted
by the three subgoals 2.1–2.3. Typically there is no predefined order in observing
the subsystems (indicated by he symbol). To assess the state of a subsystem
several information elements must be perceived. In the HAMSTERS notation
this is expressed by a set of perceptive user tasks (e.g., Tasks 2.2.1 and 2.2.3 in
Fig. 2 for subgoal 2.2). We assume that the order of these tasks is also indepen-
dent. Perceiving an information element might result in a subsequent reaction,
if the value of the information is outside of the desired range. This can also be
included in the task model as an optional task (see subtasks 2.2.4). However, the
Konect method focuses only on optimizing monitoring tasks, where the user has
to observe large amount of information elements. It does not consider interac-
tive aspects. The aspects of the task model relevant for the Konect method are
included in the gray area in Fig. 2. Other methods like e.g. dialogue modeling
have been proposed to support an interactive navigation between several user
interface [22], which is out of scope for this work. An overview on model-based
user interface design approaches can be found for example in [24]. The task anal-
ysis is important to derive the information that need to be presented by the HMI
for the human operator to successfully conduct the tasks. Also the task-based
grouping of the information is an outcome since in Konect, each task is repre-
sented by one glyph that spatially groups together all relevant information to
perform one task.

4.2 Idea Box

The second step is filling the idea box. The idea box aims at fostering creativity of
the designer by opening up a design space for one glyph and showing possibilities
of visualizing the information at hand with different visual attributes. For each
basic task of the task analysis (c.f. subgoals 2.1–2.3) one idea box is setup and
filled with all information relevant for performing the respective task. As depicted
in Table 1, the idea box consists of five columns:

Importance. The first column rates the importance of the information. The idea
box is sorted according to the importance. Listing the important information
before less important ones to ensure that the most efficient visual form is used
for the most important information. Research on visual attention has identi-
fied four main factors influencing visual attention: The Saliency, the Effort,
the Expectancy, and the Value of information (SEEV-Model). Whereas the
former two factors describe bottom-up effects, the latter two are knowledge-
driven (Expected-Value model [39]) and could be understood as the gold
standard stating how an operator should optimally distribute her/his visual
attention [41]. Konect applies the Expected Value model to derive the impor-
tance ranking.
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Table 1. Extract of the idea box for the vessel performance use case.

Importance Information Insight Efficiency ranking Combination

1.6 Actual
speed

Perceive
quantitative
value fast

Length (1) Volume (3) Symmetry
Figure and
ground
Spatial proxim-
ity
Connectedness
Continuity
Closure
Relative size
Similarity

Slope (2) Color hue (4)

0.8 Actual speed
vs. optimal
speed

Perceive if
value is ok fast

Color hue (1) Slope (4)

Shape (2) Volume (5)

Length (3)

0.2 Optimal
speed

Perceive
quantitative
value

Position (1) Volume (6)

Length (2) Density (7)

Angle (3) Saturation (8)

Slope (4) Color hue (9)

Area (5)

· · · · · · · · · · · ·

Information. All information relevant for a task and identified by the prior
task analysis is listed as a separate row.

Insight. In the third column the insight the human operator should gain when
looking at the information is described (e.g. perceive if value is ok fast).
Insights are chosen from a predefined set of insights of the Konect method
(all possible insights are listed in Table 2). In this regard, one has to keep in
mind that one information element can appear twice in the idea box e.g. a
speed value with insight to perceive it as quantitative value and speed with
insight to perceive if it is ok or not. The insight is obtained and specified
within the task analysis of the prior step, e.g. by talking to domain experts
as part of interviews.

Efficiency Ranking. Based on the insight, the forth column of the idea box
lists the most appropriate visual forms (e.g. color, length) according to an
efficiency ranking. The most efficient attribute with regard to time and cor-
rectness of the percept is at the top of the list (ranked with (1)). Details
about the efficiency ranking can be seen in Table 2.

Combination. Konect aims at generating glyphs – integrated visual forms. For
this, all information elements listed in one idea box should be combined in
one glyph. The last column lists possibilities to combine visual forms e.g.
symmetry or proximity. This is strongly based on the Gestalt laws [38].
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Table 2. Table listing predefined insights, the mapping to the visual efficiency ranking
and the scientific reason for this mapping.

Insight Visual efficiency ranking Discussed by

perceive quantitative
value
perceive summary (min,
max, avg,%)

position (l), length (2), angle (3),
slope (4), area (5), volume (6), density
(7), color saturation (8), color hue(9)

[7,18]

perceive quantitative
value (fast)

length (1), slope (2), volume (3), color
hue (4)

[7,16,18,28,31]

perceive if value is ok position (l), color hue (2), texture (3),
connection (4), containment (5),
density (6), color saturation (7), shape
(8), length (9), angle (10), slope (11),
area (12)

[7,18]

perceive if value is ok
(fast)
find
detect anomaly
perceive
outliers/exceptions

color hue (1), shape (2), length (3),
slope (4), volume (5)

[7,16,18,28,31]

perceive category/mode
perceive certainty

position (1), density (2), color
saturation (3), color hue (4), texture
(5), connection (6), containment (7),
length (8), angle (9), slope (10), area
(11), volume (12)

[7,18]

perceive category/mode
(fast)

color hue (1), length (2), slope (3) [7,16,18,28,31]

perceive pattern
perceive relationships
perceive trade-offs
compare
perceive clusters
(groups, similarities)
perceive paths

edges/depth/orientation at multiple
scales (1), size/location (2),
categorical relation (3), coordinate
relation (4)

[16,17,32,38]

4.3 Design Creation

The idea boxes created in the previous step for each task are used in the design
creation phase. With guidance offered by the box, the designer starts working
with the idea box row-wise from top to bottom. For each row of the idea box, the
designer chooses the most efficient visual form (e.g. color) for an information. In
this step, the designer has to design an exact instantiation of this form. Exact
instantiation means that for instance an exact color coding is chosen. This can
be for instance that a critical or abnormal state is colored in red (e.g. actual
speed does not comply with plan speed) while a normal state is colored in green
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or a neutral color. Another example is the exact instantiation of a length. This
might be for instance a horizontal or vertical bar.

4.4 Visual Form Composition

Complex interfaces supporting several parallel tasks and therefore consisting
of several glyphs need to be carefully designed. Interference between glyphs
can have an impact on the overall operator’s perception accuracy and reac-
tion time. Looking at related work (e.g. [17–19,23,26,31,32,40,43]) we identified
three guidelines as most promising to have an impact on perception performance
and accuracy:

Consistency. Use the same visual attribute for the same kind of insight for
similar important information elements.

Simplicity in Shapes. Choose simple shapes and visual forms, choose non-
accidental visual forms with regard to orientation.

Simplicity in Colors. Reduce colors for elements that do not carry any infor-
mation besides from structuring the interface.

We are aware that there exist even more guidelines in related work. Based
on the basis of human perceptual skills, we decided to use exactly these three
guidelines. Details about the reasons are given in the upcoming subsections.
Furthermore, the guidelines in related work are presented as abstract hints.
We are not aware of a systematic procedure on how to apply these guidelines
systematically. But this becomes especially important when dealing with a high
amount of information. Thus we operationalized these statements to be used
within Konect as follows:

Consistency. All information elements (i.e. rows) of all idea boxes are sorted
according to their insights and the chosen visual property for each information is
marked (e.g. color or length in the efficiency ranking column). Then these mark-
ings are checked to ensure that the same kind of insight (e.g. detect anomaly)
is reflected by the same visual property (e.g. color). Furthermore, the same
manifestation of the visual attribute needs to be chosen for the same kind of
information (e.g. if red is an indicator for a failure, red should be used for this
kind of information throughout the entire HMI design). The consistency is nec-
essary for ensuring that pre-attentive perception of critical information is even
possible at a global level. Ware et al. [37] stated that pop-out effects depend on
the relationship of a visual search target to other targets that surround it. The
strongest effect occurs when a single target-object differs from all other objects
and where all other objects are identical or very similar to each other [37]. This
means they have to be consistent to each other to ensure that an abnormal state
directly pops-out and is easily distinguishable form normal state. This aspect
is further emphasized based on findings of Wickens et al. [40]. Wickens pre-
sented the Proximity Compatibility Principle for display design. This specifies
that displays relevant to a common task or mental operation should be rendered
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close together in perceptual space which means that visual elements representing
similar states should be encoded close together e.g. by using similar colors.

Simplicity in Shapes. To ensure simplicity, the metric for estimating the
“goodness” of visual shapes [44] must be applied. One indicator for visual form
simplicity is it’s orientation. If a form is perceived as“non-accidental” with regard
to orientation (thus it looks the same regardless of the viewer’s perspective) it
can be understood as a simple form [4]. For calculating the form simplicity, all
visual shapes on the entire glyph designs are rotated and mirrored. Then the
number of different appearances of the same form represents an indicator for a
shapes goodness. Prior work has shown that the simpler a form is, the easier it
can be recognized [36]. More complex shapes lead to higher visual clutter causing
a decreased recognition performance due to “occlusion, greater difficulty at both
segmenting a scene and performing visual search” [30]. Since this metric figured
out to be initially difficult to comprehend, Konect comes with an illustrating
example on the instruction card, which is depicted in Fig. 3.

Fig. 3. Instruction card for simplicity in shapes.

Simplicity in Colors. Beside simplicity in shapes also simplicity in colors
should be achieved in the user interface design. Therefore, each element on the
design is systematically looked at and it is checked against the table whether a
color appearing on the design encodes information or if it rather represents visual
sugar. If the latter is the case, the color should be taken out by being replaced
by a neutral color (e.g. grey). This step is especially important to maintain the
pop-out effects produced by pre-attentive visible visual forms on a global level.
The use of colors should be reduced following the works of Kosslyn et al. that
proposed the principle of Informative changes. This principle indicates that large
changes across properties of a display that do not carry information should be
avoided [18,20].
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5 Konect Application for the Vessel Performance
Monitoring Use Case

While earlier work applied the method for simple one-glyph user interfaces in
the automotive domain [27,28], we applied it in a more complex setting with
three parallel tasks in the maritime domain for vessel performance monitoring.
For the first steps of the method (the task analysis and idea box generation) we
performed domain expert (i.e. ship master) interviews and a literature study.
The second part (the design and application of the guidelines) was performed
as a workshop with designers. We have chosen this separation to support the
evaluation. First, we were interested to start with an identical design space for
all designers and second, we were not able to recruit sufficient designers with
maritime expertise. Therefore, we provided the designers with the task analysis
and initial ordered idea boxes for the three tasks and explained them the role of
each task and information at the beginning of the workshop by an instruction
sheet. We decided to use a textual description to avoid differences between the
information, the different experts got in the workshops and to control the effect
a potential bias caused by further oral instructions.

5.1 Task Analysis and Idea Box Generation

We performed the task analysis based on information of two different data
sources: Regulatory information and an interview with a mariner. For the former,
we reviewed the Resolution MEPC.282(70) [25] of the Marine Environment Pro-
tection Committee (MEPC) of the International Maritime Organization (IMO).
Appendix 10 of the MEPC document deals with the development of a ship
energy efficiency management plan. In its Sect. 5 it lists aspects that should be
considered for fuel-efficient operation. We used this list as a first input for the
task analysis for fuel-efficient operation. For the latter, we interviewed a mariner
about tasks and information that are relevant for fuel-efficient operation of ves-
sels. As the use case deals with monitoring of fuel-efficiency on board, we selected
only those tasks that involve ship personnel during voyages. We ended up with
a hierarchical task tree of 48 perceptive user tasks for the fuel-efficient oper-
ation goal, for that each relates to one source of information. At the topmost
level, under the goal of a fuel-efficient ship operation, we identified three main
subgoals:

Speed Optimization: To save fuel during voyage the speed, acceleration and
braking should be minded. Each ship has an optimal speed at which the fuel
consumption is minimal. To estimate if the ship is driving at optimal speed the
actual speed has to be known and has to be compared to the optimal speed.
Furthermore, the ship has to reach the harbor in the right time for unloading
cargo to avoid waiting times or problems with the place to berth. This is often
called “just in time speed”. This speed has also to be minded and compared to
the actual speed. Finally, the acceleration is important for saving fuel. A more
smooth/constant acceleration reduces fuel consumption. This can be seen with
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the acceleration trend and the shaft rpm trend – an indicator for the rotation
speed of the propeller.

Maneuvering Optimization: Aspects influencing the maneuvering can also
lead to higher fuel consumption e.g. headwind or high waves can lead to a higher
resistance and thus to higher fuel consumption. Thus the relative wind direction
and speed as well as relative wave direction and speed is relevant. Furthermore,
the maneuvering should be quite smooth to avoid high fuel consumption (sim-
ilar to acceleration trend). Thus the rudder angle trend is important and the
autopilot state, as the autopilot can ensure smooth adaption of the ships head-
ing according to a set course.

Draft and Trim Optimization: This includes the monitoring of trim (hori-
zontal position of the ship), draft (the part of the ship below water), and the
depth under keel (distance of the ship to the ground). For this one has to know
that there exists an optimal trim and an optimal draft for each ship for hav-
ing a minimal possible fuel consumption. This differs from ship to ship. The
depth under keel becomes important at a certain value at which the low depth
can increase fuel consumption. Thus sometimes the information that the depth
under keel is above or below this value is more important than the actual depth
under keel.

To generate the idea boxes, we ordered the task relevant information based in
the Expected-Value model. Feuerstack et al. [16] showed that the more experts
are being ask to determine the Expected-Value model the more the effect of
individual errors can be reduced. The authors proposed the HEE software tool
to systematically collect the data and to average the data collected. We applied
the tool and identified the information gained by the task analysis [25] on current
state of the art Vessel Performance Monitoring interface (from Kongsberg and
Trelleborg) and asked three experts (a ship master and two Human Factors
experts that were aware of the IMO regulations) to determine the relevance
of each information for each of the operator tasks and the expectancy of each
information with the tool. Expectancy in the context of the Expected Value-
Model states how often one expects to perceive new information from a given
source (e.g. a presented sensor value).

5.2 Workshop

We organized six workshops with each composed of two Human Factors Engi-
neers or HMI Designers (5 female, 7 male). We captured prior experience of the
workshop participants via a questionnaire at the beginning in which the partic-
ipants estimated their knowledge and competencies according to a Likert-Scale
ranging from 1 (never heard of) to 5 (often applied). The participants stated
that they have often done an HMI Design (4.6) by applying task analysis tech-
niques (4.08) and information visualization (4.17). They knew the concept of
preattentive perception before but did not apply it (3.25). The workshop partic-
ipants collaboratively applied first the original Konect method ending up with
one design of the set depicted by Fig. 4. Afterwards all workshop groups applied
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the guidelines (4th process step) to end up with one of the optimized designs
shown in Fig. 5. We chose groups of two experts to ease our observation of the
discussion of the experts in order to get further insights into the reasons for
choosing visual forms, the overall HMI Design and their way of working with
the method. Each workshop lasted about 3 hours. Within the workshop, we had
the following procedure: As starting point, the designers read an instruction card
of the Konect method and the use case. The experts received already filled idea
boxes and were asked to focus on the third step of the Konect method – the free
sketching phase. In this part each pair of experts created a design solution for
the maritime use case. No time limit was set for the design creation. Instead,
we asked the participants to indicate that they are finished with their design
as soon as they are satisfied with their design solution. On average, the design-
ers required around 2 hours to create the design based on the original Konect
method. Their design results of the first part of the workshop are shown in Fig. 4.

Fig. 4. Designs for the vessel performance use case after step (3) - design creation.

After none of the designers had any additional idea how to further improve
the design results, the designers got a second sheet of instructions (they were
not aware of a second step beforehand) with the operationalization of the three
guidelines as described in the previous section. They were then asked to refine
their designs according to these guidelines. The designers needed around one
hour to implement the changes to their designs. The results are shown in Fig. 5.
We observed the designer teams during their design creations. For applying the
guidelines some exemplary changes they implemented were:

Consistency. An example based on the designs in Fig. 4 is for instance the
depiction of wind and waves in design D1. In D1 wind and waves are depicted
in the right corner at the bottom. The waves are depicted as a wave form which
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is always red, and the wind with the arrows that are always blue. This has been
changed after applying the consistency guideline. Figure 5 shows the designs after
application of the composition guidelines. The designers of D1 recognized that
green is used as color to indicate an uncritical state throughout the whole HMI
and thus applied this color coding also to the wind and wave visualization. Thus
a red indicator is used to create a pop-out effect in G-D1 in Fig. 5 while in D1
in Fig. 4 red has been used as indicator for waves, causing the pop-out effect for
“red” to be reduced throughout the whole display.

Fig. 5. Designs for the vessel performance use case after step (4) - global design adjust-
ment with composing guidelines.

Simplicity in Shapes. For applying this guideline, the experts rotated and
mirrored all shapes of all visual forms used in the HMI design. In case rotation or
mirroring of a shape changes its appearance a simpler shape has to be found (e.g.
see Fig. 3: a bar is simpler than a half-circle and should therefore be preferred).
This can be seen for instance in D2 in Fig. 4: The experts used a circular chart
with arrows in the upper left corner to visualize the speed. After applying the
guidelines this has been changed to a simple gray bar chart (see G-D2 in Fig. 5).

Simplicity in Colors. For instance in design D4, the experts make extensive
use of different colors. All colors that did not carry any information have been
reduced, which resulted in the fact that the critical red information in G-D4 in
Fig. 5 stands out more saliently.

5.3 Study

With the designs resulted from the workshop, we conducted a laboratory study
in front of the computer to estimate the effect of the extended step 4. The
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participants and the procedure are described in the upcoming subsections. With
the experiment, we wanted to investigate in how far step 4 (as shown in Fig. 1
improved the efficiency of the design solution. For this, we had the following
hypotheses:

H1. Designs after step 4 are faster to perceive compared to designs created with
the original version of the method.

H2. Designs after step 4 have a higher accuracy of the perceived state compared
to designs created with the original version of the method.

H0. There is no difference between designs after step 4 and designs created with
the original version of the method.

Participants. Participants were recruited via a notice on the electronic bulletin
board of the university. All participants gave prior written informed consent
and were economically rewarded with 15 EUR at the end of the experiment.
The study included 18 participants (14 women), whose ages ranged from 20 to
29 (mean = 24.5, SD = 2.7). We choose students as participants as the method
focuses on human perceptual skills in general (fast and accurate perception of
visual cues). A trained maritime professional would have included mental model
knowledge that we intentionally excluded as the use case was just one example
and Konect should be seen as domain-independent method.

Procedure. At first, the participants were given a description of all designs
which they read carefully. After this participants were shown a series of figures.
Each figure showed one of the 12 designs (6 initial designs + 6 designs after
step 4) in one of five different situations that are either critical or non-critical
(S1: non-critical; S2: critical ship speed; S3: critical trim state; S4: critical (low)
depth under keel; S5: critical wind condition). The task of participants was to
estimate as fast and accurate as possible, whether the shown situation is critical
or not. After pressing a key the image disappeared immediately and participants
had to type their response. We measured the correctness of the response and the
reaction time between showing the image and hitting the key. The sequence of
designs and situations was randomized. However, we wanted to avoid having
the initial design and the designs after step 4 of the same design concept (e.g.
D1 and G-D1) in one sequence. Therefore we divided the experiment into two
blocks (A and B) for each participant. Each A-block contained three initial
designs and three composing guidelines designs from different design concepts
(e.g., D1, D2, G-D3, G-D4, D5, G-D6). Block B contained the six remaining
designs (e.g. G-D1, G-D2, D3, D4, G-D5, D6). To eliminate order effects we
randomly assigned designs to the blocks and balanced it across participants.
For each design each of the four critical situations (S2-S5) were shown once and
the non-critical situation (S1) twice. This was repeated three times resulting in a
sequence of 6×(4+2)×3 = 108 stimuli shown in each block. To eliminate training
effects blocks were iterated two times with pauses between them: A - B - A - B.
Only data from the second iteration of block A and B was analyzed. We excluded
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5 measurements, considering reaction times >10 s as a failure and < 300 ms as
a premature key press, because perception, decision and motor response are
unlikely to happen within 300 ms.

6 Results

We expected that the guideline application decreases reaction times and
improves accuracy. However, we assumed that other factors also have an influ-
ence on the reaction times and accuracy. To take several factors into account,
we used a linear mixed model to analyze the data.

We included the usage of the guidelines and the stimulus index as fixed effects
in the model, with stimulus index k indicating the k-th situation shown to the
participant. When measuring reaction times in laboratory settings a training
effect can often be observed, as did [27] when they tested HMIs created with
the Konect method. We expected this effect in our experiment and tried to
reduce it, by only analyzing data from the second iteration of block A and
B. However, a small effect can still be expected. Thus we included the stimulus
index as fixed effect. However, we did not expect to observe a significant training
effect in the accuracy of responses. Due to individual differences, we expected
that reaction times differ for each participants. Thus we added participant as
a random factor. Similarly, the six pairs of designers created different design
concepts. We expected to record different mean reaction times accuracy values
for each design concept, but still expected an improvement for the designs after
guidelines were applied. Thus we added the design concept as a random factor.
This resulted in the following models (R-typical notation):

response time ∼ guideline + stimulus + (1|participant) + (1|design)
accuracy ∼ guideline + (1|participant) + (1|design)

Based on likelihood ratio tests we observed a significant effect of the guide-
line usage both on the reaction times (χ2(1) = 182.17, p < 0.001), low-
ering it by about 172 ms ± 12.6 ms (standard errors), and on the accuracy
(χ2(1) = 43.41, p < 0.001), improving accuracy by about 4.6 %± 0.7% (stan-
dard errors) from 92.3 % correct responses to 96.9 %. Thus, we were able to
accept our hypotheses (H1) and (H2) and reject the null hypotheses (H0).

When exploring the data we realized that adding the designs as a random
effect is not sufficient to describe the influence of the design on the reaction times
and accuracy. The amount of improvement on accuracy and reaction times when
applying the guidelines differs for each design. This sounds plausible. It is likely,
that the initial designs of some design teams already adhered to the guidelines to
some extent. Therefore the room for improvement after applying the guidelines
differs for each design team. Adding random slopes for guidelines to the random
effect term of our models (changing (1|design) to (guideline|design)) resulted in
a significantly better model fit for reaction times (χ2(2) = 195.19, p < 0.001) as
well as accuracy (χ2(2) = 85.38, p < 0.001).
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Fig. 6. Effect of guidelines on reaction times and accuracy differs for the different HMI
designs.

Figure 6 illustrates this aspect. It shows how reaction times and accuracy
changes with guideline usage in step 4 for each design. Those designs, where the
initial design version did not perform well, showed the strongest improvement
after step 4.

In Fig. 6 it can be seen that the effect size of the guidelines on decreased reac-
tion time and increased accuracy differs between the designs: In case of D1 and
D6 a high increase of performance with regard to reaction times and accuracy
has been reached while for D4 and D5 a medium effect was visible and for design
D2 and D3 nearly no improvement has been made. We assume that this is caused
by quality differences in the initial designs: In D2 and D3, which implement a
consistent and reduced usage of colors and simple shapes we measured already
a fast reaction time and high accuracy. In case of D1 and D6, the designers
applied colors inconsistently and used them also for structuring the user inter-
face. In this case, the application of the guidelines strongly improved subjects
performance. We assume that the positive effect of the Konect design princi-
ples on reaction times and accuracy of individual glyphs is negatively effected
by inconsistent usage of colors and shapes across multiple glyphs in case the
original method is applied to a higher amount of information. We could show
that applying the guidelines improved reaction times and accuracy significantly.
When we compare the designs without guideline application and the ones with
guidelines application, we could observe that most design teams only changed
few aspects of their design. According to our assumption, the reaction times to
all visual forms should improve and not only to the ones that were changed.
If this is the case we should observe that the reaction times for all situations
(S1–S5) for the same design concept should change roughly by the same amount.
An indication of this effect can be seen in Fig. 7. It shows the change of reaction
times separately for each situation in each design. It can be seen that the range
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of changes within a design is considerably smaller than the range of changes over
all designs. This supports our assumption. However, given our dataset, this is
only an indication. To reasonably test this a study design with more than just
five situations and even more complex use cases is needed.

In Fig. 7 it can be seen that all reaction times have been improved or almost
remained the same – except of design D2 in case of assessing a critical speed.
Having a deeper look at the changes done after guidelines application in D2
reveals the reason for this effect: the color coding for assessing a critical speed
has been totally removed instead of adapted to a more consistent form. Thus the
workshop participants overlooked that they reduced the amount of information
shown on the user interface. For future application of the method this problem
might be solved by adding an additional review step at the end in which a
verification that all information in the idea box are visualized in the design
solution is conducted. We are currently working on this step and a tool support
to resolve this problem.

Fig. 7. Change of reaction times for all 5 situations in each design.

7 Discussion

One might argue that the guidelines alone might be good enough to achieve
the objective of designing user interfaces that are more efficiently perceived by
users without having their operationalization as part of the Konect method:
Bornoe et al. [5] tested the improvement process of existing designs with design
cards with novice users. The design cards offered hints as they contained prin-
ciples, an explanation of effect and for what purpose the principle is used. The
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authors found that the cards diversified the range of system aspects that novices
considered and supported ideation. Nevertheless, the cards did not compensate
the limited design experience of novices, as the participants had problems imple-
menting them in the design process. With the exact systemization of steps to
conduct to implement the guidelines as it is offered by Konect, this problem is
addressed and did not appear in the prior described workshops.

The Konect method addresses a very specifc class of user interfaces: Visual
user interfaces for monitoring in supervisory control situations with medium to
high criticality to timely responses. The method can in principal be used in
other contexts, e.g., for designing visualisations for infographics or games. How-
ever, fast and accurate perception might not be the optimality criterion in such
contexts. Intuitive understanding of visualisations might be more important for
infographics, while the joy of use might be a key factor for gaming visualisations.
We like to emphasize, that a user of the Konect method should always be aware
of the context of use and the criterions that apply to the specific context.

8 Conclusion

We presented an extension to the Konect method, which is used to create glyphs
(integrated visual forms) optimized for fast and accurate perception. The method
itself opens up a huge design space (since it fosters free sketching), while at the
same time is still able to optimize the results for perception. The extension
introduces operationalizations of three design principles (consistency, simplicity
in shapes and colors). While the original method was not well suited for designing
large user interfaces, we showed that the extended method can be applied to
design complex user interfaces with multiple glyphs. By workshops with a total
of 12 designers working in pairs of two, all of them were able to end up with
designs that were created solely by following the written instructions of the
method. In a subsequent laboratory study, we could show that 18 participants
were on average significantly faster and more accurate in distinguishing between
critical and non critical situations visualized by those designs that were created
by the revised version than for those designed by the original one.
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Abstract. In this paper, we present a data-driven approach to enable
the creation of evidence-based usability test scenarios. By utilising prod-
uct usage data to create usability test scenarios, we aim to improve the
reliability of the test results and to provide better insights into product
usability. The approach consists of four elements: the collection of prod-
uct usage data, the transformation of these data into logs of user activi-
ties, the creation of models of user behaviour, and the guided creation of
usability test scenarios based on the models. We discuss the challenges
that can be encountered when applying this approach based on our expe-
riences with two case studies in product development. We have created
a prototype scenario planning tool and performed a preliminary evalua-
tion of the tool with usability engineers working at Philips Healthcare.
The evaluation shows that tool-supported evidence-based usability test
creation would be valuable in their daily work.

Keywords: User-centered design · Usability testing
Data-driven design · Process mining

1 Introduction

Usability is an important quality that a product needs to posses in order to be
successful [19]. If a product is usable, then its users can do what they want to do
in the way they expect without hindrance or hesitation. Unfortunately, reports
from the industrial practice indicate that it is not straightforward to ensure the
usability of a newly developed product [2].

User-Centered Design (UCD) [15] has been devised to cope with this chal-
lenge when developing interactive systems [2,19,20]. The central principles of
UCD are an early focus on users and their activities, the evaluation and measure-
ment of product usage, and an iterative design process. Through this approach
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the findings from user testing related to usability and user experience can be
used to inform the designer of a product in a relevant manner [2]. By focussing
on the user of a product, UCD aims to consciously incorporate usability at every
step of the design process of a product.

The purpose of performing a usability test as part of UCD is the collection
of empirical data to measure usability aspects in a reliable and objective manner
and to identify design problems [2,3,19]. An important element of a usability
test is the test scenario: the sequence of tasks and activities executed by the test
participants. The closer the test scenarios represent reality, the more reliable the
test results and the resulting insights into product usability [19].

The creation of usability test scenarios is challenging for several reasons. Test
scenarios are usually created manually by usability engineers, covering a lim-
ited number of tasks and activities compared to the real behaviour of product
users [6], so the creation is affected by the biases of the engineers. These biases
can arise because the usability engineers generally know a lot about the product
being tested and what the full set of possible product features is, but they may
have limited knowledge regarding the way product features are actually used in
practice, in which combinations and in what order [17]. This issue can lead to
insufficient test coverage, with a focus of testing whether product improvements
are effective in very few scenarios, without considering other product functions
that may be negatively affected by the change. The challenge of limited test
coverage is especially important in safety critical systems, where testing is done
to ensure that there are no usability issues that can lead to hazardous situa-
tions [10]. Furthermore, finding the right participants to represent the target
user group is essential [3], but not trivial if there exist heterogeneous subgroups.
For example, test participants should be selected with different levels of training
if training levels are found to strongly influence the set of product functions used
by a user.

To address these challenges and improve the reliability of product usability
testing, we propose a data-driven approach to create evidence-based usability test
scenarios based on product usage data. An increasing number of products contain
functionalities that collect product usage data that is sent back to the manu-
facturer [9,17]. This type of data can be used to create models that represent
the behaviour of the product users, using data science techniques such as pro-
cess mining [1]. Such models provide insights into existing user behaviour [2,16],
which we can use to create usability test scenarios that accurately reflect product
usage [4,6]. Additionally, the models can help identify differences in behaviour
between user groups to assist test participant selection. The usability engineers
will still need their domain knowledge to create good test scenarios, but they
can be assisted with observational data to make the right choices when deciding
on test tasks and their ordering.

The main contributions of this paper are the following. We present a data-
driven approach for the creation of evidence-based usability test scenarios, as
shown in Fig. 1. Its four main phases are: (1) the collection of data regard-
ing product use, (2) the transformation of the data into logs of user activities,
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Fig. 1. A data-driven approach for the creation of evidence-based usability test scenar-
ios. Its main phases: (1) product usage data collection, (2) user activity log creation,
(3) user behaviour discovery, and (4) usability test scenario creation.

(3) the creation of models of user behaviour using process mining techniques,
and (4) the creation of usability test scenarios based on the models. We build
upon earlier work related to specific phases of this approach in the context of the
development of two different products within Philips [9,11], in order to discuss
the challenges that can be expected in practice for each phase of the approach.
We have implemented a prototype scenario planning tool to support the app-
roach, guiding usability engineers in the creation of evidence-based usability test
scenarios. Finally, we discuss a preliminary evaluation of the developed scenario
planner.

The structure of this paper is as follows. First, in Sect. 2 we review related
work on usability testing, data and model-driven product development, and test
scenario creation. In Sect. 3 we introduce the two cases studies and in Sect. 4 we
briefly describe usability testing and the challenges of conducting reliable usabil-
ity tests. In Sect. 5 we present the approach for the creation of evidence-based
usability test scenarios. Then in Sect. 6 we describe the design and implemen-
tation of the scenario planning tool. In Sect. 7 we discuss the evaluation of the
developed tool. Finally, in Sect. 8 we provide conclusions and discuss future work.

2 Related Work

In [17] a framework is proposed for post-deployment product data usage, describ-
ing the necessary development practices and organisational mechanisms to take
advantage of the collection of product data in the development of software-
intensive embedded systems. This framework can be used for a coarse classifica-
tion of the level of product data usage within an organisation, but it does not
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provide details on how to achieve higher levels of product data usage maturity
or the challenges encountered when implementing such levels of data usage.

In the areas of Model Driven Development (MDD) and Behaviour Driven
Development (BDD) there exist various product development approaches that
argue for the need to model user behaviour [2,14,16,20]. Task models for describ-
ing interactive systems are used during the early phases of the user-centered
development cycle to gather information about user activities. Such models bring
additional advantages to task analysis: they structure the gathered information
about user activities and enabling the use of software tools to analyse and sim-
ulate user behaviour [4]. However, these approaches feature manual modelling
of product user tasks and activities by the product developers, which is very
time consuming [10,14]. Instead, we propose to leverage product usage data and
advances in analytics techniques [1] to mine models of user behaviour.

The main goal of our approach is to improve the reliability of usability testing,
which is especially important in safety-critical systems [4,10]. Demonstrating
that the design of a medical device is compliant to relevant safety and usability
requirements is a serious problem. The use of models of user behaviour can
help to show that hazardous situations can be avoided or mitigated. However,
as argued by [10], it is not feasible to expect regulators to construct models of
products after their development, so ideally manufacturers produce models as
part of their design process.

Several product development approaches argue for the creation of usability
test scenarios based on models of user behaviour [6,10,14]. However, these mod-
els are based on the understanding of the developers of possible user behaviour,
without explicit support of actual data regarding e.g. the frequency and order-
ing of use of specific product features. With these approaches, the test scenario
generation is based on state machine models and their simulation with either
exhaustive enumeration of all possibilities or scenarios that are randomly gener-
ated on the basis of the enabled user tasks in each state. Unfortunately, exhaus-
tive usability testing is not possible in most organisations due to the balance of
benefits and costs of testing [19]. Therefore, we propose a combination of domain
expertise from usability engineers supported by statistical information based on
product usage data to create evidence-based usability test scenarios.

Usability testing can also be seen in the context of requirements engineering
and its related testing practices. Requirements engineering is concerned with
the identification, modelling and documentation of requirements for a prod-
uct or system and the context in which the system is used [18]. The aim of
requirements engineering is to learn what to develop before the system design
is finished. Usability characteristics can be part of the non-functional require-
ments of a product, however the focus of requirements engineering is usually on
the functional requirements of a product. Validation of the implementation of
requirements generally involves testing, but handling of non-functional require-
ments in such tests is often ill defined [18].
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3 Case Studies

In the following, we discuss the challenges encountered in practice for each phase
of the data-driven approach we propose. This discussion is supported by exam-
ples from two different product design case studies within Philips, which we were
involved in during earlier work on specific phases of the approach [8,11].

Fig. 2. Two products developed in Philips for which usage data is collected.

The first product is a medical imaging system shown in Fig. 2a. This X-
ray system is used to perform minimally invasive treatments during medical
procedures. During such procedures, it is sufficient to make a small incision
through which an introduction element such as a catheter is used e.g. to place a
stent in a blocked artery. The collection of product usage data and modelling of
the clinical workflow during these procedures is described in more detail in [11].

The second product, shown in Fig. 2b, is a smart baby bottle sleeve equipped
with various sensors and connected to an interactive app, described in [5,8].
The sleeve sensors included a temperature sensor, a 3D accelerometer, a light
intensity sensor, and a sound level sensor. The purpose of this product is to
enable parents to collect personal and meaningful insights into the feeding of
their baby. The app provides reports, data visualisations and recommendations
to the parents based on the collected sensor data.

Although both products are developed by Philips, one at Philips Healthcare
and the other at Philips Design, there are some very clear differences between the
two case studies. The medical imaging system is an example of a very complex
device with many functionalities, different ways in which it can be used and
its usage requires extensive training. By contrast, the smart bottle is a simple
device, with one main usage scenario that can be executed by any caregiver. The
development cycle and the product maturity is also different, with the medical
imaging system already deployed in many different hospitals and new improved
versions of the system being developed iteratively, while the smart bottle is a
new product for which the usage data comes from prototypes tested with a
select group of parents. In addition, the type of data collected is different with
the smart bottle recording sensor data measurements and the imaging system
logging various messages for service and maintenance purposes.
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Fig. 3. Example of a part of a test scenario for a medical imaging system.

There are also several aspects that the two products from the case studies
have in common. Both are internet connected products that have functionalities
to send usage data back to the manufacturer, which is essential for the first phase
of our approach. Both products also have strong safety requirements. For the
imaging system used in a medical environment this is evident, but for the smart
bottle it is also important e.g. that the reported food temperature is accurate
to prevent burns.

4 Usability Testing

The purpose of performing a usability test is to identify design problems through
the collection of empirical data measuring usability aspects in a reliable and
objective manner [2,3,19]. The basic elements of a usability test are the follow-
ing: a set of goals the product users aim to achieve, the corresponding tasks or
activities involving the product through which they aim to achieve those goals,
and an accurate representation of the actual working environment or the context
in which the product is used. These elements can be combined into test scenarios
that are executed by a representative sample of end users during a usability test.
An example of a sequence of tasks in a test scenario is shown in Fig. 3.

The test scenarios executed in a usability test are meant to imitate actual
work that the participant would perform using the product and therefore they
should be realistic. For example, when testing a medical imaging system, a test
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scenario is only mirroring realistic operation if the user first moves the scanner
to the correct position and then captures an image. During validation of the
product functionality, these tasks could also be performed in reverse order, but
this would not reflect normal operational behaviour. A test scenario adds context
to the tasks that the testers perform and provides them with a motivation to
carry out each task. With a realistic scenario, participants will find it easier to
stay in their role and overcome hesitation during their use of the product and the
closer that the test scenarios represent reality, the more reliable the test results
and the resulting insights into product usability [19].

In addition to providing insights on product usability, usability tests can
also form an essential part of the testing for product safety [4,10]. In fact, user
error has been a significant factor in over 50.000 adverse event reports, including
at least 500 deaths, between 2005 and 2009 related to medical infusion pumps
in the United States [10]. However, to demonstrate the safety of a product it
is not sufficient to only show that each task can be safely executed in isolation
because some safety problems may only manifest through a succession of actions.
For example, making several x-ray images with a medical imaging system may
result in a safety issue if the setting of the radiation dose used per image has been
increased beforehand to a level not meant for making many successive images.
Therefore, it is important to test the entire context in which the tasks occur
with realistic test scenarios that consist of successions of actions that can also
be expected to occur in practice [6].

Unfortunately, creating realistic test scenarios can be challenging [2,6,14].
To create a realistic test scenario, the usability engineer needs to have in depth
knowledge of the product features, the tasks performed while using the product
and the context in which the product is used. The list of tasks has to match
those that the product users would perform to achieve the intended goals of the
product, both in content and the order in which they have to be performed dur-
ing the test. However, usability engineers on the product development team may
not be familiar with all possible variations of use that occur in practice [17]. For
example, the way in which medical imaging systems are used differs per country
and sometimes even per hospital. This means that, especially for complex prod-
ucts that require significant training or education to use, it can be challenging to
create test scenarios that accurately represents how the intended target audience
will use the final product in a real setting.

5 Approach

To address the issues presented above, we propose a data-driven approach that
enables evidence-based usability test scenario creation. A graphical overview of
the approach is shown in Fig. 1. This approach consists of the collection of data
and knowledge regarding product use, the transformation of such data into logs
of user activities, the creation of models of user behaviour, and the creation of
usability test scenarios based on those models and statistical data.
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5.1 Product Usage Data Collection

The first step in the User-Centered Design cycle is to understand the con-
text in which the product is used [15]. This step is essential because you can
only improve a product if you know exactly what the problems are that users
encounter and what the underlying root cause of each issue is. Without under-
standing of the context of use, it is difficult to set up an effective usability
test [19]. To understand how users behave when using the product in practice
it is important to collect sufficient data and combine this with knowledge of the
product itself [17].

In the context of the product data usage framework presented in [17], our
approach assumes that the data usage maturity of the product is at least at
the level of Diagnostics. This means that we assume a real-time, or close to it,
collection of usage data that is effectively stored and accessible. The usage data
is ideally linked to specific product functionalities so that it becomes possible to
relate functions to user tasks. Evidence-based usability testing can then help to
reach the maturity levels of Feature Usage analysis and Feature Improvement.

It is easier to collect data for a product that is already deployed and is now
being improved or for which a successor is being created than for a completely
new product. For truly new products, for which perhaps only prototypes exist,
there may not be any usage data available to work with. However, if product
prototypes are given to real users for testing purposes, as happened in the devel-
opment of the smart bottle, then some usage data can already be collected early
in the development cycle. Alternatively, if access to end users is really not possi-
ble, the developers can create artificial usage data by using product prototypes
in a manner similar to end users during a test role-playing session.

There are different types of data that can be collected to help understand the
context of use. For example, observational data of activities from field studies,
subjective descriptions of users from reviews, sensor data measured by the prod-
uct itself, or usage logs from an accompanying application or service. For the
purpose of this approach, sensor data and product usage logs, like the one shown
in Fig. 4, that are linked to product functions are the most useful types of data,
as these machine logs provide objective information to quantify product feature
usage. However, observational data can be used to relate the machine logs to
actual user tasks, if this knowledge is not known to the developers. User reviews
can be helpful in determining which tasks are problematic and important to be
tested.

Fig. 4. Example of a machine log describing how the table position of a medical imaging
system was changed by a surgeon during a procedure.
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5.2 User Activity Log Creation

The different types of data collected above do not guarantee a clear view on the
activities of the users. Depending on the type of data, it can be necessary to
transform the raw product usage data into actual logs of activities [4].

Usability test scenarios can be seen as sequences of activities that a test par-
ticipant has to execute. This means that we are also interested in obtaining such
sequences of user activities from the field in order to get a better understand-
ing of the user behaviour. Essential information to obtain is therefore which
activities the users performed, in what order and how long they took.

Often, product usage data is collected for maintenance and service purposes
or as a side-product of debugging functionalities [17]. In these cases, the usage
data may not immediately reveal what people are doing exactly and a relation
needs to be established between the product functions instrumented with logging
and the actual user task during which the function is used. For example, in
the medical imaging system different sensors can detect movement in specific
directions of the table on which the patient is lying. However, the recorded data
contains detailed technical information, as shown in Fig. 4. From this we need
to deduce what task is executed by the user, e.g. specific movements positioning
the patient under the scanner or adjusting the table to a convenient working
position for the surgeon.

There are different techniques to transform low-level sensor data or logged
events into higher-level user tasks and activities. There is a large body of work
on activity recognition and complex event processing [7,12]. For example, it
is possible to group low-level events based on behavioral activity patterns in
order to identify high-level activities that make sense to domain experts [13].
In the case of the smart bottle usage data, it was necessary to use techniques
from the signal processing domain combined with clustering techniques to detect
shifts in the sensor data that corresponded to actual user activities [9]. For the
imaging system, the logged machine-generated events and diagnostic messages
were related to user tasks through a combination of domain knowledge and user
activity logs obtained from observational studies and self-reporting [11].

In some cases, it can also be necessary to modify the logging developed by the
product designers in order to get a better view of what the users are doing. For
example, one of the medical imaging systems developed by Philips has a sensor
that detects whether a patient is currently lying on the operating table. However,
the signal detected by the sensor was not logged in the data sent back to Philips.
After changing the data logging, it is possible to recognise the moments where
the patient is present on the table, which in turn allows for the recognition of the
activities in the clinical workflow of a surgical procedure of putting the patient
onto the table and removing the patient.

5.3 User Behaviour Discovery

Once there are activity logs then we can create models of user behaviour. This
is often done manually based on the understanding of the developers regarding



Data-Driven Usability Test Scenario Creation 97

Fig. 5. A discovered end-to-end process model for the use of the smart bottle, showing
which activities are performed and in what order. The model is annotated with statistics
regarding choices and activity durations.

user goals and product functionalities, but this is very time consuming [10,14].
Therefore, we propose to apply techniques from the field of process mining to
automatically discover models of behaviour from activity data [1].

Process mining can be defined as the analysis of processes using the data
recorded during their execution. A process in this context is a set of logically
related tasks to achieve a certain goal. The data corresponding to the execution
of a process can be captured in a log of events, where each event corresponds to
the execution of a task at a specific point in time, possibly associated with other
data. Hence, user activity logs can be seen as a particular type of event log.

Process discovery works by taking an event log and applying a discovery
algorithm to produce a process model that represents the behaviour captured in
the log. There are many different algorithms [1] such as the Alpha Miner, the
ILP Miner and the Inductive Miner that have been implemented in the open-
source process mining framework ProM [21]. Various commercial tools are also
available that can discover process models from event logs [1].

The models discovered using a process discovery algorithm are often anno-
tated with statistical data [1,8]. The process model annotations often provide
information on the number of occurrences of activities and the likelihood of an
activity being followed by another activity. Many process mining tools also show
statistics regarding the duration of activities. These annotated models can be
used to gain insights into the likely flow of activities of people using a product
and how much time is being spent doing what. For example, the model in Fig. 5
was discovered from smart bottle usage data [9] and it showed e.g. that many
people filled the bottle before attaching the sleeve, resulting in limited visibility
on pre-feeding activities.

There also exist process discovery techniques that aim to provide insights into
the relation between different process artifacts [8]. These techniques are suitable
for data from environments with multiple products or complex products that
consist of multiple objects, sensors or modules that each generate data. The
use of such techniques can make the resulting models of each artifact easier
to understand than the complex behaviour of the entire system. We used these
techniques in the creation of models for the medical imaging system [11] because
of the complexity of the system and the difficulty in creating user activity logs. It
was not possible to recognise all user activities in the machine data, so we used
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artifact-centric techniques to discover interacting models for different parts of
the system behaviour and to obtain correlations between those artifact models
and the activities that were detectable.

5.4 Usability Test Scenario Creation

After obtaining user behaviour models based on activity logs, we can use them to
generate evidence-based usability test scenarios. The main challenge we address
is in creating the list of tasks that is executed during the scenario. This is
achieved by using the models annotated with flow statistics, activity frequen-
cies and durations to provide a usability engineer with the information needed.

Different approaches and strategies exist for the generation of a test scenario
from a task or process model [6,10,14], such as the creation of random test sce-
narios or exhaustive generation. Exhaustively generating all possible sequences
of user behaviour from the models is possible in automated test settings, but not
for usability testing with real end users. Test participants have limited availabil-
ity and there is a cost associated to their employment [19]. There are techniques
to simplify the behaviour in a model [6], but simplified models can still gener-
ate thousands of test cases. When creating random test scenarios, there is no
guarantee that they will contain activities that are closely related to the area for
which the developers have made product improvements. The risk of this is inef-
fective usability testing. Therefore, we propose an approach combining domain
knowledge from usability engineers with evidence-based user behaviour models.

One combined strategy is to order a set of mandatory tasks in the most likely
configuration according to the model. The usability engineer determines the tasks
that are essential for the test and those that are most likely to be affected, based
on the nature of the product improvement being tested, the features it affects
and in what tasks those features are used. For example, if a product improvement
has been developed for the medical imaging system that should make it easier to
position the patient then usability testing should also focus on activities related
to the patient positioning itself and those that are affected by either proper or
incorrect patient positioning. The usability test scenario would then be the most
likely path through the state-space of the model, given that it contains at least
the critical tasks selected by the usability engineer.

Another combined strategy is through tool-supported interactive guidance of
the usability engineer while they are creating the test scenario. While selecting
tasks to be included in the test scenario, the engineer is presented with informa-
tion from the model regarding the expected preceding or succeeding tasks and
their frequency. This is the approach that we implemented in a scenario planner
after discussions with usability engineers, as covered in the next section.

Given a usability test scenario, it is also important to select the appropriate
test participants [3]. The discovered models of user behaviour can assist in this if
task frequency and ordering statistics are split by user subgroup. If for example
certain features in the medical system are used more frequently by specific types
or surgeons then product changes affecting those features should be tested with
these subgroups. Alternatively, if the models show that a specific group of users
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Table 1. An overview of the main requirements of the usability test scenario planning
tool.

Requirement Priority

1. Connection to a static clinical workflow model of user
activities with statistical annotations

Must have

2. The current structure and essential elements of the test
scenarios are reflected

Must have

3. Possibility to choose the type of imaging system for the
usability test

Must have

4. Possibility to choose the type of clinical professional
participating in the usability test

Must have

5. Possibility to choose the type of department from the hospital
for the usability test

Must have

6. Possibility to choose the type of clinical procedure executed
during the usability test

Must have

7. Possibility to create a test scenario for a part of the clinical
workflow, not only the whole workflow

Should have

8. Possibility to choose the region where the hospital is located
for the usability test

Should have

9. The expected duration of the test scenario is shown Could have

10. Integration with Philips database systems whose data the
static workflow model is based on

Won’t have

perform undesirable or incorrect behaviour more frequently than other groups
of users for a certain task then product improvements affecting this task should
also be tested with these users that potentially benefit most.

6 Scenario Planner

Based on the approach presented in Sect. 5 and discussions we had with usability
engineers at Philips Healthcare, we developed a usability test scenario planning
tool. The purpose of the scenario planner is to assist usability engineers when
creating a usability test scenario by providing them with evidence-based infor-
mation on the behaviour of product users.

6.1 Requirements Analysis

We performed exploratory research to determine the requirements of the scenario
planner. Based on literature regarding usability testing, interviews with usability
engineers, and observations in the field (observing both end-users of the medical
imaging systems and usability engineers) we established a set of requirements
for the scenario planner shown in Table 1.
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A central concept of the scenario planner is its use of an internal workflow
model to provide information to the usability engineer, based on the product
usage data collected by Philips from medical imaging systems in the field. As
Philips Healthcare collects data from its imaging systems located all across the
world, used in various different hospital departments and for different types of
procedures, there is also a need for the selection of the correct model of user
behaviour depending on the specific context for which a usability test is being
created. However, as the developed tool is only a prototype we did not aim for
live integration with the database systems and instead used a static snapshot
of the data for the internal model of user activities, i.e. a model of the clinical
workflow of using the imaging system.

6.2 Tool Concepts

Based on the requirements analysis several different concepts of the scenario
planner were developed. The design process was iterative with feedback from
three different usability engineers during the development cycles.

Paper prototypes were developed to discuss the concepts with usability engi-
neers and to get an understanding of their way of working during usability test
scenario creation. The first concept, shown in Fig. 6, involved an interactive selec-
tion of individual tasks based on observed sequences of activities and possible
choices. The user interface was envisioned to show the different phases of a clini-
cal workflow and for each phase a model annotated with transition probabilities
would be presented. By clicking on user tasks they would be included in the test
scenario. The feedback from the usability engineers for this concept was that
showing a complete overview of all possible activities and their relations with
corresponding data could result in a very complex model and make it difficult
to put together a test scenario.

The second concept in Fig. 7 is a presentation of a number of pre-defined
usability test scenarios based on the most likely sequences of user behaviour. The
feedback from the usability engineers on the second concept was that, although
easy to use, it would not provide much support for the creation of evidence-based
usability test scenarios in cases where additional editing is necessary to include
essential activities that were not part of the suggested activity flows.

After these design iterations, another paper prototype was built that com-
bines the idea of presenting the user with a likely sequence of user behaviour and
the option to interactively modify the scenario based on data. When modifying
the scenario, the tool provides the user with suggestions for adding specific activ-
ities based on the part of the scenario being changed and data on e.g. the most
likely next activity. The prototype was tested with two usability engineers and
based on their feedback the implementation of the scenario planner was started.

6.3 Implementation

The scenario planner with limited functionality was implemented as a web appli-
cation. The application was created using HTML, CSS, JavaScript and PHP.
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Fig. 6. A design concept of the selection of test activities. The activities are divided
over the different clinical workflow phases and their frequency of occurrence is shown.
The user selects which activities to include in the test scenario.

Fig. 7. A design concept based on the selection of a sequence of user activities based
on its frequency of occurring in the field.
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The goal of the prototype development was to allow usability engineers not
involved in the development process to experience the idea of creating evidence-
based usability test scenarios in order to provide feedback on the usefulness of
the scenario planner.

Fig. 8. The user interface of the interactive prototype implementation of the scenario
planner. Filtering functionality is shown on the left side and the different phases of the
clinical workflow are shown with their specific activities.

A screenshot of the final implementation is shown in Fig. 8. The user can
set the filter to restrict the usability test scenario to a specific context and
is then presented with a frequent sequence of activities for each phase of the
clinical workflow. Activities can be removed or added after existing activities, in
which case the tool will suggest appropriate activities to insert at that specific
point depending on the most likely behaviour for users corresponding to the
chosen filter settings. Clicking on an activity provides a pop-up with additional
information, displaying e.g. more detailed instructions for the test participants,
task frequency information and expected duration. The total estimated time to
execute the test scenario is shown at the bottom of the user interface.

7 Evaluation

The functionality of the scenario planner was evaluated during a usability test
of the tool itself. The goal was to get feedback on the usefulness of the scenario
planner and to determine design inconsistencies and usability problem areas
within the user interface and content areas.
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7.1 Test Setup

The usability test was conducted on-site at a Philips location and through Skype.
The session captured the participants’ navigational choices, task completion
scores, comments, questions and feedback. At the end of the test every par-
ticipant was asked what they like and dislike about the scenario planner, if they
miss certain product functions and if they think that the scenario planner fits
in their daily work when preparing usability tests.

All participants work as a usability engineer at Philips Healthcare and have
experience with usability tests. Nineteen participants were invited and nine par-
ticipants took part in the test, of which three were already involved in the design
process of the scenario planner. The test participants who were not involved in
the design process were given a short description how the scenario planner came
about and what it can be used for.

Table 2. The usability engineers participating in the evaluation were asked to complete
these tasks using the scenario planner.

Step Task Instruction Expected results

1 Start creating scenario You have a usability test
coming up. You are
going to test an Azurion
system with a physician
from the cardiology
department

User uses the filters to
give specifications to the
scenario

2 Add a task You want to add a task
between after review
because you want to test
a feature that could be
used in that phase of the
test. How would you do
that?

User clicks on a task and
gets to see two separate
tasks. They will choose
one of these

3 Delete a task You don’t want to test
reporting. Try to remove
this

User clicks on tasks and
deletes it while getting
the alert that they’re
deleting a frequent task

4 Access task details You want to know more
about the imaging task.
Try to find more info

User clicks twice on the
task and sees the overlay
with the information

5 Check test duration What is the duration of
the test you want to do?

User notices the time at
the bottom of the page
and knows how to
change it

6 Output results You are done! Try to get
the output of the
scenario planner

User clicks at done and
notices the alert that
they’re done
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The participants were asked to perform the tasks described in Table 2 using
the scenario planner. These tasks form a simple scenario where the test partic-
ipants are asked to use the scenario planner to create a usability test scenario
for the use of a medical imaging system developed at Philips. Participants were
scored per task on completion success rate and their time spent.

7.2 Results

The ability of participants to complete a task without critical errors was rated
according to the following four point scale:

1. User cannot complete the task and needs help.
2. User completes the task after a hint from the moderator.
3. User completes the task after some tries.
4. User completes the task immediately.

An overview of the completion scores of each participant for each task is
shown in Fig. 9. Tasks scored with a 3 or 4 are considered as successfully com-
pleted. All participants managed to successfully complete tasks 1, 2, 3 and 6.
However, very few participants completed tasks 4 and 5 without assistance.

Fig. 9. The task completion scores for each participant on each task. A task scored
with a 3 or 4 is considered successfully completed.

Different parts of the user interface were used in completing the different
tasks. The participants managed to successfully use the filters in the side menu to
specify the type of scenario they wanted to create. The subsequent modification
of the scenario generated by the planner based on an internal workflow model was
achieved through buttons placed near the tasks where the user wanted to make
the change. These parts of the user interface were intuitive to use. However, the
option to access additional task details, which required the user to double click
on a task, was less intuitive. The reason why participants required assistance
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Table 3. An overview of the main recommendations given by the usability engineers
after testing the usability test scenario planning tool.

Recommendation Priority

1. More intuitive method to access the additional information for activities High

2. Clear specification in the filtering UI regarding optional and required
information

High

3. Better integration of the expected duration of the test scenario in the
UI

High

4. Undo functionality to revert accidental deletions of activities Medium

5. Options to add custom activities to the scenario that are not present in
the data and to edit the description or instructions belonging to activities,
to reduce the need for editing in Excel afterwards

Medium

6. Save and load functionality for test scenarios Medium

7. Drag and drop functionality to move tasks around in the scenario
planner

Medium

8. Provide more information regarding possible safety related issues or
risks

Low

with task 5 was that they assumed that the user interface element used in this
task was part of the screen recording device used in the evaluation.

The participants provided feedback on the user interface of the scenario plan-
ner. Based on this feedback, the a list of recommendations for changes in the
scenario planner was established and prioritised, shown in Table 3. The priority
was based on a combination of ease of implementation and impact. In general,
they liked the option to export the final scenario to Microsoft Excel and the
user interface design for the activity flow. However, accessing the additional
task information was not intuitive and it was not entirely clear to all partici-
pants what elements on the data filtering were optional and which were required.
The participants also indicated that they would like to be able to revert editing
mistakes and to save and subsequently edit old usability test scenarios.

The participants also commented on the perceived usefulness of the tool.
They were happy with the overall functionality and the concept of evidence-
based usability test creation. Eight out of nine participants expressed that they
would want to use the tool in their daily work. They indicated the value of
knowing how often specific activities are performed and what other activities
they are related to. However, in this usability test it was not possible to evaluate
how effective the activity and flow statistics are in guiding the scenario creation,
due to the fixed nature of the test scenario that the participants created. Some
participants suggested that it would be even more helpful if detailed reports were
available on activity statistics, e.g. the number of times an activity is executed
per procedure type, per day and per hospital.
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8 Conclusion and Future Work

In this paper, we have presented an approach to enable the creation of evidence-
based usability test scenarios. The approach consists of several different parts:
the collection of data on product use, the transformation of the data into logs of
product user activities, the creation of models of user behaviour, and the guided
creation of usability test scenarios. Based on this approach, we have created
a prototype usability test scenario planning tool in co-creation with usability
engineers working at Philips Healthcare.

The prototype has been evaluated through a usability test of the tool itself.
Overall, the participating usability engineers were enthusiastic regarding the
evidence-based creation of usability test scenarios and eight out of nine partici-
pants expressed that they would want to use the tool during their normal work.
They were able to successfully create a usability test scenario using the tool
and provided feedback and recommendations for the future development of the
scenario planner, its user interface and the information provided by the tool.

One of the main limitations of our approach is that it requires an exist-
ing product for which usage data is available, or a prototype that has been
deployed for testing. The limitations of the conducted evaluation of our app-
roach are that the usability test scenarios created during the evaluation were
based on a simplified model of the clinical workflow activities and that the cre-
ated usability scenarios were not subsequently used during a real usability test of
a medical imaging system. As a result, the quality of the evidence-based usabil-
ity test scenarios was not directly evaluated. To address these limitations a more
mature implementation of the scenario planner and additional user evaluation
are needed.

As future work, we propose an integration of evidence-based usability test-
ing into a full data-driven product development approach. By collecting and
analysing data throughout the design cycle it can become possible to identify
patterns that correspond to incorrect or undesirable user behaviour. This could
be the input for suggestions for additional product improvements, which can
then be tested in a subsequent product design iteration. Based on the results
of usability testing, the impact of product improvements on different usability
aspects can then be measured and compared to the data available on the user
behaviour with the previous product version.
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Abstract. This paper proposes a generic interactive system architecture
describing in a structured way, both hardware and software components of an
interactive system. It makes explicit all the components that play a role in the
information processing from input devices to the interactive application and
back to the output devices. Along with the generic interactive system archi-
tecture the paper proposes a process for selecting and connecting those com-
ponents in order to tune the generic interactive system architecture for a specific
interactive application. This select, connect and tune-on-demand approach helps
handle complexity of interactive applications featuring innovative interaction
techniques by splitting the interactive software into dedicated functional com-
ponents. It also supports design flexibility by making explicit the components
impacted when the interaction design evolves. This interactive system archi-
tecture and its related process have been applied to the development of several
real-life interactive systems and we illustrate their application on an interactive
application offering multi-mice, multi-touch and leap motion interactions in the
context of interactive cockpits of large civil aircrafts.

Keywords: Interactive systems engineering � Input/output devices integration
Interaction techniques � Software architectures

1 Introduction

The diversification of technological platforms on which interactive systems are
designed, developed and deployed significantly increases the complexity of designers’
and developers’ tasks. At the same time, such an ever-changing context has made it
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very difficult for researchers belonging to the engineering community on interactive
systems, to provide generic approaches to support those tasks. Designers need to go
beyond the interactive application design by providing new interaction techniques that
encompass new input and output devices which can be very cumbersome to design and
evaluate (as for instance fingers clustering in multi-touch interactions [29]). Developers
of these systems are repetitively facing the same issues of: (i) new devices integration,
software redesign (due to device drivers’ evolution) and above all poor reliability of the
resulting system due to the low level of maturity of the various components to inte-
grate. Such constraints are even stronger in the area of critical systems where a failure
may lead to catastrophic consequences.

This paper addresses these issues by proposing MIODMIT (Multiple Input and
Output Devices and Multiple Interaction Techniques) generic interactive system archi-
tecture for integrating new input and output devices, along with their more and more
(potentially multimodal) sophisticated interaction techniques. MIODMIT identifies the
building components that have to be developed for integrating new devices as well as the
building components for merging information from these devices in order to offer
multimodal interaction to users. As such, MIODMIT helps developers with the design of
systems exploiting advanced interaction technologies. While this interactive system
architecture is generic (and can thus be applied to many types of interactive systems) it
also comes with a set of attributes and related trade-offs giving freedom to developers
using it, while constraining them when necessary. Due to its generic nature, MIODMIT
needs to be tuned to and adapted for the interactive system under development, espe-
cially to the input and output devices and interaction techniques considered. Two case
studies (including a real world critical system application) and two illustrative examples
illustrate how the architecture is applied, as well as the benefits it brings.

The remainder of this paper is structured as follows. Next section describes relevant
related work and characterizes input and output devices. Section 3 details MIODMIT
making explicit how it decomposes interactive systems into connected components
within a generic interactive system architecture. Section 4 presents the Tune-on-Demand
process and makes explicit how to go from a tuned MIODMIT diagram to the imple-
mentation. Section 5 presents a real world case study in the area of interactive cockpits.
As this application is rather complex, we also present a simple example of interactive
system to demonstrate along the paper the application and functioning of the tune-on-
demand process in its entirety. The last section concludes the paper, highlighting benefits
and limitations of the contributions and identifying potential extensions.

2 Related Work

2.1 Software Side of Interactive Systems Architectures

Architectural models for multimodal interactive systems have been presented in
research papers [38] and [39] as a way of explaining the various components of a given
system. More generic ones have also been presented, but they are usually bound to one
type of modality such as touch interaction [37] or speech interaction [21]. Toolkits and
frameworks for supporting the development of prototypes and demonstrations have
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also been developed such as, for instance, PyMT toolkit [17] for interactive applica-
tions offering multi-touch interactions. Similarly SensScreen [34] is dedicated to
interactive applications exploiting multimodal management of sensors distributed in the
user environment and presents a very high level architecture dedicated to public dis-
plays. As far as interaction techniques are concerned, dedicated software architectures
have been proposed but focusing on a specific problem raised by a specific kind of
interaction technique in an interactive application. For instance [26] presents the
Accelerated Touch Architecture and [15] the Layered Multi-touch Architecture but
both only address specific problems related to touch input.

MUDRA [19] is one recent exception proposing a framework embedding a generic
architecture for multimodal interaction. The main limitation of MUDRA architecture
(in terms of genericity) lies in its hardware part which is restricted to a defined set of
input devices and does not provide a generic approach making explicit how new
devices can be instantiated.

Despite such architecture-based contributions for engineering systems, empirical
studies have demonstrated that, generally, developers are coding from scratch [24] as
the problem they are facing is only superficially addressed by the existing solutions.

2.2 Hardware Side of Interactive Systems Architectures: Input
and Output Devices

In order to provide generic means to deal with the extent of future input and output
devices, there is a need to characterize them and, in addition, to provide means for
integrating input devices types (according to their characteristics) rather than their
instances. Indeed, integration based on types provides an adequate mean to increase
architecture genericity. The HCI community has been proposing several taxonomies of
input devices taking into account both their hardware and software aspects.

In [6], the software side is prominent as the classification is more abstract and goes
beyond the description of the physical capabilities of the input devices. They introduced
the “virtual” and “logical” device concepts, which can be used to produce more versatile
interaction techniques. The concept of virtual devices allows reasoning in terms of
interaction methods without having to consider the input devices themselves. For
instance, instead of designing the interaction techniques with low level mouse events
(for instance using dx, dy relative quantity of movement as for a mouse), it is described
using generic pointing events such as x, y screen coordinates. This allows replacing
mouse input devices easily with other devices as long as they produce similar (com-
patible) pointing events. In order to support this, MIODMIT proposes the refinement of
the virtual device concept into two distinctive components called Virtual Device and
Logical Device as presented in the section dedicated to the architecture (see Fig. 3).

From a hardware perspective, we classify devices as in [30] as according to the
discrete versus continuous nature of events provided. At an abstract level, MIODMIT
architecture remains independent and thus generic whatever the category (continuous or
discrete) the device belongs to. Nevertheless, the device type will be taken into account
at the refinement time (i.e. during the development of the architecture components). This
way of dealing with these two types of devices has been identified when integrating
different devices such as keyboards, mice, speech recognition, touch input, and more
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recently gesture input, eye-tracking and speech synthesis. The only constraint (to ensure
the correct functioning of the final system) is to make sure that data processing is
consistent both in terms of input and output for each component throughout the entire
pipe-line of information processing (from input to output) as identified in [28].

In the literature, much less work has been done on addressing the output side of
interactive systems and while a plethora of input devices taxonomies is available,
output device taxonomies are seldom. Noticeable exceptions are [18] which provides
characterization of both input and output devices and [32] which is dedicated to
multimodal output engineering. MIODMIT encompasses this work using the same
decomposition for output devices as the one for input devices presented above.

3 MIODMIT: A Generic Architecture for Interactive
Systems

The Multiple Input and Output Devices and Multiple Interaction Techniques
(MIODMIT) generic interactive system architecture explicitly depicts the various
components (both hardware and software) of an information pipe-line in modern
interactive systems. In that sense, MIODMIT is compatible with the principles and
objectives of the Model Driven Architecture approach at OMG (http://www.omg.org/
mda). Such systems contain multiple input devices each providing an information flow
that are usually fused with other ones to offer multiple (and often multimodal) inter-
action techniques. This architecture presents input and output flows as well as how they
can be integrated altogether. The following sections present an overview of MIODMIT
and detail functionalities and responsibilities of each component via an illustrative
example.

3.1 Illustrative Example with a Simple JAVA Application

In order to illustrate how MIODMIT is structured, we use a simple example application
developed with Java Swing, presented in Fig. 1. This application allows users to add,
modify and remove elements in a database. An element is composed of three attributes:
a text field (the name), an enumerated field (the number of children) and a Boolean
value (married or not). The list of elements in the database are displayed in the listbox
(called mother list). Once added to the database, elements can be selected in that listbox
to be deleted or modified.

In terms of input and output modalities, this application is standard, offering a
mouse and a keyboard for input, and a computer screen for display.

3.2 MIODMIT Overview

MIODMIT is meant as a thinking and design tool for developers working on the
development of advanced interactive systems. It seeks to clearly describe which
components are to be designed, built or reused when envisioning such systems, and the
interplay between these components.
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The overview of MIODMIT is presented in Fig. 2 while the full description of the
generic architecture is provided in Fig. 3. Figure 2 is described from top (left to right)
and then towards bottom (right to left). The overview of the architecture is composed of
several components each of them represented by a rounded rectangle. When devel-
oping systems using MIODMIT developers have to describe the precise behavior of
each component. Due to space constraints, we cannot present it here but the interest
reader can access full details in [10].

The grayed out boxes labeled “Input Device Type” handle events flow for each type
of input device used (according to the classification presented in the related work
section). For instance, having two mice and a voice-recognition system would require
two separate “Input Device Type” boxes as they do not belong to the same type. The
same holds for the output processing. Following the normal flow of events (in which
the interactive system is idle waiting for input from users) a given “input device” sends
events to the “driver & Library”. The “input chain device type 1” transforms the raw
data into higher-level information (e.g. transformation of the amount of motion of a
mouse (dx, dy) into absolute coordinates for the mouse pointer).

Fig. 1. Simple JAVA application

Fig. 2. Overview of MIODMIT
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Such information is then processed by the “input chains manager” (e.g. picking
function connecting the input event to user interface objects) that possibly fuses
information from the various input devices types. The input chain manager and its
output counterpart are also responsible for managing dynamic reconfiguration of
interaction when a failure occurs in the flow of events, thus being compliant with [27].
Fused information is then dispatched either directly to the “Dialog” or to “Global
Interaction Technique” which behaves as a transducer as defined in [1] and then
dispatch information to the “Dialog”. Both the “Dialog” and “Application Core”
system have a similar responsibility as in standard interactive architecture models such
as Seeheim [31] or ARCH [4]. The “Functional Adapter” have a similar responsibility
as the “Functional Core Adaptor” in ARCH [4]. The output part processing is a mirror
of the input side. The “rendering system” component in the middle of the diagram
includes immediate feedback function and more sophisticated state-based rendering
functions.

3.3 Inside the Details of MIODMIT

Figure 3 presents the refinement of Fig. 2 making explicit both the content of each
component and the information flow between components. Even in its detailed
description, MIODMIT remains abstract on purpose which means that each component
may be decomposed into several classes. More details about that aspect are given in the
case studies section.

The MIODMIT architecture, presented in Fig. 3, uses the AADL notation [33], a
standard for describing software architecture which been applied in several domains
including automotive and aeronautics. Other notations could have been used but the
standard nature of AADL eases its understanding. We do not provide here a description
of the elements of AADL but a key is provided at the bottom of Fig. 3.

Input Devices
The first layer of this interactive system architecture is composed of the physical input
devices directly handled by the users. In Fig. 3, they are defined with a number cor-
responding to their type and an ID corresponding to their number within a given type.
For instance, two input devices (Input Device 1 ID 1 and Input Device n ID n)
represent the fact that both input devices are similar (two mice for instance) but with
small functionalities that need to differentiate their drivers. If two identical mice were to
be connected, ID will then allow to differentiate them. Figure 3 only details one generic
type of device. The addition of a new modality associated with a new input device
results in a new set of input devices, new driver(s) and a new input chain, represented
within a gray rectangle. In the case of our Java app example, the mouse and keyboard
are the input devices.

Drivers
Usually only one device driver is used in an operating system per type of device at a
time. This software component is in charge of retrieving (or receiving) raw information
from the hardware input device and makes it available for the upper layer.

The driver may also allow some control over the hardware components of the
physical input device such as the sampling frequency (e.g. of the touch acquisition in
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[25]) or to provide user identification [36]. Drivers are either provided together with the
hardware (typically for specific non-standard input devices such as gesture tracking
cameras) or by the operating system when the input device is rather standard or has
been around for a significant amount of time (typically several years). For instance,
mouse and keyboard drivers are handled at the OS level. This component is usually OS
dependent and includes the libraries and the API needed for using the device. The API
can be a composite object in order to translate information from a low-level language or
OS level, to the higher one in the information flow.

Virtual Devices and Logical Devices
Virtual devices are necessary extensions to the logical device concept of Buxton [6] as
we take into account explicitly both hardware and software aspects.

For instance, as quickly introduced in the related work section, for a mouse, the
virtual device will be a software component mirroring the state of each physical button
(pressed or released) and the amount of motion (dx, dy), while the logical device
handles the cursor pointer positions (x, y). It is important to note that this is inde-
pendent of the rendering aspect that is handled in a dedicated set of components
(“rendering system” and “output device type” in the architecture). Indeed, these (x, y)
values are abstract and how they are presented to the user or fused before rendering is a
responsibility not belonging to the input chain.

This distinction allows using a single virtual device, with different logical devices
in order to propose different interaction techniques. For instance, with a gesture
recognition device such as Leap Motion, with one virtual device (a computerized
hand), one logical device could be dedicated to two-dimension interactions, as a
pointing device, while another could be used in a 3D environment.

Virtual and logical device components are transducers (as defined in [6]) as they
provide processed information to a higher level. Virtual devices can be dynamically
instantiated as with plug-and-play devices. Logical devices might also be dynamically
instantiated at operations time, as for multi-touch input devices where a “logical input
device” component is created each time a finger touches the device [16].

Input Manager
The “Input Manager” component manages the availability and instantiation of devices
in order to address configuration and dynamic reconfiguration. This layer is composed
of several managers, one per configuration of input devices, each of them being
responsible for handling the dynamic aspects of input devices of the same type. At
initialization time, these managers are responsible for the instantiation of the input
devices and inform “Logical Input Devices” components.

Input Configuration Manager (Input Chains Manager)
One of the specificities of MIODMIT is its intrinsic ability to support dynamic
reconfiguration of the interaction techniques. It is a functionality of paramount
importance for different systems such as: critical systems, systems with a long
exploitation life, systems with long start up procedures (such as civil aircrafts), or
systems with a high replacement cost. Indeed, if one or several modalities fail at
runtime (also called operation time), it may be critical to offer other modalities for
allowing operators to perform their tasks even with degraded or less efficient
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interactions. To this end, MIODMIT includes an “input configuration manager” which
is responsible for handling reconfigurations. It is a unique software component,
whatever the amount of input devices is. At runtime, the “input configuration manager”
component links the (possibly) dynamically instantiated “logical input devices” com-
ponents to the relevant “interaction transducers” which are in charge of processing
users’ input.

Beyond that linking aspect, this manager is in charge of verifying the physical input
device configurations to ensure that the current configuration still allows users to
trigger all the needed events, and thus to produce all the information that the interactive
application is expecting. In the case of input devices failure, the manager would
reconfigure the interaction in such a way that the remaining physical input devices
could compensate the failing ones (provided that this aspect has been addressed at
design time). An example of a behavioral description of such a reconfiguration man-
ager can be found in [27] (and is highlighted in the case study section). It is important
to note that in critical systems, the failure must have been expected and so the
reconfiguration possibilities are predefined (so that operators can be trained) and not
dynamically made.

Input Device Type and Output Device Type
The gray boxes labelled Input Device Type and Output Device Type do not represent
component of the architecture. They represent the fact that the components “drivers and
libraries” and “input/output chain device type 1” have to handle all the input/output
devices of the same type. Mouse and keyboard are examples of different input device
type. A screen and a loudspeaker are examples of different output device type.

Picking Functions (Input Chains Manager)
This component channels the input event to the intended sensing zones. These func-
tions are generally handled by the OS for standard devices, but for non-standard
interaction, recipients of events must be designed and implement a picking function.

Interaction Transducers (Global Interaction Techniques)
The “interaction transducers” are responsible for generating the high level user events
used by the application to trigger the various commands it provides. Usually, one
“interaction transducer” is associated with one global interaction technique. These
“interaction transducers” perform the recognition of a specific interaction technique
which is not linked to a sensing zone such as a button (e.g. an interaction technique
such as a double click is a composition of 2 simple clicks performed within a pre-
defined temporal window and the click is a succession of a “down” event followed by
an “up” event on a button). In the case of multi-touch interaction techniques, the
transducer receives fingers’ (logical devices) movement and triggers the appropriate
high level events based on the gesture recognition or the clustering of fingers. A basic
transducer description for two mice can be found in [7], a more detailed one in [1], one
for a keyboard in [2] and one for a tactile screen in [16]. A detailed behavioral
description of such component can be found in [15]. The global interaction technique
component is thus made of multiple interaction transducers, each of them bringing
defining one or several interaction technique. The global interaction techniques are not
necessarily linked to a special zone. For example, on a Samsung smartphone with
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Samsung Experience, a palm swift on the screen will take a snapshot of the screen,
whatever the state of the OS is or whatever application is launched.

Sensing Zone (Dialogue and Application Core)
To match the WIMP paradigm, “sensing zone” components include concepts such as
interactive widgets (e.g. radio boxes, buttons…). With post-WIMP interaction, those
objects are not enough, thus “sensing zones” are to be defined, containing represen-
tation parameters (coming from design), their precise behavior as well as how this
behavior is triggered (i.e. their local interaction technique). For instance, a “sensing
zone” reacts to a specific spoken sentence when highlighted, whereas the rest of the
application will not react to the same sentence. The “ok Google” sentence always
triggers an event on Android, whichever app is currently active. It is thus a nice
example of a global interaction technique whereas a sentence such as “tell me if it’s
going to rain today” triggers a result only when the Google Now app is active.

Application Dialog
The “Application Dialog” component is a composite component and represents the
functional behavior of the application as defined in ARCH [4]. The “Activation
Function” component activates or disables the “Sensing Zone” depending on the
current state of the application.

Functional Adapter and Application Core
The “Functional Adapter” component adapts the flow of information from the “Dialog”
to the “Application Core” as defined in ARCH [4]. The “Application Core” is the
component that is responsible of providing the data and services of the application.

Rendering System
The rendering system is composed of several components of two main types: the
“rendering functions” and the “rendering scenes”. The “rendering function” describes
how to present the information of a specific state which might be distributed infor-
mation in the other components of MIODMIT. The immediate feedback is an example
of such a rendering function depending mainly on the information in components
“logical devices” and “global interaction techniques”. A “Rendering Scene” component
composes all rendering function of a given type (e.g. a graphical scene, a sound
scene…). These components prepare the final composition of the information before
the output processing. They are thus connected to one or several output devices which
can effectively present the information to the users.

Output Chain Manager
The “Output Chain Manager” offers the same functionalities as the “Input Chains
Manager” presented above. Nonetheless, the main difference is that while the input is
event-based, the output is state-based, thus, there is no equivalent to the output, of the
“Global Interactions Techniques” component.

Fusion and Fission Engines: A Distributed Function
MIODMIT does not include specific components for fusion and fission as other
architecture do [38]. Indeed, in that case, only one device was used (a photo browser)
and fusion was located by the device. In MIODMIT, fusion can occur at different levels
(e.g. low level with two input devices for a CTRL+Click event or high level where
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merging speech sentences with mouse event for a “Put that there” multimodal com-
mand). Fusion and fission mechanism are thus to be specified within components as for
example, fusion engines within the “Global Interaction Technique” component to fuse
two (or more) high-level events into a multimodal interaction technique. Engineering
issues of multimodal input interactions for a single user have been studied and clas-
sified in [6] and a taxonomy based on this classification has been proposed in [23].
Indeed, the various models identified in that survey spread over several components of
MIODMIT.

4 Tune-on-Demand Process

According to the type and the number of input and output devices and according to the
complexity of the multimodal interaction techniques the generic MIODMIT architec-
ture has to be adapted (tuned) to the specificities of the application under consideration.
This section presents a systematic process for tuning MIDOMIT that will be exem-
plified on case studies in Sect. 5.

4.1 Prototyping

Figure 4 presents a process to tune the generic architecture into a specific one. The top
left-hand side (labeled prototyping) represents an abstraction of the user-centered
design process of interactive systems. This part is presented in a very abstract way only
highlighting the productions that are used as input in the other parts of the process.

4.2 Tuning the Generic Interactive System Architecture

The right-hand side of the diagram (labeled tuning) corresponds to the tuning-on-
demand part of the proposed approach while the bottom part focuses on the imple-
mentation aspects. These three main phases have been highlighted using gray boxes
with dashed lines in Fig. 4. The tuning-on-demand step refines the diagram by con-
cretizing each component of MIODMIT making explicit (in the diagram):

• where software parts (e.g. API; libraries…) provided by the input device’s manu-
facturer are distributed in the architecture,

• if existing code has already been produced where it has to be distributed in the
architecture,

• which component have to be coded from scratch.

It is important to note that due to an absence of standards, provided software
packages often require to split or merge functionalities in order to fit in the structure of
the generic architecture. For instance, the Leap Motion is provided with three software
packages: the driver (for a dedicated OS), the library (making it possible to exploit the
driver on a dedicated OS and integrating C and C++ API), and a wrapper for high-level
programming language (e.g. Java). The driver corresponds to the component “Driver
instance” in MIODMIT while the functions in the Leap Motion library cover the
“virtual device” component and several interaction transducers (e.g. detection of a
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circle called CircleGesture) located in the “Global Interaction Techniques” component.
The wrapper provides functions for all the other components of the input flow but only
covers a very limited set of functionalities. The provided set of interaction techniques is
basic and has to be extended according to the expected use of the Leap Motion in the
application. This is a clever design choice made by Motion manufacturers to allow
direct exploitation of the Leap within an application by providing standard interaction
techniques but making it also possible to easily extend this set according to the
designers’ needs.

4.3 Illustration of the Process with the Java Application Example

The result of the application of the tune-on-demand process described above on the
Java Application illustrative example is presented in Fig. 5. The Figure can be split in
three sections. The left-hand side represent the physical input and output devices used
with the Java Application. The center represents the MIODMIT components that are
taken care of by the operating system (surrounded by a grey box named “Black Box:
OS Windows”). While no access to the Windows source code is given, it remains
possible to describe the OS behavior using MIODMIT. Indeed, drivers for a keyboard,
mouse and screen as well as part of the rendering system are an integral part of modern
OS. The OS merges input and output aspects at hardware level and thus only one

Fig. 4. Process of tuning-on-demand
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component handling both input and output devices drivers is represented. The input
and output chains components are merged handling both abstract input abstraction,
immediate feedback (position of the mouse cursor on the screen) and graphical ren-
dering (related to the presentation part of the widgets, e.g. display of items in the list
box). The window manager of the OS handles picking function (identification of the
widgets which are recipients of user input) thus merging input and output chain
managers. The right-hand side describe the four components from the MIODMIT
architecture that have to be implemented.

5 A Real World Case Study: A Weather Radar

This case study demonstrates a more complex tuning of the generic interactive system
architecture and addresses the issues of integration of input devices as well as the
possibility to reconfigure the interaction techniques dynamically. This case study
comes from the field of aeronautical critical systems and thus must follow development
processes such as the DO178C [12] and certification specifications as defined in CS-25
[11]. In the context of this paper these standards make it impossible to use in critical
applications software components for which the code is not available. This prevents
using Operating Systems offering integrated handling of devices, drivers… as was the
case in the previous example. Indeed, every component of the architecture must be
specified and developed from scratch and may be subject to inspection by the certifi-
cation authorities.

The case study corresponds to a subset of an envisioned weather radar system of
civil aircraft providing atmospheric data to the flying crew. This weather radar is
controlled by a set of input devices (allowing input from the flying crew) and the
processed information is graphically rendered on a computer screen in the cockpit
(usually called Navigation Display). This application uses colors and shapes to present
information such as dimensions, distance and density of clouds (as visible on the
bottom of Fig. 6).

Fig. 5. MIODMIT tuned for Java Application: most of the components of the architecture are
integrated within the operating system (especially management input and output devices).
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1. The central lower part of the interface is composed of a map and a custom selector:

• The map displays the aircraft’s position and current heading (small numbers
from 0 to 360 on the outside circle) as nearby traffic (small blue plane near 40.0
number on the inner circle) and weather information (colored zone on the right-
hand side of the image).

• The custom selector (the small circle at the edge of the biggest circle) controls
the heading of the aircraft. When modified, it modifies the information presented
in the map display.

2. The upper left part of the interface is composed of three toggle buttons and a custom
discrete slider. They provide the following controls:

• The “HEADING” toggle button (top) controls the heading validation and trig-
gers heading changes,

• The “ARC” and “ROSE” toggle buttons control the two mutually exclusive
display modes of the navigation display,

• The custom slider (labeled “RANGE SLIDER”) defines the zoom level of the
navigation display in nautical miles (10 nm, 20 nm…). Current selection is
160 nm.

3. The right upper part of the interface of Fig. 6 called Weather radar control is
composed of two widgets:

• A toggle button “WXR” control the weather visibility on the navigation display,
• A custom discrete slider controls the weather radar orientation.

5.1 Informal Description (Prototyping Step of the Process)

The informal description provided below is representative of the potential use of
several redundant modalities for such application. It is important to note that design
aspects of this application is beyond the scope of this paper both in terms of usability

Fig. 6. User interface of the weather radar application
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and operational validity. In the proposed case study, operators are able to use multiple
input devices, modalities and interaction techniques:

• Input devices: interaction can take place using a KCCU (Keyboard Cursor Control
Unit) which blends a graphical designator (a track-ball) and a keyboard. Two
KCCUs are available in the cockpit (one for each pilot) thus enabling parallel
interaction with two mice. Such interactions and input devices are available in most
recent large civil aircrafts e.g. Airbus A380, A350 and Boeing 787. In the case
study, it is also possible to interact in a tactile way using the multi-touch screen
presented in Fig. 6.

• Interaction techniques and modalities: on top of these input devices, interaction
can take place in various ways. Using the multi-touch screen, operators can perform
“Flick 2 fingers”, “Tap”, “Tap long” and “Drag” which are global interaction
techniques (i.e. they can be performed everywhere on the screen). Mice are used for
triggering events on the WIMP interactors while multimodal events (e.g. “Flick 2
fingers”) are assigned (as defined in CARE properties [9]) to the touch screen. In
case of a touch screen failure, the mice can be used to trigger high level events
previously devoted to the touch screen. In that case the application must be able to
switch from one configuration to another. While multi-user interactions with two
mice for triggering equivalent multi-touch interactions might be cumbersome,
guaranteeing the possibility of events triggering in presence of faulty touch devices
was a requirement.

5.2 Overview of the Tuned Generic Interactive System Architecture

According to the process in Fig. 4, the first step, from the prototyping phase, is to refine
MIODMIT by specifying all the components. During this refinement, it is important to
make explicit where the software provided by the input devices manufacturers is
located in the diagram. It is important to note that currently, software packages pro-
vided by manufacturers often require splitting or merging in order to fit in the structure
of the architecture.

As for the description of MIODMIT in previous sections, Fig. 7 presents an
overview of the architecture tuned for the weather radar case study.

Fig. 7. MIODMIT tuned for the Weather Radar Application
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The gray boxes on the left-hand side of the figure correspond to the input and
output devices available in the case study. These components will be detailed further in
the following sections. The input devices provide input to the “Input chains manager”
component. The “input chains manager” component is able to switch between two
predetermined input configurations:

• The normal one where touch and mice are available,
• The degraded configuration (resulting from a loss of tactile functionality). This

behavior is similar to the one proposed in [27] where reconfiguration was performed
at the interaction technique level for keyboards and mice.

As there is only one output device in this case study, there cannot be several output
configurations. The “output configuration manager” component is therefore not
necessary.

The “Global Interaction Techniques” component contains several transducers that
produce high-level events such as “flick-2-fingers”, “Combined-Click”, “Tap”, “Drag”,
etc. Part of the behavior of those transducers consists of fusing input from multiple
input devices thus implementing functionalities of fusion engines. As the weather radar
application is a real case study in aeronautics, the behavior of the “Core Application”,
“Functional Adapter”, “Dialog” and a part of the “rendering system” has already been
coded. The process of tuning the architecture to include touch and mice interactions
does not deeply impact the existing application. Those modifications mainly consist of
ensuring that the components connect (plug) and function altogether (play).

The remainder of the “rendering system” concerns mostly the immediate feedback
that has to be linked to the two input chains and more particularly, to the “abstract
cursor” from the mice input chain and to the “finger” from the touch input chain. These
aspects, which are at the center of the contribution, are detailed in the following
section.

5.3 Application to the Case Study: Tuning MIODMIT

Input Device Type 1: Touch Screen
Figure 8 presents the tuning of the gray box “Input Device Type 1” from Fig. 3 for a
touch-screen device. Adding a touch screen device requires a touch driver (see [13]).
All the components within the “Input Chain Touch Screen” are within the Java Virtual
Machine (JVM) via the use of a dedicated Java library (JavaFX). These events are
retrieved by the “virtual screen” component while the “Touch Screen Manager”
instantiates the various logical input devices (fingers in this case) one each time a finger
is detected. The “Touch Screen manager” link Fingers events and data to the registered
interaction transducers (within the “Global Interaction Techniques” component) as, for
instance, the “Flick 2 Fingers” one detecting the eponym interaction.

Input Device Type 2: Two Mice
Even though the mouse is a standard input device, as we use multi-mice interactions,
we cannot use drivers provided natively by the operating system. The data from mice is
accessed by having a thread polling the JInput library information (e.g. JInput.dll for
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windows). The two mice are then handled by the “mice manager” (Fig. 9) that
instantiates two virtual mice and two abstraction of cursors. The “mice manager” links
these cursors to “interaction transducers” within “Global Interaction Techniques” that
recognize high level events such as Click, DoubleClick, etc. and possibly multimodal
ones such as combined clicks as defined in [1].

Output Device: Screen
The management of the screen is straightforward as there is no multiplicity of devices.
As there are no redundancies of output modalities in this case study, there is no need
for an “output chain manager” component (see Fig. 10).

5.4 Application to the Case Study: Implementation

Following the process in Fig. 4 after MIODMIT tuning, each remaining component has
to be implemented. Implementation concerns the definition of the behavior of each
component of the tuned architecture. Such implementation can be done using different

Fig. 8. Tuning MIODMIT for a touch-screen device

Fig. 9. Tuning MIODMIT for two mice

Fig. 10. Tuning MIODMIT for the screen device
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programming languages being formal or not. In previous work ICO-based descriptions
were used for some of the components (e.g. “Global Interaction Technique” component
[21], “Dialogue” [16] component…). Work such as [13] has provided C implemen-
tation of all the components of the “Input Chain Kinect”. In section “Tune on Demand
Process” we have detailed the various implementation steps that are thus not duplicated
here as they are generic to every type of application.

5.5 Application to the Case Study: Adding a Device

One of the most important aspects of MIODMIT is its modularity providing flexibility
and modifiability to the applications designed. This section highlights the modifications
to be made when an additional input device is added, here a Leap Motion (see Fig. 11).
Once the device is chosen, two processes can be done in parallel. The first one is to
prototype the interaction using the new device (design, evaluation… etc.). The other is
to tune MIODMIT for the chosen device and integrate the tuning within the existing
application. In the following, we describe how to add a Leap Motion hand gestures
tracker as well as corresponding gesture-based commands to our case study.

The Leap Motion is provided with three software packages as explained in
Sect. 4.2.

While the wrapper provides functions for several components of the input chain
(namely “Virtual Hands”, “Leap Manager”, “Global Interaction Technique”) it only
covers a very limited set of expected functionalities for instance only basic interactions
(e.g. KeyTap or CircularGesture) are recognized (in the “Global Interaction Tech-
nique”), partial transducer for the cursor is provided…

As the case study uses a non-provided interaction technique named Hand-Flick
(corresponding to a mid-air “Flick 2 Fingers”) the “Global Interaction Technique”
component has to be programmed exploiting the functions of the API. Adding this new
device as an equivalent modality does not impact the rest of the implementation as long
as it provides the same high level events.

Fig. 11. Tuning MIOMIT for a Leap Motion Device
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6 Conclusion and Perspectives

This paper presented a generic interactive system architecture and its associated tuning
process for the engineering of interactive systems. It addresses the issue of the com-
plexity of engineering current interactive systems integrating non-standard input and
output devices and offering multimodal interactions. Both hardware and software
aspects are described within a single framework.

The generic interactive system architecture makes explicit the relationships between
input devices and interaction techniques. It also makes explicit how such elements are
related to implementation considerations involving various software entities such as
device drivers, transducers, toolkits and APIs. As such, the integration of novel
interaction techniques such as gesture interaction is simplified and better structured,
and can be tuned depending on the needs of specific applications. The illustrated
development process presented helps demonstrating how the MIODMIT generic
interactive system architecture can be applied. An example in the field of critical
systems, in our case a weather radar panel for civilian aircrafts, shows a real world
application of our approach.

The proposed approach brings multiple benefits including the division of complex
interactive systems into generic components loosely coupled and highly coherent thus
enforcing the locality of modifications. It also brings research work achieved in the area
of critical interactive systems (such as self-checking interactors 35 and reconfigura-
tions) to the broader world of mainstream interactive multimodal systems.

Due to its white box principle (each component of the architecture contributes to
the processing of input and the production of output) the approach is particularly
suitable for interactive critical systems where each component has to be auditable.
However, as demonstrated by the classical interactive application example it is also
applicable to the engineering of more mainstream interactive systems. The only dif-
ference is that some components are directly managed by the programming environ-
ment (Java and Java VM) or the operating system on which they are executed.
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Abstract. Access control services in the cloud require defining which users,
applications, or functions can have access to which data to perform what kinds of
operations. There are thus three dimensions: (1) which users can (2) perform
which operations (3) on which data. We speak of: (1) principals (i.e., users or
roles), (2) privileges, and (3) objects, corresponding to these three dimensions,
respectively. The act of accessing gives rights and privileges such as using or
releasing data, modifying the access rights or accomplishing certain tasks. Per-
mission to access also requires identity management. Research studies identify
the existence of dependency between usability and security, and that there exists
a conflict between the two, for which trade-offs are difficult to evaluate and
engineer. This paper proposes a novel methodology for assessing the usability of
access control services while ensuring that security requirements are met. The
proposed methodology assists in integrating the experience of both security and
usability experts by using different Human Computer Interaction methods as a
way to identify the usability and security problems in access control security
services in the cloud, and capture solutions to resolve such problems.

Keywords: Usable security
Usability in cloud access control and identity management
Usability of security services, security and usability conflict

1 Introduction

In recent years, there has been a significant growth in the adoption and popularity of the
cloud-computing segment. However, such growth poses numerous challenges
regarding security, usability, environmental sustainability etc. [13]. A wide range of
users using different access devices, procedures, and technologies use cloud systems
and security services. In cloud computing, authentication is a core requirement and
serious concern as access control services protect not only critical IT infrastructures,
but also related physical spaces including surveillance rooms, data centers, etc. Access
control services in the cloud require defining which users, applications, or functions can
have access to which data to perform which kinds of operations. The security challenge
concerning user authentication and identity management services includes: (1) au-
thentication, the process of verifying that an individual truly is who s/he claims to be
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and (2) authorization, the process of assigning permissions to users [17]. There are thus
three dimensions: (1) which users can (2) perform which operations (3) on which data.
Corresponding to these three dimensions, we speak of: (1) principals (i.e., users or
roles), (2) privileges, and (3) objects, respectively.

According to Cranor et al. [5], Jøsang et al. [11] and Nielsen [15], security and
usability are considered as two opposed quality characteristics related to the user
interface and functionality of the security system. One observable belief is that usability
advocates support making it easy to use a system, preferably requiring no special
access procedures at all, whereas security experts’ support making it hard to access a
system, at least for unauthorized users. However, there are several cases in which
security and usability should be enhanced by modeling their mutual relationships, as an
example of such cases, online payment, and e-banking, supervision of critical industrial
infrastructures, crisis management and rescue systems. Therefore, more attention
should be paid to the front-end of these secure solutions, i.e., how security information
is communicated directly and indirectly to users. Usability cannot be treated separately
from the security engineering of a system.

This research is a part of a long term project, where the main goal is to propose a
framework for assessing the security and usability conflicts in access control services in
the cloud while incorporating software measures into HCI task modeling techniques.

2 Measures of Usability in HCI and Security in Software
Engineering

Security and usability have been widely recognized as two opposed characteristics [11].
Such opposed relation can be attributed for different reasons. The failure of security
experts to measure usability is that usability problems with security systems and ser-
vices are not just about the UIs usability. Existing literature highlighted that using
conventional methods for usability evaluation only assess the usability impact on
security effectiveness [12]. Usability and security conflicts and measures should be
looked at from different levels. The ISO 27000 series of standards [10] identifies
measurable attributes of information security as preservation of confidentiality,
authenticity, accountability, non-repudiation, reliability, integrity and availability of
information. Such attributes play an important role in measuring that the identified
security requirements have been met.

Several researchers have introduced different methods to facilitate the development
of usable secure systems. Kainda et al. [12] introduced a security usability threat model.
They identified different usability and security factors based on previous studies and
categorized them into six different groups of security topics. Authentication is one of
these groups. However, the authors have not provided an example to clarify how the
proposed model can be applied to measure the usability of security systems. Hausawi
and Allen [7] proposed a summative usable security evaluation matrix that aims to help
in determining the levels of usability and security quality attributes during the software
development lifecycle; their matrix includes three usability factors (efficiency, effec-
tiveness, and satisfaction) and three security factors (confidentiality, integrity,
and availability). Zhao and Yue [20] introduced a Cloud-based Storage to manage
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browser-based passwords, their approach aimed to achieve a high level of security and
usability with the desired confidentiality, integrity, and availability properties.

Hayashi et al. [9] introduced a usable security framework, called context-aware
scalable authentication, which aims to use multiple implicit factors, such as a user’s
location, in order to select an appropriate active authentication form to authenticate the
user. Nayak et al. [14] sought to enhance the security of the cloud services by intro-
ducing mutual authentication scheme using symmetric keys. During the authentication
process, the proposed scheme requires the users to login into two accounts, indeed, that
may make users feel uncomfortable. Beckerle and Martucci [2] introduced six guide-
lines for designing usable access control rule sets; they clarified that implementing
those guidelines will help in understanding and managing access policies. Hausawi
et al. [8] proposed an authentication system, called Choice-Based Authentication
Approach (CBAA) which aims to provide better usability by allowing end users to
select their authentication method based on their preferences. The authors pointed out
that their approach improves security by increasing the difficulty for adversaries by
displaying all of the possible authentication methods during the login process. Similar
to the CBAA approach, Forget et al. [6] proposed an authentication architecture, called
Choose Your Own Authentication (CYOA) which allows users to select a scheme
amongst several available options. CYOA enables users to select whichever scheme
best suits their preferences, abilities, and usage context.

Faily and Flechais [21], suggest using scenarios to describe how design decisions
can lead to an unintentional security compromise caused by the end-user. They further
present that these misusability cases can be used to impact design decisions of the
developers and to bridge gaps between usability and security.

In the literature, various definitions concerning different attributes (facets, aspects,
factors) of usability have been proposed. While security has been interpreted as a
purely technical aspect in software development methodologies, some authors think it
is more than that, taking instead a strategic dimension, resulting in one of the most
important criteria in the governance of Information Communication Technology (ICT).
For example, the executive management in companies still think that security tech-
nology is all that is required, and therefore ‘delegates or downgrades’ the issue to the
technical departments, and conveniently neglects about the human and organizational
concerns [19].

3 Proposal for Usable Security Measurement

The usability security measurement methodology (see Fig. 1) proposed in this paper
was developed based on the original concept presented in Braz et al. [3], it aims to
achieve this goal specifically while: (1) defining the possible conflicts between usability
and security in terms of measures and (2) incorporating these measures into task
models and a task-based inspection method. Task models are used to identify and
model qualitatively the problematic aspects of the conflicts between usability and
security. In comparison with Braz et al. work [5], we have used the ISO 25000 standard
series and different measures as a way to quantify, assess and estimate quantitatively
how security and usability are connected and how much severe the problem.
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The proposed usable security inspection method was developed using the design
science research framework [16]. Following are the three steps of usable security
measurement methodology that we propose.

• Step 1 describes how the task models and scenarios can be used by the usability
specialists and security experts to analyze the users’ interaction with the security
services and then identifying and describing both the usability and security
problems.

• Step 2 measures the usability and security interdependencies for each task model
and the related security and usability problems using a set of measurable usability
factors and criteria, correlated with security.

• Step 3 describes how the usable security inspection method is used to assist both the
usability and security evaluators in identifying and evaluating the usability of
security services. As detailed later, the method will help in the identification of the
security and usability users’ problems and their severity rate, with respect to the
usability criteria and security measures defined in Step 2.

Figure 2 portrays a subset of these measures. For example, the authenticity factor
can be measured using the authentication protocols.

UAP ¼ X=Y

Fig. 1. The proposed usable security measurement methodology
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Where UAP stands for utilization of authentication protocols, X is the number of
provided authentication protocols, and Y is the number of required authentication
protocols that are stated in the requirement specifications. In the same way, usability
can be assessed using the satisfaction factor that can be measured using the number of
user complaints

NUC ¼ A=B

Where NUC stands for number of user complaints, A is the number of users’
complaints and B is the total number of users. These two ratios help in determining to
which extent the usability and security separately can be quantified [1]. Figure 2 shows
a possible conflict between authenticity and satisfaction measures. Based on the first
step of the proposed methodology, the users’ interaction should be analyzed to identify
the security and usability problems qualitatively.

For example, a multipurpose contactless smart card token-based authentication (i.e.,
PIN) is selected to authenticate a user to access to a Multifunction Teller Machine
(Table 1). This protocol may affect the users’ satisfaction negatively. Security and
usability experts can use the task models and scenarios techniques to identify both
security and usability problems that lead to the user non-satisfaction for example,
consider the task and scenario below.

Task: Authenticate user to a Multifunction Teller Machine (MTM)
Scenario: User must authenticate her/himself through a multipurpose contactless
smart card token-based authentication (i.e., PIN) in order to have access to different
systems.

Fig. 2. A possible conflict between authenticity and satisfaction measures
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Step 1: Identifying the Task Modeling and Scenarios
We used scenarios and tasks models, two well-known HCI techniques for analyzing
users and usability problems as well as for understanding and modeling users’ char-
acteristics and the context in which the security and usability conflicts occurs.

We introduced a novel definition for a security and usability scenario as follows: a
security scenario can be tangible or intangible. A Tangible Security Scenario
(TSS) includes physical infrastructure such as control of user’s access to buildings and
facilities using: for example, biometrics, sending a silent alarm in response to a threat at
a Multi-function Teller Machine (MTM), a type of an advanced ATM which provides
additional services alongside cash withdrawal, such as video surveillance. An Intan-
gible Security Scenario (ISS) includes data or other digital information: for example, a
user who enters sensitive information at registration in order to purchase a concert
ticket at an MTM. Both security and usability scenarios aim to detect the security and
usability problems that may result when performing a task in a specific context.

To model the tasks and related scenarios, the GOMS (Goals, Operators, Methods,
and Selection rules), a family of HCI techniques [4] has been used. GOMS helps the
HCI analyst and security designer in making design decisions regarding the required
tradeoff between usability and security when they come into conflict. For example,
instead of determining and describing the recall password process within an existing
Risk-based authentication method, the analyst-designer describes and decides how this
user will use such process. Our choice of GOMS was mainly due to our knowledge and
previous practical experience of using GOMS method for modelling task and scenarios.

Step 2: Connecting the Tasks’ Scenarios with the Related Usability Criteria and
Factors
Here, we model security as a usability sub-characteristic: both usability and security are
defined in terms of sub-factors that are measures. Seffah et al. [18] introduced a Quality
in Use Integrated Measurement (QUIM) model as a consolidated model for measuring

Table 1. Related problems from both the usability and security perspectives for the considered
task

Usability Security

Problem:
Minimal Action (User Convenience: dealing
with multipurpose VS. single purpose smart
cards).
Perspective:
- The card improves user convenience since
the user doesn’t need to carry several cards and
memorizing different PIN codes. However, it
raises the risk that if the card is lost or gets
stolen.
- Using a one purpose card is more secure, but
this means the user will need to carry one card
for each application which is not as
convenient.

Problem:
Storage of Information.
Perspective:
- A multipurpose contactless smart card puts
more sensitive information on the card
- The risk involved when the wrong person
gets access to the card, is much higher.
- Contactless smart cards open the door to
attacks that exploit over-the-air
communication channels in an unsolicited
way such as eavesdropping, interruption of
operations, covert transactions, and denial of
service.
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usability. As part of our proposed methodology, we selected nine usability sub-factors
from the QUIM model, where the selected factors are related with security. The
selected usability factors namely efficiency, satisfaction, productivity etc. are presented
in Fig. 3.

Each of these factors is broken down into one of the following measurable criteria:

– Minimal Action (capability of the application to help users achieve their tasks in a
minimum number of steps);

– Minimal Memory Load (whether a user is required to keep minimal amount of
information in mind in order to achieve a specified task);

– Operability (amount of effort necessary to operate and control an application);
– Privacy (whether users’ personal information is appropriately protected);
– Security (capability of the application to protect information and data so that

unauthorized persons or systems cannot read or modify them and authorized per-
sons or systems are not denied access);

– Load Time (time required for the application to load (i.e., how fast it responds to the
user);

– Resource Safety (whether resources including people are handled properly without
any hazard).

Therefore, after identifying the tasks’ scenarios, security experts should analyze
them and identify the security problems or threats that may result from each scenario.
Thereafter, both usability and security experts should analyze these problems, in order
to identify the corresponding usability criteria. Finally, the usability criteria should be
mapped to one or more measurable usability factors. In fact, the relation between
usability criteria, factors, and security problems can be used to guide a design decision
or to assess a design that has already been created.

Fig. 3. Connecting the tasks’ scenarios and their security problems with the corresponding
usability criteria and factors
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Step 3: Applying Usability Security Inspection Method
In HCI, inspection is a set of techniques which consist of evaluators to examine, for
example, computer security software without involving end users. The method can be
used in conjunction with task modeling and with modeling of security as usability sub-
factor. Inspection can be conducted during the early phases, mainly requirements
analysis and preliminary design phases that help security designers to identify possible
problems as early as possible.

As part of our methodology, we developed a heuristic-based method, called usable
security inspection. It involves having a group of evaluators, mainly security and HCI
designers, to systematically examine the user interface of a security protocol (e.g.
authentication) and judge its compliance with security and usability principles. The
interface is regarded, in this paper, as both software (e.g. user logs into a Website) and
hardware components (e.g. authentication token) towards which the interaction and
information transit between software and/or hardware components, network, and users.

The output of this inspection method is a checklist that aims to evaluate the
authentication method that will be used to authenticate users. After generating the
inspection method checklist, the security and usability evaluators will be able to
identify security and usability problems and their severity rates. However, users’
usability and security problems are rated by three severity levels:

– Major: refers to catastrophic problems that should be given a high fixing priority
level, they must be fixed before releasing the software.

– Intermediate: it is important to fix this type of problem as soon as possible.
– Minor: refers to problems with a low fixing priority level, which means that these

problems should be fixed only if there is extra time available.

4 Case Study

This section aims to clarify how to use the proposed usable security measurement
methodology for developing usable and secure authentication method to access Mul-
tifunction Teller Machine (MTM) account through the user phone.

Step 1: Identifying the MTM’s Task Models and Scenarios
The users’ tasks to use MTM may include: authenticate user to a system, transfer funds
to an international bank account, buy a ticket concert, access a MTM through a mobile
phone, deposit a check using checking image and send a silent alarm. For example
Table 2 clarifies the related scenario and the required features for the task below.

Task: Access and authenticate to MTM with your mobile phone
Based on this scenario, we have identified the usability and security problems and

their related perspectives (see Table 3).
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Step 2: Connecting the Tasks’ Scenarios with the Related Usability Criteria and
Factors
Let us consider the task scenario detailed in the previous step to illustrate the appli-
cability of the usability factors and their corresponding criteria using MTM tasks.
Table 4 illustrates the procedure to adopt for connecting the tasks scenarios to the
related usability criteria and factors.

In addition, for measurement purpose QUIM suggested 127 measures for usability
factors [18]. However, other measures can be used for measuring such factors, such as

Table 2. An example task to access MTM with mobile phone, its related scenario and sub-tasks

Scenario Sub-Tasks

Customer accesses a MTM via mobile
phone in order to make his/her mortgage
monthly payment. The phone is equipped
with a special chip that enables to
communicate with the MTM

Sub-tasks performed using a mobile phone:
1. Select “Access my MTM” from the cell
phone main menu;
2. Enter your 4 digit PIN (the PIN is entered
on the customer’s phone keypad then
transmitted to a central server and checked
against file saved there);
3. Select “Make a Payment” from the MTM’s
menu;
4. Select the type of payment which is
“Mortgage”;
5. Tap the exact amount;
6. Select “Submit”.

Table 3. Usability and security problems associated with the considered task

Usability Security

Problem: Overwhelm Customers with
complexity when dealing with different
communication channels.

Problem: Credentials across several
channels

Perspective
- Customers have to manage complexity when
dealing with different services offered through
different types of communication channels
such as MTM, Web, and WAP.
- Customers will still be required to
authenticate to the system by entering a PIN.
Unlike passwords, PINs have no meaning to
the customer, and then it might be even harder
to remember than a password (i.e., passwords
can be created to be pronounceable). PINs
become harder to remember for customers
who have many different ones to keep track
of.

Perspective
- Using the same authentication credentials
for both WAP and MTM channel, can provide
convenience for the customers. However, PIN
code is the only acceptable alternative for the
WAP channel, and is not considered to
provide good enough security (i.e., longer
PINs (6 or 8 digit PINs) would be more
secure than 4-digit PINs).
- Additionally, when PIN is used for
authentication over the phone, the risk of
eavesdropping the telephone line is a
supplementary threat, especially since it
cannot be encrypted.
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those proposed in ISO 25022 [10]. For example, the efficiency can be measured, by
measuring how cost-effective is the user, using the following formula:

X ¼ TE=C

Where TE is the task effectiveness, which refers to whether the task is executed
correctly or not, and C is the total cost of the task, where costs could, for example,
include the user’s time, the time of others giving assistance, and the cost of computing
resources.

Step 3: Applying the Usability Security Inspection Method
Based on discussion in Sect. 3 (step 3), we have identified examples of the security and
usability review questions in order to generate the usability security inspection method
checklist (see Table 5).

From the generated checklist, we have identified security problems, their severity
rates and recommendations to resolve them (see Table 6).

Table 4. Mapping the tasks’ scenarios to the nine usability factors and eight usability criteria
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Table 5. An example of the usable security inspection method checklist

Table 6. An example of security problems related to the security usability criteria

Problem
description

Usability
criteria

Severity
rate

Security Issue Interdependencies Recommendations

Unsafe
PIN length
(Security
review1.1)

Security Major A MTM machine
relies on short,
low-entropy PINs
for authentication.
A four-digit PIN
can be broken in
less than a second,
and a 6-digit PIN in
about 10 s, while a
10-digit PIN would
likely take weeks
to crack.

Performance,
efficiency.

(ISO 9564-1
:2002) allows for
PINs from 4 up to
12 digits, but also
notes that for
usability reasons,
an assigned
numeric PIN
should not exceed
six digits in
length. So ideally,
use PINs with a
large number of
digits for instance
a 6-digit PIN.
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5 Conclusion

This paper presents a methodological approach for measuring usable security conflicts
while featuring how to supplement tasks models with measures for access control
services in the cloud. A practical contribution is the use of such approach for the
evaluation of access control security services in the context of cloud. The enhanced
task models with measures aimed at detailing the interrelationships and conflicts
between security and usability. In comparison with the existing models for designing
usable security authentication mechanisms (such as [15]), the approach introduces clear
steps to improve the usability of user authentication and access control services in the
cloud. An important aspect is that the methodology does not only point out general
security and usability recommendations, but specifies explicitly how a compromise can
be established when these two key factors come into conflict.
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Abstract. Evaluation results focusing on usability and user experience are
often difficult to be taken into account during an iterative design process. This is
due to the fact that evaluation exploits concrete artefacts (prototype or system)
while design and development are based on more abstract descriptions such as
task models or software models. As concrete data cannot be represented, eval-
uation results are just discarded. This paper addresses the problem of discrep-
ancy between abstract view of task models and concrete data produced in
evaluations by first, describing the requirements for a task modelling notation:
(a) representation of data for each individual participant, (b) representation of
aggregated data for one evaluation as well as (c) several evaluations and (d) the
need to visualize multi-dimensional data from the evaluation as well as the
interactive system gathered during runtime. Second: by showing how the
requirements were integrated in a task modelling tool. Using an example from
an experimental evaluation possible usages of the tool are demonstrated.

Keywords: Task models � User study � Usability � User experience
Evaluation � Formal description

1 Introduction

There is a fundamental belief in human-computer interaction that an iterative design
and development process leads to interactive systems with a higher usability and a
better user experience compared to other forms of a more sequential design and
development process [3]. In user centered processes by nature iterative [34], key to
success is first, to focus on the user and try to understand what users want and need to
do with a system and second, to evaluate the system from early on in the design and
development process [3, 33].

Evaluation results focusing on usability and user experience are often difficult to be
taken into account as evaluation exploits concrete artefacts (prototype or system) while
design and development are based on more abstract descriptions such as task models or
software models. The connection between what users are doing (their tasks) and how
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changes in the user interface or choices in the user interface affect the overall usability
and user experience of the system are difficult to understand and describe. Main
drawback is the missing support to connect results and findings from user evaluation
studies to the description of what users are doing and errors users make [14].

To solve this problem task models and their associated tools can be used, to store
and describe the data from the evaluation study, and combine the results from the real
time evaluation study with the real time visualizations of the system. Task models bring
several benefits when applied in the development process: they support the assessment
of effectiveness (as sub-dimension of usability [20]) [10, 37], they can support the
assessment of task complexity [15, 34, 41], help in the construction of training material
[27] and they support the redesign of the system [8]. Task models that are enhanced
with data from user studies can be used as shared artefacts by all the stakeholders of
design, development, and evaluation to enable such a connection.

To cover all possible results from an evaluation study a notation language and the
related tool must support the following aspects:

(1) Represent data from the actual use of the system during evaluation: Representing
data from user studies can enhance task models, for example the task model can
show frequencies of choice from the user for a certain option or activity.

(2) Support analysis on scenario-basis as well as on task model level: User study
results on the other side are most often not connected to the overall user goals and
how scenarios are representing the real work of the users: Supporting the analysis
of result based on a tasks model can provide insights beyond standard (statistical)
analysis formats and usability problem reports.

(3) Represent data from each individual user in the evaluation as well as from several
studies at different iterative development stages: Results from one or several user
studies with the same system are often not analyzed as data is stored indepen-
dently, storing all results in relation to a task model can provide means to gain
insights about how changes in the user interface affect usability and especially
how iterations of a system affect the overall user experience over time.

To complete such an approach of extending a notation to describe user evaluation
study results, a notation is presented, a tool enabling such functionality is described and
using as example an experimental evaluation of a television user interface the possible
usages of the tool are demonstrated.

2 Related Work: Task Models and Data from User Studies

Introduced by [35, 36], task models for describing interactive systems are used during
early phases of the user-centered development cycle to gather, understand and analyze
the behavior of users when interacting with the system. A task model can be as simple
as a sentence in a word document (e.g. the user is withdrawing money from the ATM)
or more specific using notations like ConcurTaskTrees [36] to describe users’ activities.
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2.1 A Brief Overview on Notations and Their Tools

There is a broad range of notations supporting the notation of users’ tasks. Table 1
gives a summary opposing two example task notations and their related tools. Concur-
Task Trees [32, 41] for example enable to describe tasks in detail, providing notations
to describe low-level task elements (LTL) as well as sub-task levels (STL). Recent
extensions include the ability to include even errors in this notation []. CTT offers a set
of operators allowing to represent temporal relationships between tasks and do have the
expressive power to represent collaboration. Compared to CTT, task notations like a
hierarchical task analysis (HTA) do have less expressive power. HTA needs an addi-
tional algorithm (plan) to describe temporal relationships and does not support col-
laborative activity. The main goal of TKS was to describe knowledge and information
needed to perform a task. The notation HAMSTERS allows precise description of the
task model integrating the concepts of CTT, HTA and TKS. It provides refinements to
these concepts like a user task can be more refined in HAMSTERS making explicit if a
user task is cognitive (analysis/decision), perceptive or motoric. CTT has only a generic
user task in its notation.

Notations for task models are typically supported by tools. For CTT the corre-
sponding tool is called CTTe, for HTA normally paper-based approaches are used. For
the HAMSTERS notation the tool is having the same name. For later stages, especially
when performing evaluations that ask the user to perform a task, there are evaluation
tools available. For example Morae [30] allows to represent each button-press a user
was performing during the study. Table 2 details the abilities of such systems, espe-
cially the ability to incorporate data from the system model (SYS), data from the user
study including system, evaluator, scenario, conditions (STUD) and the ability to
represent properties beyond usability like dimensions or factors of user experience
(UX) and the ability to enable different types of visualization that include data visu-
alization of more than one user study (VIZ+).

The inclusion of evaluation data including continuous data like video (but no live
evaluation data) has been proposed by Mori et al. [31]. This early work did not detail
how such data can be analyzed related to the different scenarios that users can perform,
nor how evaluation results from different users as well as different studies would be
aggregated and visualized.

Table 1. Overview on notations and their expressive power x indicating full support
(x) indicating partial support

Notations LTL STL ERR OP COOP

CTT [32], [41] x x (x)
HTA x (x) (x)
TKS x x
HAMSTERS x x x x x
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2.2 Data Produced During User Evaluations

The term user evaluations in this article is used to describe a broad set of methods, or
combinations of methods, that can be used at all stages in the design and development
cycle of an interactive system to understand or evaluate usability and/or user experi-
ence as software quality to inform, improve and enhance the next iteration of the
system design and development [23]. They necessarily involve the end-user of the
interactive system. User studies can be classified using the following dimensions [21]:

(a) The stage or phase in the software design and development process the user study
is conducted in: user studies can be used at all stages in the development process
to understand end-users motivations and goals when only having a paper proto-
type or to evaluate an existing full-fledged system to understand how to improve
for example the effectiveness with the system. At early stages user studies will
more likely focus on the identification of usability problems or understanding a
user experience dimension like the type of emotion the user interface design shall
support.

(b) Focus on behavioral or attitudinal data: Behavioral data describes what users are
doing (most often recorded with a set of video cameras to identify users body
position or how the user is interacting with the product), while attitudinal data
refers to users thoughts, feelings or insights.

(c) Quantitative vs. Qualitative data: When focusing on quantitative data user studies
can be performed with the scientific rigor of an experiment, while qualitative data,
for example textual descriptions of usability problems, can be generated with a
quick and simple usability test with only five users. Following conventions from
statistics data is further categorized as nominal, ordinal, interval and ratio data [16].

(d) The majority of user studies asks the user to perform a predefined set of activities
(scripted), but studies can also simply ask the user to interact with the product
without any detailed instructions (natural) or observe current usages and non-
usages of the system (non-usage or alternative system usage). Combinations of the
three forms are common in studies, e.g. asking the user to freely discover how to
interact with the system (e.g. the discovery of the product), followed by a set of
fixed instructions on what activities to perform.

(e) User studies can be performed in the lab or in the field, both with the option of
remote participation.

(f) In terms of time, user studies are limited to few hours or less, and thus provide
only a snap-shot of an experience [22]. To cover long-term user experience user
studies can be repeated over time, providing data that is showing how experiences
change over days, weeks or months of usage [1].

Table 2. Overview on tools and their expressive power X indicating full support (X) indicating
partial support

SYS STUD UX VIS

HTA No No No No
Hamsters X X X X
Morae [30] (X) X
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3 User Studies and Task Modelling: Problem Description

The focus of this work is on usability and user experience studies that can be performed
at all stages of the development cycle but at least use a functional interactive prototype
and have reached a stage where the task of the user can be analyzed and described.
They involve end-users and produce behavioral and attitudinal data that can be qual-
itative or quantitative. The focus is on studies that are prepared with an explicit
methodological design (scripted) that involves the usage of the product or service, and
can be conducted in the lab or the field. Usability studies typically are performed as one
session of about an hour with the product, thus deliver a snapshot of an experience.
Methods that do not involve the end-user like expert methods [7] or automatically
performed evaluation methods are currently not considered.

3.1 Performing a User Evaluation

A user evaluation begins with the identification of the study goals, user groups and a
script how the study is performed. It can include aspects like checklists on demo-
graphics for selecting participants in the study, planning and set-up procedures for the
study (e.g. balancing of conditions/participant groups). Most common for the script of
the user evaluation is to give the user a description of a specific situations e.g. “Assume
you are just coming home from work and you are planning what you might watch on
TV together with some friends in the evening” and a task e.g. “you are browsing your
electronic program guide on TV to see what is airing at 20:30”. A script consists of a
number of such tasks to be performed by each of the participants of the study. A set of
n participants is conducting the study. Each individual user performing the set of
prescripted tasks is called a “run” or study run.

Once all the n runs are performed, data is classified, analyzed and aggregated. The
presentation of the results of such studies can vary from simple reports with lists of
usability problems, to sophisticated statistical analysis of the data gathered during the
study. It is thus important to understand what types of data are acquired with such
studies, and how the data from studying a product can be used to inform the (re-)
design of a system for the next iteration of the product.

3.2 Data Produced by User Evaluation and Analysis of Results

Evaluation studies produce additional information and data including demographic
data or users pre-knowledge. To understand user experience dimensions questionnaire
items or interview questions can include users preferences (e.g. questions like favorite
brands bought and used), but also dimensions like users’ needs or values, or
descriptions of users’ behavior.

While the user is interacting with the system behavioral and attitudinal data (data
can be both qualitative and quantitative) is gathered. Data can be observed directly by
the evaluator during the user evaluation or data can be analyzed after the study, most
common is the usage of audio recording or video.

For user experience, data includes answers of the study participant to interview
questions or remarks from the participant, ratings e.g. naturalness of interaction,
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stimulation, perceived challenge and necessary skills, personal involvement the user
estimates (this can be a user describing involvement in the task, answers to an open or
closed interview questions or simply a value to indicate a rating on a rating scale) [11].
Data for user experience dimensions like emotion or involvement can be measured by
recording heart rate or skin conductance. Emotions can be detected in facial expres-
sions analysis recorded video data (objective) or using simple ratings from the user
indicating their emotional state (e.g. using EmoCards [12]).

To summarize: data from user studies can be classified in (a) qualitative vs quan-
titative data with data types including nominal, ordinal, interval and ratio, (b) contin-
uous vs. discrete data (e.g. bio-physiological measurements during the whole study vs.
naturalness rating on a discrete scale) (c) data associated to the overall system (e.g. the
SUS questionnaire evaluating the whole system) vs. data associated to an atomic
element (like a motoric movement of the user than cannot be further disaggregated) and
(d) data associated to a single event or time stamp (t) or data associated to events over
periods of time. For the visualization of these data types [40] it is important to state that
obviously data can have various dimensions like one-dimensional data (the overall SUS
value from the questionnaire ranging from 0 to 100), two-dimensional data (eye-
tracking data represented as heat maps), three-dimensional data (manipulation of 3D
objects in a user interface) and multi-dimensional (when representing changed preci-
sion of the user over a learning period in a 3D user interface).

For the analysis of gathered data in the user evaluation data a variety of approaches
and methods from statistics is available. Most common is the representation of data
using standard descriptive statistics including mean, standard deviation and/or variance
and median and modus, frequency tables or correlations. Results from questionnaires
like the SUS [9] or AttrakDiff [2] are values that are based on aggregated means which
are normalized. Given the study had experimental conditions all types of inferential
statistics for parametric and non-parametric data can be applied indicating significant
differences between the conditions of the experiment or A/B testing.

3.3 How Task Models Relate to and Complement User Studies

In a classic iterative design and development process four phases are performed iter-
atively: analysis, design, implementation and evaluation [3]. Goal of such an iterative
process is that findings and insights from the evaluation phase inform the analysis and
design phase in a relevant way, which especially in Industry is very often not the case
[5]. A detailed description on how to relate and complement task models with user
studies (called PRENTAM) can be found in [3].

PRENTAM starts with a task analysis producing data that can be used for task
modelling. Representation of the task models can be used to extract scenarios (or select
tasks) that should be used during the evaluation study. This allows to check for
completeness in terms of tasks for the user evaluation study or studies performed. Due
to the task model it is also possible to forecast what type of data has to be collected: e.g.
when the task models shows a user input it implies that the system (or system model)
receives a value that should be registered during the study or when the task model
describes a motor task variables like reaction time or video data on how the user was
moving/behaving have to be recorded.
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Once the study was performed the data produced is analyzed and data is prepared
(e.g. preparing values like mean, minimum or maximum) to be ready for injection in
the task model. Inserting the data collected during the study overcomes one of the main
limitations of task models not to represent real usage data. With real usage data, task
models can be used to reason about possible choices and how to enhance the usability
of the system e.g. if it is discovered that the majority of users is performing a certain
kind of error.

For the analysis aspect of data the storage of data related to the task model can help
understand and investigate the relationship of user experience and tasks performed.
Especially for such types of analysis it is important to be able to represent not only one
but several user studies that are performed with the system and how associated software
qualities like UX change of time. Once analysis of the data in the task models com-
pleted the final step in PRENTAM is to mend task and system models if necessary.

3.4 Need for Extensions in Task Models

To enable such injection of data into task models, any task modelling tool needs to be
able to:

(1) represent the variety of user evaluation data described above for each participant
of the user evaluation (each “run” of the study) including (a) qualitative/quanti-
tative; (b) continuous vs. discrete; (c) from high level data related to tasks to
atomic elements of a task model (not only for high level condensed information as
proposed by [31]) and (d) represent changes over time.

(2) Enable storage of all aspects of a user evaluation study (participants, system(s)
used in the study, scripted scenario the participant performs, conditions (if study is
performed as an experiment).

(3) Allow storage of several user studies showing changes over time.
(4) Enable visualization of key aspects for all types of data. Examples for such a

visualization can be the real usage of the system with frequencies of choice for
options or the visualization of changes in the user experience over time (for
example by highlighting these changes with color).

4 Representing Evaluation Data in HAMSTERS

This section presents the HAMSTERS notation and its eponym tool as well as the set of
extensions that have been added to them in order to support usability evaluation.
According to the sections above, these extensions are centered on the notion of sce-
narios that is the artefact connecting concrete elements such as prototypes to abstract
representations such as user tasks and goals. While Sect. 4.1 presents an overview of
HAMSTERS, Sect. 4.2 details the multiple extensions related to scenarios management
that were added to HAMSTERS in order to better support usability evaluation activ-
ities. In a nutshell, these extensions concern both the interactive scenario browser and
the set of tools to connect multiple data sources gathered during evaluation to those
scenarios.
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4.1 The HAMSTERS Tool and Its Notation

HAMSTERS [29] is a tool-supported graphical task modeling notation for representing
human activities in a hierarchical and ordered manner. At the higher abstraction level,
goals can be decomposed into sub-goals, which can in turn be decomposed into
activities. The output of this decomposition is a graphical tree of nodes. Nodes can be
tasks or temporal operators. Tasks can be of several types (see Fig. 1) and contain
information such as a name, information details, and criticality level. Only the single
user high-level task types are presented here but HAMSTERS has a variety of further
task types available.

Temporal operators are used to represent temporal ordered relationships between
sub-goals and activities. Tasks can also be tagged by temporal properties to indicate
whether or not they are iterative, optional or both. An illustrative example of this
notation and the tool can be found in [27].

The HAMSTERS notation and tool provide support for describing and structuring a
large number and complex set of tasks, introducing the mechanism of subroutines and
generic components [17], and describing data that is required and manipulated in order
to accomplish tasks [28]. Furthermore, as task models can be large, it is important to
provide the analyst with computer-based tools for editing task models and for analyzing
them. To this end, the HAMSTERS task modeling tool provides support for creating,
editing, and simulating the execution of task models and can be connected to system
models [24].

HAMSTERS provides support to record the steps of task models execution in
scenarios. New scenarios can be added in HAMSTERS via the simulation panel,
indicating the creation of a new scenario as a visual element that appears in the project
explorer panel, on the left hand side of the HAMSTERS software environment. Fig-
ure 2 shows HAMSTERS with an active scenario representing the currently executed
element highlighted (in green) and providing information about: (a) the current tasks
that are available for execution (list in the upper part of the simulation panel in Fig. 2);
(b) the scenario, i.e. the tasks that have been executed (list in the lower part of the
simulation panel in Fig. 2) and (c) the tasks that are available for execution are
highlighted in green in the task model (in the central part in Fig. 2).

Fig. 1. High-level task types in HAMSTERS
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4.2 Extending Scenarios in HAMSTERS

To enable the representation of user evaluation data related to the depicted activities in
the task models, HAMSTERS provides a support for executing and recording sce-
narios. The scenario part of the simulation panel (lower part in Fig. 2) allows browsing
a scenario under construction and displays scenarios that have already been produced.
However, only one scenario can be browsed at a time (in this task-model view) and the
information presented are task sequence, type of task and object values that have been
used during the execution of the scenario.

Fig. 2. Representation of executable and executed tasks during simulation

Fig. 3. The selection of variables to be displayed in the Scenario View (left) and the panel
“Scenario Presenter” in HAMSTERS (right)
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To display data from user studies, a dedicated panel provides support for visual-
ization of a scenario under construction as well as of already existing scenarios. This
panel is called the “Scenario Presenter” and is depicted in Fig. 3. Contrary to the
model-oriented view in Fig. 2, several scenario can be visualized in this panel and for
each presented scenario, two types of interactive visualizations are available a bar chart
and a timeline.

The Bar Chart
The bar chart (illustrated in Fig. 3) presents the sequence of tasks that have been
executed, from left to right. Each task is represented with a rectangle, displaying the
following properties:

– Type of task, visually indicated by the color of the rectangle and by the icon in the
top left part of the rectangle,

– task order in the scenario, visually indicated by the number displayed in the middle
of the top part of the rectangle,

– task identifier, visually indicated by a code displayed in the middle of the rectangle,
– task short name, visually indicated by a text string, displayed in the lower part of the

rectangle,
– data that has been eventually used by the user to accomplish the task, visually

indicated by a yellow square in which a “D” is displayed (in the top right part of the
rectangle).

The Scenario Presenter representation provides support for browsing a scenario
and its sequence of tasks, as well as for interacting with them. Clicking on a task
displays more information about its characteristics thanks to a dedicated pop-up win-
dow that contains details about the accomplished tasks (as well as data used or pro-
duced during the task if a “D” square is displayed in the task). As the scenario may
contain a great number of tasks, this bar chart implements the fisheye interaction
technique [18], enabling an overview of the whole scenario along with detail on
demand. When the cursor is moved on a task, the area is centered around the cursor and
then the targeted task as well as previous and next tasks are zoomed in.

The timeline (illustrated in Fig. 3) can present the start time, end time and duration
of each task in the scenario. It also presents the duration of the scenario itself. Each
scenario has an associated timeline that is located under the bar chart of the scenario.

The bar chart and the timeline representations are both interactive and are associated
to each other for each scenario (see also Fig. 6, case study). For example, selecting a start
time in the timeline will automatically position the center of the fisheye in the bar chart in
the corresponding task. The panel Scenario Presenter provides support for comparing
several scenarios, as several scenarios can be displayed one on top of each other.

4.3 Extensions to Scenarios and to Enrich Task Models

Filtering and Selection of Variables for the Scenario View
To enable the display of data gathered during user studies an interactive panel is
available that allows selection of variables that shall be presented in the scenario view.
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Figure 10 on the right hand side shows a sample view on such variables, currently
displaying all variables for typical usability and user experience dimensions (Vari-
ables). A second panel called Section Filtering (not depicted) allows to select the type
of tasks is displayed thus for exampling enabling the analysis of only cognitive tasks or
only motor-tasks.

Representing System, Users, Scenarios/Conditions and Information
To represent information that is stemming from the user studies a set of additional
information can be represented in the system (not depicted due to space constraints).
A user evaluation is composed of a set of user evaluation runs that are performed in
order to assess or evaluate the system. A run is made up of a set of information
gathered while one user is performing a set of planned actions (following the script)
on a given system. This set of planned actions is called a scenario. In case the user
evaluation is based on an experimental set-up or is conducted as A/B testing each
condition is represented as a different scenario (with a different system associated).
A user evaluation is typically supervised by an evaluator. Activity of the evaluator like
giving hints during a study can be represented in the task model and described as co-
operative tasks if necessary.

For each condition/scenario HAMSTERS provides a set of most commonly used
variables for usability and user experience (see Fig. 10, left, variable panel). In case
additional variables currently not represented in HAMSTERS are necessary, the system
allows to declare them by simply providing a name and scale (nominal, ordinal,
interval, ratio, time, text or external data source). Currently as external data sources the
integration of video is possible, the video is displayed below the time line. Further-
more, it is possible to connect HAMSTERS task models to an interactive application
[26] and/or to systems’ behavioral models [4]. These capability and the capability
provided by the Circus environment (including HAMSTERS and Petshop) enables to
co-execute all of the models and to monitor user actions and tasks in conjunction with
events in the system (like waiting times due to system computation, keyboard presses
or mouse clicks). The Circus environment provides support to record this data and to
store it in HAMSTERS task models.

5 Demonstration of the Extensions

The tool and its extensions were for the user-centered design and development of an
interactive television system. This section shows a small part of the overall project:
goal is to demonstrate the usage of HAMSTERS extensions to represent data from the
user evaluation.

The user interface prototype consists of a page with 12 tiles (4 columns, 3 rows),
see Fig. 4 (left). During the experimentation dots appear pseudo randomized on the
tiles. Users have to click on the corresponding area of the remote control to select the
indicated tile. Correct selections are confirmed by displaying a green checkmark,
incorrect selections with a red cross displayed on the item.
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The user study followed an experimental procedure with two independent vari-
ables: type of remote control and visual feedback or no visual feedback. Goal was to
investigate if the haptic landmark would improve usability and user experience.
Table 3 shows the type of data that was recorded and measured. In terms of UX the
dimensions were derived from the domain specific IPTV-UX questionnaire [6].

5.1 Preparing and Performing the User Study: A Process Overview

Following the PRENTAM process [8] a task analysis was performed to identify task
performed with the interactive TV system. Tasks were modelled using HAMSTERS
including typical TV related tasks like selecting and changing a channel, changing
volume or browsing the electronic program guide (EPG).

The process of setting up a user evaluation study based on task models, running the
study and feeding back data into HAMSTERS is described in the following section in
detail. The following step-by-step process demonstrates the general activities:

Fig. 4. The user interface and the remote controls with the touch interaction element with haptic
landmarks integrated (middle) and without haptic landmarks (right)

Table 3. Dependent variables for usability and user experience dimensions shown to be not
correlated in the domain of interactive TV [38]

Usability: Effectiveness Number of errors; Accuracy [1..5]: very accurate to not accurate
at all

Usability: Efficiency Time to select a target
Usability: Satisfaction Perceived difficulty [1..5]: very easy to very difficult; user

comments on satisfaction [qualitative, text]; Comfort scale
[1..5]: very accurate to not accurate at all

UX: Naturalness Naturalness [1..5]: very natural, not natural at all
UX: Aesthetics Smoothness [1..5]: very smooth to not smooth at all

Responsiveness [1 to 5: very to not responsive
Pertinence of animations [1..5]: very pertinent to not pertinent at
all

UX: hedonic and
pragmatic quality

Attrak Diff questionnaire sub-scales
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(1) Task Analysis identifying users task when interacting with TV
(2) Task modelling of major tasks performed with an iTV system with iterative

refinements to represent even motor and cognitive tasks in the task models in
HAMSTERS

(3) Setting up the user evaluation study: formulating the hypothesis for the study,
preparing the script (guidelines) for the study on what activity each participant
has to perform, developing and preparing the systems used for testing including
the variations on the remote control.

(4) Entering all study details: Once the study details are finalized, information about
system used (system with visual feedback, system without visual feedback,
conditions (flat remote or remote with haptic landmarks), scenarios, participants
and evaluator are entered into the HAMSTERS study set-up forms.

(5) Declaring all dimensions and variables: All dimensions and sub-dimensions
evaluated (usability: efficiency, effectiveness, satisfaction; UX: aesthetics, natu-
ralness, hedonic and pragmatic quality) are declared in HAMSTER. As the case
study was the initial usage of HAMSTERS for such a study, all dimensions as
well as variables were registered, in later stages the variables just have to be
modified.

(6) Preparing the scenarios: Given the two independent variables, we had four
conditions in the user study, thus four different scenarios were prepared.

(7) Running the study: The study was performed, with all participants in the study
performing all four of the scenarios to have comparative measures.

(8) Preparing and Inserting Data into Hamsters: Based on all data recorded during
the study, the data was checked for outliers, structured and inserted into the
HAMSTERS tool, using the simple data entry form for scenarios and forms with
varying attributes/variables for the different task types.

5.2 Associating User Study Results into HAMSTERS Scenarios

While performing the case study a variety of possible ways to enhance the integration
of data was identified including automatic computation of frequencies and statistic tests
or enabling users to freely add, manipulate and arrange data in data cells. But the goal
of integrating user study results into HAMSTERS is not to provide functionalities of
SPSS or Excel, but to support the analysis of user study results in combination with
task models. The final mechanism thus simply supports manual entry and a simple
import function.

To integrate user study results in HAMSTERS there are three levels of data:

• Low-level task elements: HAMSTERS provides only a basic data insertion form
(see Fig. 5) that lists all currently defined variables in the system and associated task
types (if applicable) for each run of a scenario. Data can be imported if strictly
following the identified order of variables or is inserted manually.

• Level of activity (or sub-task): Ratings, judgements, feedback from the user, that is
related to a certain activity is associated based on when in the scripted study the data
was produced. Depending on the level in the task model (from abstract to concrete)
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different forms are available to enter the data either as an additional variable or a
standard attribute (see also Fig. 5).

• Data that is associated to abstract sub-tasks or on task or system level: the task
model view can show high level data that is inserted in the overall view. This can be
information from questionnaires like the SUS or AttrakDiff questionnaire that are
typically used to evaluate the whole system.

5.3 Integrating and Representing User Study Results in HAMSTERS

Runs of the user study are represented using the Scenario Presenter View in Hamsters.
Figure 6 shows a representation of results for user 6 performing a series of selection tasks
with visual feedback given by the system (SelectTargetsFE). It shows averages for suc-
cess rate, mean selection time, minimum andmaximum selection time and average for the
rates user experience (attractiveness) and results from the AttrakDiff [2] questionnaire.

Levels of data and their visualization:

(a) directly associated with low-level task element: Scenario Presenter, all values,
time-line and video;

(b) Higher level tasks (e.g. for User 6 repeating 24 times the “selection an element
task”, showing mean, min/max, timeline for these summarized tasks) in the
Scenario Presenter.

(c) Representing dimensions or factors like aesthetics, emotion, meaning and value,
identification, stimulation, social connectedness in a task model using graphical
representations like colors (see Fig. 6); representing choices, error frequencies, etc.
using edges and adding information in the graph (see Fig. 6 for choice of an option).

The tool has been extended with a variety of visualization possibilities. There is a
dedicated form that enables the user of the HAMSTERS tool to associate values to
visualization formats accessible via the visible variables form (see Fig. 7 left). This
way the user of HAMSTERS can select variables and the association of values for this
variable to certain characteristics (e.g. color range for the Attractiveness Scale that was
rated from [1 to 5] is represented in shades from green [1] to red [5].

Fig. 5. Data declaration form (left) and dimension declaration form (right)

Enriching Task Models with Usability and User Experience Evaluation Data 159



Fig. 6. Representation of user study results in the Scenario Presenter for a motor activity (Color
figure online)

Fig. 7. Representation of user study result related to user experience in the task model indicating
variations in the UX dimensions using color panels and representing frequencies of choice (%) on
the connecting arrows to support usability analysis (Color figure online)
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6 Discussion and Future Work

We proposed different ways to connect task models to interactive applications in the
past such as the co-execution with annotated java code [26] or the connection with
system models [35]. The connection of the task model with the real system is useful for
designers to identify user interface objects and interactions that have to be amended
(improved) but also the ones that should be used (or kept as templates) for other/similar
designs as they work well. Identifying tasks and parts of the system that show a good
usability and a clear contribution to an overall better user experience can help to inform
not only the current system, but might also be used for similar systems or applications.

7 Future Work

For the near future the main goal is to investigate the representation of human errors in
the task model thus we could make explicit where errors are expected (based on
abstract knowledge of human errors) and assess whether they really occur or not.
Designs could indeed overcome the presence of error precursors and prevent such
errors from occurring. However, in order for designers to work on such aspects, they
have to be made explicit and the task model is the only place to do so. HAMSTERS has
already been extended [13] in order to represent in an explicit way errors following
Hollnagel [19] and Reason [39] classifications. Future work will leverage on such
descriptions to introduce results from user studies in the human error elements of task
models. This would only require fine tuning of the process presented in [8] and the one
on human error identification in [25].
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Abstract. Testing interactive systems is known to be a complex task that
cannot be exhaustive. Indeed, the infinite number of combination of user input
and the complexity of information presentation exceed the practical limits of
exhaustive and analytical approach to testing [31]. Most interactive software
testing techniques are produced by applying and tuning techniques from the
field of software testing to try to address the specificities of interactive appli-
cations. When some elements cannot be taken into account by the software
testing technique, they are usually ignored. In this paper we propose to follow an
opposite approach, starting from a generic architecture for interactive systems
(including both software and hardware elements) for identifying in a systematic
way, testing problems and testing needs. This architecture-driven approach
makes it possible to identify how software testing knowledge and techniques can
support interactive systems testing but also where the interactive systems
engineering community should invest in order to test their idiosyncrasies too.

Keywords: Architecture-driven testing � Interactive system testing

1 Introduction

Interactive systems testing involves different methods and techniques depending on the
objectives of these tests. The field of Human-Computer Interaction (HCI) has been
focusing on finding defects that affect user-related properties (such as usability, user
experience, accessibility, learnability…) developing methods, techniques and tools to
perform user studies involving directly the end-users. The field of software engineering
has been focusing on finding defects that affect software quality and software-related
properties (such as reliability, performance, availability, security…). This field has
been developing methods, techniques and tools to perform software studies involving
the Application Under Test (AUT) and a list of input to be provided to reveal defects.

Detecting defects in interactive systems requires bringing these two research fields
together in order to ensure that, on one side the interactive systems fit with the human
capabilities and the work of the users and, on the other side that the interactive systems
are correct and behave as expected at any time. Unfortunately, the software engineering
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field has mainly been addressing interactive systems as a standard computing system
(for instance abstracting away input and output devices, interaction techniques etc.) and
only seminal work from Memon in his PhD [29] was dealing with specific aspects of
interactive application testing. More precisely that work was performing testing using
events on interactors of WIMP applications (called Graphical User Interface
(GUI) testing). However, that work (and what was done later on) remained focused on
WIMP interfaces [39] while the field of HCI has been proposing much more efficient
and complex interaction techniques (e.g. the survey on menu techniques in [5]). More
recently, research work on software programming of interactive applications [25]
proposed methods and tools to automatically reveal bad programming practices but this
covers only a very small part of the interactive software (the event-handlers and their
structuring). What is tested and what is not, is a critical point as, if testing only some
parts of the interactive system might reveal defects, the non-tested parts might still
jeopardize the actual use of the system. Some recent work has been trying to extend the
part of the AUT beyond the GUI by considering the execution platform (e.g. Android
[38]). However, even in that work, testing only involves testing via event-handlers,
thus remaining close to GUI testing aspects.

In this paper we propose to follow an approach starting from a generic architecture
dedicated to interactive systems (including both software and hardware elements) for
identifying, in a systematic way, testing problems and testing needs. This architecture-
driven approach makes it possible to identify how software testing knowledge and
techniques can support interactive systems testing. It also allows identifying where the
interactive systems engineering community should invest to design and develop testing
techniques complementary to the software engineering ones.

Section 2 introduces informally some of the testing problems that are specific to
interactive systems. It demonstrates that those problems span from hardware (input and
output devices) to the functional core (non-interactive) of the application. It thus
demonstrates the need for testing techniques dedicated to interactive systems. This
section also identifies testing principles that could (and should) be applied to support
testing activities to address these problems of interactive systems. Section 3 presents in
detail the MIODMIT generic architecture for interactive systems and positions the
testing problems presented in Sect. 2 on that architecture. Section 4 presents two case
studies and the testing problems they raise to make concrete the abstract problems
presented in Sect. 2. These case studies exhibit different interaction techniques and
different input devices highlighting the variability of interactive systems and how this
affects the testing needs. The generic architecture MIODMIT is tuned for each case
study and is used to systematically identify those testing needs. Section 5 connects
MIODMIT to human aspects thus positioning user testing together with interactive
system testing presented in previous sections. Section 6 structures the related work
presented in the paper and makes explicit the testing problems that are covered by the
literature and the remaining open ones. Section 7 concludes the paper and highlights
paths for future work.
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2 Informal Description of Problems for Testing Interactive
Systems

Since interactive systems relies on a growing set of I/O devices to enable interaction, it
is important to look at the testing of both their hardware and their software components.
In this section, we present the main principles of software, hardware and usability
testing and then use these principles to exemplify some of the problems tester must take
into account when testing interactive systems.

2.1 Main Principles of Testing

Main Principles of Software Testing
Software testing is an activity every application should go through, no matter it is
interactive or not. The Software Engineering Body of Knowledge (SWEBOK) [11]
defines software testing as the dynamic verification that a program provides expected
behaviors on a finite set of test cases, suitably selected from the usually infinite exe-
cution domain.

A key point in the software testing activity is the definition of the test levels. The
test level of an application is defined thanks to two variables: the target of the test and
the objective of the test. The targets of testing can be a single module (unit testing), a
group of module (integration testing) or the entire software application (system testing).
The SWEBOK [11] references 12 objectives of testing such as performance testing or
regression testing which are respectively non-functional and functional testing tech-
niques. The non-functional tests refer to the way the software operates (e.g. is it to
slow?) whereas the functional tests refer to the extent to which the software behaves
properly (e.g. is it producing the correct output for a given set of input?).

Once the testing level is defined, the testing of software application requires three
activities: the test case construction, the test suite construction and the test execution.
During the testing activity, the tested software is usually referred as the Application
Under Test (AUT). In [31], Nguyen et al. details these steps considering the testing of
applications with a graphical user interface (GUI) using “standard” widgets (e.g. but-
tons, label, radio button).

Main Principles of Hardware Testing
The testing of the hardware of interactive systems remains, to the best of our knowl-
edge, a relatively unexplored area. While patents such as [20] proposes testing tech-
niques for testing touch screen at hardware level, no systematic classification of testing
requirements for hardware has been issued to specifically address interactive systems.
However, hardware testing is a concern in the field of Cyber-Physical System
(CPS) engineering that shares some specificities with interactive system engineering.

CPS integrate both physical and computational elements so their engineering
requires bridging the continuous analog real world and the discrete digital world. The
behavior of CPS is thus similar to the one of modern interactive with multiple I/O
devices (e.g. compass, camera, speaker, haptic devices). According to Asadollah et al.
[3], hardware testing consists in testing hardware components of CPS, including tests
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of each component’s functionality, which descriptions are based on the system
requirements. Amongst the most common and important variable in testing CPS
hardware, Asadollah et al. [3] lists memory size, speed, storage capacity, I/O interfaces
(ports), synchronization capabilities, etc. They also point out that testing the hardware
under specific conditions (e.g. local environment) is required. For interactive systems,
this is equivalent to the testing of the interactive system in its context of operation.

It is important to note that as for software testing, test levels may be defined.
Hardware tests levels can be described using targets and objectives. For example,
testing a touchscreen on its own is comparable to performing unit testing while testing
an entire smartphone packing this touchscreen is comparable to performing system
testing.

The tested hardware may be referred as the System Under Test (SUT) even though
this expression is also used in software engineering. In this paper, we consider that:

• the AUT is the application running on the interactive system at testing time. For
example, on a Personal Computer where VLC Media Player is running for a video
playback, the AUT is the VLC Media Player;

• the SUT is the entire interactive system, including its Input/Output devices, drivers,
etc. During a video playback with VLC Media Player, the SUT thus includes the
screen, the speakers, the soundcard, the remote control (if any), the operating
system, the VLC Media Player application, etc.

2.2 Testing Interactive System

To highlight how interactive system testing is difficult, we present in this section some
informal examples of the diversity of requirements and constraints that have to be taken
into account while testing (Table 1). These examples find their origins in the definitions
of elements of interactive systems (e.g. modal window), in the specifications of
interactive systems (e.g. hardware capability) or in authors’ experiences with interac-
tive systems (e.g. text disappearing or mouse cursor not moving in Windows).

On interactive systems, it must for instance be tested that if multi-touch interactions
involve five fingers, the touchscreen must accommodate at least five fingers. This
requirement appears in Table 1 (H3) as “The I/O devices must comply with the
requirements for the I/O devices of the SUT”. Second column of Table 1 assigns a
name to each example that will be used later. The third column assigns to each example
a component of interactive systems that is involved in this requirement/constraint. This
column shows that our examples of requirements and constraints (to be tested on
interactive systems) requires testing both software (e.g. Non-Interactive Code, Inter-
active Code) and hardware (e.g. device) components of an interactive system. How-
ever, to the best of our knowledge, no integrated testing techniques offer support for the
entire interactive system. A review of the literature regarding “interactive system
testing” shows that these keywords link mostly to papers related to GUI Testing.
Banerjee et al. [6] define GUI testing to mean that a GUI-based application, i.e. one that
has a graphical user interface (GUI) front-end, is tested solely by performing sequences
of events (e.g. “click on button”, “enter text”, “open menu”) on GUI widgets (e.g.
“button”, “text-field”, “pull-down-menu”). Thus, hardware is not took into account in
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Table 1. Examples of the diversity of requirements and constraints to be tested

Description Name Component

Unit testing of the software components that are responsible of providing data
and services for the AUT should not reveal defects

N1 Non Interactive
Code

Integration of the software components that are responsible of providing data
and services of the AUT with the interactive elements of the interactive system
should not reveal defects

N2

A modal window reduces the interaction space only until it is closed I1 Interactive Code
The position of the manipulator of an input device (e.g. pointer) should evolve
in accordance with user action on that device (e.g. mouse pointer going left if
the mouse is moved to the left)

I2

The user can only trigger authorized events (e.g. whenever a file is open the
user can trigger the event close file)

D1

The user can trigger none of the unauthorized events (e.g. a user cannot trigger
the event close file if the file is not open)

D2

The text within a button must always remain visible when the button is visible P1 Presentation
The grayed-out widgets should not produce event even though the user act on
them

P2

Every available widgets should be reachable (e.g. if the widget is not visible,
manipulation of its window should allow the user to make it visible)

P3

The I/O loop should have performance compatible with human perception (e.g.
the movement of the manipulator of the mouse should occur within 50 ms after
the mouse has been moved)

H1 Device

The color displayed on the screen should correspond to the one that has been
required to be displayed

H2

The I/O devices must comply with the requirements for the I/O devices of the
SUT (e.g. the touchscreen device should handle at least as many fingers as
what is needed by the SUT)

H3

The I/O devices must behave so they prevent undesired repetition of events and
produce expected repetition of events (e.g. keeping a key pressed on the
keyboard will repeat production of the event associated to that key)

H4

The behavior of the firmware of the input device should be compatible (e.g.
type of data, rate) with the one of the input device driver

D3 Driver

The SUT should prevent removal of needed I/O devices by an application if
another application requires access to it (e.g. if a microphone is required all the
time by an application (noise detection), another one will not be allowed to
access it)

C1 Input/Output
Manager

The SUT must be capable of producing high-level events from low-level
events that are produced by one input device (e.g. each time the user presses
and releases a mouse button, a mouse clicked event is produced in addition to
mouse up and mouse down events)

C2

The SUT must be capable of exploiting multiple output modalities
synchronously if the AUT needs it (e.g. sound+video during video playback)

C3

The SUT must be capable of producing high-level events from low-level
events that are produced by multiple input devices (e.g. moving two fingers
concurrently in the opposite direction should be interpretable as a pinch event)

C4
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GUI testing. Moreover, as mentioned by [26], GUI testing do not scale properly with
advanced GUI (e.g. supporting multi-touch or multimodal interaction). We claim that a
better understanding of the role of interactive systems components may help to provide
better testing techniques for interactive and so we propose to work on architecture-
driven testing techniques.

3 Architecture of Interactive Systems and Its Use for Testing

Interactive systems testing is a complex activity that is only partly addressed by
existing testing approaches. Indeed, a review of the literature regarding interactive
system testing shows that most of the problems presented in the Sect. 2.2 are not
addressed. Most of existing testing techniques [27, 28] focus on GUI (Graphical User
Interface) involving standard UI widgets (e.g. Buttons, ComboBox). As GUI heavily
exploits the functionalities, the interactive objects and the input devices offered by the
underlying execution platform, testing approaches rely on the “good” functioning of
the platform and thus testing only addresses behavioral and functional aspects of the
application and not the interactive system as a whole. In order to perform a systematic
approach to testing we propose an architecture-driven testing for interactive systems. In
order to avoid the pitfalls of GUI testing we propose to include hardware and hardware
drivers in addition to the more standard software elements. In this section, we first
present some architectures for interactive systems and highlight their relevance for
identifying components to test. Then, we detail the MIODMIT architecture, a fine-
grained architecture covering in a comprehensive way all the elements of “modern”
interactive systems. Finally, we highlight the components of the architecture impacted
by the problems presented in Sect. 2.2 and describe the testing needs to prevent these
problems.

3.1 Interactive Systems Architectures

Since the early 80’s, a software architecture (known as the Seeheim model [34]) has
been proposed to decompose interactive applications in smaller components. To reflect
the evolution of interactive applications and the fact that a large share of application
code was devoted to the User Interface, Len Bass et al. [7] proposed the Arch model
that was decomposing Seeheim’s Presentation component into two, the Logical
Interaction component and the Physical Interaction one.

With that modification, 3 out of 5 components are dedicated to the UI and the
Physical Interaction component connects to input and output devices (even though not
explicitly mentioned in the paper). Beyond that, it does not cope explicitly with
multimodal UIs that are nowadays mainstream means of interaction.

The architecture associated to ICon [16] refines carefully the input flow from
physical input devices to the application core (see. Fig. 5.1. in [17], p. 148), however,
no description of the output management is provided. As interactions frequently
involve both perception and action dimensions of user behavior, refining only input
does not make it possible to describe real systems.
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As stated above, current interactive applications exploit multiple input and output
devices, and interaction with those systems may be multimodal. Some contributions
such as [15] (see Fig. 1) present connected components forming an architecture of
multimodal interactive applications. This architecture makes explicit a fission com-
ponent (for output) and a fusion component for input. Such representation is misleading
as fusion and fission may be associated with both input and output. For instance, a
sentence produced by a speech recognition system might be broken down into words
(fission of the input information) to identify commands and parameters [23]. Similarly,
a presentation of information might require the combination of multiple information
(e.g. the level of danger and a warning message) in order to present fused information
to the user (e.g. the warning message in orange color). This demonstrates the impor-
tance of having a very detailed and generic architecture for describing and designing
interactive systems.

3.2 MIODMIT Generic Architecture for Interactive Systems

MIODMIT [13] is a detailed architecture that makes the interactive systems components
explicit including hardware ones (both for input and output). It is thus more represen-
tative about interactive systems that the other architectures presented in the related work
section. This architecture does not exhibit dedicated fusion or fission engines compo-
nents, as fusion and fission are functions are distributed over the architecture in several
components (explained more in detail in the case study section). Figure 2 presents an
overview of the MIODMIT architecture. Each rounded rectangle represents a compo-
nent of the MIODMIT architecture and arcs represent the communication between
component. When an arc between two components is not present, the component cannot
communicate (information flow, function call, …) with the other one.

Fig. 1. Architecture for multimodal interactive systems from [15]
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The “Input Device Type” greyed-out box describes the information flow for a given
type of input device. Each new type of input device requires a separate “Input Device
Type”. An “Input Device Type” is composed of three components. First, “Input
Devices” component is the physical (hardware) input device manipulated by the user
(e.g. a mouse or a finger on a touchscreen). The “Input Devices” component sends
information to or receives requests of information from the “Drivers & Libraries”
software component, which, in turn, makes this information available to the other
components of MIODMIT. Less commonly, “Drivers and Libraries” can manage
“Input Devices” behaviour such as sampling frequency [24] or providing user identi-
fication [40]. “Drivers and Libraries” can be provided either by the “Input Devices”
manufacturer or by the operating system if the hardware is standard or has been around
for a significant amount of time. Lastly, the “Input Chain Device” component is a
software component that mirrors the state of the “Input Devices” hardware (called
“Virtual Device”), the “Logical device” of the “Input Devices” hardware (e.g. cursor
pointer position for a mouse) and a manager. These components are transducers [2] that
transform raw data into low-level information. Virtual device can be dynamically
instantiated with plug-and-play devices. Whereas, logical devices can be dynamically
instantiated at operation time. For example, each time a finger touches a multi-touch
input device, a new logical device associated with the new finger is created. The
manager addresses configuration and dynamic configuration of devices.

The “Input Chain Manager” component is an event-based component that pro-
cesses low-level information and connects such information to user interface objects
(e.g. a button) and their location on the screen. This component may fuse information
from different input devices to create high-level information (e.g. clicking simultane-
ously on two mice will produce one click on each and the “Input Chain Manager”
might produce higher-level event called “combined click” [1]). In addition, this
component manages dynamic reconfiguration of interaction in case of failure1.

Fig. 2. The MIODMIT architecture (adapted from [14])

1 As terminology for failures, faults and errors we use the definitions from [4].
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The “Input Chain Manager” component sends high-level information to “Global
Interaction Technique” component (a transducer [2]) or “Dialogue” component or to
the both.

The “Global Interaction Technique” component is a transducer that performs a
recognition of a specific interaction technique, which is not linked with a user interface
object (e.g. “OK Google” vocal interaction). Moreover, this component generates high-
level information used by the application to trigger the various command it provides.

The “Dialogue” and “Core” components are similar components to standard
interactive systems architecture such as Seeheim [34] or Arch [7].

The “Rendering System” component is responsible of immediate feedback and
other state-based rendering functions. A state-based rendering function describes how
to present information of a specific state.

The “Output Chain Manager” component offers same functionalities as the “Input
Chain Manager” component. Nevertheless, the “Output Chain Manager” is state-based
whereas the “Input Chain Manager” is event-based.

The “Output Device Type” describes the information flow for output device in the
same way.

3.3 Locating Testing Problems and Testing Needs Using MIODMIT

In this section, we position the problem listed in Table 1 according to the MIODMIT
architecture. This systematic analysis highlights the fact that testing problems may be
related to various components of the interactive systems and that a precise description
of the interactive system is required to be able to manage all these problems. It is
important to note that while some problems affect only one component of the archi-
tecture, some of them are distributed over several.

Problems Related to a Single Component of MIODMIT
N1 - Unit testing of the software components that are responsible of providing data and
services for the AUT should not reveal defects and N2 - Integration of the software
components that are responsible of providing data and services of the AUT with the
interactive elements of the interactive system should not reveal defects

In interactive system architecture in general, as well as in MIODMIT, the “software
components that are responsible of providing data and services” are part of the ap-
plication core. The testing of these components is well-documented by the software
testing community and the techniques for testing the application core of an interactive
application are not different from those allowing the testing of non-interactive
applications.

I1 - A modal window reduces the interaction space only until it is closed
Modal windows are designed so they force the user to interact with them before they
can resume interaction with their parent applications. Thus, I1 means that developers
must verify that any way of closing the modal window will allow user to resume
interaction according to their choice within the modal window. This implies testing at
the rendering system level.

172 A. Canny et al.



P2 - The grayed-out widgets should not produce events even though the user acts on
them
This means that even though the input chain manager produces a mouse clicked event
over a grayed out button, testing should prove that this event should not be forwarded
as a higher-level event produced by the button itself towards other components of the
application (such as the dialogue).

H3 - The I/O devices must comply with the requirements for the I/O devices of the
SUT
This means that the compliance of every Input/Output device with their specifications
must be verified before their integration in the interactive system.

C1 - The SUT should prevent removal of needed I/O devices by an application if
another application requires access to it
This means that testing the component responsible of dynamic reconfiguration of the
I/O in the input/output chain manager must be performed in order to ensure that this
component will not cause a loss of resource for an application.

C2 and C4 - The SUT must be capable of producing high-level events from low-level
events that are produced by one input device/The SUT must be capable of producing
high-level events from low-level events that are produced by multiple input devices
This means that the capability of the input chain device to produce high-level events
specific to a device (e.g. click) must be tested (C2). Moreover, the capability of the
input chain manager to produce high-level events from the events produced by input
chain devices must be tested (C4).

C3 - The SUT must be capable of exploiting multiple output modalities synchronously
if the AUT needs it
This means that the priority management of the output chain manager must be tested.

Problems Distributed Over Several Components of MIODMIT
I2 - The position of the manipulator of an input device (mouse cursor) should evolve in
accordance with user action on that device

This problem concerns the entire left part of the architecture, or short loop (input
device types, rendering system and output device types). To take it into account, a
proper transcription of the user input on the output device is required. For a mouse, this
means that:

• Its motion sensor is calibrated properly (input device);
• Its drivers and libraries are getting data consistently and are computing the mouse

acceleration properly;
• The input chain device produces high level event notifying the rendering system

of the new cursor location;
• The rendering system makes the proper rendering request to the output chain

device (including coordinates, shape of the mouse cursor, etc.);
• The output chain device combines rendering request from the rendering system

and the output chains manager so the cursor is always drawn of top;
• The output drivers and libraries are dispatching the rendering requests to the

graphic card properly (correct screen, resolution, etc.)
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• The screen (output device) is set in the proper input (e.g. HDMI) and is capable of
displaying the cursor.

P1 - The text within a button must always remain visible when the button is visible
This means that the output chain manager must request the display of the button with
the text in it and that the output chain device behave as expected. We do not detail the
testing needs for the output device type (presented in problem I2).

D1 and D2 - The user can only trigger authorized events/The user can trigger none of
the unauthorized event
This means that the rendering of the application produced by the output chains
manager and the output device type should reveal which actions are authorized or not
(e.g. disabling widgets) and that the problem P2 has been taken into account.

H1 – The I/O loop should have performance compatible with human perception
This problem is a refinement of problem I2 that takes human performance into account.
The I/O device type and the computing system responsible for the rendering system
must be performant enough so they accomplish the whole behavior described in I2 in
an acceptable time regarding human perception.

H2 - The color displayed on the screen should correspond to the one that has been
required to be displayed
This means that the output chains manager and output chain type must only request
the display of colors the output device is capable to render. Moreover, the screen
(output device) must be calibrated for its targeted color space (e.g. RGB) and the
drivers and libraries must be configured properly so they use the screen’s color space.

H4 - The I/O devices must behave so they prevent undesired repetition of events and
produce expected repetition of events
This means that, at the hardware level (input/output device), proper implementation of
feature such as de-bouncing must be verified (e.g. for a keyboard input device). This
also mean, at the input device type level, the implementation of character repeat is
done properly.

D3 - The behavior of the firmware of the input device should be with the one of the
input device driver
This means that the input device should always produce information that can be used
properly by the drivers and libraries. Thus, if the drivers and libraries and/or the
firmware of the input device is/are updated, both elements must still be compatible.

4 Testing Interactive Systems: Two Cases Studies

In this section, we present how to use MIODMIT to identify the testing needs for two
different MS Windows interactive systems

• a version of the application designed to be used with a mouse, a keyboard and a
trackpad as input devices and a screen as output device;
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• a multimodal version of the application with the same input/output devices and
adding multi-touch input and speech-recognition. Besides, this application uses a
loudspeaker and speech synthesis.

4.1 A Common Application Core for Both Cases Studies

Both case studies are drawing applications that allow manipulating drawings (i.e.
creation of colored shapes selected from a finite set of possible shapes and colors). This
allows the two applications to share the same Application Core, i.e. the component that
is responsible for maintaining a list of created shapes, their color and their position.
Since the applications are coded in JAVA, unit testing of the application core is
possible using tools such as JUnit. Such testing allow verifying that:

• The services provided by the Shape class (e.g. getColor(), setColor(Color c),
getPosition()) behave as expected;

• The class responsible for handling the current drawing behaves as expected
(e.g. addShape(Shape s), getNbShape());

• The class responsible of serializing and de-serializing drawings behave as expected
(e.g. open(File f), save(), saveAs(File f)).

It is important to note that the testing of all this services independently is however
insufficient. Indeed, the internal behavior of the class must also be assessed with respect
to user action e.g. the user cannot open a file already open, save an empty file, etc.

4.2 Case Study 1: Mouse, Keyboard and Screen

Informal Description of the Interactive System and Its Architecture
In this first case study, the interactive system specifications are the following: HP
Zbook, Operating System: Windows 10; Output device: 14 in. display 1920 * 1080;
Input devices: Pointing devices (Integrated trackpad and HID-compliant USB Mouse)
and Integrated Keyboard.

Fig. 3. Screenshots of the interactive application (a) after drawing two shapes and while
drawing a third one (b) after drawing four shapes (including one not visible, please notice the
scrollbar) (Color figure online)
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The user can select the shape and the color by clicking on the associated radio buttons
(see Fig. 3). To position the shape in the drawing area, the user has to press the left
button of the mouse at the desired location of the first point of a rectangle containing
the shape. Maintaining the mouse left button down (dragging) until the desired shape
size creates a ghost (Fig. 3a). Releasing the left button adds the shape to the drawing.

Following the «tune-on-demand» process presented in [14], we can produce from
MIODMIT a specific architecture (see Fig. 4). The two “pointing device type” are the
mouse and the trackpad. The “Mouse Device” and “Keyboard device” represent the
hardware part of these input devices. The “Mouse Driver” and “Trackpad Driver”
represent the drivers of these input devices. Similarly, the “keyboard device type” is
described by the “keyboard device” and “keyboard driver”. The “output device type”
corresponds to the computer screen composed of a “screen device” and a “screen
driver”. As computer runs Windows 10, the “Windows Manager” of this Operating
System covers entirely the functions of input and output chain components as well as a
subset of the functions of the rendering component. The “Windows Manager” contains
the “Abstract Cursor” (input chain functions and rendering functions) and the “Feed-
back Cursor” (output chain functions and the rendering of the cursor). The “Dialogue”
component describes the behavior of the interactive application. The “Functional Core”
supports the functions presented in Sect. 4.1.

Systematic Identification of Testing Needs for the Interactive System
This section identifies testing needs exploiting Fig. 4 from right to left (functional core
testing needs are omitted as they were presented in Sect. 4.1.

Dialogue of this application must handle discrete events from GUI widgets (i.e.
radio button) and events produced in the drawing area. Testing the capabilities of the
dialogue in handling events from GUI widgets is actually the main objective of most
GUI testing techniques. Indeed, in [29], techniques are designed to test GUI driven by
mono-event interactions (e.g. button clicks) which are not suitable for multi-event
interaction (e.g. on the drawing area of a graphical editor). While [10, 26] discuss the
testing of interactive systems with continuous interaction, these papers mainly
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Fig. 4. Description of the interactive system using MIODMIT
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addresses multimodality itself and thus do not contribute to dialogue testing. Testing
the dialogue requires:

• Verifying that it is capable of consuming all the events produced by all the input
device types that it must support;

• Verifying that its user-driven state changes only occur in response to authorized
events;

• Its transition between states occur as expected.

While developing in JAVA, the operating system and the JAVA Virtual Machine
share responsibility over the Windows Manager. This component encapsulates the
Input/Output Type/Chain Device/Chain Manager as well as the Rendering System
according to MIODMIT terminology. For this reason, testing of theWindow Manager
thus cannot be placed under the responsibility of the developer of the application.
However, the actual behavior of the Windows Manager raises problems that testers
must take into account. Indeed, in the presentation of this case study, we state “the user
can select the shape and the color by clicking on the associated radio buttons”.
However, the radio button is a component from the JAVA Swing library and its
standard behavior does not comply with this statement. Indeed, pressing “Space” or
“Enter” on a focused radio button would trigger the same “ActionEvent” as the one
produced when clicking on it, adding unspecified behaviors to the application. During
development, decisions regarding these unspecified behaviors must be made (should
they be prevented or not?) so the test cases and suites are prepared accordingly:

• Actions described in the application specifications trigger ActionEvents as required;
• ActionEvents can (or cannot) be triggered by shortcut/hotkeys whether is was (or

was not) decided to allow them in the application.

By default, the Windows Manager allows users to resize and move the application
window. This makes it possible to hide some of the GUI widgets (e.g. Fig. 5c) or some
area of the drawing (e.g. Fig. 5a and b: absence of a scrollbar does not give a proper
idea of the drawing zone size). Moreover, the Windows Manager controls windows
arrangement and focus. Testing is thus required to verify that:

• The resizing of the window is constrained enough so none of the six radio buttons
are hidden;

• Resizing the window below the size of the drawing area triggers the appearance of
scrollbars (e.g. Fig. 3b);

• The application window can receive focus and may or may not be visible.

The Pointing Device Type of this interactive system is specific as it contains two
input devices: a mouse and a trackpad. The tester must verify that the abstract cursor
(and its associated feedback) of the Rendering System encapsulated in the Windows
Manager is capable of handling input from multiple pointing devices and is configured
to do so. Indeed, on some interactive systems, each pointing device can be attached to a
specific cursor2 or can be merged in a single cursor (e.g. MS Windows).

2 https://wiki.archlinux.org/index.php/Multi-pointer_X.
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The testing needs regarding the drivers and the Input/Output Devices of this
interactive system were already discussed in Sect. 3.3 (see problems D3 for drivers
and H2, H3, H4 for I/O Devices) and are not repeated here.

4.3 Case Study 2: The Multimodal Drawing Application

Informal Description of the Interactive System and Its Architecture
In this case study, the user can perform the same interaction as in the case study 1, in
addition to multimodal ones. Since a touchscreen is available, the user can select radio
buttons by touching them and can also draw a shape by sliding a finger in the drawing
area. Shapes can be resized using a “pinch” interaction. The user can use a combination
of voice and touch to select shape and color from existing shapes in the drawing area:

• Saying “Select this color” and then touching a shape selects the color of the touched
shape and a speech synthesis announce “color selected” as in [8];

• Saying “Select this shape” and then touching a shape selects the shape of the
touched shape and a speech synthesis announce “shape selected”;

In both case, the touch must occur less than 2 s after speaking, otherwise the
interaction is discarded.

As for case study 1, we tuned (see Fig. 6) MIODMIT generic architecture using the
tune-on-demand process presented in [14]. Input/Output device types have been added
as required and the multimodal aspect of the application is handled by the “Input
Chains Manager” component (top right of Fig. 6). Part of the behavior of this com-
ponent is implemented by MS Windows 10, while part has to be programed
specifically.

Testing Needs Specific to This Multimodal Interactive System
In this section, we only present the testing needs raised by the multimodal interaction.
Testing needs from case study 1 (related to mouse and keyboard interactions) remain.

Fig. 5. The application window is (a) extended in height, (b) reduced in height after drawing the
blue triangle and (c) reduced in height so radio buttons disappear (Color figure online)
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The Input Chains Manager component introduced in this case study is a new
source of event for the Dialogue as well as a new consumer of events from the
Windows Manager. A key aspect in testing the Input Chains Manager is to support
temporal aspects are required. For instance, the fusion mechanism [23] produces the
selection event only if the succession of events (speech + touch) occurs within a given
temporal window. It is important to note that this interaction technique has to be tested
as part of the Input Chains Manager as it describes how some events from different
input chains are produced and then transferred to the dialogue.

These case studies show that the instantiation of the MIODMIT architecture for a
SUT (System Under Test) provides support for a precise identification of testing needs.
It provides support in identifying:

• The common components from an application to another (in order to communalize
some tests and avoid duplicated testing)

• The impact of a change in the interaction technique on the testing needs

Screen 
Driver

Mouse 
Driver

Dialogue

Mouse 
Device

Screen 
Device

Keyboard 
Driver

Keyboard 
Device

Trackpad
Driver

Trackpad 
Device

Microphone 
Device

Microphone 
Driver

Windows Manager 
(input + output chain manager + rendering)

Cursor Feedback
(output chain + 

partial rendering)

Abstract Cursor 
(input chain + partial 

rendering)

Voice Feedback
(output chain + 

partial rendering)

Abstract Voice 
Recognizer 

(input chain + partial 
rendering)

Soundcard 
Driver

Speaker 
Device

Finger Touch 
Device

Touchscreen 
Driver

Abstract Finger
(input chain + partial 

rendering)

Finger Touch 
Feedback

(output chain + 
partial rendering)

Finger Touch 
Device

Functional
Core

Functional
Adapter

Input Chain 
Manager

 

Fig. 6. Architecture of the second case study using MIODMIT
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5 Human Aspects in Architecture-Driven Interactive System
Testing

MIODMIT provides support for systematically testing all the parts of an interactive
system. The focus of the presented work is on the interactive system side. However,
while focusing on system, the human cannot be ignored. Testing some or all of the
parts of the architecture of an interactive system by function and without taking into
account how the future user of the system will use it, belongs to the category of system
centric testing or system/software testing. For this category of testing, system/software
functions are tested one by one, without caring about how they will be manipulated by
the user. But, this category of testing does not take into account human aspects. An
interactive system is used by a human in order to perform her/his work. The interactive
system has to be at least usable by the users that are targeted for the developed system.
User testing aims at taking into account human aspects for the interactive system being
developed. Nevertheless, user testing increases the number of testing activities as it
requires to add test cases that are related to human capabilities (colours that can be
perceived by the targeted user type, font size…). At the same time, it may also decrease
the number of test cases because of the limitations of human capabilities (speed human
information processing, field of view…).

We argue that taking into account the human aspects when testing an interactive
system is compatible with architecture driven testing. Figure 7 provides an overview of
the integration of the human characteristics with the MIODMIT architecture. The
following paragraph discusses the complementarity of the user testing practices with an
architecture driven testing.

Several properties related to human aspects may be targeted for an interactive
system. The usability property is one of the most important [32]. As defined by the ISO
9241-11 [21], usability is “the extent to which a system, product or service can be used
by specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use”. Another important property that may be assessed

Fig. 7. H-MIODMIT (integrating the human characteristics with MIODMIT architecture)
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for an interactive system, is the learnability property, that can be evaluated by mea-
suring how the interactive system allows the user to reach a reasonable level of usage
proficiency in a short period of time [32]. Then, depending on the application domain
(entertainment, games, critical systems…), other properties may also be targeted (user
experience, dependability…). For example, evaluating user experience with an inter-
active system aims at measuring properties such as emotion, aesthetics, social con-
nectedness [35]… that may be highly subjective and require specific evaluation
processes and techniques. Several aspects of user testing for interactive systems have to
be taken into account for the integration of human characteristics with architecture
driven testing:

• Iterative evaluation processes are applied to ensure that the user needs are taken into
account. Such processes are part of the User Centered Design paradigm which
usually encompass several prototyping and evaluation phases [18]. User involve-
ment is a pillar of such processes. User tests are performed for the most possible
stages of design of an interactive system (from early design phases with low-fidelity
prototypes to the deployment of the interactive system).

• For some properties, user testing can be achieved through predictive measurement
(analytical techniques) and does not require direct user involvement. For example,
heuristic evaluation technique [32] is based on usability principles that can be
examined systematically by a usability expert, in order to detect usability issues for
an interactive system. Other example is techniques based on user tasks analysis.
Some of these techniques are based on user task descriptions [13, 19], and some of
them are based on task models [12]. These techniques provide support to detect
usability problems related to the effectiveness criterion.

• For some other properties, user testing requires user involvement (empirical tech-
niques). For example, the wizard of Oz technique [22] is an experimental simulation
performed with users. It aims at testing the interactive system by giving the
impression to the user that s/he is interacting with the real interactive system. This
technique can be used in the early phases of the design process, when the interactive
system is partly implemented, in order to refine user needs. Another examples of
testing techniques that mandatory requires user involvement are the fine tuning of
an interaction technique [33] and the field user testing [36]. For that purpose,
several users of the targeted user type are required to perform a limited set of task
with a specific setup (part of the final interactive system, specific input device…).
These techniques aim at collecting data and at analyzing performance issues (effi-
ciency criterion) and/or subjective metrics (satisfaction, emotion, aesthetics…).

These aspects of user testing have an impact on the required level of fidelity of the
interactive system under test, and thus on the precision of the description of the
behavior and of the architecture of the interactive system under test:

• For some evaluation techniques, mock ups or low fidelity prototypes are sufficient
to perform user testing (example of such technique is the Wizard of Oz [22]). The
problem is then to ensure that the results and recommendations for the next iteration
of the interactive system are feasible according to the technical constraints. The
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architecture can here be of great help in providing support to filter and adapt the
modifications and adding that are proposed for the future versions of the prototypes.

• For other evaluation techniques, a high-fidelity prototype or even the functional and
fully or partly deployed interactive system is required (example of such technique is
field user testing [36]). These kind of user testing techniques are expensive as they
require to develop and setup an experimentation protocol, and to select and recruit a
large number of users. In order to avoid loss of time for the users and/or loss of data
for the evaluation experts, the interactive system has to function as specified and
should be exempt of defects. In that case, the architecture can also be of great help
by providing support to ensure that each part of the interactive system is functioning
as specified before user testing. Furthermore, if the analysis of the evaluation
highlights that changes are required, the architecture provides support for identi-
fying in which parts the changes have to be performed (locality of the modifica-
tions) and thus enables to decrease the impact of these modifications and associated
non-regression testing on the whole interactive system (e.g. to modify an input
device driver to adapt the sensed speed of movement).

In summary, architecture-driven testing exploiting MIODMIT provides support for
user testing whatever evaluation technique is used. More precisely, it supports
assessing properties related to human aspects such as usability and user experience.
Lastly, we highlighted the fact that even though architecture-based interactive system
testing is emphasizing the technology aspect of testing, it is compliant with user
centered approaches focusing on user activities and behavior.

6 Related Work

This paper presented how an architecture-driven approach can help identifying the
testing needs for interactive systems. We emphasized that some of these needs are
partially covered by existing testing techniques while some other are, to the best of our
knowledge, not considered. In this section, we present why most of the existing
techniques fail in addressing testing components of interactive systems.

First of all, we remind that the testing of the Application Core is similar to the
testing of non-interactive applications. Due to space constraints, we do not present here
the wide-range of techniques for testing non interactive-application.

GUI testing is, at the software level, the closest field to interactive systems testing.
Banerjee et al. [6] systematic mapping classified 136 articles on this topic 7 years ago.
Despite its age, the findings of this mapping are still relevant; especially regarding the
research question “What test data generation approaches have been proposed?”. This
mapping reveals that models are the most popular test generation methods in the field.
While models used for test generation are, from HCI point of view, descriptions of the
dialogue (see Fig. 3 from [30]: this figure describes the dialogue without naming it),
they are not used to test the dialogue as a single component. Indeed, model-based
testing tools mostly rely on the state of GUI widgets during testing. Thus, what is tested
is that the presentation matches the expected state derived from the dialogue descrip-
tion, not that the dialogue itself is in a correct state (so it might not take into account

182 A. Canny et al.



events from some correctly enabled GUI widgets). [6] distinguishes two other popular
test generation techniques: random and capture/replay. Since the random approach is
designed for “crash-testing” technique (i.e. events are played randomly on the GUI
widgets to verify that the application does not crashes), they cover very partially the
dialogue and functional core of the application by revealing they present defects that
causes crashes. These techniques do not however reveal the source of the defect.
Capture/replay is a technique in which testers records actions on the GUI that are stored
to be replayed on the SUT. This is particularly useful for regression testing. However,
these techniques addresses only a fraction of the output chain manager and rendering
systems. Indeed, recording all the possible actions on both SUT and AUT is an
impossible task as soon as one action can be performed several times on the GUI. Due
to space constraints, we do not go exhaustively over all the papers presented in [6] and
uses acronyms to refer to these techniques. Table 2 presents the components of the
architecture covered by existing testing techniques. MBT stands for Model-Based
Techniques, C/RT for Capture/Replay Techniques and rand for Random techniques.

MBT approaches are mainly used to test the behavior of the Dialogue component
of the AUT. However, [26] proposes, in addition, to use model-based descriptions of
multimodal interaction techniques for testing. In MIODMIT terms it means that [26]
supports testing of part of the Input Chains Manager component. [10] discusses the
testing of multimodal interactive system, taking into account the Input Chains
Manager.

On modern operating systems (e.g. Android), the permission mechanism allows the
user to restrict application access to input and output devices, affecting the
Input/Output Chain Manager. By developing Permission-Aware GUI Testing on
Android, [37] supports partial testing of this function handled by the Input/Output
Chain Manager.

Three columns in Table 2 are not covered by any previous work. Another concern
is that existing techniques only support partially the testing of the covered components.
Indeed, the Dialogue is mostly tested through the state of GUI widgets. The Output
Chain Manager is mainly tested by checking properties of the GUI widgets via their
public accessors, so their rendering is not assessed. On this aspect, we note that the
emergence of techniques based on computer vision (in order to assess what the users
will be seeing), such as [18] will be of great help to support automated testing.

Table 2. Components of the architecture covered by testing techniques [P = Partial coverage,
NC = No Coverage].

Techniques Input
devices
type

Input
chain
manager

Global
interaction
technique

Dialogue Rendering
system

Output
chain
manager

Output
devices
type

MBT e.g. [6] NC NC NC P NC P NC
C/RT e.g. [6] NC NC NC P NC P NC
Rand e.g. [6] NC NC NC P NC P NC

[10, 26] NC P NC P NC P NC
[38] NC P NC P NC P NC
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Overall, we note that there is a need for new dedicated testing techniques to cover
all the elements of the architecture of interactive systems.

7 Conclusion

This paper has presented an architecture-driven approach to support testing of inter-
active systems. This Approach exploits MIODMIT architecture that has been used in
multiple domains such as interactive cockpits of large civil aircrafts of multimodal
interfaces for new cockpits of helicopters as well as desktop interactive applications
[9]. This paper has presented numerous specificities of testing of interactive systems
with respect to “standard” software testing. We have shown that known problems in
testing interactive systems can be positioned on one or multiple elements of MIODMIT
providing details on unit and integration tests problems for interactive systems.

One of the key elements of MIODMIT is its genericity and its capability of han-
dling multiple input and output devices. This is critical for interactive systems engi-
neering as new devices and new interaction techniques are frequently proposed to
increase the bandwidth between operators and computing systems. For instance,
MIODMIT handles devices such as Kinect, Leap (Motion), speech recognition sys-
tems, multiple parallel graphical input devices, just to name a few [14] but was not
presented due to space constraints.

In this paper we have also presented how user testing (or more generally user
studies) connects to the interactive systems testing which is the focus of this paper. The
H-MIODMIT architecture highlights the fact that interactive systems are meant to be
used by users and that this specific component (the user as a human) may add (but also
relax) constraints on interactive systems testing. Beyond, if user studies needs are
known and described while developing interactive systems, software specifications and
software testing techniques can support those activities as demonstrated in [33].

Future work will be dedicated to the definition of techniques to support unit testing
of each component of MIODMIT but also integration tests (e.g. the immediate feed-
back loop presented in the paper). The objective is to provide interactive systems
developers with adequate solutions in order to test their application beyond the classical
“test coverage” and “non regression testing” measures that are unfortunately mean-
ingless when interactive systems are considered.
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Abstract. The Trigger-Action programming paradigm has been widely adop-
ted in the last few years, especially in the Internet of Things (IoT) domain
because it allows end users without programming experience to describe how
their applications should react to the many events that can occur in such very
dynamic contexts. Several end user development tools exist, in both the research
and industrial fields, which aim to support the increasing need to specify such
rules. Thus, it becomes important for application developers and domain experts
to enrich such environments with functionalities able to monitor how users
actually interact with such rule editors, and show useful information to analyse
the end user activity. In this paper, we present a visual tool for monitoring and
analysing how users interact with a trigger-action rule editor. The goal is to
provide a tool useful to better understand what end users’ personalization needs
are, how they are expressed, how users actually specify rules, and whether users
encounter any issues in interacting with the personalization features offered by
the editors. The proposed solution supports the analysis through a dashboard
and a set of timelines describing the actual use of the personalization tool, with
the possibility to select specific events of interest. It moreover provides data
useful for understanding the types of triggers, actions and rules actually com-
posed by users, and whether they effectively exploit the personalization features
offered.

Keywords: Trigger action programming � Visual analytics
Log user interaction � Internet of Things applications

1 Introduction

A consequence of the rapid spread of the Internet of Things (IoT) is that the envi-
ronments where we live and act are increasingly characterized by the presence of a
multitude of interactive devices and smart objects interconnected with each other. Since
we interact with our applications in such very dynamic and unpredictable environ-
ments, it is not possible to foresee at design time how an application should react to all
the possible contextual changes that can occur during its use. Only end users can know
the most appropriate ways their applications should react to dynamic contextual events.
For such reasons, in order to obtain applications able to adapt to the context of use in an
effective way it becomes important to allow end users themselves to ‘program’ the
behaviour of their applications.
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In this trend, trigger-action programming has emerged as a useful and intuitive
approach. Users can personalise the application behaviour through sets of rules indi-
cating triggers and consequent effects. Triggers can be instantaneous events (corre-
sponding to context changes) and/or conditions that, if satisfied, activate the execution
of specific actions. This type of approach has stimulated several contributions both
from the research [e.g. 2–5, 9] and industrial viewpoints (IFTTT, Tasker, Zapier,
Resonance AI, …). This approach can be adopted in many domains that share the need
for supporting tailoring of applications that would benefit from considering the
occurrence of dynamic events (smart retail, remote elderly assistance, smart home,
industry 4.0, …). Although seemingly intuitive overall, because it mainly asks users to
indicate the relevant events and desired actions, sometimes identifying the relevant
concepts and understanding how to specify them using the tool is not always clear to
people without a programming background. For example, Huang and Cakmak [8]
found that users may encounter difficulties interpreting the differences between events
and conditions or between action types, and such misunderstandings can cause
undesired behaviours.

In this area, IFTTT1 (If This Then That) has been particularly successful. It has
more than 320,000 automation scripts (called “applets”) offered by more than 400
service providers. The applets have been installed more than 20 million times, and
more than half of IFTTT services are IoT device-related [10]. One large repository of
IFTTT rules is even publicly available [18]. Thus, we can foresee in the near future an
increasing interest in environments allowing people to provide many rules to person-
alize their context-dependent applications.

In this perspective, the availability of tools able to analyse how users actually try to
personalise their context-dependent applications with such approaches can become
very useful, not only for developers of trigger-action authoring environments, but also
for IoT application developers and domain experts. We have thus considered previous
work in the area of analytic tools for Web site usability, which often log user inter-
actions in order to support identification of potential usability problems. However, the
application of such tools to analyse the use of trigger-action programming would not
provide the most relevant information. Indeed, differently from existing tools that
exploit log analysis for usability evaluation purposes, in this case the goal is not strictly
to understand whether there is some bad user interface design, but rather to see how the
personalization needs are expressed by users, and whether they have some conceptual
problems in expressing them in terms of trigger-action rules.

In this paper, after discussion of related work, we introduce the trigger-action
programming environment considered in this study. Then, we discuss the design
requirements for the novel analytic system for IoT programming platforms, describe
the functionalities supported by the current version, and report on a first user test.
Lastly, we discuss the user test on this tool, draw some conclusions, and provide
suggestions for future work.

1 https://ifttt.com.
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2 Related Work

Our work draws from research on trigger-action programming for IoT applications and
tools for visualizing logs of Web interactions.

2.1 Trigger-Action Programming

Both in research and industrial fields there has been interest in the trigger-action
programming to allow users to define their own adaptation rules. From the commercial
point of view IFTTT is one of the most used application. It provides mechanisms to
create rules composed of one trigger and one action. Triggers are events occurring in
some connected applications, and cause the execution of associated actions in other
applications. The possible applications are grouped according to their intended goal,
i.e. environment control & monitoring, calendars & scheduling, news & information.
Ur et al. [17] reported on a 226-participant usability test of trigger-action programming,
finding that inexperienced users can quickly learn multiple triggers or actions obtained
by extending the IFTTT language. Resonance AI2 is a tool for developers that aims to
automate and personalize applications. It provides contextual awareness services to
enhance products and services with real-time understanding and reactions based on the
current user’s environment. Such data become actionable triggers that developers can
use to automate or suggest actions in order to personalize apps and devices behaviour.

From the research perspective, we started our study from the TARE [5] trigger-
action rule editor that provides the possibility to create rules more flexibly than IFTTT
since they can be created as compositions of multiple triggers and actions. In this area,
Desolda et al. [3] developed EFESTO, a visual environment that allows users to
express rules for controlling smart objects. The followed paradigm is based on the 5W
model, which defines some specification constructs (Which, What, When, Where,
Why) to build rules coupling multiple events and conditions exposed by smart objects,
and for defining temporal and spatial constraints on rule activation and actions exe-
cution. Coutaz et al. presented AppsGate [2], an EUD (End-User Development)
environment designed to empower people with tools to augment and control their
home. AppsGate aims to support different activities such as monitoring the home state
and programming its behaviour in a context-dependent manner. Another similar
approach is ImAtHome [4], an iOS application built over Apple HomeKit allowing
home inhabitants without programming skills to control home automation by means of
creating scenes and rules for defining the complex behaviour of a smart home. The
approach proposed by [11] aims to address some specific issues of users when writing
trigger-action programming rules by a tool, called TriGen, aimed at preventing errors
due to too few triggers in the rules by statically analysing a rule’s actions to determine
which triggers are necessary. Another approach to address some of the issues that users
encounter when they specify ECA (Event, Condition, Action) rules is reported in [16].
Still in this area Metaxas and Markopoulos [9] propose a context-range editor sup-
porting end users formulate logical expressions regarding the context, define the

2 https://www.resonance-ai.com.
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concept of affinity regrouping heuristics, and present the mechanisms to apply it
throughout the contextual ranges of the involved services. The semantic information
that the services disclose lets the editor recognize this affinity and allows it to group
terms in logical expressions when they refer to the same aspect (e.g. user’s activity).

The monitoring and visualization method proposed in this paper can be useful to
analyse the user interactions with these tools as well, since they still support trigger-
action rules for IoT applications, and thus their use is characterised by similar user-
generated events such as trigger selection, action selection, rule saved.

2.2 Web Analytics Tools

One typical use of the information contained in logs of user interactions is for usability
studies [7]. Palmer [12] presents different metrics for measuring usability, and lists
different types of methods to evaluate a user interface. UsaProxy [1] exploits a proxy-
based solution to access remote Web pages: the proxy adds some JavaScript code to
specify the listeners which log the user interaction with the concerned page(s). The
output produced by the proxy is a simple list representing the IP address of the
connected device, the visited pages, and some events’ description, without any par-
ticular visualization able to support their analyses. MUSE [13] also exploits a proxy
server in order to insert in the target Web pages some code to log user interactions. The
logged events are shown in a timeline representation in which it is possible to compare
a timeline representing the ‘optimal’ interaction with the one expressing the ‘real’ user
interactions in order to help designers to discover some usability issues in the user
interaction. WELFIT [14] is a tool to identify usage patterns based on client-side event
logs and by presenting event stream composition characteristics. The system records
usage data during real use, identifies usage patterns, and indicates potential user
interface design problems. Harms and Grabowsky [6] proposed to transform the
recorded user interaction in task trees that are then checked to identify usability issues.
The goal of such contributions is to identify a method to record user interactions and
then further analyse the logs in order to highlight usability problems. HistoryViewer
[15] is a system that aims to support exploration of log data obtained from user
interactions. In this case the goal is to support final users for communication purposes,
and not usability evaluators, by describing the interactions that took place in a way they
can recall and communicate their own discoveries about the data, not focused on the
interaction mechanisms or on difficulties they may have encountered.

Differently from such proposals, in this work we focus on providing designers of
trigger-action rule editors and IoT application developers with interactive visualisations
supporting exploration and filtering of the logged relevant interaction data, so as to
derive higher-level information such as the types of rules that users were interested in
creating with the tool, the most popular trigger and action types used, and the types of
usage patterns followed by users while interacting with the tool. The visualizations
offered also allow them to rapidly identify whether the personalisation rules compo-
sition was straightforward or the users had to go through various possibilities before
completing their tasks. Moreover, by analysing user logs it is possible to understand
what the personalization needs are, how they are expressed by the users, whether their
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rules actually support the desired results, if the personalization features offered by the
editors are sufficient.

3 The Proposed Approach

In this section we first introduce the trigger-action programming environment that has
been considered in this study, and then we report on the initial set of requirements that
have been identified for the visualizations to provide. Lastly, we describe how it has
been instrumented in order to obtain relevant and meaningful log file for further
analysis.

3.1 The Trigger-Action Rule Editor

In this study we considered the TARE platform (Trigger Action Rule Environment) [5],
which allows users to define their trigger action rules in an intuitive way. The tool is
flexible in the order in which users can specify the rules (they can start either from
triggers or from actions), they can also re-use a previously defined rule in order to
create a new one. Moreover, they can combine multiple triggers by using the Boolean
operators AND and OR. The Not operator is also supported to check whether some
event has not occurred in a specific period of time.

Fig. 1. The TARE editor user interface.
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Figure 1 shows the context hierarchy of the Rule Editor: users navigate by first
selecting the context dimension to which the considered trigger belongs, and then they
go through the associated context categories (and sub-categories), which group together
logically related context elements. The leaves of the context hierarchy refer to context
entities, and are used to specify triggers and their parameters. For instance, in Fig. 1 the
trigger is “IF the user is close to the kitchen”, and it involves the context entity “user”.
Also the possible actions are indicated through a classification based on the type of
effects they allow users to achieve (changes to the user interface, changes to the state of
some appliances, sending reminders or alarms, …). In addition, TARE provides users
with the possibility to search for a specific trigger, by specifying a concept to search for
in the hierarchy of the possible triggers. On the left side there is also an interactive
panel that indicates the main steps in the workflow associated with rule editing, and
continuously provides feedback on what has been done, indications of what can be
done from the current state, and thus it can be used to control and activate the various
parts of the rule editing.

3.2 The Requirements for IoT Trigger-Action Programming Visual
Analytics

TARE has been validated in three different trials, which involved 58 users in total.
During the tests, users, who had no prior programming experience, had to perform
various tasks concerning the specification of personalization rules with different
complexity in terms of number of triggers and actions.

In particular, the rule editor has been used in two interdisciplinary projects in the
area of Ambient Assisted Living. Such projects involve different types of organiza-
tions: application developers, technology providers, medical institutions, elderly
organizations. Thus, the projects’ meetings and discussions were useful to identify
possible requirements for the relevant visual analytics tool. In addition, the papers
published in the area of trigger-action programming were considered as well, in par-
ticular for the part concerning how they have been empirically tested. Thus, by
observing the results in the trials and considering previous work in the area, we
identified some features required in an environment to support the analysis of how
users define context-dependent personalization rules.

One important general requirement for a visual analyser is the availability of
interactive data exploration: the tool should provide users with different zooming
levels, as well as the possibility to select individual items and get specific details on
demand. In our case, it should also provide different interactive features to enable users
to focus on different aspects of trigger-action programming. For the type of tool
considered in this study, relevant information includes: the most recurring/frequent
context entities used in rules; the most recurring combinations of trigger types and
action types used in created rules; the most recurring sequences of usage patterns
logged, the most used operator to connect multiple triggers (AND/OR), etc. Indeed, this
type of information can be useful to better understand also the aspects that users prefer
to consider in the specification of their personalization rules.
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Other useful information that the tool should provide, for each user and also across
users, is:

• The rule part users prefer to start editing the rules from (triggers and then actions or
vice versa), in order to provide more flexibility in the rule editing;

• The sequence of trigger/action dimensions and entities that users have passed
through to reach the trigger/action leaf of interest, in order to assess whether the
proposed logical organization of the contextual aspects is intuitive for end users;

• The time spent to create a rule (max, min, average);
• The time spent to modify a rule (max, min, average);
• The number of rules created in each session and in all sessions;
• The number of triggers/actions created in each session and in all sessions;
• The number of rules/triggers/actions that users started to edit without saving them;
• The number of simple/complex rules created by the users (simple rules are rules

involving only one trigger, while complex rules are rules which involve a combi-
nation of multiple triggers).

We also judged it useful to provide designers with the possibility to filter the results
to allow users to configure the list of events they want to focus on, as well as to provide
further quantitative information, such as the context dimension and the trigger entity
that have been most used in the defined triggers. Such summarized representations of
the users’ sessions are particularly useful when the number of events becomes very
high and difficult to manage.

3.3 The Logs

To support the identified requirements, we had to identify the events that were
meaningful to log. We decided to exclude some low-level events to log (such as mouse
over, mouse out, blur) that were judged not particularly relevant for the type of planned
analysis. We have focused only on the interactions with the trigger and the action
hierarchy, and on the editor parts which manage the rules. The logging implementation
was done by a JavaScript file which appends handlers to the relevant events supported
in TARE and related to rule creation, editing, saving. In particular, we found it useful to
log user’s selections of:

• “New Rule”, “Save Rule”, “Save Rule as”, “Edit Rule” and “Delete Rule” buttons
(used to manage rules);

• “Triggers” and “Actions” buttons (used to go to the part of the tool dedicated
respectively to trigger and action specification);

• “AND” and “OR” buttons (used to compose two triggers);
• Trigger/Context Dimension elements, to select one specific trigger dimension (User,

Environment, Technology, Social);
• Action Dimension elements (Update/Distribute UI, Change Appliance State, Acti-

vate Functionalities, Alarm, Reminder), to select one specific action dimension;
• Trigger type, to select a specific type of trigger within the hierarchy of triggers;
• Action type, to select a specific type of actions within the hierarchy of actions;
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• Trigger Operator (to select the operator involved in a trigger specification, e.g.
equal, different, more, less);

• Action Operator (to select a specific type of action, e.g. turn on-off, open, close);
• Event/Condition (to specify whether the trigger specification refers to an event or to

a condition);
• Entering specific Trigger parameters values (to specify the values associated

involved in the specification of a trigger);
• Save/Update/Cancel Trigger or Save/Update/Cancel Action commands;
• Search Trigger Element (to search for a specific trigger in the hierarchy).

4 The Tool Visualizations

In this section we show and discuss the two types of visual information provided.

4.1 The Dashboard

When the tool is accessed, it shows a dashboard (see Fig. 2). On the left hand side, it is
possible to select a specific user who interacted with the rule editor, then the dashboard
shows an overview of the activities carried out by the considered user: the total rules,
triggers and actions created in all interaction sessions, the number of rules which had
been modified; the rules that have been specified (described in natural language), the
context dimensions involved in the rule editing (see the pie chart on the right showing
the percentage of triggers for each contextual dimension), the most used triggers and
actions grouped by dimensions and the time of each working session. By “session” we
mean the interval of time between a user’s login and a user’s logout from the system
(or the system automatically does a logout after two hours of idle time).

In addition, the tool shows information about the number of rules that have been
saved and not (see the bar charts visualised in the bottom part and clustered by session).
The unsaved rules are those that the user started to edit and never saved. Such bars are
interactive and the user can select each bar to get the details of the concerned rules (e.g.
the names of the rules saved). For each trigger/action dimension there is a section
which shows the name of the context entities and the number of times they have been
used in all defined rules. The dashboard also provides indication of how long each
session lasted overall and also how long it took to create and save a specific rule.

4.2 The Timelines

In order to visualize the sequence of relevant events logged during users’ activities in a
simple manner, we decided to use a dynamic timeline visualization (see Fig. 4), which
provides a time-dependent overview of the relevant events that occurred. In particular,
when the Timelines tab is selected, it is possible to see for the currently selected user a set
of timelines, each one presenting the list of events recorded in an interactive session. In
the timelines, each event is identified by a label describing it and including the name of
the associated event and the corresponding value: such a value is shown only when this is
applicable, e.g. for the leaves of the hierarchy. The timeline is thus a mono-dimensional
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visualisation, in which the X axis represents time, according to which the events are
ordered, thereby making it easy to see when they occurred. Each timeline corresponds to
a user’s session. It is worth noting that the events are automatically rearranged in a
vertical manner by the library used3 according to the current level of zoom and the
number of labels to visualise, in order to avoid overlapping between labels.

However, due to the large number of events that can be recorded, the timeline could
be difficult to interpret (see for example Fig. 4). For this reason, in addition to the
possibility to zoom the timeline in and out, the tool provides users with a functionality
that allows them to select only the events of interest, so that only specific types of
events will be shown in the final visualization (e.g. the events that involve selecting a
specific type of context dimension). In addition, in order to allow users to better
perceive the differences between the various types of events, they can select a specific

Fig. 2. The dashboard presenting summary information.

3 http://visjs.org/.
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color to assign to each of them (see Fig. 3). Furthermore, it is worth noting that the list
of triggers from which this selection is carried out only shows the actual triggers that
occur in the timeline and not all the possible triggers that are potentially available in the
system. Another option that was provided in the tool as filtering support is the pos-
sibility to save the current configuration of events that are of interest for the user, in
order to be ready for later use, also allowing users to name such configuration in a
meaningful manner. This is done to enable users to retrieve and load this configuration
more quickly and effectively later on. Indeed, sometimes an effective filtering process
could involve multiple iterations (e.g. the user progressively refines the current set of
events of interest so as to better focus on the information s/he currently judges as
important). In addition, different visualisations (obtained through different sets of fil-
ters) might have different goals. Therefore, this feature allows users to save time and
have the intended visualisations ready for use, instead of doing this process over from
scratch whenever they access the tool.

Figure 4 focuses on a portion of a timeline obtained when the user created two
simple rules: a first rule called “motion-lamp”, whose specification is “when there is
motion, do turn on the light in the living room”, a second rule called “spd-temperature-
alarm” whose specification is the following: “when body temperature is more than
30 °C, do send an alarm by sms to caregiver”. As you can see from Fig. 4, the
associated timeline becomes very crowded without any filtering: this makes interpre-
tation of the succession of events occurring in the timeline problematic. Nonetheless, in
spite of this, the timeline shown in Fig. 4 is still able to provide some information that
could be relevant for the analyzer. For instance, the timeline highlights the time interval
in which the sequence of events associated with a specific rule composition occurred,
by displaying an additional red line under the X axis of the timeline. This red line
represents a useful cue because it can be used as a reference when performing zooming
and filtering operations, and thereby allow users to better focus on how the creation of
that rule was actually carried out. Other information that the timeline shown in Fig. 4

Fig. 3. The Log Filter: only the events of interest have been selected by the user.
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provides –although at a coarse grain– is the parts of the timeline in which the inter-
actions were more (or less) close to each other, which could be relevant information for
the analyzer. In the example shown in Fig. 4, closer interactions occur in the first part
of rule building, whereas more distanced interactions occur in the vicinity of critical
actions such as saving actions or saving rules (the user takes more time to think about
the rule before actually saving it).

However, in some cases the user may want to further investigate the succession of
events occurred in a specific time interval, and observe them at a finer level of detail.
Figure 5 shows a visualization obtained from the timeline shown in Fig. 4, by applying
some filtering in order to hide events that were judged uninteresting for the user. In
particular, the filtering done for obtaining the visualization shown in Fig. 5 only dis-
plays events associated with TriggerDimension, TriggerEntity, SaveTrigger,
ActionCategory, ActionEntity, SaveAction and SaveRule events (which are also visu-
alized in Fig. 3). This is to better understand the interactions occurring in the timeline
visualized in Fig. 4 (in particular, for building the first saved rule named “motion
lamp”). From Fig. 5 it is possible to see that after exploring several context dimensions
without saving any trigger, the user focused on the “environment” dimension, and then

Fig. 4. The timeline associated with the considered example, as initially visualized.

Fig. 5. Timeline obtained by applying filtering to the timeline shown in Fig. 4.
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selected “motion”. Then the user, after considering on various action categories (“All”,
“Kitchen”), focused on the action category “Living room”. Within that category the
user finally selected the action entity “Hue color light living room”. This latter event
was followed by a “Save action” event, and then a “SaveRule” event, meaning that the
rule was actually saved.

Another interesting type of analysis that can be done concerns the use of the search
functionality included in the rule editor. For example, frequent use of the search
functionality would suggest that the user found it quicker to search than to explore the
top-down hierarchy of triggers. Furthermore, it could be useful to compare what users
specify in the “search” field and what they actually used afterwards in the rule spec-
ification; or analyse whether, after searching for an element, users actually found that
element of interest and proceeded with the rule specification or they needed to repeat
this process multiple times (and which terms they used in such repetitions). In addition,
when a specific trigger element is repeatedly searched for by the same user instead of
exploring the hierarchy, this could be a sign that the position of that concept within the
hierarchy is not very logical according to the user’s model and therefore not easy to
locate.

5 A First User Test

In order to assess the usability of the tool a first user test was organized. In particular,
we wanted to investigate whether the tool was able to provide usable representations of
the interactions carried out by end users with the TARE rule editor, in order to derive
useful information about its usability and usefulness.

5.1 Participants

A set of 10 participants fully gender-balanced (5 females) with age ranging between 24
and 49 (mean = 30.4, median = 26, std. dev. = 7.6) were involved in the study. They
were volunteers recruited through mailing lists. As for the education of participants, 1
user held a High School degree, 5 a Master Degree, 1 a PhD and 3 a Bachelor. Half
users (50%) had already used a visual analytics tool before the test. They mentioned
RescueTime, Google Fit, Strava, Elevate, WUP, Wireshark, Matlab (visual toolbox),
Apache log viewer, Kibana, Google Fusion Tables, Google Analytics, TensorBoard.

Half of users (50%) had some familiarity with developing applications exploiting
sensors. One user developed a system providing a geo-referenced visualization of on
fine dust particles of polluting nature, and a system providing a visualization for data
associated with a remotely operated submarine vehicle. A user developed a domotic
application, another one mentioned both a system for motion detection exploiting a
video camera, and an application for measuring light brightness (using a photodiode
sensor). A cross-device application using a Kinect sensor and an application used for
remotely monitoring the activity of elderly people were the applications mentioned by
other two users. This type of expertise seems relevant because the visual analytics tool
is oriented to analysers interested in investigating how IoT services have been per-
sonalized through trigger action rules by end users.
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5.2 Test Organisation

The test was done in a laboratory. During the test, a moderator observed the partici-
pants interacting with the tool, annotating whether and how they carried out tasks and
also any further relevant issue and remark. The test was organised in four phases:
introduction and motivations, familiarisation, test execution, questionnaire. In the test
the users were first introduced to the motivations and main functionalities of this work
and of the trigger-action rule editor through a PowerPoint presentation, which also
contained a video showing an example of use and application of the TARE tool, which
was done to better support people unfamiliar with that tool. Next, users had to create a
trigger-action rule of their choice (using the TARE tool) and then, through the log
visualizer they had the possibility to get familiar with the corresponding timeline
visualization.

Then, they had to access the visualizations related to a given user in a particular
session. This was selected beforehand for the test and was the same for all users. Users
had to accomplish a list of tasks involving the dashboard and the timelines associated
with that particular user in that specific session. In particular, the selected session
provided data of a user who initially explored the hierarchy of triggers and action
without saving any rules and then the user was able to save two rules: the first one
involved a time interval longer than the second one, which was characterised by
interactions carried out in shorter time range. We judged it more relevant to provide
users with relevant log data created by others, which would better reflect more realistic
situations of designers/developers analysing the data generated by other users.

Tasks. The tasks to accomplish covered both the information provided by the dash-
board (mainly, information about the most used triggers and actions, the most used
context dimensions, the number of rules that was successfully saved by users, the time
associated with the various user sessions, etc.). In particular, for the dashboard they had
to:

• Task1: Provide the name of the session with the highest number of rules created
• Task2: Provide the name of the most used context dimension
• Task3: Provide the name of the most used action dimension
• Task4: Provide the name of the longest session

As for the timelines, users had to analyze the time-dependent visualization of the
occurred interactions, even using some filtering to better focus only on the most
meaningful information. In particular, regarding the timelines users had to:

• Task5: Set a filter to visualise only newRule and saveRule and then describe what
they could derive from the visualised information

• Task6: Add further filters (also using different colours) involving TriggerDimen-
sion, CancelTrigger, SaveTrigger. Then users had to indicate whether and where in
the session the user had problems and why.

The test moderator provided users with a PowerPoint slide in which all the tasks
were visualised. Users were instructed to solve the tasks by answering the associated
questions, by verbally communicating them to the moderator who wrote them down for

A Visual Tool for Analysing IoT Trigger/Action Programming 201



future analysis. At the end they had to fill in a questionnaire aiming to assess various
aspects. They had to provide first some personal information, whether they had pre-
vious experiences with visual analytics tools and with applications using sensors. Then,
on a 1 (worst) to 7 (best) Likert scale they had to assess usability and utility of the
dashboard, the timelines, and the filtering feature. They also had the possibility to
provide comments and suggestions, and indicate three positive and three negative
aspects in the tool proposed.

The tasks submitted to users were identified in such a way to cover some typical
information that could be useful for analysing user interactions with the personalisation
editor. In particular, the first four tasks (Task1–Task4) involved the identification of
very specific information which was available in the visualisations shown to users: in
order to carry out such tasks users had to provide the moderator with an answer to the
questions associated with the tasks (e.g. provide the name of the longest session). The
last two tasks were more open-ended, and implied analysing and reasoning on the
provided data in order to derive more general conclusions. Since Task 6 was mainly a
refining of Task5, it was needed to be presented after Task5. For this reason, we
decided to follow the same order for all users in presenting all the tasks to them.

5.3 Results

Tasks. All the participants were able to successfully provide the correct answer to the
first four tasks associated with the information provided by the dashboard. Nonetheless,
they provided further suggestions for improving the dashboard. For example, more
than one user suggested to exploit a more consistent use of colours in the dashboard,
another user suggested including a scrollbar in the panel showing the sessions asso-
ciated with a specific user in order to avoid bringing about a too long page in case of a
user having many sessions associated. Regarding Task5, all users except two were able
to identify that there were some rules that were not saved at the beginning of the
considered sessions. This was probably due to the fact that the visualisation showed a
red line in correspondence with rules that were actually saved and therefore the two
users just focused on this highlighted information. Regarding Task6, as a consequence
of the further refining asked in this task, all the users were able to identify that the
concerned user at the beginning of the session did not save any rule, while at the end of
the session the user was able to save two rules. The most interesting part of this task
was the different motivations users gave to that behaviour. On the one hand some of
them interpreted this behaviour as an actual issue (e.g. “the user did not find what she
was looking for and therefore was not able to save any rule”). On the other hand, other
users interpreted this behaviour as just the user’s need of first exploring the hierarchy
for better familiarisation (even saving just some triggers), without necessarily saving
any rule. One user also focused on the saved rules (instead of the unsaved ones, as most
users did), especially noticing the different time slots needed for saving the two rules
and the closer interactions occurring for creating the second rule, deriving that the
second rule involved a quicker and more straightforward interaction.
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Questionnaire. In the post-task feedback, participants provided positive feedback
regarding the tool, and found it easy to perform the tasks. Across all questions, the
median ratings were at or above 5.5 on a 7-point Likert-scale (7 = best), as it is
possible to see from the following rated aspects:

• Usability of the dashboard (median: 6)
• Usability of the timelines (median: 5.5)
• Usefulness of information provided in dashboards (median: 7)
• Usefulness of information provided in the timelines (median: 6)
• Usability of the feature for setting filters (median: 7)
• Usefulness of the approach for understanding how users exploited the personali-

sation tool (median: 7)

An overview is presented in the following stacked bar chart (Fig. 6).
Moreover, participants also answered a series of open-ended questions, whose

answers have been detailed in the following.

Do you have suggestion to improve the dashboard usability?
One user suggested grouping rules not by session but per day, in order to have more
meaningful information for the user. In addition, another user suggested adding the
possibility to hide/show some parts of the dashboard in order to allow users to better
focus only on the most relevant information. The same user also suggested adding
further information for better identifying the sessions (e.g. day, hour), which are cur-
rently just subsequently named (e.g. session1, session2).

Do you have suggestion to improve the timeline usability?
One user suggested putting the most recent timeline in the top part of the user interface
(whereas now the timelines are visualized following a chronological order, with the
most recent ones in the bottom part of the window). Three users complained about the
way the labels were vertically visualized. Since the lines going from the labels to the X
axis of the timeline are positioned in the center of the label, a user suggested moving
such lines in the left-most side of the label (in a sort of a flag-based shape) as a way to
better visualize the order of the events while reading the labels. Another user asked for
more space dedicated to each single timeline (currently more than one timeline is
visualized in the same window). This is to have a better overview of the timeline, while
at the same time avoiding scrolling up the visualization vertically, with the risk of
losing the overall context of the occurred interactions.

Do you have any suggestion to improve the dashboard utility?
Only a few users provided suggestions for improving this aspect. For instance, one user
suggested that the information associated with triggers used should be put under the pie
chart showing the percentages of used triggers, since it represents a more detailed
refinement of the pie-chart-based visualization.

Do you have suggestion to improve the timeline utility?
Several users did not have any particular suggestions for improving this aspect. A couple
of users questioned about the utility of showing some information in the labels, for
instance the value that was set for a particular trigger (e.g. “Save Trigger 26”).
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Do you have suggestion to improve the usability of the filtering features?
Most users appreciated this functionality. Just one user noted that it was not possible to
move the window supporting the selection of filters, thus this window could cover the
underneath timelines.

Is there any information that you did not find in the tool and you would have had?
One user suggested having further information about users (e.g. a picture) in order to
better identify them. Another user said that it could be better adding the option to have
the whole window dedicated to the visualization of a specific timeline of interest, so as
to have more space for a more convenient visualization. Another user suggested adding
in the dashboard a pie chart for visualizing the used actions, along the same line of the
one dedicated to triggers used.

Please indicate three positive aspects you found while using the tool
Among the aspects that users mentioned as most appreciated there was the dashboard.
It provides the users with an overall view of the interactions done by users, understand
where the user found potential difficulties (e.g. in terms of longer time, higher number
of interactions). Many users appreciated the possibility of filtering the timelines to
better focus on a subset of events of interest.

Please indicate three negative aspects you found while using the tool
Some users complained about the clarity of some labels and how some data were
presented. Another aspect regarded the limited space devoted to the visualization of the
timeline of interest. Another aspect that was mentioned was the need of vertically
scrolling the timelines to get all the relevant information. A user complained about a
non-perfectly consistent use of colors (for instance the same color was used in different
parts of the dashboard although no specific relationship was held between the asso-
ciated information).

0.00% 20.00% 40.00% 60.00% 80.00% 100.00%

Usability of dashboards

Usability of timelines

Utility of dashboards

Utility of timelines

Usability of filters

Utility of the approach

Summary of Ra�ngs 

Ra�ng=1 Ra�ng=2 Ra�ng=3 Ra�ng=4 Ra�ng=5 Ra�ng=6 Ra�ng=7

Fig. 6. Stacked bar chart showing ratings assigned to various aspects of the tool.
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Do you have further suggestion to improve the tool?
Auser suggested adding further interactivity in the information visualized in the
dashboard, so that it is possible for the user to refine and interactively explore the
information at various levels of detail. Another user suggested improving the timeline
visualization, even grouping together some data for the goal of obtaining lighter and
clearer representations. Another user mentioned providing users with the possibility to
order some information according to various criteria. For instance, each session could
be ordered in terms of duration but also in terms of number of rules saved, etc.

Discussion. The results of the user test were overall encouraging and promising. Users
appreciated the type of information provided by the tool and the supported features, and
gave us useful and relevant feedback for further improving them.

In general, the users were able to successfully carry out the submitted tasks,
showing that the tool is easy to learn since they used it for the first time and the learning
phase was minimal. In addition, it was interesting to note how different users explained
in slightly different manners the same information represented in the timelines, espe-
cially when carrying out Task6, which was the most open-ended task. Some users did
not interpret the unsaved rules as a usability issue but just as a sign of users’ need to get
familiar with the tool and the hierarchies elements, or that some users preferred to
restart from scratch instead of editing the elements appearing in the current rule state.
Others, instead, interpret such data as a sign of users not finding what they were
looking for in the hierarchies. In this regard, the filtering features seem very useful in
effectively supporting further exploration and investigation of the information of
interest.

6 Conclusions

In this paper we present a method and the features of a supporting tool for analysing the
users’ behaviour when interacting with a trigger-action rule editor for personalising
their IoT context-dependent applications. We discuss the most relevant features for this
analysis, provide example visualizations that can be supported, and report on an initial
user test.

While in this work we applied the approach to a specific tool (TARE), the type of
analysis of the users’ behaviour presented can be easily extended and applied to other
tools supporting trigger-action programming of IoT context-dependent applications.
Indeed, all such tools share a number of key logical concepts on which the visuali-
sations are centred (triggers, actions, rules, trigger operators). Regarding the timelines,
by logging the relevant user actions it is possible to derive the usage patterns exploited
by users while interacting with the tool.

Future work will be dedicated to extending the functionalities of the visual analytics
tool taking into account the feedback from its use, and carrying out further, more
longitudinal, empirical validations.
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Abstract. When prototyping applications that include touchless 3D gesture
interaction three design matters must be taken into consideration: the gestures
the user must execute, the visual representation and the dialog flow. Ideally,
these aspects should be considered in parallel, to achieve a coherent design
process, and avoid ineffective extra effort stemming from coordination between
them. A flexible changeover of perspectives among the separate matters is
needed. This paper proposes a software environment that enables the desired
coherent rapid prototyping of applications with 3D gesture interactions. Its core
consists of two types of mapping and a so-called co-simulation functionality.
The environment facilitates combining existing software tools from industry and
literature to cover the three design matters, i.e. specification and simulation of
UI prototypes, gestures, and dialog models. It assists developers at design time
in the specification of gestures and in binding them to UI prototypes as well as to
statecharts used for defining dialog models. Relevant coherency information is
used to offer the option to evaluate gestures at runtime in the context of UI
prototype and dialog model. The co-simulator manages the synchronized sim-
ulation of all relevant artefacts once a gesture event occurs. Therefore, it enables
quickly building prototypes that go beyond the capabilities of the individual
tools. This paper describes the usage of the proposed environment in form of a
case study with several software tools, each covering one of the three design
aspects. It also shows its general applicability, meaning that it can be used with
other tools too.

Keywords: Gesture development � Interaction design � User interface design
Model-based development � Development support

1 Introduction

When developing applications with touchless 3D gestures, three design matters and
their mutual dependencies are important [2]:

• The gestures: The movements and/or static poses of the human body or parts of it
required to execute an intended interaction with a system must be defined.

• The presentation: The user interface must be designed and developed that informs
the user about the required gestures and presents the system feedback.
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• The dialog: The dialog flow specifies the interactions and their sequences, e.g. the
conditions and point in time a specific gesture invokes a system functionality.

Bomsdorf and Blum [2] state that the design of gestures, presentation and dialog
span a coherent design space, with different involved stakeholders (different project
participants like user interaction designers, end users or software developers). Each of
them needs specific tool support for one up to all the design matters. Gestures
appropriate to interact with the system must be identified and specified in detail as part
of this process. They can be bound to the presentation (e.g. starting with simple UI
prototypes) and to dialog models. After that connection, the prototype of an application
can be evaluated iteratively. The three design aspects must be kept synchronized.
Furthermore, an easy switching between the different axes of the design space is
needed. For instance, if a designer alters gestures, this could also imply modifications
of the presentation, to present suitable affordances to the user.

Software support of this coherent, three axes design space may be pursued by two
kinds of approaches for enabling an easy switching between the axes of the design
space. A single integrated tool can be a reasonable option if it combines functionalities
to create UI prototypes and dialog models and bind gestures to them [2]. It has the
advantage that users benefit from a consistent terminology and user interface typically
present in a single software tool. However, the downside is that prospective users first
need to familiarize with such a new design tool and put their usual tools aside. This
may impede the acceptance of the new tool. Also, due to the fact, that gesture sensors
are not yet usable via plug and play, such single integrated tools must be altered for
every new gesture sensor to be added. In addition, as industrial practice and the
literature show, state of the art tools for these different design spaces exist and are
widespread and established. Therefore, this work proposes a solution that integrates
these existing software tools with the aim to support a coherent rapid prototyping of 3D
gesture interaction and a flexible change of perspective between the three axes of the
design space.

The next section presents related work focusing on the dialog axis and its com-
bination with 3D gestures, as well as on the presentation axis and its combination with
3D gestures. This is followed by related work concerning the concept of co-simulation.
Section 3 gives a broad overview of the software environment proposed in this paper
and demonstrates the integration of the above-mentioned tools in form of a case study.
Section 4 shows how the proposed environment is applicable to other tools or other
interaction techniques. The paper concludes in Sect. 5 with a summary and discussion
of possible future developments.

2 Related Work

2.1 Model Based Approaches for Dialog Modeling

In model-based approaches the focus is on the systematic development of an interactive
systems. According to Meixner et al. [7] the “interface model” consists of all used
models, divided into task, dialog, and presentation, while the dialog constitutes the
central point. The latter describes the interaction of a user with the user interface and
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the resulting invocation of system functionality - largely independent of a specific
technical implementation and look and feel. The concrete presentation is developed
later. Often, Harel statecharts are used to specify dialog models (e.g. Feuerstack et al.
[4]). Their central concepts are dialog states, transitions between these states, triggers
set off by user actions that cause these transitions, and conditions to control them.
Different modeling tools that implement this kind of statecharts are the Scade Suite1,
the Nutaq Model-Based Design Kit2, or Yakindu3, which is utilized in the work
described in this paper. These modeling tools help designers to produce valid diagrams
via automatic checks and auto-complete functions (cf. Kistner and Nuernberger [5]).

To prove the quality of the workflow of an application, user inputs can be simulated
by triggering them in the UI of the modeling tool, while the reactions of the system are
visualized with animated diagrams (cf. Pintér et al. [8]).

A connection of gestures with dialog models (working in the dialog-gesture design
space) can be found in the work of Feuerstack et al. [4] and Bomsdorf et al. [3]. Both
allow executable models to be controlled by gestures. But, dialog model and gestures
are specified separately and involve the extra effort of an explicit modeling step that
links the gestures to the executable dialog model, after the gestures have been
implemented for a specific gesture recognizer.

With GestIT Spano et al. [9] show and categorize the difficulties to a model-based
design of applications with gesture interaction. They propose a declarative and com-
positional framework for multiplatform gesture definitions as a step towards a new
model to solve the single-event granularity problem and providing a separation of
concerns. But their approach targets at later stages in the development process where
applications are already created by programmers. Our goal is to enable prototyping of
interactive gesture applications in earlier design phases.

2.2 Rapid Prototyping of Gesture Interaction

Rapid prototypes are an effective method if design ideas shall be implemented and
evaluated with stakeholders like intended users or customers already in the design
phase. These are visual approaches focusing amongst other things on the look and feel
(structure and behavior) of the UI, in contrast to the above-mentioned presentation
models, which are abstract UI specifications. In early stages authors like van Buskirk
and Moroney [10] recommend working with paper prototypes or other low fidelity
prototypes to test different ideas fast with little effort. As stated by Van den Berg et al.
[11], once interactive behavior is needed, more sophisticated prototypes (e.g. imple-
mented with HTML) are typically realized with prototyping tools like Balsamiq4,
Axure5, or Pidoco6. These tools allow the creation of click-through wireframes to

1 http://www.esterel-technologies.com/products/scade-suite/.
2 http://www.nutaq.com/software/model-based-design-kit/.
3 https://www.itemis.com/en/yakindu/statechart-tools/.
4 https://balsamiq.com/products/mockups/.
5 https://www.axure.com/.
6 https://pidoco.com/en.
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simulate an application. Balsamiq and Pidoco support touch gestures to be used in
prototypes, but not touchless 3D gestures yet. The latter is one central topic of this
work, and we incorporated Pidoco as example for our approach. Rapid prototypes
focus on the perceptible presentation, while the dialog is typically given solely implicit
in the quite simple form of the implemented sequence of user interface changes that can
be caused by user actions.

2.3 Co-simulation

In an iterative, systematic and user-centric development the different design perspec-
tives should be supported to an equal extent by a software tool or an environment. The
interim results of each axis of the design space must be checked and their consequences
understood in the other axes of the design space, due to their mutual concurrence
representing all the same application (cf. Barboni et al. [1]).

An early approach to that challenge forms NVIDIAs UI Composer Studio7. This
embedded systems tool, targeted at the automotive industry, allows designers to specify
dialogs for digital dashboards and to bind them to the structure of graphical user
interfaces. It relies on its own XML schema to bind the transitions of the dialog model
to the expected structural (“page”) changes in the presentation of the prototypes.
According to Kistner and Nuernberger [5] NVIDIA UI Composer Studio eases both,
the prototyping and the dialog modeling for complex applications, providing a coherent
development while relying on a single tool.

The approach of Martinie et al. [6] faces a similar problem of enabling a coherent
design and co-simulation of different separate aspects of an application. It binds an
already existing application to a task model which is based on the already implemented
workflow of the application. This is achieved through java annotations inserted within
the program code of the application (changing the application program code itself).
These annotations make it possible to extract the interactive widgets of the application
automatically. After defining a systematic correspondence (a mapping) between these
widgets and the task model, both, the application and the task model, can be co-
simulated, i.e. they are executed synchronously. However, this approach is intended for
later stages of the design process compared to our approach and it does not focus on
gestures explicitly. In addition, the code of an application to be bound to a task model
must be altered as described. But, that work is another example that shows the com-
plexity of a bidirectional combination of models and presentation.

3 Software Environment

This section introduces our approach to support the required coherent design. The
proposed solution utilizes existing, established tools for dialog modeling, rapid pro-
totyping and gesture recognition and connects them with the help of a semantic-driven
binding. Its purpose is to overcome the described shortcomings of the side-by-side use

7 http://uicomposer.nvidia.com/.
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of such tools, to take the mutual dependencies of the three design matters gesture,
presentation and dialog into account and in sum to enable a coherent development of
3D gesture interactions.

To make the different tools work together closely, a mapping is needed. Mapping
means, that semantically corresponded aspects of each tool are put into relation to each
other, like the execution of a specific gesture and the associated reaction in a prototype.
This forms the central prerequisite for the desired co-simulation. At design time a
common set of triggers (called sync triggers further in this paper) is shared between the
involved tools to realize the mapping and co-simulation.

3.1 Internal or External Mapping

Two types of mappings are implemented between the existing design tools to cater for
the different cases that exist in practice: Internal and external mapping. If program-
matic access to the internals of a program code is available, that can be used to import
sync triggers and bind them to the internal control flow of the software, the mapping is
implemented natively in the source code of the tool. We call this option internal
mapping. Consequently, the actual communication between the tools is made possible
via an application programming interface (API), that provides access to the required,
mapping functionality. All tools must import a simple text file containing a list of sync
triggers (trigger set) and map them to the desired internal functionality. If an event
occurs in one tool that is mapped to a sync trigger, this trigger is subsequently called in
the other tool via the involved trigger APIs.

For software tools with no or too limited access to the program code of the tool
itself a concept called external mapping is used. This approach keeps the necessary
changes on the software code as minimal as possible if at all. However, in this case the
respective tool must feature an API that permits access to some kind of internal event
system. That event system is bound to external events that are handled in other
components of our environment using a separate mapping editor. The mapping
between two tools is arranged with this editor during the design phase. As a prereq-
uisite, the tool in question must provide a functionality to export information regarding
its relevant internal events into a text file (a list of event names). These events are
mapped to the sync triggers inside the mapping editor. In addition, for the intended co-
execution of all involved tools a co-simulator is needed. During run time it processes
the defined mappings by translating events outcoming from a tool into sync triggers
and vice versa.

3.2 Environment Overview

In this section we detail our approach by means of a case study with the following
software products as exemplary tools for the different axes of the design space:

• Presentation: Pidoco (see Footnote 6) for rapid prototyping of graphical UI.
Pidoco is a client/server software tool with web front-end using up to date web
technologies. It allows quick creation of click-through wireframes and fully inter-
active prototypes to simulate and test the look and feel of an application concept.
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• Dialog: Yakindu (see Footnote 3) for building statecharts.
Yakindu is a set of plugins written in Java within the Eclipse RCP and IDE
environment8 consisting of four main parts: statechart editing, simulation, validation
and code generation.

• Gestures: Microsoft Kinect and a gesture simulator.
The Kinect (Version 2)9 is a combination of soft- and hardware for building and
recognizing full body gestures. Instead, or in parallel, a gesture simulator can be
used, which can trigger gesture events (as if done by the Kinect).

Internal and external mappings had to be realized. The Pidoco company allowed
the native extension of their software tool to support internal mapping between sync
triggers and the actions of the UI prototypes built with the Pidoco tool. The external
mapping approach was used for the dialog modeling inside Yakindu since this tool
features an extension API. A direct internal mapping of gestures was not desired by
Yakindu. Therefore, this case study featured a combination of internal and external
mapping. Figure 1 gives an overview of the case-specific implementation of our
environment.

In general, in the design phase a set of sync triggers must be compiled. Our sync
triggers consist of a set of gestures, which are expected to occur, and they serve as a
key data structure since all involved software tools are bound to it. For this imple-
mentation, this set of sync triggers (simple JSON file) was imported into the Kinect
recognizer and in parallel into a gesture simulator software. This enabled the two tools
to trigger gesture recognition events within the environment (resulting in the invocation
of corresponding sync triggers).

Pidoco’s native extension can import a sync trigger set (same JSON file), providing
functionality to bind single sync triggers to reactions inside a UI prototype and, thus, to
react to received triggers. Yakindu was extended with an export functionality for
statechart events and variables via the extension of its existing API. When working on a

Fig. 1. Overview of implemented environment

8 https://www.eclipse.org/downloads/packages/eclipse-rcp-and-rap-developers/heliosr.
9 https://developer.microsoft.com/en-us/windows/kinect.
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concrete prototype, the user must import this statechart information (also a JSON file)
into the mapping editor, where it must be bound to the sync trigger set by the user.

These mappings saved either inside a tool (internal mapping; in this case with the
Pidoco tool) or externally in the mapping editor (external mapping; Yakindu, Kinect,
gesture simulator), are subsequently used in the simulation stage for the synchronized
execution of the tools. In our case study implementation, if a gesture is recognized by
the Kinect gesture recognizer or is triggered manually within the gesture simulator, it is
sent over through the shared communication channel. The Pidoco software tool listens
for these events and then checks, if a prototype transition is mapped to an incoming
sync trigger. It then reacts accordingly by carrying out the determined reaction. Each
change during runtime within the UI prototype simulation caused by a user (e.g. a
button click) is in turn propagated over the shared communication channel to all
applications.

Based on the defined mapping between gestures and sync triggers, both structures
are translated into one another by our co-simulator. A gesture, whether triggered by the
Kinect recognizer (or, alternatively, the gesture simulator) is translated into statechart
events and then sent to Yakindu. Each event occurring inside the statechart tool is sent
to the network respectively. It is then translated back into gestures, respectively sync
triggers by the co-simulator for the other tools to react.

In our case study the possibility to test and evaluate the interplay of prototype
artefacts from two or three axes of the design space in parallel is demonstrated, using
either real gestures or simulated ones. The next sections provide more details about the
purpose of all parts of the environment including the implementation of required
additional software components.

3.3 Gesture Processing

Gesture recognition was accomplished with a tool chain using Microsoft’s Kinect
(version 2). Typically, gestures are first recorded with the Kinect Studio10 and then
processed with the Visual Gesture Builder11 resulting in a set of gestures. For our case
study, these gesture sets were then extended with the required meta data including
name, description of involved body parts and additional input values for the gesture
recognizer. This editing task was implemented with the Kinect SDK in form of a
separate component called gesture editor, where the sync trigger (JSON) file is created.

With our case study implementation, it is also possible to create gesture sets inside
this gesture editor without recording actual gestures. These “virtual” gestures are
composed of the mentioned meta data and a descriptive video demonstration. A gesture
simulator can use both the “virtual” gesture sets, and the sets recorded with the Kinect
to trigger sync triggers.

10 https://msdn.microsoft.com/de-de/library/dn785306.aspx.
11 https://msdn.microsoft.com/de-de/library/dn785304.aspx.
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3.4 Mapping

Pidoco. As mentioned above, for the design of the presentation, i.e. a UI prototype, the
mapping between gestures respectively sync triggers and actions within prototypes was
implemented inside Pidoco (internal mapping). Actions like mouse clicks, touch
gestures or motion of a mobile device can be configured as triggers inside Pidoco for
user interface reactions without requiring any programming. These reactions range
from UI page changes to playing sounds or highlighting areas. Each interaction consists
of a user action and a system reaction. These interactions can be added via a context
menu (see Fig. 2) to every interactive element on the screen. To support the internal
mapping approach the Pidoco company extended this context menu, so that the array of
assignable actions includes gestures as additional actions (see Fig. 2, ①).

To specify gestures as actions within a prototype a gesture set (a set of sync
triggers) must be loaded via file import into Pidoco first (another functionality that was
also added to the Pidoco software). The gestures are then available as actions in the
aforementioned context menu. After selecting an action (see Fig. 2,②) it can be bound
to the desired reaction (see Fig. 2, ③).

Yakindu. For the design of the dialog, mappings must be created in the external
mapping editor (external mapping). It maps gestures onto events within model state-
charts. First, events are to be assigned to state transitions inside Yakindu. They trigger

Fig. 2. Mapping in Pidoco (extract)
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the transitions, representing dialog changes, if all defined conditions are met. The basic
version of the Yakindu software is open source and provides a flexible extension
interface, enabling the extraction and processing of design and runtime information.

To create the external mapping, information about the internal events and variables
of a specific statechart must be exported. This export functionality was developed as a
so-called decoupled code extension using the built-in features of the Yakindu API. The
extension builds a JSON file automatically. All the events of a Yakindu statechart (see
Fig. 3, ①) are represented in this JSON file. To establish the binding the user must
import the file into the mapping editor inside our environment. The mapping editor
then extracts the trigger information. Afterwards the Yakindu events (see Fig. 3, ②)
must be mapped to the sync triggers (see Fig. 3, ③) by the user.

3.5 Co-simulation

Consequentially, both internal and external mapping were considered during the sim-
ulation stage to synchronize events and triggers between the involved tools. All three or
just two of the tools can run synchronized this way. Whatever change is occurring in one
of the tools, it is transferred to the others so that these can react accordingly. Triggers are
sent to the shared communication channel, which was implemented as an event bus. The
Kinect gesture recognizer and the gesture simulator simply send the sync triggers that
correspond to the current gesture recognition. In Pidoco each incoming trigger is
checked if it is valid for the current page. This is true if a reaction is specified for the
trigger. In that case, the reaction is executed in the UI prototype.

Fig. 3. External Mapping in Yakindu ① and the mapping table in the mapping editor (② and
③) (extracts)
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For the Yakindu tool the co-simulator of our environment uses the mapping table of
the mapping editor to translate Yakindu events to sync triggers and vice versa. This
mechanism works continuously while in simulation mode, forwarding the messages
between the participating software tools. If an incoming event meets the conditions of a
transition as defined in the statechart inside Yakindu the simulation of the statechart
continues.

4 Generalizability of the Approach

Our environment is applicable to other combinations of tools, as well as to other
interaction techniques, like touch or mouse control. As a prerequisite it must be pos-
sible to define a common set of sync triggers. Then, the different involved applications
can be controlled using either the internal or the external mapping and can interact via
the event bus, without changes in our environment.

If a tool provides a message interface and the option to retrieve the states (and
changes to these states) of the objects of the application under development, the
mapping can be done within the external mapping editor with minimal changes to the
existing code of the tool. In that case, to realize the connection to our environment, the
set of relevant events must be exported from the target application as a JSON file. It is
then bound to the sync triggers inside our mapping editor. During runtime the co-
simulator sends the corresponding events to the tool, which can react accordingly. Only
both functionalities, the export and the receiving of external events would need to be
added to a tool, in case it does not provide it originally.

If a software tool is open to modifications, the mapping of sync triggers to tool
functionality may alternatively be implemented within the tool itself. This results in
more flexibility to react to specific semantics of gesture bindings within a particular
software and is advantageous if for example the UI design options provided by the tool
shall specifically reflect the additional concept of gestures.

The mapping concept presented here can be extended to more than the three
regarded design spaces (i.e., gestures, presentation and dialog model) and may, for
example, additionally include task models or other models to describe the interactive
behavior of software applications like the Interaction Flow Modeling Language
(IFML)12. For that purpose, it may be necessary to extend our mapping editor and co-
simulator to support new types of events.

Even an alternative gesture recognizer can be used, e.g. the Leap Motion sensor13.
We plan to support it in the future, because of its ability to recognize hand and finger
gestures. After the usual binding, as explained above, the Leap gestures would be
processed by our environment in the same way as the Kinect gestures from our case
study.

12 http://www.ifml.org/.
13 https://www.leapmotion.com/.
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5 Discussion and Future Work

In this paper, we present our work on an environment for rapid prototyping of 3D
gesture interactions. To support the early phases in the design of 3D gesture interac-
tions we consider three design matters: gestures, dialog model and presentation. Rather
than developing completely new software to cover the tremendous breadth of required
functionality we decided to combine already known and established software tools that
developers are familiar with. We show a case study on how to combine Microsoft
Kinect gestures with Yakindu statecharts (for dialog modeling) and Pidoco rapid UI
prototypes within a novel, integrated environment that serves a coherent design pro-
cess. It allows detailed consideration of the mutual dependencies of these three design
matters and enables designers to change perspectives by switching between them
flexibly during the design and evaluation of applications with 3D gesture interactions.

We designed the functionality of the proposed environment based on a thorough
user-centered requirements engineering with industrial suppliers of software tools and
with partners that hold relevant use cases. An evaluation of the described resulting
implementation with real users, to find out how beneficial our approach is for
designers, is still under work. Parts of the environment as implemented in the described
case study (with Pidoco and the gesture simulator) were used by computer science
students of our university as part of their study projects building and evaluating gesture
interaction applications. We found out, that they could work effectively with the
separate tools and the combination of both even without any previous training. Only
minor issues concerning the usability of the UI of the environment (e.g. naming of
buttons) occurred but were considered for the further development of our environment.

The core parts of the proposed environment are, first, two kinds of mapping as ways
to bind gestures to prototypes and to statecharts, and, second, a co-simulator. If existing
software is open for extension to import sets of gestures and bind them to their control
flow, mapping can be done inside the existing tool (internal mapping). If changes to
existing software must be kept to a minimum, instead an API is required to trigger and
export events to bind them to gestures in a separate mapping editor that was developed
especially for this purpose (external mapping). Both types of mapping are used at
runtime to evaluate the gestures in the context of the UI prototype and dialog model
respectively. The co-simulator guarantees the synchronized execution of prototype and
dialog model once a gesture is recognized or its respective event is triggered.

The two proposed approaches for mapping in combination with the implemented
event bus for bi-directional communication provide flexibility for the integration of
different types of software tools into the environment and ensure high interchange-
ability of implementations. Alternative tools only need to support one of the two
described mappings and then can be combined with our environment.

However, using different software tools can also cause inconsistency in the
semantics of the overall application design. With this work a synchronized simulation
environment is proposed, but not a synchronized model. This necessitates future work
that ensures consistency between presentation and dialog.

In addition, gestures are currently translated simply into sync triggers. But there is
more information that could be exchanged meaningfully between applications, like
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values of variables and attributes from the dialog model to the presentation. For
example, counter variables held in Yakindu could be reflected in a Pidoco prototype to
enrich the prototyped UI with some functionality provided by the dialog model. Or
gestures can consist of several events (cf. the granularity problem in Spano et al. [9]) or
must be traced continuously, resulting in more complex sync triggers. Our environment
will be expanded to support those increased sync triggers as well.
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Education and Research within the framework of the program Forschung an Fachhochschulen -
IngenieurNachwuchs (project no. 03FH007IX5).
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Abstract. Collaborative robot-assisted production has great potential
for high variety low volume production lines. These type of production
lines are common in both personal fabrication settings as well as in sev-
eral types of flexible production lines. Moreover, many assembly tasks
are in fact hard to complete by a single user or a single robot, and benefit
greatly from a fluent collaboration between both. However, programming
such systems is cumbersome, given the wide variation of tasks and the
complexity of instructing a robot how it should move and operate in
collaboration with a human user.

In this paper we explore the case of collaborative assembly for per-
sonal fabrication. Based on a CAD model of the envisioned product, our
software analyzes how this can be composed from a set of standardized
pieces and suggests a series of collaborative assembly steps to complete
the product. The proposed tool removes the need for the end-user to
perform additional programming of the robot. We use a low-cost robot
setup that is accessible and usable for typical personal fabrication activ-
ities in Fab Labs and Makerspaces. Participants in a first experimental
study testified that our approach leads to a fluent collaborative assembly
process. Based on this preliminary evaluation, we present next steps and
potential implications.

Keywords: Human-robot collaboration · Toolkit
End-user development

1 Introduction

Robots were introduced in manufacturing during a time where replicating a sin-
gle design for mass-market was a dominant strategy that enabled more people
to enjoy the advantages of technology. In recent years, however, focus returns to
customized or even personalized products. Likewise, robotic support is evolving
to support these more flexible production requirements. Collaborative robots or
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cobots are introduced as cheaper, more flexible robots than traditional industrial
robots. Cobots can be reprogrammed by their operators to support customized,
shorter-lived tasks. While these tools are effective, these still require separate,
offline programming of the robot. This can be cost effective for customized prod-
ucts where there is still some repetition of the same task. It however becomes
undesirable for personalized or one-off production. Such production is already
happening in Fab Labs and Makerspaces.

In this paper, we explore how programming robotic support for personalized
production in e.g. Fab Lab or Makerspace can be realized. To do so, we started
from the tasks that creators need to perform when they want to create a new
three-dimensional object. These tasks include the conceptualization of the prod-
uct, trying things out digitally, specification of the different parts of the artifact,
creation of all components using machines, such as laser cutters and 3D printers,
and finally assembly of the artifact.

While technological support exists for most of these steps, the assembly step
is still a manual process that may sometimes be cumbersome. In this paper,
we start from the assumption that a robot could support this step and could
assist the creator by offering a third hand. We present our envisioned integrated
toolkit, as well as the current prototype that includes a design tool as well as
robotic support that assists during the assembly process. We present the results
of a first preliminary study with the toolkit’s robotic support and offer directions
for future work.

2 Related Work

Our approach partly relies on a CAD (computer-aided design) model of the
product that a maker wants to create. There are already some approaches that
use CAD data to ease programming of robots. We provide a short selection of
related work on how CAD models are already used to program robots and on
different approaches to end-user programming of robots.

2.1 Tools for CAD-Based Robot Programming

CAD-based programming is not a new idea; it was already investigated over 30
years ago [3]. It however is still an active research area that also benefits from
advances in commercial tools, as is exemplified by some recent approaches.

Neto et al. [7,8] propose such a CAD-based system. It uses Autodesk Inventor
as the CAD system and the communication is through the API. Starting from a
CAD model of the robotic cell, the user generates a robot program by drawing
the desired robot path. The end effector position and rotation has to be defined
as well, by placing simplified tool models along the robot paths. Interpolation
is implemented on the end effector path to smooth out the movement. The user
defines areas of risk where the interpolation is applied. The needed information
is automatically extracted, analyzed and converted into robot programs. Sensor
data can be used to track the movement in real-time and make adjustments
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on the fly. The proposed tool is tested with two different experiments in which
offline programs are created. The results of the tests show that the system is
easy to use and within minutes an user can generate a robot program.

Baizid et al. [1] presented an Industrial Robotic Simulation Design Planning
and Optimization platform named IRoSim. The platform is based on Solidworks
and uses its API to extend the functionality. The goal of the platform is to offer
an intuitive and convertible environment for designing and simulating robotized
tasks. The platform includes various 3D models that are essential for developing
any robotized tasks including different types of robotic arms. Besides aiding
in the creation of the robotic program, the platform can be used to check the
reachability of the end effector, to simulate the motion, and to validate the
trajectory to avoid possible collisions. These can be used for time optimization
and collision avoidance of the robotic task designed with the platform.

These approaches are aimed at professional users and want to support them
in creating more complex robot programs. In contrast, our approach is aimed a
end-users and targets a specific, albeit customizable toolkit.

2.2 End-User Robot Programming Approaches

End-user programming of robots is receiving much attention from the research
community as it is essential to deliver on the promises of robotics in many sectors
including both social and manufacturing and maintenance applications. There
is significant diversity in approaches to realize this.

CoStar [10] lets users program robots using physical demonstration or graphi-
cal behavior trees that can be quickly reconfigured to deal with other, but similar
situations. The system is cross platform, building on the capabilities of ROS [12].

Hammer [6] uses a block-based language, inspired by Scratch [13], as part
of an integrated development environment for robot programming that runs on
a tablet. It also includes the option of a teaching pendant, which allows direct
control over a virtual model over the robot.

Pedersen and Krüger [11] propose an approach that links body poses to
specific pre-programmed skills. These skills are higher level robot tasks that
combine different robot actions and observations such as object detection. End-
users can than use the gestures (in combination with a graphical user interface)
to program the robot.

Orendt et al. [9] confirmed that the use of One-Shot Programming by Demon-
stration (programming a robot with a single demonstration) can be effective and
intuitive, especially for end-user participants that successfully accomplished the
tasks in the experiment. The results held regardless of the instruction modality.
This type of programming by demonstration, in combination with a graphical
programming environment is also used in industry to deploy collaborative robots.

Sefidgar et al. [14] propose the use of situated tangible programming; pro-
gramming a robot through tangible instruction blocks within its operating envi-
ronment. They found that people can comprehend and create robot programs
with little or no instructions.
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In contrast to these approaches that aim to make it easier to program robots,
our approach is a step towards making programming the robot nearly trans-
parent to the end user. In addition to these approaches aimed at programming
robot behavior, there also several efforts to ease programming of interaction with
robots. As the interaction with the robot is predefined in our proposed approach,
we don’t give an overview of these approaches but refer to recent work on this
topic, such as that of Van den Bergh and Luyten [2].

3 Envisioned Approach

People go to a Fab Lab or Makerspace to create physical things with all kinds
of machines, such as laser-cutters or 3D printers. These machines require digital
models of the physical forms to be created. When considering tool support for
further support of this creation process, we tapped into this aspect and used a
digital model of the artifact to drive robotic support. We want to minimize the
required knowledge to use the approach to 3D manipulation in a desktop tool
and assembly skills.

Fig. 1. Envisioned process for collaborative human-robot fabrication in Fab Lab. Input
from human or robot is indicated with a symbol. Black indicates input per product,
otherwise only configuration of the setup is required. Support in the current toolkit
(Sect. 4) is indicated using differences in background color. (Color figure online)

Figure 1 gives an overview of our envisioned process and all artifacts that
it uses or creates. All rounded rectangles represent artifacts. The background
color indicates how the model is represented in our current prototype (Fig. 2).
Most steps are thus completely automated, only two steps require input from
the maker: CAD model creation and creation of the actual product. Two other
steps (environment model and interaction model) are used to configure the envi-
ronment.
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The CAD model specifies the components that will used in the physical model
and their configuration in 3D space. The order in which these components appear
in the model is used to determine the order in which the components will be
used to create the physical model. The creation of the CAD model, currently
can thus be regarded as a virtual programming by demonstration exercise. The
CAD model is thus used to create a collaborative task model of the assembly
by allocating tasks to the robot (fetching plates and holding them in place) or
the maker (fixing the plates using connection pieces), although this model is
not externalized in a separate file. The plates used in a CAD model are also
extracted and combined in a model for a laser cutter. This information is also
used to determine where plates are to be picked up by the robot. To do this, the
information is combined with information in the environment model. This latter
model is also used to decide to which position the robot should bring a specific
plate so that it is close enough to the product under construction to be fixed to
it. The maker is guided through the whole assembly process with instructions
provided by the tool. Currently a push on a small red button when the robot (or
platform) should perform the next action but we plan to make this more flexible
through the inclusion of an interaction model, which would enable implicit or
explicit, perhaps even multimodal human-robot interaction. Several approaches
can be considered to accomplish this [2].

4 A Flexible Toolkit for Robot-Assisted Assembly Tasks

Our system includes a physical setup, consisting of a robotic arm and movable
assembly platform, and a CAD tool that computes the collaborative assembly
steps using the robotic arm. A set of predefined shapes of various sizes can be
used to model a 3D object in the CAD tool; these shapes represent the different
plates our setup can use. During assembly of the physical object, the robotic
arm will pick the appropriate plate and put in position so the user can further
assemble the modeled object. Assembly steps that required “a third hand”, e.g.
screwing together two plates under a specific corner, can now be completed
much more easily. Furthermore, the robotic hand is instructed on the order and
placement of the plates by the CAD tool, and requires no further programming
or intervention by the user.

Physical Setup. Our current setup is based on the Commonplace Robotics
Mover6 robotic arm1 (Fig. 2b). This robotic arm has a relatively large reach
(up to 80 cm with the default end effector) and has 6 degrees of freedom. The
custom end effector has a bellows suction cup to pick up and hold the plates.
There are four small cushions to keep plates perpendicular to the end effector.

The position of the movable platform and the robotic arm need not be perfect.
It is sufficient if these are close enough together. The movable platform and the
robotic arm allow small manual adjustments. For example, slightly moving the
robotic arm by hand, rotating the model or tilting the model.
1 https://www.cpr-robots.com/products/mover6.html.

https://www.cpr-robots.com/products/mover6.html
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Fig. 2. Two parts of the current toolkit: makers use the tool on PC (a) to create CAD
models. The tool guides assembly with support from the robot setup (b).

CAD-like Toolkit. A CAD-like tool was built on top of Autodesk meshmixer
(Fig. 2a). In this tool the user can build the desired model by selecting the
supported primitives. It supports positioning plates at a 45, 90 or 135◦ angle,
the ability to create custom sized plates, and automatic extraction of a plates
file that can be used to laser cut the required plates of the model.

To support plates at different angles the code that automatically calculates
the instructions for the robotic arm should not only take the position of the
plate into consideration, but when a plate is angled also any plates beneath it.
To prevent hitting that plate, the robotic arm may be required to hold the plate
from the other side.

In the toolkit the user can specify the dimensions of the plate and place it
into the model. These plates should be custom created using a laser cutter when
the user wants to build the model. The suction cup end effector that is used
with the Mover6 robotic arm, enables it to pick up plates without first having to
attach metal pieces to these plates. The robotic arm can pick up plates directly
from the original laser cut plate, if placed on a fixed position next to it. The 6
degrees of freedom allow the robotic arm to move freely over the plate, which
isn’t possible with the Arduino Braccio robotic arm.

When a user wants to build a model that uses custom size plates, he is
required to laser cut the plates first. To make the toolkit usable for as many
people as possible, automatic creation of a plates file is supported. This file can
be used directly with a laser cutter to laser cut the plates. The plates are placed
next to each other, the first plate is the base plate, the second plate the second
plate in the model and so on. Around all the plates a buffer of 20 mm is created,
which is used to hold all the plates in the correct position when placed next to
the robotic arm.
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5 Evaluation

5.1 Method

A formative study was conducted to evaluate and further refine our approach.
The goal of the user study was to explore the overall usability of building a
model in collaboration with a robot arm. The overall process of assembling a
physical object of a model with the robot was tested. Our study started with
a brief overview of the design tool, after which participants assembled a dice
tower model in collaboration with the robot (see Fig. 3a). When the participant
finished the object, we asked the participant to fill in a questionnaire followed by
a structured interview. We selected the dice tower as the physical object to be
made, because it requires assembling plates at an angle that is not perpendicular,
uses various custom plate sizes, and is basically more complex than a basic tray
but still feasible to assembly in a limited amount of time.

Fig. 3. The dice tower model (a) that participants built with the setup (b).

Participants and Apparatus. The study was conducted with four partici-
pants (all male and between 23 and 35 years old) that have some familiarity
with personal fabrication. Three participants had constructed a physical object
in a Fab Lab setting at least once. Three of the participants were computer
science students.

During the user study, we recorded the participants using a webcam facing
the user. This webcam was connected to a second computer setup behind the
participant (Fig. 3b). On this computer, the observer made notes in real time
using Techsmith Morae Recorder2.

Procedure. The user study consists of the following three parts: a study intro-
duction, the assembly process, and a questionnaire and interview to close.

2 https://www.techsmith.com/morae.html.

https://www.techsmith.com/morae.html
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Study Introduction. The study starts with getting the informed consent of the
participant. Next, the researcher familiarizes the participant with the design
tool. They demonstrate how the tool can be used to design a 3D model of a
physical object. They open the model of the dice tower (Fig. 3a) in the design
tool on behalf of the participant, and inform them about the instructions that
are shown during the assembly process, and how progress during the assembly
process is visualized by the tool.

Assembly Process. The researcher starts the assembly process by attaching the
base plate of the model on the platform. The last instruction the participant
receives is to start with attaching the corner pieces to the base plate, as shown in
the tool. All other instructions are given by the design tool, which the participant
assembles the model without further guidance. During the assembly process, the
researcher annotated the video recordings in real time to ease analysis after the
experiment. The participants are allowed to ask questions during the process if
they are not sure how to proceed.

Questionnaire and Interview. After the participant finishes assembling the
model, a one-page questionnaire is given. The questionnaire asks about their
connection to a Makerspace and about their experience during the assembly:

Q1 The robot arm was useful during assembly.
Q2 The instruction in the tool are clear.
Q3 Building a model was easier because the robot holds plates at the right spot.
Q4 Your role during assembly is clear.
Q5 The robot’s role during assembly is clear.

Answers to the latter questions are on a Likert scale from 1 to 5 (fully disagree
- fully agree). Each experiment ends with a short, semi-structured interview
including open ended questions on their experience.

5.2 Results

Observations. Most completion times were similar (20, 21, 23 min). One par-
ticipant was faster (15 min), but he had a less polished result. Time was spent
between looking at instructions and doing the assembly. In case of doubt, addi-
tional time was spend reading instructions.

The robotic arm holds the plate in the required position, after which the
user attaches the plate to the model. The idea is that the user attaches the plate
with just enough bolts so that the plate stays in place, after which the robotic
arm can move away. Moving the robotic arm out of the way gives the user more
space to work. This was not clear to most of the participants, especially in the
first step. Some going as far as to attach all the corner pieces on the plate before
moving the robot arm away. The participant stated the instructions in the tool
were clear, but they experienced two main problems during the assembly.

All participants experienced a problem when the robotic arm picks up a plate.
It waits with holding the plate in the desired position until the user presses
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the step button again. This step allows the user to make a last check before
continuing with the next plate. This was explained in the instructions:

The robot is picking up the next plate , it’s finished when

↪→ holding the plate.

The platform moves to the required position , it’s finished

↪→ after moving.

-------------------------------------------------------------

Press the STEP -button when the previous step is completed , to

↪→ start the next step in the build process.

This explanation was however not clear to any of the participants. They
expected the robotic arm to pick up a plate and hold it in one action. Thus
when the robotic arm stopped they were not sure what to do. Some of the
participants thought they had to attach corner pieces to the plate already. Two
participants asked the researcher how to proceed in this step. One of them later
indicated that he did not notice the instructions immediately because he was
not sure if the step was finished. The other participants read the instructions
again and saw that they should press the step button again.

A second problem occurred when the participants were finishing the active
step, by tightening the last-added plate and placing the required corner pieces.
During this step, the user is allowed to rotate the model to a position in which
he can better reach it. The user however has to return the holder to the original
position, before starting a new step. The stepper motor that is used in the mov-
able platform does not know whether the platform rotated. This means that the
tool assumes to execute rotations from the original position. The instructions in
the tool do not explain this to the user, which is why three of the participants
expected the platform to always rotate to the correct position. One of the partic-
ipants did not rotate the platform at all because he expected that the platform
should stay in its original position.

Questionnaire and Interview. Participants rated the overall experience of
building a model with the robot arm positively (3x 4, 1x 5 on Q1). They all
experienced the robot as helpful during the assembly (same ratings as Q1).
Three out of four would use the setup again to build another model. The fourth
participant would prefer not using the robot, but he saw potential for people
with less technical knowledge or for children. This correlates with the answers
to Q3: 1x 3, 2x 4, 1x 5. Participants generally agreed that the roles were clear in
Q4 and Q5; only one rating of 3 for clarity of the human role, all other ratings
were 4 or 5. No one experienced the system as too slow, when asked about it.
One participant read the instructions and prepared for the next step while the
robot was picking up the next plate. All the participants would use the design
tool to design their own 3D model. One participant indicated that it would be
easier than creating a 3D design from scratch using other CAD software.

All participants indicated that they sometimes had problems inserting a bolt
into a hole, because the end effector was in the way. Especially on the smaller
plates. A second problem that the participants indicated was with the very small
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bolts and nuts, which made it hard to tighten them. The problem was the most
common in combination with the corner piece at a 45◦ angle. These corner pieces
have little room left to insert the bolt or hold the nut in the right place. Some of
the positions in which a corner piece had to be placed were hard to reach with
your fingers, which also made it harder to attach the plate.

Summary of Results. The study that was executed was only a small one, but
it still gave some valuable information. It showed that there is potential in using
such a setup to aid users in building a model, even for more technical users. The
way the robot arm and the movable platform work together to show the user
how the model should be built, is helpful. One of the participants even indicated
in the interview that he experienced it as building with a third hand.

The results of the user study indicate that the position of the robotic arm
and the platform do not have to be perfect, as long as manual adjustments are
possible. During the study, an early indication of problems associated with the
assembly process occurred. Most of these problems can be fixed by improving
the instructions and streamlining the build process. The participants provided
insights in improvements that can be made to the tool and the process.

6 Discussion

The current prototype toolkit and the preliminary evaluation indicate the pro-
posed approach is feasible. It is possible to generate all instructions for both
maker and robot in a collaborative human-robot assembly process based on a
3D CAD model and an environment description. The resulting collaborative
human-robot application is appreciated by potential users in the target group.

Fig. 4. The setup of an early prototype with the Arduino Braccio robot.

The results of the experiment indicate however that further work is needed to
come to an intuitive walk-up-and-use version. This may require custom interac-
tion possibilities, which can be provided through the envisioned inclusion of an
interaction model. An example of a small change could be the addition of a soft
button on the end effector of the robot that allows the maker to indicate that
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the robot no longer needs to hold the plate near the product under construc-
tion. This kind of interaction is similar to push interactions that are explored in
industrial collaborative robot (cobot) applications. Cobots, however, typically
have such sensors already built-in as part of their safety system.

The empirical results also indicate that requirements for speed and precision
were met by the current prototype and cobots, which support higher speeds,
more accurate movement, but at a much higher cost, may not be required to
deploy robots in this specific type of application. It may even be possible to
reconsider even cheaper robots, such as the Arduino Braccio, which was used for
the creation of the initial, more basic, versions of the toolkit (Fig. 4).

The literature available on work instructions in the professional environment
to address problems with the instructions for the makers may also be useful
in this non-professional environment. Haug [5] proposed a framework for work
instruction quality, while several studies are available that provide more infor-
mation on which modalities can be best used to provide instructions. Funk et
al. [4] evaluated some alternative modalities from which projection seemed to
be most promising, but the main drawback in the study of e.g. a tablet solution
may be less relevant in the current setting.

7 Conclusion

We presented a toolkit that contributes a new approach to program robots.
It complements existing approaches that allow programming by demonstration
with direct robot manipulation or without, tangible programming, mobile pro-
gramming, or use of end-user programming languages such as Scratch. The app-
roach embeds the programming of a human-robot collaboration activity within
activities that the robot users naturally perform as part of their activities.

The tool may benefit from additional refinement: improved presentation of
instructions as well as integration of an interaction model. The results obtained
with this minimal effort approach are promising. Definitive conclusions on the
viability of such approaches are however subject to further research. While the
presented approach naturally fits the use of robots in assembly applications, the
overall idea may even be applied in other domains, such as social robotics.
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Abstract. User Interface (UI) development is a challenging task as
modern UIs are expected to be available across a wide range of diverse
platforms while assuring high usability for heterogeneous users. Model-
driven engineering principles have been applied in the context of multi-
device and cross-device UI development to tackle complexity in devel-
opment. While previous work related to usability evaluation of model-
driven UIs primarily focused on single- and multi-device UIs, an inves-
tigation of the usability of model-driven cross-device UIs was not fully
covered yet. In this paper, therefore, we present a model-driven UI devel-
opment (MDUID) approach for cross-device UIs and analyze whether
the applied MDUID approach has a positive impact on the usability of
the generated UI. To accomplish this, we conduct a usability evaluation
based on the generated UI for a cross-channel banking web application.
The usability evaluation results provide detailed feedback regarding ful-
fillment of different usability criteria and enable improvement of involved
models as well as model transformations.

Keywords: Model-driven UI development · Usability
Cross-device UIs

1 Introduction

Nowadays users are surrounded by a broad range of networked interaction
devices (e.g. smartphones, smartwatches, tablets, terminals etc.) for carrying
out their everyday activities. The number of such interaction devices is growing,
new possible interaction techniques are emerging and modern UIs are expected
to be available across a wide range of diverse platforms.

In the context of our research and development project with our industrial
partner Diebold Nixdorf AG1, we have focused on the development of cross-
device user interfaces that can span across various platforms and support a
cross-channel banking experience.
1 https://www.dieboldnixdorf.com.
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Figure 1 shows the underlying example scenario where cross-device UIs are
used in the context of a cross-channel banking web application. The idea is that
banking services are accessible through different channels and depending on the
situation, customers can access the service through any channel they wish to
use. For example, if the customers pursue a cross-channel interaction for a pay-
ment cashout process, they can begin an interaction using one channel (Prepare
Cashout at Desktop-PC at home), modify the transaction on their way on a
mobile channel (Edit Cashout via Smartphone), and finalize it at the automatic
teller machine (ATM ). As the described scenario covers different devices with
varying platform properties and interaction techniques, each target platform has
specific needs regarding its UI. Especially the target platform ATM has different
hardware capabilities. In the example scenario, the coupling between Smartphone
and ATM can be established through Authorization via NFC technology or via
the classical way using a banking card (Authorization via Card). For authen-
tification, an eye-tracker is integrated into the ATM where the customer can
enter a password by gazing at predefined password symbols (Authentification
via VisualPin).

Prepare
Cashout

Edit
Cashout

X

Authorization
via NFC

Authorization
via Card

X
Authentification
via VisualPin

Cashout

Desktop-PC Smartphone ATM

Fig. 1. Example scenario

As the motivational example scenario indicates, UI development is a challeng-
ing task due to the trade-off between efficiency and usability: creating different
UIs available across various devices while assuring high usability for heteroge-
neous users.

In the past, model-driven user interface development (MDUID) approaches
were proposed to support efficient development of UIs. Widely studied
approaches are UsiXML [8], MARIA [15], and IFML [3] that support the abstract
modeling of user interfaces and their transformation to final user interfaces.
Although those MDUID approaches increase the efficiency and consistency in
the generation of multiple UI variants, existing usability studies show that com-
pletely automated approaches are not optimal in terms of the quality regarding
the usability of the UI [2].

As usability is an important criterion for user acceptance and user experience
of interactive systems, usability issues have to be taken into account when devel-
oping multiple variants of a UI, especially for a cross-device usage scenario as in
our case. Therefore, a proper investigation of applying MDUID for cross-device
UIs and its impact on the usability of the generated UI is essential to identify
usability problems and determine whether acceptance by the user is given.
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While previous work in the context of usability evaluation of model-driven
UIs covered single- [1] and multi-device [2] UIs, our goal is to investigate the
usability of generated cross-device UIs. In this regard, our analysis focuses on the
usability evaluation of model-driven cross-device UIs and the user’s perception
of the cross-device interaction based on our MDUID approach. By conducting
a usability evaluation experiment with different users, we aim to understand
current limitations of our MDUID approach for cross-device UIs and identify
improvement potential.

The remaining sections of this paper are organized as follows: Sect. 2 presents
our model-driven cross-device UI development approach. In Sect. 3, we describe
the setup of our usability evaluation study and present the main results. Related
work is presented in Sect. 4 and finally Sect. 5 concludes the paper and gives an
outlook on future work.

2 Model-Driven Cross-Device UI Development Approach

In this section, we recapture our approach for model-driven cross-device UI devel-
opment from previous work [17] and show its application for the motivated cross-
channel banking scenario.

2.1 MDUID Approach for Cross-Device UIs

An overview of our model-driven cross-device UI development approach is
depicted in Fig. 2. The model-driven development process for cross-device UIs is
divided into three phases. In the first phase, Modeling, a Domain Model described
as a UML class diagram and an Abstract UI Model based on the Interaction Flow
Modeling language (IFML)2, serve as specification of the data entities as well as
structure, content and navigation needed to characterize the UI in an abstract
manner.

Domain Model
(UML Class 
Diagram)

Abstract UI 
Model
(IFML)

M2T

M2T

M2T

FUI (PC)

FUI 
(Smartphone)

FUI (ATM)

Modeling Transforma�on Execu�on

Applica�on &
Synchroniza�on

Server

DB

Fig. 2. Model-driven cross-device UI development approach

2 http://www.ifml.org/.

http://www.ifml.org/
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The second phase, Transformation, deals with the automated transformation
of the Abstract UI Model to different final UI (FUI ) representations for the
varying target platforms PC, ATM and Smartphone. For this purpose, several
model-to-text transformation (M2T) templates were defined that transfer the
Abstract UI Model to the final UIs.

The last phase, Execution, is dedicated to executing the heterogeneous UI
views on different target platforms. For this purpose, a common UI frame-
work can be used were data is exchanged between different platforms/channels.
In order to support a seamless handover between channels and allowing task-
continuity for the user, our approach includes an Application and Synchroniza-
tion Server, which is responsible for storing and sharing of data (e.g. UI state
or user preferences). The UI state, including entered input data by the users,
is stored and restored, allowing users to move across channels while seamlessly
continuing their tasks.

2.2 Application of the Approach

In the following, we describe how the above described model-driven approach
was applied to the motivated example scenario (see Fig. 1) for generating cross-
device UIs for the cross-channel web application.

Based on the existing IFML Editor Eclipse plugin3, developers are able to
specify the domain and abstract UI model.

In Fig. 3 an excerpt of the specified domain model is shown in form of a UML
class diagram. The depicted domain model covers main concepts and relations
to represent a banking application. In our example case, each User of the cross-
channel banking web application has at least one account. To each account any
number of a BankCard and Transaction are assigned. A transaction includes the
respective attributes like date, amount of money, balance etc. Each transaction
can in turn be detailed in form of a Denomination describing the specific ban-
knotes that are wished to be withdrawn. The enumeration on the right side of
the domain model show possible expressions for certain data types, such as bank
card type or user profile.

After specifying the domain model, we specify the abstract UI model based
on IFML. Figure 4 shows a small excerpt from the IFML model that is character-
izing the UI for our cross-channel banking web application. Essentially, one can
see the abstract UI modeling of the masks for the registration, login, and main
windows. The three main windows themselves contain more elements to enable
a detailed specification of the interaction objects nested therein. For example in
the login window, there is a form “LoginForm”, which in turn has two input fields
(SimpleField) for entering username and password. The LoginWindow contains
also events - (shown in a circle) - such as “Register” or “Log in” for trigger-
ing actions from the business logic (see for example Action “Register”). If you
follow the event “Register” in the login window, the corresponding navigation

3 http://ifml.github.io.

http://ifml.github.io
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User BankCard UserExperience
<<Enumeration>>

AppDesign
<<Enumeration>>

CardType
<<Enumeration>>

- name: String
- username: String
- password: String
- pin: Integer
- device ID: String
- cardNo: String
- experience: UserExperience
- appDesign: AppDesign
- role: String

- name: String
- type: CardType
- cardNo: String

Transaction

- amount: Number
- date: Date
- balance: Number
- description: String

0..*
1

1..*  1..*

- high
- middle
- low
- novice

Denomination

- faceValue: Number
- numberNotes: Number
- total: Number
- dispensable: Boolean

- Standard
- HighContrast
- Minimalistic

- Mastercard
- Visa
- Amex

1
0..*

Account

- name: String
- account: AccountType
- balance: int

1..*
0..*

Fig. 3. Excerpt of the domain model for the cross-channel banking application

edge follows to the registration window. In a similar way, the other masks “Reg-
istrationWindow” and “MainWindow” are modeled to specify the abstract UI
model.

The specified domain model and the IFML model serve as input for our code
generator to transform them to the specific final UIs for the varying platform. For
transforming these models into final web UI views, we implemented an Xtend4

plugin that maps the IFML model elements to specific HTML5 elements. The
Xtend plugin includes different Xtend templates to transfer the IFML source
model into web UIs supporting manifold devices. During the transformation
process, the application’s view is built upon basic components with a custom
look & feel, like buttons, text input fields, dropdown lists, tables, etc. As a
basis for these components, we implemented components based on the HTML5
Web Components5 specification promoted by Google as W3C standard. Our
custom components are sensitive to the application environment they are being
used in (desktop, mobile, ATM) and adapt themselves accordingly. On mobile
devices, for example, buttons are larger and more suitable for touch operation
than on desktop devices. During the execution phase, the generated web views
build up a HTML5/JavaScript single-page application running in a web browser.
It exchanges JSON messages with the back-end server through HTTP/REST.
The back-end server is implemented in JavaScript and uses Node.js6 as its run-
time environment. It is built upon Google’s V8 JavaScript engine also used by
Google Chrome and provides a high-performance runtime environment for non-
blocking and event-driven programming. In order to support task continuity and
4 http://www.eclipse.org/xtend.
5 https://www.w3.org/TR/components-intro.
6 https://nodejs.org.

http://www.eclipse.org/xtend
https://www.w3.org/TR/components-intro
https://nodejs.org
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[L] MainWindow

<<Form>> MainForm

<<ParameterBindingGroup>>

Name-->Name
Username-->Username
Password-->Password

ConfirmPassword-->ConfirmPassword
ChoosePin-->ChoosePin
ConfirmPin-->ConfirmPin

AppDesign-->Design
UserExperience-->Experience

<<Action>> 
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<<DataBinding>> AccountData
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<<Parameter>>Transaction: Array Transaction

<<SimpleField>>Amount: Number Amount

RegistrationWindow

public<<Form>> RegistrationForm
<<SimpleField>>Name: String Name

<<SimpleField>>Username: String Username

<<SimpleField>>Password: String Password

<<SimpleField>>ConfirmPassword: String ConfirmPassword

<<SimpleField>>ChoosePin: Integer ChoosePin

<<SimpleField>>ConfirmPin: Integer ConfirmPin

<<SelectionField>>AppDesign: String AppDesign

<<SelectionField>>UserExperience: String UserExperience
Cancel Reset Confirm

[D]LoginWindow

<<Form>> LoginForm
<<SimpleField>>Username: String

<<SimpleField>>Password: String
Register Cancel Login

ConfirmEntry InitializeOnLoad Denominate
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<<Action>> 
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Username-->Username
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Fig. 4. Excerpt of the IFML model for cross-channel banking application
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transfer application state between devices, the current state name and its asso-
ciated context are saved to the Application & Synchronization Server. Inside a
view controller and prior to saving a state, all context information necessary for
recovery is added to a state-context object. This includes the UI’s view-model,
as well as any other necessary information associated with the current state. To
invoke a previously saved state, the application just needs to retrieve the current
state name and invoke it.

Figure 5 shows the different generated final UIs for our cross-channel banking
web application. To be more specific, the MainWindow for the cash withdrawal
process is shown for each involved device Desktop, Smartphone and ATM.

More technical details regarding the transformation and execution phases can
be found in our previous work [17] where we present used technologies, languages
and frameworks for the generation and execution phases in more detail.

Desktop Smartphone

ATM

Fig. 5. Generated UIs for different device types

3 Usability Evaluation

While the previous section recapitulated our existing solution for model-driven
cross-device UI development and showed its application in the context of a cross-
channel banking application, the main goal of the paper is to analyze the usability
of such a generated cross-device user interface.
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Therefore, in the course of our industrial research project we conducted a
usability test to assess the quality of model-driven cross-device web UIs. The
goal was to evaluate how well or poorly the generated cross-channel banking web
application called “KoMoS” and its user interface performed, and how satisfied
the users were in completing two withdrawal tasks, one based on the classical
way using a single access point on the ATM and one based on a cross-device
usage scenario. In this section, we first describe the setting and procedure of
our usability study. After that, we present the results of our usability study
measured in terms of effectiveness, efficiency and satisfaction as suggested in
ISO 9241-11 [7].

3.1 Setup Usability Study

We set up a usability laboratory at Diebold Nixdorf AG to conduct the usability
test. Figure 6 shows the general setting of our usability lab. The usability test
area contains the involved devices for the cross-device interaction: Desktop-PC,
Smartphone, and ATM. Additionally, there are two cameras that serve to record
the user interaction with the overall system. Camera A focuses the user, to track
user behavior (facial expressions, gestures, etc.) and Camera B serves to observe
the input of the user. Beside the test area, we have a question answering area,
where participants answer an online questionnaire using a tablet after completing
their task.

The test involved 15 persons where we had five participants from Pader-
born Universities (mainly CS students), five employees from Diebold Nixdorf AG
(from different departments like marketing, R&D, etc.) and five elderly persons
where two of them lived in a nursing home. The interaction between the user and
the generated KoMoS banking application was video-recorded and logged. An
instructor and one independent observer participated in the study. The instruc-
tor interacted with the user while the observer took a record of observations and
assisted during the usability test. Users were informed that the usability of the
generated KoMoS banking application was going to be tested to check whether
the system met their needs. No pretask training was scheduled and all of the
participants were going to see the generated application for the first time. The
design of the usability test followed a logical sequence of events for each user
and across tests. The general usability testing procedure was as follows:

– Users were given information about the goals of the test and the setup of the
usability laboratory. They were also informed about the video recording for
analysis purposes.

– Users were given a series of clear instructions that were specific for the test.
They were advised to try to accomplish the tasks without any assistance,
and that they should only ask for help if they felt unable to complete the
task on their own. Users should also use the think-aloud technique while
accomplishing the task, so that possible usability problems could be analyzed.

– Users were asked to complete two different types of tasks. The first task was
to withdraw a predetermined amount of money from the ATM - a classical
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Fig. 6. Usability setting

cashout at the ATM using a bank card and PIN. For this task, the participants
received a bank card with the corresponding PIN. The second task was to
withdraw money based on the cross-device interaction scenario, so the users
had to start preparing a cashout at the Desktop-PC, edit the cashout at the
smartphone and finalize it at the ATM. For avoiding a possible ceiling effect,
there was no time limit to complete the tasks.

– Users were then asked to fill in an online questionnaire after completing the
last task. This questionnaire is arranged in a hierarchical format and con-
tains: (1) a demographic questionnaire which is used to confirm their age,
job description and gender. They also scored their attitude towards technol-
ogy usage and especially their experience with the involved device types. (2)
several measures of specific interface factors based on the IsoMetrics ques-
tionnaire [4] for the evaluation of graphical user interfaces (ISO 9241/10).
Each item of this questionnaire is rated on a scale from one to seven with
positive statements on the right side and negative statements on the left side.
Additional space that allows the users to make comments is also included in
the questionnaire. (3) Additional specialized questions regarding cross-device
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interaction and usage of eye-tracking were incorporated in the questionnaire
to assess the specific details of the KoMoS banking scenario.

– After finishing the test, users and the instructor had the possibility to talk
about their experience and exchange ideas about lessons learned. Users were
given a small reward for their participation.

3.2 Results of the Usability Study

In this section, we discuss the results and findings of the usability study regarding
the criteria effectiveness, efficiency and satisfaction.

Effectiveness. Effectiveness relates the goals of using the product to the accu-
racy and completeness with which these goals are achieved [7]. It was measured
using the following measures proposed in the Common Industry Format (CIF)
[16] for usability tests: the completion rate and the frequency of assists. The com-
pletion rate is the percentage of participants who completed each task correctly.
The frequency of assists is the number of times that the instructor assisted the
participant. Regarding effectiveness our usability study showed that each par-
ticipant except one older woman (with the age of 86 and big vision problems)
was able to complete both tasks. In some few cases the instructor had to give
some smaller hints to complete the task: for example that the cashout prepa-
ration step was successfully accomplished and that the participant could move
to the next step at the ATM or if the participant was unsure about the input
possibilities a small hint was provided that input via eye-tracking or pin pad was
possible. Nevertheless the assisted completion rate for both tasks was 14 out of
15 participants.

Some observed usability problems regarding effectiveness:

– Layout/Design: The denomination dialogue which supports the selection of
specific banknotes during the withdrawal process was not intuitive for all
users. Some of the elderly participants for example clicked directly on the
banknote symbols (which were inactive by construction) instead of the “+”
Symbol for selecting specific banknotes. Furthermore the structure of the
menu was not optimal for some users. Although the most important functions
were directly accessible, some participants needed more time to get used to
the menu and the different button types which were used in the KoMoS
banking application.

– System Feedback: The participants missed at some points in the system dialog
feedback from the system which helps them to know about the next steps.
For example, some of the users were not sure after preparing the cashout on
the smartphone if they have finished this task. Furthermore, the users wished
feedback on possible input techniques. As we have different input methods
(Pin-Pad, Touchscreen and Eye-Tracker on the ATM) they were not sure
when to use which input method.
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– Difficulty with operating the application via eye-tracking: The users were not
familiar with controlling an application via eye-tracking. So different questions
arose: Where can one look without causing a wrong entry? How long I have
to gaze at a specific UI element (symbol) to select it?

Efficiency. Efficiency relates to the resources expended in relation to the accu-
racy and completeness with which users achieve goals [7]. For the evaluation of
the efficiency, the required time for the different two tasks was measured. Table 1
shows a comparison between the needed time for accomplishing both tasks. For
accomplishing the classical cashout process using the generated KoMoS bank-
ing application only on the ATM, the participants needed approximately 64 s in
average. Compared to this reference scenario the completion of the task in the
cross-device scenario takes approximately 135 s in average. In this regard, we
should notice that the classical cahout process is a common known activity for
all participants (although the used app is new). In contrast, most of the users
were not very familiar with the cross-device scenario where different devices and
interaction techniques were involved. Nevertheless, in the cross-device scenario
we can observe that the needed time for finalizing the withdrawal process at the
ATM takes only approximately 46 s in average since the transaction has been
already prepared on the smartphone. The majority of the overall time with 135 s
in average was needed for preparation at the smartphone (89 s in average). Thus,
the stay at the ATM is reduced by about 25% by a cross-device interaction com-
pared to the classical ATM cashout process. If we imagine that the preparation
of the transaction on the smartphone is done in an idle time, this can be seen
as a time saving.

Table 1. Efficiency: Comparison between ATM reference scenario and Cross-device
scenario

Scenario ATM Smartphone Total

Reference (ATM-only) 64 s - 64 s

Cross-Device 46 s 89 s 135 s

Satisfaction. Satisfaction is defined as freedom from discomfort, and positive
attitudes towards the use of the product [7]. For the evaluation of the satisfaction
criteria, we measured and analyzed the questionnaire answers of the participants.
As depicted in Fig. 7 the evaluation of the satisfaction criteria shows a positive
feedback of the participants regarding the generated UI of the KoMoS banking
application. In total average, the interaction with the UI received the score 5,2
out of 7 which is quite acceptable. While, participants especially honor the crite-
ria like ease-of task handling, learnability or liquid usage across different device
types, they also point out that some aspects like system feedback, personaliza-
tion and adaptability are not optimally solved through the generated UI of the
KoMoS banking application.
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Fig. 7. General usability results regarding satisfaction criteria

The second part of the questionnaire covers specific aspects about the cross-
device baking scenario. In this regard, user’s satisfaction of the generated UI
regarding authorization via card vs. smartphone (NFC), authentification via
PIN vs. Eye-Tracking and the device switches were assessed based on questions.
Figure 8 shows that there are not big differences in the authorization via card or
smartphone regarding comfortability and quickness. However, the participants
honor authorization via smartphone (NFC) as more hygienic. In contrast to
that, classical authorization via bank card is perceived as more secure by the
users. Regarding the both authentification types, the classical solution based on
PIN entry is seen as more quick but rather unhygienic, while the Eye-tracking
authentification takes longer but increases the satisfaction regarding hygiene as
the users do not have to touch the Pin-Pad.

In summary, the usability evaluation results show that cross-device UIs auto-
matically generated based on our model-driven approach are accepted by the
majority of the users. The high rate of effectiveness for both tasks indicates that
it is possible to automatically generate the UI for a cross-channel application
scenario with the needed functionality. However, detailed feedback regarding
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satisfaction and user comments also show that there is improvement potential.
Especially the aspects layout design, system feedback, personalization and adapt-
ability show potential for further improvements. In this connection, existing
model-driven UI development approaches have to be incorporated with explicit
modeling and transformation techniques for better supporting user assistance
and adaptation.

4 Related Work

In recent years, a number of approaches have addressed the problem of UI devel-
opment for multi-device and cross-device user interfaces. While there are several
existing approaches in this direction, the number of usability evaluation stud-
ies focusing on UIs generated based on a model-driven approach is limited to
a few examples. In this section, we especially review prior work that explores
the development of multi-/cross-device user interfaces and usability evaluation
of model-driven user interfaces.

4.1 Multi-/Cross-device UI Development Approaches

The development of multi-device UIs has been subject of extensive research
[13] where different approaches were proposed to support efficient development
of UIs for different target platforms. Model-based and model-driven UI develop-
ment approaches were proposed to create multi-device UIs based on the transfor-
mation of abstract user interface models to final user interfaces. Widely studied
approaches are UsiXML [8], MARIA [15], and IFML [3] that support the abstract
modeling of user interfaces and their transformation to final user interfaces.

Previous work by the research community has also covered concepts and
techniques for supporting the development of cross-device user interfaces. One
of the concepts here is called UI migration, which follows the idea of transferring
a UI or parts of it from a source to a target device while enabling task-continuity
through carrying the UI’s state across devices. In [14] for example, the authors
present an agent-based solution to support migration of interactive applications
among various devices, including digital TVs and mobile devices, allowing users
to freely move around at home and outdoor. The aim is to provide users with
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a seamless and supportive environment for ubiquitous access in multi-device
contexts of use. A more recent model-based approach which allows designers
and developers to specify how to distribute interfaces at various granularity
levels, ranging from entire user interfaces to parts of single interactive elements
is presented in [10]. This solution includes run-time support for keeping the
resulting user interfaces synchronized and customization tools that allow end
users to dynamically change how the user interface elements are distributed
across multiple interactive devices in order to address unforeseen situations.

In the case of web applications, most solutions rely on HTML proxy-based
techniques to dynamically push and pull UIs [5]. An extension of this concept
is presented in [12], where the authors propose XDStudio to support interac-
tive development of cross-device UIs. In addition, there is also existing work
on the specification support for cross-device applications. In [20] for example,
the authors present their framework Panelrama which is a web-based framework
for the construction of applications using distributed UIs. In a similar work [6],
the authors present Conductor, which is a prototype framework serving as an
example for the construction of cross-device applications.

4.2 Usability Evaluation Approaches

Due to the low number of usability evaluation studies existing for model-driven
UIs and different scope of analysis criteria, it is very difficult to make comparisons
among the existing usability evaluation approaches. In earlier work, Chesta et al.
evaluated a multi-platform user interface generated by TERESA [11] according
to several criteria: tool interface (intuitiveness, learnability), tool functionali-
ties (completeness, developer satisfaction), final product obtained by employ-
ing the tool (user satisfaction, maintainability and portability), and approach
cost/effectiveness (development efficiency, integrability). Their results suggest
that the usage of the MDE approach improved some of these metrics compared
to a manual approach where the user interface is manually produced.

Abrahao et al. [1] conducted an experimental study testing the usability of
user interfaces that were automatically produced by MDE techniques. Based on
their usability evaluation study the authors were able to identify main usability
problems for the generated user interface. They argue that valuable feedback
based on such experimental studies can be used to improve the used models and
their transformation to final UIs. In this context, they also underline the concept
of usability proven by construction as the insights from the usability study can be
used for defining design guidelines or anti-patterns for developing highly usable
UIs.

A further usability study for multi-device UIs generated by MDE techniques
was presented by Aquino et al. [2]. The authors describe an MDE approach that
generates multi-platform graphical user interfaces (e.g., desktop, web) that are
subject to an exploratory controlled experiment. The usability of user interfaces
generated for the two mentioned platforms and used on multiple display devices
(i.e., standard size, large, and small screens) were examined in terms of satisfac-
tion, effectiveness and efficiency. The results of the paper suggest that the tested
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MDE approach should incorporate enhancements in its multi-device/platform
user interface generation process in order to improve its generated usability.

While above mentioned approaches focus on the usability evaluation of gen-
erated UIs for single or multi-device platforms, our goal is to analyze usabil-
ity of generated UIs across different devices. Therefore we especially take into
account the perception of the users regarding the cross-device interaction. A
similar usability evaluation approach to our study is presented in [9] where the
authors introduce a cross-platform usability analysis model. While this approach
provides a conceptual framework for analyzing usability of cross-device UIs, it
does not focus on generated UIs using MDE techniques and also do not provide
an experimental study in this regard.

5 Conclusion and Outlook

In this paper, we presented a usability study for cross-device user interfaces that
were automatically generated based on a model-driven approach. We conducted
a usability test with 15 different users based on a cross-channel banking web
application to analyze strength and weaknesses in the usability of the generated
cross-device UIs regarding effectiveness, efficiency and satisfaction. The usability
evaluation results serve as an indicator to identify usability problems and can
be used to further improve the existing model-driven UI development approach
that was applied.

In ongoing work we are focusing on the usability evaluation of adaptive UIs
that have been promoted as a solution for context variability due to their ability
to automatically adapt to the context-of-use at runtime. Therefore, we have
established a model-driven engineering approach [18] for adaptive UIs including
an authoring environment [19] and design a suitable usability evaluation method
for adaptive UIs.
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Abstract. Goal of this paper is to investigate usability and user experience
(UX) of a touch-based control of user interfaces that the user can not directly
interact with. An example is a user controlling the television screen via a touch
interaction on the remote control, or the driver of a car using touch to control the
input on the steering wheel for the middle-console screen.
Based on a controlled within subject experiment investigating touch based

interaction with and without a haptic mark we replicate findings on usability that
it is significantly faster to complete a task with haptic marks on the touch area
than without haptic marks. For user experience the dimensions of pragmatic
quality and attractiveness were rated higher for touch input with a haptic
landmark. The variation of user interface animations for target selection did not
have a significant impact on user experience, showing that the tactile feedback is
the most prominent factor to determine user experience.
The contribution concludes with a discussion how replication of studies must

become part of user-centered design and development processes to handle the
threat of outdated research due to technology change.

Keywords: User experience � Absolute touch input element � Usability
Automotive � Interactive TV � Remote control

1 Introduction

Figure 1 shows an example of absolute indirect touch interaction: When changing the
TV channel on the remote control, the area the user touches corresponds to the area on
the user interface: if the finger is in the upper left corner, the upper left corner on the
screen is selected. Once the finger is moved to the right one step, the corresponding
element in the grid is selected. Using a haptic mark on the touch area allows the user to
feel the position, without the need to look at the touch area. The finger position in this
interaction is absolute, as moving one step to the right, moves one step to the right on
the screen. The interaction itself is indirect as, evidently, the user is not touching
directly the user interface, but touches the touch area of the control grid, to have an
effect in the user interface.
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The problem is that as touch technologies are changing and improving, it is
important to verify if enhancements in the technology as well as the material still lead
to the same impact on usability and how such novel touch concepts are perceived in
terms of user experience (UX).

Main research question was to understand if usability effects like improvement of
time taken for the completion of the task still holds, and what type of user experience is
associated to such an interaction. In terms of UX enhancement a set of animations was
investigated looking for possible improvements of UX. A controlled experiment was
performed to answer these questions.

In the following, the article shows the current state of the art on touch interaction
(that is indirect and/or absolute) in terms of usability. Then the method is described,
followed by results and a discussion of the results. The article concludes by a more
general discussion on how to change user-centered design and development processes
to take into account the replication of findings based on technology change.

2 Related Work

2.1 Using Touch for Controlling User Interfaces via a Distance

Direct touch interaction on a screen is becoming a de-facto standard for interactive
systems like mobile phones or tablets. While touch interaction with direct and
immediate feedback on the area you touched is taken up quickly, the usage of touch to
control elements on a distant screen is perceived as less usable [17]. While usability
seems to be lower, industry [32] claims that using touch elements as control elements
for interaction on a distant screen enhances user experience. Such elements of (tech-
nological novel) touch input for distant screens is currently considered for in-car
systems for secondary driving tasks, for in-home applications like interactive TV and
even for aircraft cockpits.

Fig. 1. The touch interaction element on a remote control (left) or on a driving wheel (middle).
If the finger is positioned on the orange area, the related element on the screen (right, green
arrow) is highlighted. When pushing the area, the item in the user interface is selected. (Color
figure online)
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The traditional solution for any task including navigation, selection, or in general
interaction with a visual display from a distance are buttons, knobs or sliders [32].
A recent trend is the incorporation of touch as means of interaction, ranging from using
tablets to interact with large displays [1] to incorporating touch elements in cars,
especially for secondary tasks while driving [34]. Touch interaction for distant screens
or displays is different from the direct touch interaction known from mobile phones,
tablets or touch screens, as the touch input is performed on an area dissociated from the
output area, typically a distant screen.

For touch interaction on a distant screen there are in general two ways to map the
user input to the movement on the distant screen: absolute and relative. Absolute
mapping is defined as a homothetic correspondence between the position of a contact
on the input surface and the position of an object on the output display [12]. In other
words, it is a position-to-position and velocity-to-velocity mapping between the input
and output device [18]. In contrast, relative mapping/pointing is the correspondence of
the displacement on the input surface and the displacement of an object on the output
display. It generally involves a non-linear transfer function to support fast movements
over large distances and precise interactions with small objects [12]. Absolute pointing
is claimed to be easier to learn [18], and to be more natural and convenient; however,
absolute pointing also has disadvantages.

Absolute pointing could lead to parallax error [4], or perception error due the
apparent shift of the interaction area against a background when the observer position is
not aligned with the device. It could also lead to occlusion effects - when interacting,
the finger, hand and/or arm can hide a part of the output device and can even totally
occlude small targets [33]. Forlines et al. [11] report that absolute touch interaction is
uncomfortable on large displays and/or during long use. Relative pointing is said to be
less natural than absolute pointing and more difficult to learn, but on the contrary it
allows speeding up the interaction as different transfer functions can support movement
over longer distances [12].

Touch as interaction technique to interact with user interfaces on distant screens has
been discussed controversially for different application domains, including the televi-
sion [32], automotive [30] or aeronautic [15] domains.

Compared to other types of interactions, e.g. input elements like knobs, sliders or
other forms with haptic feedback, a set of disadvantages is reported for touch
interactions:

• Touch misses the dimension of immediate haptic feedback [37].
• Touch was reported to be less efficient [32] for selection and navigation tasks.
• Touch was reported to be less effective [32] for selection and navigation tasks.

On the other hand, touch interaction is increasing user experience, especially the
overall hedonic quality and the user’s need for novelty in a product or novelty of an
interaction technique, compared to standard interactions like buttons [32].

2.2 Absolute Indirect Touch

Absolute indirect touch is the use of one-to-one mapping between a separated touch
input device and a distant display.
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Norman & Norman [25] compared the use of a Nintendo Wii Remote for a
selection task in three different conditions. The first condition was absolute pointing
using an infrared camera to detect the movement, the second one was stabilized
absolute pointing using the camera coupled with a 6-axis accelerometer, and the last
one was relative pointing using only the gyroscope. They conclude that the advantage
of absolute pointing compared to relative pointing is its intuitiveness. However, in their
study relative pointing showed better performance and users preferred relative pointing
to absolute pointing. The intuitiveness stems from the direct mapping users learn
during all their live. König et al. [18], who proposed a precision enhancing technique
for absolute pointing devices, confirm the hypothesis that absolute pointing is a more
natural and more convenient pointing experience, as it provides easier hand-eye
coordination compared to relative pointing. However, König et al. pointed out the
common problem shared by all absolute indirect pointing approaches, which is the
missing precision - especially when using high resolution displays.

Gilliot et al. [12] investigated the influence of form factors on absolute indirect-
touch pointing performance in two studies. In the first one, they compared two different
screen sizes (196 � 147 mm, 66 � 50 mm) and two visual conditions (looking at the
input device, not looking at the input device). They found that users get better per-
formances when they can look at the input surface, and that scale does not affect user
performance. In the second experiment, they compared several aspect ratios between
the input and the output device, and they conclude that the same aspect ratio leads to
better performance.

Pietrosek and Lank [31] investigated spatial correspondence between a smartphone
screen and a projection screen to select targets. They investigated two different con-
ditions. In the first one, the desired target was displayed on the projection screen and on
the smartphone screen, while in the other condition the desired target was only dis-
played on the projection screen. They found out that error rate was 3.5% (of screen
width) when the target was mirrored on the smartphone screen, while it doubled to
around 6% when the target was only displayed on the distant screen.

Palleis and Hussmann [28] explored the effect of touch indirectness on spatial
memory and navigation performance in a 2D panning task. Comparing direct absolute
touch to indirect absolute touch, they found out that spatial memory performance is not
decreased by a spatial separation of touch input gesture and visual display, and also that
decreasing the size of the input surface increases navigation efficiency.

For the automotive domain, Sheik-Nainar et al. [34] compared three different touch
interaction techniques for target selection for drivers in cars: direct absolute pointing,
indirect absolute pointing and indirect relative pointing. Their study revealed compa-
rable performance for absolute indirect touch and absolute direct touch in terms of
efficiency, effectiveness, distraction, and user preferences. Compared to relative indi-
rect input, absolute indirect input showed better performances, lower distraction and
higher user ratings.

For interaction with large displays the ARC-Pad [22] is an indirect interaction
technique for interacting with large displays using a mobile phone’s touchscreen. It
combines absolute and relative pointer positioning. Tapping with ARC-Pad roughly
positions the cursor to the corresponding location on the distant screen, using an
absolute mapping. Then the user can adjust the cursor location by sliding her finger on
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the touchscreen, using a relative mapping. This technique reduces clutching by half
compared to a cursor acceleration technique.

2.3 Tactile and Visual Feedback in Touch Interaction

Bruke et al. [6] compared the effect of visual-auditory and visual-tactile feedback on
user performance in a meta-analysis of 43 studies. They selected studies that reported at
least one comparison between single modes and multimodal combinations, and that
reported a measure of error rate, reaction time, and/or performance score outcome.
They found that visual-tactile feedback provides a significant advantage over using a
visual-only feedback system, and that visual-tactile feedback is particularly effective
when multiple tasks are being performed, and under normal workload condition.

Another finding of this meta-analysis is that while multimodal feedback seems to
enhance performance, improving performance scores and reducing reaction times, it
has little or no effect on error rate.

Pasquero and Hayward [29] investigated the use of tactile feedback in the task of
scrolling through a long list of items. They conducted a study with two different
conditions - in the control condition, no tactile feedback was provided, while in the
experimental condition, a short tactile feedback was provided when the user moves
from an item to another, and a longer tactile feedback was provided every 10 items.
They measured the frequency at which users needed to look at the screen. They
observed an average reduction of 28% in the number of glances that the users required
to complete a task with tactile feedback compared to the number of glances that the
users required to complete a task without tactile feedback.

Treskunov et al. [36] investigate how haptic feedback affects the user experience of
a touchpad-based television remote. They conducted two user studies with two haptic
prototypes. A pilot study with eight users, employing smartphones to simulate a
directional touchpad, revealed that users preferred enabled haptic feedback. Encour-
aged by the results, they conducted a second study. In this study they use a touch
remote control coupled with a Linear Resonant Actuator on the back of the remote.
They compared three haptic conditions (5 ms, 25 ms, No Haptic). They did not find
significant effects on time, error, or ratings. However, at the end of the study users were
asked to choose which haptic condition they preferred, and although some participant
did not make any distinction between the 5 ms and the 25 ms conditions, eight of the
nine participants preferred haptic feedback over no haptic feedback.

HaptiCase [9] is an interaction technique for smartphones that provides back-of-
device tactile marks that users sense to estimate the position of her finger in relation to the
touchscreen. By pinching the thumb to a finger at the back, the finger location is trans-
ferred to the front as the thumb touches the touch screen. The study revealed that users
were more accurate for eyes-free indirect typing with HaptiCase compared to having no
tactile marks. The second study investigated the impact of tactile targeting on visual
targeting, when both targeting strategies are combined. Users where both faster and had a
lower offset to the target when being able to look at the input device compared to when
they could not look at the input device. Guerreiro et al. [13] attached tactile marks on
mobile devices’ touch screens to guide blind people’s interactions. It showed positive
effects on the acquisition of targets on screen, and it was perceived as helpful by users.
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2.4 Animations

Early work by Disney [35] shows that Animations affect user experience in general.
Chevalier et al. [8] revisited the pioneer work of Baecker and Small [2] about the place
of animation in interfaces. They concluded that user experience is the most important
aspect for using animations. Merz et al. [23] investigated how different animation
principles for animated transitions in mobile application influence the perceived user
experience. They conducted a pilot study in which they compared three different
animation styles: slow in and slow out, exaggeration, and linear. The results of this
pilot study showed a tendency that animation style could affect the perception of UX.

2.5 Research Overview

Table 1 gives an overview on current literature related to the dimensions absolute and
relative mapping, direct and indirect mapping and is complemented by the categories
visual feedback, tactile feedback and animation. As highlighted with checkmarks, the
contribution of this article is to understand how a combination of absolute indirect touch
input with visual feedback and/or haptic feedback influences usability, and especially
the overall user experience, as this dimension is not explored in the current literature.

3 The Problem of Touch Interaction with Haptic Marks

To support absolute touch interaction in situations where the screen is out of reach for
the user, we developed a touch interaction element with haptic marks that can be
applied in various contexts and domains, e.g. as an interaction element in the car to

Table 1. Overview on the state of the art summarizing contribution on touch research for
usability and user experience. The highlight marks the contribution area of this article

256 R. Bernhaupt et al.



control secondary tasks while driving, in a cockpit for tasks where the pilot cannot
reach the screen, or for standard applications like TV to be included in a remote control.
Figure 1 shows some possible usages of such an absolute touch interaction element
with haptic feedback.

Contrary to absolute touch elements mapping the touch input to the user interface
one to one (1:1), this touch interaction element has a number of fixed areas that can be
varied depending on the constraints and necessities for the different domains, mapping
the area on the touch input field absolute to the fixed area on the user interface. The
number of elements on the touch input depends on the application area. For tasks with
high cognitive load and risk, like in cars [34], there are only 3 � 3 fields, while for
areas with less cognitive load, or more entertainment oriented applications like the TV
or interactions on large screens, there are more fields (e.g., 4 � 3, 3 � 4, or larger), see
also Fig. 1.

The haptic marks support the user in achieving their goals by offering the oppor-
tunity to use them without having to look at them, as the haptic marks can easily be felt
with the fingertips. As opposed to a flat touch area where the user has to evaluate the
position of the pointer on the distant screen constantly, the haptic marks support ease of
use, efficiency, and effectiveness by providing unobtrusive haptic feedback on the
touchpad and simplify target acquisition on the distant screen.

General goal of this research is to focus on touch interaction as an input for distant
displays, such as television screens, car displays or aircraft displays. Put simply, we
aimed to investigate whether haptic feedback (“to feel”), visual feedback (“to see”), or
a combination of both are more important to the user, and how this affects usability and
UX.

3.1 Research Question and Hypothesis

The research questions were the following: (1) How does the presence or the absence
of haptic marks influence usability of the system and affect user experience? And
(2) How does the presence or absence of animated visual feedback influence the
usability and the overall user experience?

Hypothesis 1 (flat vs haptic marks): There is a significant difference in terms of
usability (efficiency, effectiveness, satisfaction) and user experience (naturalness, aes-
thetics, hedonic and pragmatic qualities) when using the flat touch interaction input
element compared to using the touch interaction element with haptic marks.

Hypothesis 2a (visual feedback/no feedback): There is a significant difference in
terms of usability (efficiency, effectiveness, satisfaction and naturalness) and user
experience (naturalness, aesthetics, hedonic and pragmatic qualities) when using a
system with animated visual feedback compared to using a system without visual
feedback.

Hypothesis 2b (visual feedback with three different curves): There are significant
differences in terms of user experience (naturalness, aesthetics, hedonic and pragmatic
qualities) when using a system with animated visual feedback that uses ease in com-
bined with easy out, a linear curve or only easy out.
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3.2 Method, Participants and Procedure

A within-subject design was performed with 16 participants. The experiment consisted
of two parts: in the first part of the experiment, the independent variables are the remote
control and the feedback condition, while in the second part of the experiment, the
independent variable consists of the type of animation used (cf. Tables 2 and 3). Both
parts of the experiment collected data about usability and user experience metrics using
measures through observation and logging, standard questionnaires, short semi-
structured interviews upon completion of conditions, as well as short interviews at the
end of the experiment.

Sixteen participants (14 male and 2 female), aged from 21 to 25 years (mean = 23,
SD = 1.41) took part in the study. The sample was a convenience sample recruited via
Facebook, mailing lists and personal contacts. In order to avoid biases caused by a
missing familiarity with touch interaction, we recruited young people, as they are more
likely familiar with touch interaction. All participants use a touch device at least several
times a week, and own either a smartphone or use a tablet at home. All of the participants
were right handed, with normal or corrected to normal vision, and no participant indi-
cated to be color blind. Daily TV consumption ranged from no TV usage to up to 4 h – 2
participants indicated to never watch TV (12.5%), 6 participants watch less than 30 min
a day (37.5%), one participant up to an hour (6.3%), 4 participants up to two hours
(25%), one participant up to 3 h (6.3%), and 2 participants up to 4 h (12.5%).

Table 2. Conditions for the first part of the experiment based on the two independent variables

Independent
variables

Values Descriptions

Type of
touchpad

With haptic marks 12 distinct debossed areas
Flat No distinction between the areas, flat touch area

Visual feedback With visual
feedback

Highlighting of tiles on touch. Downscaling of
tiles on press.

Without visual
feedback

Control Condition

Table 3. Second system’s independent variables & values for the second part of the experiment

Independent
variable

Values Descriptions

Animation
curve

Ease In /
Ease Out

Animation is slowed down at the beginning and the end,
and sped up in-between

Linear Speed of the animation is constant the entire time
Ease Out Animation will speed up at the beginning and slow down

at the end
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The daily smartphone usage ranged from no usage to more than 4 h a day – one
participants stated to not use a smartphone (6.3%), 2 participants use it up to an hour
(12.5%), 4 persons use it up to 1.5 h a day (25%), another four persons use it up to 3 h
(25%), while one person uses it up to 4 h (6.3%). Finally, 4 persons indicated that they
use their smartphone for more than 4 h every day (25%).

3.3 System Information

In order to evaluate the touch element with haptic marks, two remote controls where
produced: one included a standard touch interaction pad, while the other included
haptic marks. Figure 2 shows the two remote controls used in the experimentation. The
driver software for both remote controls is identical, and both touch areas, regardless of
the haptic marks, send information in a 12 byte array (for a 3 times 4 grid). Each byte
indicates how close the finger of the user is to the sensor on a scale from 0 to 255 for
the given area – this allows interpolating the position of the user’s finger on the touch
grid. The only difference between the two remote controls is that the sensors of the flat
touch area are slightly more sensitive to account for the differences in the height of the
touch area without the recessed haptic marks: this implies the same sensor sensitivity
for both remote controls.

The user interface prototype consists of a page with 12 tiles (4 columns, 3 rows).
During the experimentation dots appear pseudo randomized on the tiles. Users have to
click on the corresponding area of the remote to select the indicated tile. Correct
selections are indicated with a green checkmark, incorrect selection with a red cross on
the item. Figure 3 shows the user interface for the different conditions.

Fig. 2. Touch interaction element with haptic marks integrated in a remote control (left) and
without haptic marks (right)
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For the second part of the experiment, the user interface (UI) consisted simply of
twelve areas with a set of TV channels (see Fig. 4 below) and images simulating a TV
channel displayed in the background.

3.4 Material

In the first part of the experiment, two versions of the prototypical UI were tested in
order to provide two different feedback types for the condition that offers visual
feedback within the user interface. The condition with feedback offered two visual
clues for the interaction, which were a highlight of the corresponding tile in the UI
when an area of the remote control was touched, as well as a temporary downscaling of
the corresponding tile in the UI when an area of the remote control was pressed. The
condition without feedback did not offer this visual feedback.

The tiles in the UI have a square shape and occupy the maximum space on the
screen, taking into account the gaps at the border and between two tiles (see Fig. 3).

The background of the prototype is medium gray, the tiles are black with a different
opacity whether they are highlighted or not, and the dots are white. This choice of color
was made to avoid any biases related any types to color blindness. The contrast
between the dot and a tile is important (above 50%) even if the tile is selected.

For the second part of the study, the UI only changed in terms of animations used
(see Table 3). A variation of the remote control with haptic marks was used, enhanced
by two buttons (left/right) that allowed changing pages within the grid.

Fig. 3. User Interface with correct selection (left) and incorrect selection (right)

Fig. 4. User interface with twelve areas showing TV channels
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The experiment was conducted in a usability lab that resembles a living room. The
room is equipped with a 40 inch TV with 4 k resolution, two sofas, and a coffee table.
Two cameras recorded each session, one behind the user to have an ‘over-the-shoulder’
view of the interaction with the remote control and capture the use of the remote
control, and the second one below the TV in front of the user to capture the facial
expressions and posture of the user. The prototypical user interfaces used in the study
were running on a small form factor computer behind the television to give the par-
ticipants the impression that they are using a normal TV with a set-top box.

The experiment started with an introduction about the general goal of the study,
followed by a demographic questionnaire that investigated the media consumption
habits of the participants and a short pre-interview. Subsequently, participants were
introduced to the user interface, and were asked to perform tasks – the selection of dots
on the tiles of the UI for the four experimental conditions in the first part of the
experiment, and the selection of specific channels in the UI for the three experimental
conditions in the second part of the experiment. The experiment used a within-subjects
design, where each participant evaluated all four conditions for remote control and
feedback in the first part of the study, and the three different conditions for the ani-
mations in the second part of the study. Condition order was randomized and coun-
terbalanced within the sample, and each evaluation sessions lasted about 45 min.

For each task in each condition, task completion rate, task completion time, and
number of errors were collected. After each condition, participants were asked for
ratings regarding the ease of use of the system, how comfortable it is to use the system,
how natural the use of the system was perceived by the user, how accurate the remote
control was perceived, how smooth the interaction with the system was, how
responsive the system was, and how pertinent and suitable the animations were for the
given tasks. Additionally, the participants were filling in the SUS [5] questionnaire and
the AttrakDiff questionnaire [16] after having completed the tasks for each condition.

After the two parts of the experiment, participants were asked which remote con-
trols they preferred in terms of usage and in terms of design, as well as which one they
perceived as more accurate in a closing interview. Test subjects did not receive any
compensation for their participation.

Tasks
The selection task in the first part of the experiment consisted of a sequence of 24 dots
that were randomly appearing on one of the 12 tiles of the user interface (two dots per
tile per condition) that the participants needed to select as fast and as precise as
possible. The procedure was repeated for each of the four experimental conditions
(without visual feedback, and without haptic feedback (1); without visual feedback, and
with haptic feedback (2); with visual feedback, and without haptic feedback (3); and
with visual feedback, and with haptic feedback (4)).

The selection task in the second part of the experiment consisted of a sequence of
eight channels that the user needed to select one after the other, again as fast and as
precise as possible. The procedure was repeated for each of the three experimental
conditions of the second part of the experiment (Ease In and Ease Out animation;
Linear animation; Ease Out animation only).
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4 Results

The data of the two parts of the experiment was analyzed with respect to the experi-
mental conditions and the underlying research hypotheses.

4.1 Impact of Haptic Marks and Visual Feedback on Usability

Usability: Task Completion Time
Haptic marks on the remote control have a significant influence on users’ performance:
when using the remote control with haptic marks, users were faster in terms of task
completion (flat: mean = 00:02.29; haptic marks: mean = 00:01.30) which is statisti-
cally significant: a Mann-Whitney test indicated that task time was significantly faster
for the remote control with haptic marks (Mdn = 00:01.00) than for the flat remote
control (Mdn = 00:01.30; U = 194823,5 p = .000).

Providing visual feedback increases the task completion time from 00:01.55 to
00:02.03. A Mann-Whitney test indicated that task time was significantly faster for the
No-Feedback condition (Mdn = 00:01.00) than for the Feedback condition (Mdn =
00:01.30; U = 206449, p = .000).

This is in line with previous findings that people tend to wait until the visual
feedback is over, but feedback is important for such types of tasks in case of inter-
ruptions [6].

Usability: User Ratings of the Interaction
Haptic marks do furthermore significantly influence users’ ratings and perceptions on
the following dimensions: perceived speed, perceived likelihood for errors, perceived
difficulty, comfort, naturalness, accuracy, smoothness and responsiveness. Table 4
gives an overview on these results.

Usability: Impact of Visual Feedback
The Feedback/No Feedback condition yielded significant results for perceived comfort
(Mdn: 3 for no-feedback; Mdn: 2 for feedback), perceived naturalness (Mdn: 2 for no-
feedback; Mdn: 1.5 for feedback), as well as pertinence of the animation (Mdn: 2.5 for
no-feedback; Mdn: 1.0 for feedback), where the scale was ranging from 1 being best to
5 being worst. Additionally, also attractiveness scored significant results (Mdn:.71 for
no-feedback; Mdn: 1.0 for feedback) on a scale from –3 (worst) to +3 (best).

The Feedback/No Feedback condition did not yield significant results for speed
feeling, error rate feeling, perceived difficulty, perceived accuracy, perceived
smoothness, perceived responsiveness, success percentage, and both hedonic quality
identification as well as stimulation.

Interaction Effects
There was no statistically significant interaction effect between the feedback condition
and the type of remote control used on the combined dependent variables, F(14,
47) = 1.390, p = .196; Wilks’ K = .707.
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4.2 Impact of Haptic Marks/Visual Feedback on User Experience

User Experience
A Kruskal-Wallis H test showed that there was a statistically significant difference in
pragmatic quality as well as attractiveness between the different study conditions.
No difference has been observed in the variables for perceived smoothness, perceived
responsiveness, hedonic quality – identification, as well as hedonic quality - stimulation
between the different study conditions (see Fig. 5 for AttrakDiff metrics for the dif-
ferent study conditions).

4.3 Impact of Animation Type

Statistical analysis compared usability and user experience metrics of the different
animation conditions of the second part of the study. There were no significant dif-
ferences in the scores for the usability and user experience metrics between the con-
ditions ‘Ease In /Ease Out’, ‘Linear’, and ‘Ease Out’, except for error count between
the ‘Linear’ and the ‘Ease Out’ condition which was significantly higher for the
‘Linear’ condition – Mann Whitney U = 88, N = 32, Z = -2.104, p = .035, r = .37.
These results might also be biased by channel logos unfamiliar for the user, as most of
the time, errors were related to confusing channel logos.

4.4 Final Interview

In the closing final interview, twelve of the sixteen participants stated they preferred the
remote control with the haptic marks (75%), while four participants stated to prefer the
flat remote control (25%).

Users were also asked whether they have perceived a difference between the test
sessions of the second part of the experiment, where only the animation types changed
between the tasks. The majority of participants (10 persons) indicated that they did not
recognize differences, while 6 persons stated they perceived differences. The differ-
ences that the users observed were related to the speed (4 persons), the fluidity (1
person), and the change of the page on the UI (1 person).

Table 4. User ratings: mean value with/without haptic marks and description of the performed
test. Mean on scale 1 to 5, 1 being best.

Haptic, Mean
(SD), N = 32

Non-Haptic, Mean
(SD), N = 32

Mann-Whitney U,
p (2-tailed)

Perceived speed 1.59 (.134) 2.69 (.176) U = 210 p = .000
Perceived likelihood
for errors

1.34 (.085) 3.06 (.185) U = 97,5 p = .000

Perceived difficulty 1.47 (.090) 2.75 (.191) U = 177,5 p = .000
Comfort 2.06 (.155) 2.91 (.192) U = 292 p = .002
Naturalness 1.50 (.110) 2.69 (.187) U = 196 p = .000
Accuracy 1.72 (.157) 3.28 (.181) U = 132,5 p = .000
Smoothness 1.75 (.156) 1.94 (.195) U = 477 p = .613
Responsiveness 1.47 (.142) 1.81 (.158) U = 389 p = .065
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Finally, participants were asked if they preferred one session over the others in the
second part of the study. Seven of the 16 participants did not state any preferences four
participants preferred the Ease In /Ease Out session, three persons preferred the Ease
Out session, while two persons stated to prefer the Linear animation session.

5 Summary

Our study shows that using haptic marks significantly improves usability and some
aspects of user experience. Usability indicators showed significantly better scores for
the haptic landmark remote control (faster for task completion; higher perceived speed,
lower perceived likelihood for error, lower perceived difficulty, more accurate, more
responsive). These findings were supported by the ratings for pragmatic quality in the
AttrakDiff questionnaire which were significantly better.

In terms of user experience the haptic marks influence the users’ perceptions on
comfort, naturalness and attractiveness. The sub-dimension hedonic quality of the
AttrakDiff questionnaire with its sub-dimensions stimulation and identification did not
yield significant results. A possible explanation is that the type of task is too narrow
and the prototype user interface to limited in terms of functionality to allow the

Fig. 5. Means of UX metrics (for study conditions)
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investigation of UX. In similar studies of interactive TV systems using a broader range
of tasks we were able to show influences on UX by manipulation type of interaction
technique [32].

Our second hypothesis regarding the influence of visual feedback on usability and
user experience was limited verified. For the usability metrics, we did not observe
significant differences between the feedback/no-feedback conditions except for the task
time, which was significantly slower with feedback than without it, which is in line
with previous findings that people tend to wait for animations to finish. Pragmatic
quality in the AttrakDiff was close to being significant (.052), but not within the 95%
confidence interval.

Concerning user experience, the visual feedback conditions did not yield significant
differences regarding the hedonic quality dimension, which could be again explained
by the fact that the type of task is too narrow and the prototype user interface to limited
in terms of functionality to allow the investigation of UX, but we observed significant
results for perceived comfort, perceived naturalness, as well as attractiveness. This
indicates that visual feedback has a positive impact on some aspects of UX.

Variations in terms of animation speed curves during the second part of the
experiment did not show significant differences in terms of usability or user experience.
This could be explained by a selective perception bias. Users were asked to find
channels without any information about changes in terms of animation. The majority of
them were likely so focused on finding the right channels, that they did not realize the
change of animation. This assumption is consistent with the final interviews, where the
majority of participants stated that they did not observe differences between the three
sessions, and also no clear favorite was noticeable when the participants were asked for
their preferred session.

The results of our experiment suggest that touchpads enhanced with haptic marks
are a possible solution to overcome current limitations of touch. It also indicates that
even if visual feedback was not as significant as tactile feedback, it still has an impact
on UX, and should be taken into account when it comes to absolute indirect touch
interaction design.

We acknowledge that the mean age of our sample is quite young. This was chosen
on purpose, as we were aiming for a high familiarity with touch devices and
smartphones.

6 Discussion and Future Work

In Software engineering, processes have been tuned and adapted to take into account
specific software qualities such as safety [3], reliability [21], learnability [20] or
usability [26]. One issue with these contributions is that focusing on improving a
specific property might damage other ones are they are usually conflicting [10].
Beyond, what is missing in all of these processes are clear indications of when and how
to re-evaluate scientific findings, due to technology changes. For instance, while the
process presented in [24] allows integrating evaluation results (through scenarios) into
task models, the integration of a pure repetition of evaluations is not considered. This
missing re-confirmation and replication of knowledge can be a threat for the scientific
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community. As user centered design and development (UCD) approaches require
iterative design and detailed evaluation at each iteration step [14], it means that eval-
uators’ work is not well supported as it is difficult to compare evaluation results from
different UCD stages.

In this particular case it became clear that conflicting software properties like users
judgment on usability and user experience were aligned, but that traditional approaches
for enhancing the user experience (animations) did not impact the judgment of the
users. Thus, an advancement in this field should look more on the haptic feedback, than
on any type of visual feedback, which is outside of the mainstream approaches cur-
rently applied in the field.

For the indirect absolute touch interaction itself, future work will focus on the
investigation of the technology with a larger set of users that includes a broader variety
of tasks to better address the UX dimension. In terms of technology the haptic touch
remote control will be enhanced with different elements, like a relative touch element,
in order to enrich the interaction technique by combining the advantages of both
mappings.

On a longer term we intent to investigate an automotive application of the haptic
touch element. We will adapt our solution to this different context e.g. using less fields.
And we will conduct a secondary-task experiment and investigate the effect of the
haptic marks on user attention, cognitive load, and usability. Based on the current
results, we expect that haptic marks will reduce distraction and provide a more eyes-
free experience than other touch-based user interface that are currently on the market.

Concerning the integration of replication studies and continuous evaluation of
upcoming technologies a series of investigation in industrial (design) oriented context
is underway to develop enhanced user-centered design and development processes that
will be able to integrated a set of software qualities, including usability, user experi-
ence, reliability, safety and security. This work will conclude efforts that are on the way
for more than 10 years [27].
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Abstract. Choosing the appropriate usability evaluation methods is a key part
of the usability evaluation process of interactive adaptive systems. This step
needs the consideration of different factors, leading to a multi-criteria decision
analysis problem. In this paper, we present a review of the main factors reported
in the literature which can affect the selection of usability evaluation methods for
interactive adaptive systems. Three of the most commonly used usability
evaluation methods are selected and classified according to these factors. The
results of this research are used by applying a decision aid method in order to
guide the choice of suitable usability evaluation methods for a given adaptive
system in the field of tourism.
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1 Introduction

As for all interactive systems, usability plays an important role in the success of
Interactive Adaptive Systems (IAS)1 [1]. The usability evaluation of IAS represents an
essential part of their development process. It may be conducted through the use of
suitable Usability Evaluation Methods (UEMs). In the IAS literature, several UEMs are
available [3, 4]. These methods aim mainly to detect the usability issues. Given this
variety, non-specialists and even specialists can encounter difficulties in selecting the

1 According to Jameson and Gajos [2], an interactive adaptive system represents an “Interactive
system that adapts its behavior to individual users on the basis of processes of user model acquisition
and application that involve some form of learning, inference, or decision making”.
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most appropriate UEM(s) in particular settings [4, 5]. Choosing appropriate usability
evaluation method(s) is a crucial task of the IAS evaluation process [6]. This task
depends usually on different factors, such as number of stakeholders, available time,
etc. [4]. Applying a Multi-Criteria Decision Analysis (MCDA) method for the suitable
UEMs choice is one strategy to deal with multiple and conflicting factors. One of the
main steps of the decision analysis process is to define the factors that impact the choice
of alternatives. In this research, we provide a general overview of the factors affecting
the choice of alternative UEMs. We also classify three common usability evaluation
methods for IAS according to the considered factors. These include heuristic evalua-
tion, cognitive walkthrough, and usability test. Lastly, we use the finding of this
analysis to guide the choice of suitable methods for the usability evaluation of a target
adaptive system as a whole using ELECTRE I (Elimination and Choice Translating
Reality) method.

It is common to identify in the IAS literature two kinds of evaluation. The first one
is named layered evaluation, which aims to separate the adaptation process into its
layers and to assess each one individually where necessary and feasible [7]. The second
one is evaluation as a whole (or traditional evaluation), which considers the adaptation
as one block. Various UEMs can be applied in conjunction with the layered evaluation
as well as the evaluation as a whole. In the IAS field, a limited number of works have
been focused on the guidance of the choice of appropriate UEMs. For instance,
Paramythis et al. [7] proposed a layered evaluation framework that breaks the adap-
tation process into five separate layers. They provided a comprehensive overview of the
appropriate evaluation methods and attributes to be applied in individual layers and
evaluation as a whole. Regarding the use of MCDA, it has been observed that very few
studies exist, apart from the ones in our previous works [8, 9]. These studies focus on
the choice of suitable evaluation methods for the layered evaluation given particular
evaluation settings. While assessing adaptation layers individually allows one to
answer questions which are not possible to approach in a “monolithic” entity, there are
some assessment questions that require treating the adaptation process as a whole. One
example of the questions that can be examined when conducting the evaluation as a
whole is “does the adaptive system achieve its goals?” [7]. To the best of our
knowledge, there are no attempts to date that provide a review of the common factors
affecting the selection of UEMs and that explore the most potential benefits of MCDA
to identify appropriate methods for the usability evaluation as a whole of IAS. For
instance, the use of MCDA allows the consideration of a variety of criteria that are
important for the decision analysis by considering both quantitative and qualitative
aspects.

The present paper is organized as follows. First, we briefly outline the usability
evaluation methods for IAS, focusing on three common ones (Sect. 2). Second, we
present the proposed decision process for choosing the appropriate usability evaluation
methods for IAS (Sect. 3). Then, the study investigates the main factors that can affect
the choice of usability evaluation methods for IAS and analyzes the considered UEMs
in relation to these factors (Sect. 4). An application of an MCDA method is provided in
Sect. 5. The aim is to guide the selection of the most suitable methods for the usability
evaluation of a given adaptive system as a whole. Lastly, we conclude the paper with a
summary and some future directions (Sect. 6).
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2 Focus on Three Usability Evaluation Methods
for Interactive Adaptive Systems

2.1 Heuristic Evaluation

It describes a method in which expert evaluators examine a user interface in order to
discover the usability problems [10]. In the IAS field, expert evaluators need to have
expertise in heuristic evaluation and they are required to understand the meaning of the
particular heuristics applied for adaptive systems [7].

2.2 Usability Test

The main purpose of this method is to give a group of real users well-defined tasks to
perform and to ask them to record what happens [11]. Certain observational methods
can be applied in conjunction with this method such as co-discovery, retrospective
testing, etc. In the IAS field, certain modifications to observational methods are
required. For instance, in contrast to interactive (non-adaptive) systems, an IAS
necessitates interrupting the users in order to ask them about the adaptations that occur
explicitly.

2.3 Cognitive Walkthrough

During this evaluation method, a group of expert evaluators construct typical user tasks
in order to detect the difficulties encountered by novice users [12]. When evaluating
adaptive systems, some modifications to this method are needed. For instance,
multiple-action sequences per task have to be given to expert evaluators. For each
action, the expert evaluators have to examine four main questions: “Will the user
expect to be asked to do this?”, “Will they notice the control (e.g., button)?”, “Will they
realize that the control is appropriate for this step?”, and “Will progress be apparent
once it has been used?” [7].

3 Usability Evaluation Methods’ Choice Process

As shown in Fig. 1, the decision analysis process starts with a preparatory step, where
the goal of the decision problem is defined. The aim consists in selecting the appro-
priate UEMs for interactive adaptive systems. This step also defines the actors involved
in the decision process, including a Decision Maker (DM) and an analyst. In this
research, a decision maker can be a novice evaluator; s/he can also be an expert
evaluator who needs to be assured in the suitable UEMs. Finally, s/he can be a project
manager who needs to be aware of the UEMs to be applied given particular evaluation
settings. The next step consists in determining the set of alternative UEMs that define
the aspects relevant to the decision problem. Then, the factors (or criteria) that can
affect the choice of these UEMs are identified. Different criteria should be considered
when selecting appropriate UEMs for interactive adaptive systems. Once relevant
criteria are retained, the performance table should be established. Each alternative
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UEM is classified with respect to the considered criteria after a detailed analysis of
studies such as [3, 4, 7]. Next, an appropriate MCDA method needs to be selected in
order to solve the considered decision problem. The decision maker has then to give
information about the evaluation constraints of the target IAS. Usually, some param-
eters need to be set up in an MCDA method, such as the weight associated to every
criterion. The weight refers to the relative importance of each criterion. It can be
determined by the DM or estimated using a specific weighting method2. The next step
consists to establish the outranking relations for the different alternative UEMs. Before
proposing the final list of appropriate UEMs, it is essential first to test the robustness of
the results by varying the MCDA method’s parameters and observing the effect on the
results. On the basis of such an analysis, it is possible to study the validity of the
results. The results are said to be robust only in the case where they are not modified to
any significant extent by varying the parameters [13]. After an analysis of the results,
the DM has to express the satisfaction level s/he obtained from the proposed UEMs.

A score is attributed; it may adopt either (1) useful, when the list of UEM(s)
satisfies the evaluation constraints, or (2) not useful, when the list of UEM(s) is not
suitable due either to the non-satisfaction of the evaluation constraints (e.g., exceed the

Fig. 1. A flowchart illustrating the decision analysis process for the choice of Usability
Evaluation Methods (UEMs).

2 Different weighting methods have been proposed in the MCDA literature to assign weights to
decision criteria. One example of these methods is the ‘equal weights’ method. It consists in
distributing weights equally among all criteria and has been used in different problems [13].
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available number of users, etc.) or to the lack of proposals. In this case, a relaxation of
constraints has to be performed by proposing a list of actions to the DM.

4 Factors Affecting the Choice of Usability Evaluation
Methods

One of the main parts of the UEMs’ choice process is to define the factors that reflect
the impact of each alternative on the decision problem. This step has a great influence
on the decision process’s success. As already stated, this research seeks to present the
common factors that influence the choice of UEMs in the IAS field. As shown in
Table 1, three groups of criteria are considered (e.g., situational factors, characteristics
of stakeholders, and adaptivity aspects). It is essential to highlight here that this list is
not exhaustive and may be completed with other factors.

4.1 Situational Factors

The choice of UEMs for interactive adaptive systems depends on different factors
related to the evaluation situation. In Table 2, we classify the characteristics of the
considered UEMs (cf. Sect. 2) according to these factors.

Stage of Development Life-Cycle. The evaluation of IAS can occur at three stages of
the development life-cycle of adaptive systems [7]. These include (1) specification,
which refers to the phase taking place before any system implementation, (2) design,
which occurs during the IAS’ development, and (3) implementation, which occurs after
the implementation of a prototype of the system functionality.

Table 1. List of criteria affecting the choice of usability evaluation methods for IAS

Group of criteria Criteria

Situational factors Stage of the development life cycle [7]
Temporal resources [4]
Financial resources [4]
Style of evaluation [15]
Type of data [16]

Characteristics of stakeholders Number of users [17]
Number of evaluators [17]
Availability of direct access to users [18]
Level of expertise of evaluators [19]

Adaptivity aspects Intrusiveness of adaptivity [17]
Reusability adaptation rules [17]
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Temporal Resources. The application time of a usability evaluation method repre-
sents an important factor which affects its choice [4]. The duration can be represented
by an ordinal scale (i.e., low, medium, or high).

Financial Resources. Another factor distinguishing UEMs is the required budget [4].
This criterion can be assessed using a three-level scale (i.e., low, medium, or high).

Style of Evaluation. Usability evaluation methods may be performed under laboratory
conditions, as well as in the work environment [15]. In order to evaluate this criterion,
yes is used to model the evaluation conducted in laboratory conditions, and no
otherwise.

Type of Data. Usability evaluation methods can be distinguished according to the type
of data they deal with, specifically, whether these data are qualitative or quantitative
[16]. In order to evaluate this criterion, yes is used to model that an evaluation method
provides qualitative data, and 0 otherwise.

4.2 Characteristics of Stakeholders

A crucial consideration when selecting UEMs is the characteristics of the stakeholders
involved in the usability evaluation process. In Table 3, we present a classification of
the considered UEMs according to the characteristics of stakeholders.

Number of Users. This concerns the total number of users to be involved to use a
specific UEM [17].

Number of Evaluators. This refers to the total number of evaluators to be involved to
apply a given UEM [17].

Availability of Direct Access to Users. The evaluation of interactive adaptive systems
can be carried out in the presence of real or representative users [18].

Table 2. Classification of UEMs according to the situational factors

Heuristic
evaluation

Cognitive
walkthrough

Usability test

Stage of the development
lifecycle

Design Design Implementationa

Temporal resources Low Medium High
Financial resources Low Low High
Style of evaluation Yes Yes Yes
Type of data Yes Yes Yes
aIt is essential to highlight that it is possible to apply usability test using Wizard-of-Oz when a
target system’s functionality has not been implemented yet. In the case of this paper, the interest
is on using usability test without Wizard-of-Oz technique.
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Level of Expertise of Evaluators. This refers to the evaluator’s expertise and
knowledge of UEMs [19]. The level of expertise can be: low, medium, or high.

4.3 Adaptivity Aspects

One other important consideration when choosing UEMs is the adaptivity aspects (e.g.,
reusability adaptation rules, and intrusiveness of adaptivity). Table 4 presents a clas-
sification of the considered UEMs based on these aspects of adaptivity.

Reusability Adaptation Rules. The reusability adaptation rules can influence the
choice of UEMs [17]. It may adopt two values either simple or complex. In order to
evaluate this criterion, yes is used to model simple reusability adaptation rules, and no
otherwise.

Intrusiveness of Adaptivity. This underlines the frequently-given suggestions of the
interactive adaptive systems [17].

5 Illustrative Example of Using an MCDA Method
for Choosing Appropriate UEMs

Let us assume that a DM, who is in this case a novice evaluator, is interested in
identifying the appropriate UEMs for the usability evaluation of a given adaptive
tourist guide system. The adaptive system adapts the user interface and the content
according to the needs and requirements of the tourists. It helps them to easily find the
most appropriate itineraries, schedules, etc., according to their requirements and
preferences. Furthermore, the system can be adapted based on the device on which it is
displayed (i.e., desktop, Smartphone). Many adaptive systems of this type have been
studied and proposed in the literature over the last decades [20, 21].

Table 3. Classification of UEMs with respect to the characteristics of stakeholders.

Heuristic
evaluation

Cognitive
walkthrough

Usability
test

Number of users 0 0 15+
Number of evaluators 3+ 3+ 1+
Availability of direct access to
users

No No Yes

Level of expertise of evaluators High High Medium

Table 4. Classification of UEMs according to the adaptivity aspects.

Heuristic evaluation Cognitive walkthrough Usability test

Reusability adaptation rules No No No
Intrusiveness of adaptivity Yes Yes Yes

276 A. Dhouib et al.



As already presented, the interest of this study is related essentially to choosing the
appropriate methods for the usability evaluation as a whole. To support the decision
process of the choice of UEMs, the DM has to consider the evaluation constraints of
the whole system to be evaluated without separation between its adaptation layers. This
situation deals with choosing problem (P.a)3, where the goal is to select one or a
combination of UEM(s). For this study, one MCDA method is adopted, namely the
ELECTRE I method. In the sub-sections that follow, we give a brief overview of the
ELECTRE I method and details to justify the choice of this MCDA method as well as
an application of the ELECTRE I method.

5.1 Brief Description of the ELECTRE I Method

ELECTRE I method is an MCDA method based on an outranking relation (aSb)4 that
aims to increase a set of alternatives in a reduced subset called kernel set [22]. This
latter contains the best alternative(s). The ELECTRE I method is based essentially on
the following steps:

Calculating the Concordance Index (C(a,b)). The aim is to test the strength of the
criteria coalition in favor of the agreement to the outranking relation. In this step, the
discordance index is computed as shown in (Eq. 1), where Wk represents the weight for
each criterion and fk að Þ is the score for alternative a under criterion j.

Cða; bÞ ¼ 1
W

X
j:fkðaÞ� fkðbÞ

WK

Where W ¼
Xm

k¼1
wk; wk [ 0

ð1Þ

Calculating the Discordance Index (D(a,b)). The aim is to measure the rejection
against the assertion aSb. In this step, the discordance index is computed as shown in
(Eq. 2). More details about the ELECTRE I method can be found in [22].

Dða; bÞ ¼ 0 if fkðaÞ[ fkðbÞ; 8k
1
@max½fkðaÞ � fkðbÞ�; Otherwise

(

Where @ ¼ max
a;b;k½fkðaÞ � fkðbÞ�

ð2Þ

5.2 Why Adopt ELECTRE I Method?

Numerous MCDA methods exist in the literature. Each one has some advantages
depending on where it is applied. According to [24], the choice of a suitable MCDA
method depends mostly on the type of information available and the nature of the

3 Three types of decision problems can be distinguished according to Roy [23], namely choosing
problem (P.a), ranking problem (P.c), and (3) sorting problem (P.b).

4 Where a and b are two alternatives to compare.
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decision problem to be solved. As stated earlier, the decision problem to be treated in
this study corresponds to (P.a). A number of MCDA methods are appropriate to
decision problems involving choice, such as the ELECTRE I method and its variant
ELECTRE IS. Some differences between these methods exist. The main novelty of the
ELECTRE IS method, for example, is the use of indifference and preference thresholds
[22]. These discrimination thresholds aim essentially, in this case, to take into account
the imperfect knowledge character of the DM with respect to the evaluation of alter-
natives. Such imperfect knowledge may arise when two alternatives are susceptible to be
characterized with the same performance, which disables the DM to clearly express a
preference relation for any pair of alternatives. For the problem analyzed in this case, it is
presumed that neither indifference nor preference thresholds are necessary to model the
preferences of our DM. Then, ELECTRE I method is retained since it seems to be
appropriate for this decision problem. The main advantage of this MCDA method
consists in using pair-wise comparisons between alternative UEMs, so that one can
select the appropriate one or a combination of UEMs according to different criteria [25].

5.3 Application of the ELECTRE I Method

The use of ELECTRE I method requires the identification of a set of input data about
the given decision problem. Firstly, the DM has to identify the UEMs applicable to the
candidate usability attributes to be assessed. Three representative UEMs are considered
in this study, namely cognitive walkthrough, heuristic evaluation, and usability test (cf.
Sect. 2). After determining the set of criteria, a performance table should be established
which consists of the evaluation of alternative UEMs through the retained criteria (Cf.
Tables 2, 3 and 4). Then, the decision maker is asked to answer a questionnaire in order
to explore the constraints about the usability evaluation of the given adaptive system.
An example of these questions is: “When will the usability evaluation of the given
adaptive system be done?”. In this study, the evaluation as a whole occurs in laboratory
conditions during the implementation stage. As already stated, ELECTRE I is retained.
A set of input data has to be determined for this MCDA method such as the relative
importance of criteria. In this study, the DM considers that the decision criteria at the
same level have equal weights. The outranking relation of ELECTRE I method
involves two calculations, including the concordance and the discordance indices (Cf.
Sect. 5.1). The outranking relation is based on the concordance and discordance
thresholds. Table 5 presents the concordance matrix, which aims to measure the
strength of the criteria coalition in favor of the agreement to the outranking relation.

Table 5. Concordance matrix.

Heuristic
Evaluation (HE)

Cognitive
Walkthrough (CW)

Usability
Test (UT)

Heuristic evaluation (HE) – 0.616 0.4
Cognitive walkthrough (CW) 0.916 – 0.45
Usability test (UT) 0.833 0.85 –
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Then, the discordance matrix, which aims to measure the rejection against the
assertion (aSb) is calculated (Table 6).

In order to interpret the information shown in the concordance and discordance
matrices (Tables 5 and 6), two thresholds (p and q) should be defined. These thresholds
aim to establish the outranking relations between alternatives and to define the desired
concordance and tolerated discordance. The concordance threshold p refers to the
minimum concordance index needed for outranking whereas the discordance threshold
q reflects the maximum discordance index required for outranking. The values for both
threshold parameters are fixed as follows: p = 0.67 (represents the average of the
concordance matrix); q = 0.48 (represents the average of the discordance matrix).
Table 7 illustrates the outranking relations between alternative UEMs.

The results obtained by the ELECTRE I method may be expressed in the form of a
graph, as shown in Fig. 2. The arrows emerging from the nodes represent the
outranking relations between alternatives. Each node corresponds to an alternative
UEM. Once the analysis of the robustness of results is carried out, the decision maker
has to express his/her satisfaction level obtained from the proposed UEMs. In this
study, the Usability Test (UT) method has no incoming arrows. It outranks Heuristic
evaluation (HE) and Cognitive Walkthrough (CW) method. The latter outranks
heuristic evaluation method. Hence, the usability test can be stated to be the most
appropriate method for the evaluation as a whole of the given adaptive system. It is

Table 6. Discordance matrix.

Heuristic
Evaluation (HE)

Cognitive
Walkthrough (CW)

Usability Test
(UT)

Heuristic evaluation
(HE)

– 0.266 1

Cognitive
walkthrough (CW)

0.333 – 1

Usability test (UT) 0.166 0.15 –

Table 7. Outranking relations between alternative UEMs

CUEMi, UEMj CUEMi, UEMj � p DUEMi, UEMj DUEMi, UEMj � q UEMi => UEMj

CHE,CW = 0.616 No DHE,CW = 0.266 Yes –

CHE,UT = 0.4 No DHE,UT = 1 No –

CCW,HE = 0.916 Yes DCW,HE = 0.333 Yes CW => HE
CCW,UT = 0.45 No DCW,UT = 1 No –

CUT,HE = 0.833 Yes DUT,HE = 0.166 Yes UT => HE
CUT,CW = 0.85 Yes DUT,CW = 0.15 Yes UT => CW
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essential to highlight that these results depend essentially on the given evaluation
context and can change from a situation to another.

6 Conclusion and Future Work

During the usability evaluation of IAS, a careful selection of UEMs should be per-
formed in order to fit better the situation of the evaluated system. As a contribution to
the IAS field, this paper summarizes firstly the most common factors that affect the
selection of UEMs for a particular situation. Three of the most commonly used
methods for evaluation as a whole are classified then according to the identified factors.
Indeed, the knowledge obtained in this research is used in order to support the choice of
appropriate methods for the usability evaluation as a whole. Towards this end, the
ELECTRE I method is retained. An application of this MCDA method is presented to
support the UEMs choice process for a target adaptive system in the field of tourism.

Future work will investigate to apply our proposal in other areas of adaptive sys-
tems (e.g., adaptive learning system, adaptive e-commerce system, etc.). We also
intend to propose a Multi-Criteria Decision Support System (MCDSS) that integrates
ELECTRE I into its model base subsystem. This MCDSS will guide our DM by
providing powerful capabilities in the exploration and the comparison of alternative
UEMs.
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Abstract. Internet of Things (IoT) is now pervasive in most business and
Public Administration processes. Along with the dizzying development of
technological solutions, in recent years new methodological approaches are
emerging with the objective of abstracting IoT functionalities, in order to
manage them as resources in project management methodologies. A critical
aspect is the representation of the knowledge grasped from the data acquired by
IoT devices, since different types of users interact with such data with different
goals. In order to transform them in knowledge, data have to be organized in a
proper way and meaningfully provided in an IoT application specific for that
type of user. In this paper, we propose the Knowledge Stratification Model that
technical experts can take into account when developing an IoT application. The
model, which organizes the knowledge elements in three layers, aims to identify
the data produced by IoT devices and integrate them into business processes,
thus making them meaningful for the user. A semantic approach, based on three
subsets of ontologies specific for each model layer, is proposed to represent
domain knowledge and to solve the technological and user interaction semantic
issues characterizing complex and heterogeneous contexts as Smart City.

Keywords: Business processes � Knowledge model � Ontology

1 Introduction and Motivation

The Internet of Things (IoT) is the most pervasive technological trend of the last years,
because it represents the contact point between the physical and the digital world
through the use of Internet technology. IoT represents a global technological infras-
tructure, based on interoperable standards and protocols where objects, both physical
and virtual, acquire attributes, identities and personalities, communicate with each other
and modify their behavior according to rules, conditions and the evolution of the whole
ecosystem. Thanks to the IoT, everything can take on new functions, collect and
communicate information, receive commands, and support people in a multitude of old
and new tasks.
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The miniaturization of electronics, the speed of data transmission, the spread of
mobile devices, the growing computational capacity and Internet-based communication
protocols have transformed scenarios and frameworks, since the IoT systems perform
functions that are widespread across the territory and involve a multitude of actors (as
in Smart Cities), allowing contextual information to be provided to users (Smart
Environments). The result is a transformation of traditional business processes, in
which the IoT necessarily becomes a resource and a driver: the focus is on data and
their exploitation through a pervasive use of digital technologies in order to connect,
innovate and manage the whole business value chain.

Smart City projects aim at making urban area more efficient in terms of mobility,
environment, economy, living, people, and governance. For this purpose, technology
must be easily usable by citizens, as well as businesses and public institutions; it must
be distributed, shared and horizontal, in order to foster citizens’ participation. The
digital process of city transformation, therefore, requires a strong and drastic paradigm
shift compared to the past, putting the citizen at the center and the government at its
services, with particular emphasis on their simplicity and usability. It is not only an
issue of publishing some information in Open Data format, but of adopting a new
paradigm based on the idea of citizens’ active participation, moving from passive
service consumers to Smart Citizens, who are actors in the definition of services and
co-creators of new ideas. The typical culture of participation of a Smart City would be
perfectly translated, at a technological level in the application development process,
with the adoption of the User-Centered Design approach, which considers the stake-
holders and the end users as co-designers of a solution, even if they do not have
programming or technological skills [1].

However, in order to adopt a User-centered perspective, we have to provide
answers to questions regarding the use of the most suitable semantics for an applica-
tion, both for describing the application domain and for considering the different types
of users that interact with it. In other words, we have to provide tools for solving the
ambiguity of many terms and for representing the information with the most suitable
constructs, not only for the application domain but also for the user that interacts with
it. For example, the Public Administration (PA) domain is composed of numerous sub-
domains representing the different operational areas of a city (Mobility and Traffic,
Environment, Tourism, Health, etc.). A multitude of actors (e.g., administrative
employees, politicians, citizens, companies, domain experts) are involved: they have
different interests, technological skills and execute different tasks. The same IoT device
could be used in several subdomains of the PA: the detected data can therefore assume
a different semantic meaning according to the process in which they are used, or to the
user type whether it is inside the same PA (e.g., a process manager) or outside the PA
(e.g., a citizen).

The data collected through the IoT device must be appropriately enriched with
attributes and semantic relations in order to be transformed into information useful and
semantically comprehensible to the user, and this operation must necessarily be con-
ducted by a domain expert, who knows the scenario and the environment in depth.
However, to the best of our knowledge, the topics of semantics related to the inte-
gration of business process modeling and of IoT as a new process resource in data
driven systems was investigated in [2, 3] only. Semantic issues about the interplay
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between IoT-based applications and different types of users in complex and hetero-
geneous contexts, such as Smart Cities, are still neglected.

This paper aims to describe and explore issues related to the semantic characteri-
zation of IoT-based application development in the Smart Cities domain: it proposes a
user-centered approach oriented to software developers, who must evaluate semantic
issues related to user’s interaction. The paper describes which ontologies are needed to
support the development of an IoT application using a user-centered approach. A for-
mal classification of attributes and semantic relations is proposed, to be used according
to the considered user perspective, in order to:

• use the most appropriate subset of attributes and semantic relations extracted from
different ontologies involved in the development of an IoT-based application in the
Smart Cities domain;

• solve conflicts or disambiguate concepts that are available in various of the con-
sidered ontologies;

• encourage and support the reuse of ontology subsets in the development of IoT-
based applications.

The paper is organised as follows. Section 2 provides a brief overview of the
existing studies on ontology in the IoT domain. Section 3 illustrates the proposed
approach and suggests a classification for the semantic structures involved in the
development of IoT-based applications. Section 4 reports conclusions and future work.

2 Related Work

While the technological issues due to the variety of involved actors have been suc-
cessfully addressed through the development of methods and techniques of participa-
tory design and facilitated visual programming - from software design patterns such as
Model-View-Controller (MVC) to Web mashups (see, for example, [4, 5]) - the
questions regarding the use of the most suitable semantics for an application remain
open, both for describing the application domain and for considering the different types
of users that interact with it.

Studies related to the integration of IoT and business processes are already available
in the literature [6, 7]. In particular, they address how to extend the standard process
modelling approaches, such as the Business Process Model and Notation (BPMN), in
order to include IoT as a process resource [2, 7]. However, such studies have mainly
focused on process modelling and on technological aspects of the IoT. Further chal-
lenges are posed from a semantic point of view, but those authors who considered this
aspect also approached it from an organisational and technological perspective. For
example, Bauer et al. defined a common and unified ontology to overcome the problems
related to the heterogeneity and interoperability of IoT devices [8].

In literature there are various studies about semantic technologies applied to the IoT
domain, in order to enable interoperability and foster machine to machine communi-
cation [9]. Various research initiatives addressed the IoT domain, by proposing ref-
erence architectures (such us the European FP7 project “The Internet of Things
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Architecture” (IoT-A) [8]), and semantic models [10]; the European H2020 FIESTA-
IoT project provides a simplified semantic model called IoT-Lite [11]. Bajai et al. [12]
propose a survey of the existing ontologies which include ontological IoT concepts
(e.g., sensor capabilities and context-awareness) and identify the core concepts required
for developing an IoT application.

Instead, there is a limited number of works about the integration of Business
Process (BP) modeling techniques in the IoT domain. Mayer et al. [2] propose an
integrated view of IoT concepts in BP modeling. Suri et al. [3] introduce a semantic
model (IoT-BPO) by re-using and extending concepts from IoT-Lite and build rela-
tionships between concepts of the BP domain (i.e., tasks) and concepts of the IoT
domain (i.e. devices, service).

3 The Knowledge Stratification Model

Let we consider the use case of a municipality that is installing devices equipped with
different sensors that provide data on traffic and air pollution. These raw data, that in
Fig. 1 we call Real World Data, are:

• A (lat, long): coordinates of the location where the device is installed;
• S1 (vehicle counter sensor): numbers of vehicles passing through A at time t;
• S2 (CO2 sensor): milligrams of CO2 in A at time t.

Fig. 1. The Knowledge Stratification Model (KSM).
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Further data (S3, …, Sn) could be collected by additional sensors. S1, …, Sn data
represent the input data for one or more Business Processes of the Municipality. For
example, the S1 raw datum is one of the input, together with A, to process P1 “Road
congestion quantification” of the Mobility Department for determining road congestion
levels (calculated as the number, exceeding a pre-established threshold, of vehicles
passing through A in a time interval); A and S1 data are also the input to process P2
“Air pollution level measurement” of the Environment Department, which processes it
together with S2 to determine the pollution level in a time interval of a specific area of
the city (to which point A belongs) due to the transit of vehicles.

The connections between elements of the same layer indicate interactions and/or
combinations between these elements. For example, sensors S1 and S2 are in the same
device D1; process P4 uses processes P1 and P2; User application A1 offers different
views, as v1 and v2.

The connections between elements of different layers indicate how raw data pro-
duced by sensors are transformed first into information (through calculation procedures
and algorithms), then into knowledge (through contextualization in the domain of
knowledge, e.g. Environment or Mobility, and correlation/combination with other
data), called Output Knowledge. The knowledge produced by the business processes is
then represented through User Applications aimed at end users who can be both
internal (employees, politicians, etc.) and external (citizens, businesses, associations,
etc.) to the Municipality.

The User Applications have to satisfy the needs of the different users who interact
with them, through semantic and graphic constructs aimed at facilitating usability. In
fact, appropriate visualization and interaction techniques support users in distilling
knowledge, which becomes “awareness” of reality (or “wisdom” as defined by Ackoff
in the DIKW architecture [13]) and in turn can generate further knowledge, which is
the typical example of Open-data reuse (see Fig. 2).

The model in Fig. 1 also shows the actors and their involvement in the different
layers:

• Technical Experts are software developers, who define and implement procedures
and constructs for interfacing the sensors with the Business Processes;

• Domain Experts are experienced and representative users of the considered domain,
who collaborate with the Technical Experts to formalize the domain knowledge at
the level of both processes and terminology, as well as the semantic concepts most
suitable for that domain;

Fig. 2. Ackoff’s DIKW architecture.
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• End Users are all users who can interact with the User Applications, differentiating
them by their role with respect to the Public Administration (employees, citizens,
businesses, politicians, etc.).

In order to support designers in creating IoT applications, the KSM model has to
guide them in organizing the domain concepts, in identifying the data produced by IoT
devices and in integrating them into business processes, thus making them meaningful
for the user.

The EER schema reported in Fig. 3 shows how the concepts of IoT Resource,
Process, Output Knowledge and User are related to each other. The schema implements
a recursive structure of multi-graph type.

Each process has a specific classification or taxonomy (e.g. executive process,
business process, generic process of domain, specialized process of domain, etc.) and,
possibly, shares some phases (sub-processes) with other processes, as modelled by the
self-relation “Pr_hierarchy”.

Fig. 3. A EER schema modelling the KSM.
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The classification potentialities of recursive topological structures permit to
semantically describe IoT resources (which can be simple sensors, devices, actuators or
other complex systems) with the self-relation “Res_hierarchy”. The ternary relationship
“contributes” represents the transition from information to the knowledge gained from
IoT data processing performed by business processes. The Output_Knowledge can also
be organized according to a tree topology structure, which is suitable for building
interface templates that depend on the characteristics and needs of the specific user: it is
been modelling through the ternary relationship “know_hierarchy”.

The EER model shows how the concepts of IoT Resource, Process, Output
Knowledge and User are related to each other, but it cannot allow to infer new
knowledge, because table instances generated from the EER model have values only
when the process occurs. Moreover, EER does not consider some critical issues related
to: (1) technology, e.g. interoperability between heterogeneous IoT resources; (2) pro-
cess modelling, e.g. considering the IoT resource as a business process resource;
(3) user interaction (disambiguation of terms, graphical constructs suitable to user
skills, etc.). Such criticalities can be addressed by adopting a semantic approach, based
on a OWA(Open World Assumption) modelling and a specific ontology for each layer
of the KSM and also for the interaction among layers (see Fig. 4).

The ontological model is composed of the ontologies that Technical experts should
use for developing IoT applications and it shows how the ontologies are connected
each other: the arrows point towards the ontology to be imported. Technical experts
must use a subset of these ontologies, creating or just importing the necessary ones, in
order to consider all the layers of the KSM model:

Fig. 4. Ontologies underlying the KSM model.
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• Iot Ontology: an ontology, for example the IoT-Lite ontology [11], is necessary
due to the heterogeneous characteristics of the devices (different vendors, protocols,
etc.). The IoT ontology allows Technical expert to standardize IoT Resources
through semantic annotations avoiding technological issues, as interoperability. For
example, the vehicle counter sensor could be associated with the geographical
coordinates of the installation point and with the street name in the applications for
the Mobility Department and for the Environment Department, respectively. The
same “location” attribute could therefore be used in a different way, with some
effects on automatic procedures based on attributes (e.g. geolocation on a map) or
on the activation of internal processes within the public administration that uses
them.

• Business Process Ontology: in order to be meaningful for the business processes,
which are often represented with BPMN, IoT Resources need to be integrated into
business processes and not be considered as external to them. A suitable ontology is
the IoT-BPO ontology [3], which bridges IoT concepts with Business Process
concepts. Moreover, it is necessary to take into consideration also an ontology to
describe each subdomain of PA (Sub-Domain Ontology) to manage the semantic
issues related to the domain knowledge. For this reason, the collaboration between
domain experts and technical experts is fundamental, since the former can guide the
latter in defining the most appropriate meaning for a concept which could also be
found in multiple business processes.

• User Application Ontology: the applications have to adopt a vocabulary com-
prehensible to its different users, so that they can benefit from the knowledge
produced by business process execution. This could be represented in different ways
according to the different users who interact with the application, due to their
different interests and skills. In fact, some information on the underlying devices or
processes may not be of interest or understandable by certain users due, for
example, to very specific domain concepts. Thus, according to [14], the design of
the user application interfaces has to be based on specific ontologies (End User
Interface Ontology) describing the most suitable graphical constructs for the
specific user and on the vocabulary used in the domain (Sub Domain Ontology).
For example, information on CO2 and Pm10 will inform the Environment Depart-
ment employee about air pollution trend over time. The same information will be
represented as an index of traffic congestion over time for the Mobility Department
employee. Instead, a citizen, to correctly interpret the same information, needs a
suitable representation, as a geochart1 (e.g., a map reporting colored circles
according to the calculated values), a simple explanation (e.g., “high-medium-low
pollution level”) or a push notification service for his/her mobile device (e.g., by a
Telegram channel).

The semantic approach also permits to infer knowledge not explicitly defined in the
model through a semantic reasoner, thus allowing Technical Experts to develop new
services and applications.

1 https://developers.google.com/chart/interactive/docs/gallery/geochart.
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The schema in Fig. 5 applies the KMS model to the considered case study. In the
Transportation domain, the procedures of BP1, on the basis of the number of vehicles
passing through the point A in a time interval as detected by the sensor S1, compute the
road congestion level. The output knowledge is related to the concepts “Road” and
“Traffic”. The User application A1 “Vehicle flow monitoring” provides different views
using user interface elements suitable to specific users, i.e., v1 for Mobility Department
employee and v2 for citizens. In the Environment domain, the procedures of BP2
compute the level of CO2 and PM10 thanks to the data returned by the sensors S2 and Sn
located in the point A. The output knowledge is related to the concepts “Air Quality”
and it is provided to users by the A2 “Air quality monitoring”, which shows a pollution
level graph to the Environment Department employee (v1) and a geochart to citizens
(v2), who can be possibly warned by an alarm notification service.

The knowledge generated by BP1 (concepts “Traffic” and “Road”) and BP2 (“Air
Quality”) permits to infer new knowledge about “Infrastructure” useful in the Urban
Planning domain. In BP4 “Territorial Planning”, a procedure computes the less polluted
areas and also allows users to infer the best place for building a school. A User
application could represent this knowledge in a GIS platform or in a Decision Support
System (DSS) for the Urban Planning Department.

4 Discussion and Conclusion

In this paper, we presented a three-layer model for organizing the elements of
knowledge of an IoT application in complex heterogeneous contexts, such as Smart
City. In such contexts, traditional business processes have been transformed, due to the
need of integrating real world data through IoT and of considering a multitude of users,

Fig. 5. Applying the KMS to the considered case study.
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each of them having specific goals. Technical experts must take into account each layer
and the relations between them, in order to solve both technological and semantic
issues when developing an IoT application. In our model we propose a semantic
approach based on a subset of ontologies that describe each layer of the KSM and the
relations between them, in order to represent different contexts and different user
interactions.

We recognize that, at the current stage of our research, the proposed model has
some limitations. In particular, we have to investigate some issues related to: security
and reliability of the collected data (with regard to connection, network reliability,
prevention of attacks and security of the transmitted data); compliance with privacy
legislation (as EU Regulation 2016/679 GDPR - General Data Protection Regulation);
processing of personal data and their representation. As future work, we are going to
adopt the Web Ontology Language (OWL) and Description Logic (DL) languages to
enrich the description of the model, in order to facilitate the reasoning about the
concepts of the different application domains. Moreover, we are extending the
Resource layer by including the typical resources of the Internet of Everything that, by
including user-generated communications (such as citizen’s smartphones, wearable
devices, etc.) and interactions with networked devices, introduces further technological
and semantic issues, for example new business processes must be defined to filter the
collected data, to protocol citizens’ alerts and include them in the administrative
management. Our research group is already working on this topic, since the need of
augmenting smart devices with semantic attributes emerged in our studies for
proposing visual interaction paradigms to allow end users to define smart visit expe-
rience in the Cultural Heritage domain [15].
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Abstract. In software development it is hard to know both whether the team
has developed a product that fits the users’ needs, and is easy to use. One way of
gathering feedback from users on both these issues is to conduct formal user
testing, which has been rated by IT professionals as one of the best methods for
user involvement in software development. In this paper, we present a formal
evaluation of a running prototype for a virtual reality experience that was
scheduled to be launched 3 months later. We conducted formal user testing with
five users, and recorded the problems that the users experienced while they used
the VR prototype. We also collected data concerning each user’s impressions of
their experience immediately after it was complete. The results show that many
serious problems were identified, and that the developers found several of them
to be very useful. In some cases, the user testing was regarded as having been
essential to discovering these problems.

Keywords: User testing � Virtual reality � Agile software development

1 Introduction

In software development it is hard to know both whether the software development
team has developed a product that fits the users’ needs and is easy to use for the users.
A recent study shows [22] that some developers who deliver software to users only
obtain a vague idea of the usage of their system, mainly because they don’t contact the
users, and the users do not contact the developers. The users simply find ways to
bypass any problems that they have while using the product, even though it delays their
work or makes them frustrated. Both formal and informal methods have been defined
for gathering feedback on the user experience from users during software development.

Agile software development has been the de facto standard for project management
in software development for some time. Informal methods, such as short interviews or
showing low-fi prototypes to users and discussing those, are used quite extensively in
agile software development [19]. Still, formal user testing, with users solving prede-
fined tasks while being observed, was rated as the best method for involving users in
Agile projects [14]. The results from the same study showed that such testing is
performed quite rarely, due to lack of time and money.

In this paper, we study a formal evaluation of a running prototype for Everest VR
[26], a virtual reality experience which was scheduled to be launched three months
later. We conducted formal user testing with five users, as suggested in the Google
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Design sprint process [17] and by other researchers and practitioners, for example
Jakob Nielsen [24]. We recorded the problems that occurred while users participated in
the VR experience and we collected data about the users’ impressions of the experience
immediately thereafter. We focused especially on how useful the results from the
formal user testing were for further development of the product. This is rarely done in
the literature. Specifically, we sought to answer the following research questions:

1. How many severe problems are found during formal user testing?
2. How useful are the identified problems for the further development of the
system?

The contributions of this paper are twofold: We explain how VR software can be
evaluated with 5 users in formal user testing by describing the process and the data
collected. But perhaps the main contribution is that we collected data on the benefits of
the results of the user testing from the actual developers and describe those results in
the paper.

The remainder of this paper is organized as follows. We begin by describing some
of the current literature that relates to our research questions. We then present the data
gathering methods that we used in the study along with the results from the study itself.
Finally, we discuss the results.

2 Background

In this section, we describe some of the current literature on designing virtual reality for
users and on user evaluations.

2.1 Virtual Reality

Virtual Reality devices such as the HTC Vive (www.vive.com) allow users to observe
and interact with a simulated environment as though they are physically situated within
that environment. Specifically, by precisely tracking the 3D position and orientation of
a display device mounted on the user’s head, the user’s perspective of the virtual world
can be controlled using the muscles in their body, identically to how they control their
perspective of the real world. For example, to obtain a better view of a nearby object on
the ground of a virtual world, a user could physically move their body into a crouch and
thereby move their virtual perspective closer to the object. Some VR devices (including
the HTC Vive) also allow the precise tracking of hand-held input devices, which are
often used to represent the user’s hands inside the virtual world. These devices allow
users to physically move their hands to interact with the virtual world, including
manipulating virtual objects and performing gestures (e.g., pointing or waving).

An important limitation of the HTC Vive is that its ability to track the headset and
hand controllers is limited to a predefined tracking volume, which has a recommended
maximum base area of 3.5 m � 3.5 m; this volume limits the extent to which the user
can use only their natural body movements to explore a virtual world. To overcome this
limitation, many instances of VR software also implement a way for the user to traverse
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the world at scales larger than 3 m � 3 m (e.g., using a hand controller to point at and
teleport to a target location).

Given the speed with which the latest generation of VR technology has been
developed, it has been difficult for the designers of VR software to form and maintain a
good intuition for how users will use this technology to interact with virtual worlds.
This magnifies the importance of running frequent user tests during the development of
VR software, to both account for the current lack of intuition and to start building
stronger intuition for future projects.

2.2 User-Centered Evaluations

The goal of a user-centered evaluation activity is to gather feedback on the IT pro-
fessional’s work from the user’s perspective [11]. The type of information gathered in
user-centered evaluation has been evolving through the years. About 20 years ago, the
major emphasis was on gathering information on usability problems, which are flaws in
the interface that cause problems for users [23]. Parallel to this, the emphasis was also
on measuring usability in a quantitative way by measuring effectiveness, efficiency, and
satisfaction, as defined by the ISO 9241-11 standard [12]. During the last decade, the
study of user experience has gained more attention, where more subjective factors
regarding the users’ perspectives using the software are measured [9]. Hence, user-
centered evaluation can be used to gather information on usability problems, the three
factors of usability (effectiveness, efficiency, and satisfaction), and the subjective
factors of user experience. When evaluating virtual reality software, one of the factors
that are of interest is the effect on the body of the user. A simulator sickness ques-
tionnaire was proposed by Kennedy et al. [16] to measure the various effects that using
VR software can have on the user’s body.

The evaluation activity needs to be planned, conducted, and the results need to be
analyzed and reported [11]. Evaluations can be conducted to gather feedback regarding
the context in which the software will be used, the requirements from the user’s
perspective, and on the user interface design. The feedback gathered in an evaluation
identifies possible flaws or problems users have while using the software. The feedback
can also include the experiences users have. These are described and IT professionals
must decide what action to take in each particular case to improve the usability and the
user experience of the software.

Some studies have been conducted on the benefits and drawbacks of conducting
user centered evaluations. The results from a survey and interview study conducted in
Denmark show that some type of user centred evaluation was conducted in almost 75%
of the companies involved [2]. The study did not analyse what evaluation methods
were used, and whether the evaluation included users or not. A similar study was done
in Italy [1] and the results on the usage were similar; some evaluation was done in 72%
of the companies involved. Internal evaluations were conducted in half of the com-
panies involved in the study, but less than 20% conducted external evaluations by
external consultants.

The major obstacles for doing user centred evaluation were examined in a study
conducted in Denmark [2]. The two main obstacles found were resource demands, both
in terms of time and money, and an obstacle called the “developer mind-set”. One
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example of an issue in this category, mentioned by respondents, is that developers find
it hard to think like users. In relation to this, some informants described that the main
focus of IT professionals was on the programming aspect - to write beautiful code - and
not so much on participating in a usability evaluation. In a similar study in Italy [1] the
most frequent obstacle mentioned was also resource demands. The most frequently
mentioned advantage of usability evaluation was quality improvement, reported in
almost half of the cases. In the study by Vredenburg et al. [28] the main benefit for
doing usability evaluation was that the practitioners gain understanding in the context
of use whereas the weaknesses mentioned were high cost and versatility. The benefits
and weaknesses of doing informal expert reviews and formal heuristic evaluation were
similar, the benefits being the low cost and speed, but the weakness being that users are
not involved in the evaluation. In these three studies, the major evaluation obstable is
the client’s budget resource.

Twenty years ago, it was common to study the benefits of conducting user-centered
evaluations by counting how many usability problems were found by using a number
of evaluation methods to evaluate the same software. Four studies comparing evalu-
ation methods were published in the years 1990 to 1993 [7, 13, 15, 25]. In addition, a
study by Cuomo and Bowen [6] is also discussed there. In these studies an aggregated
list of all problems found during user observation is made and used to describe all
usability problems that can be found in the software. Then the number of problems
found by using another method is compared to the aggregated list. It is common to
presume that problems found while observing users in user centred evaluation are true
problems that users would have in real use. Problems found by using another method
are compared with the list of problems found in the user observation to calculate the
effectiveness of the method. These studies were focusing on that outcome of the
evaluations, which is finding usability problems.

Other studies have covered how these outcomes can be described in an efficient
way to help the IT professionals to decide what to do about the problems [27]. The
most efficient way of describing the results of the evaluation to the IT professionals
was, for example, studied by Hornbæk and Frøkjær [10]. Their results show that IT
professionals assessed redesign proposals to have higher utility than usability problem
lists.

One way of determining the effect of using usability evaluation methods is to look
at the downstream utility, which is defined by Law [21] as: “The extent the improved or
deteriorated usability of a system can directly be attributed to fixes that are induced by
the results of usability evaluations performed on the system.” Here the effect of the
usability evaluation is determined by how much it improves the actual usability of the
software and not by how many problems are found. There are very few studies that
report the downstream utility of using a particular user-centred evaluation method.
Researchers do not agree on the scope of user centred evaluation. Cockton [5] argues
that assessing the downstream utility is beyond the scope of pure evaluation methods.

In this paper we assess the downstream utility of conducting user evaluation with 5
users in a VR experience and report the findings.
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3 Method

In this section we will explain the VR experience whose prototype we evaluated
(Everest VR), how we gathered the data, the demographics of our participants, and the
methods that we used to analyse the results.

3.1 Everest VR

Everest VR [14] is an interactive experience in Virtual Reality that simulates some parts
of the (real-world) experience of climbing Mount Everest. The experience consists of a
sequence of scenes. Some scenes can only be observed (e.g., a helicopter ride with
narration near the beginning of the experience; Fig. 1), while other scenes require
active participation from the user before the experience will proceed (e.g., crossing a
crevasse by walking along a ladder that bridges the two sides; Fig. 2).

Fig. 1. A scene from the helicopter ride.
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In every scene, the user can freely control their perspective in the virtual world by
physically moving their head. In the scenes that require activity, the user’s hands are
represented by virtual mittens whose positions match the positions of the HTC Vive’s
hand-held controllers. Each scene that can only be observed causes an automatic
transition to the next scene as soon as the former is complete. Each scene that requires
interaction ends when the user performs a specific gesture in a particular context (e.g.,
waving in the direction of a virtual character); the next scene then begins automatically.
Within an active scene, the user can use their virtual mittens to grasp various virtual
objects, including ropes across a chasm and the rungs of a ladder (the user ‘‘climbs’’ the
ladder by reaching for and grasping higher rungs to raise their virtual body; the user’s
feet are not tracked by the HTC Vive).

While the visuals of Everest VR are intended to be realistic (Sólfar Studios, 2016),
some parts of the experience’s simulation are intentionally unrealistic. For example, if
the user stops grasping all of a ladder’s rungs partway through a climb, their virtual

Fig. 2. A scene in which the user crosses a chasm using a ladder.
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body will not fall. Instead, the user’s virtual, vertical position will remain unchanged,
and the user will perceive that they are standing beside the ladder on a surface that is
invisible in the virtual world. This decision to break from realism was made to support
a more important objective of the overall experience, which was to provide a plea-
surable fantasy of climbing Mount Everest.

3.2 Data Gathering

We gathered data through user testing, which was structured in 6 sections: (a) an
introduction to the testing, (b) filling in a pre-questionnaire, (c) experiencing the VR
prototype, (d) filling in a post-questionnaire, (e) debriefing by watching a video of what
happened during the experience, and (f) thanking the user. Following the Google
Design process [4], we planned and conducted 5 user testing sessions, each with one
user. The user testing was conducted in a lecture room at Reykjavik University. We
separated the VR play area from the experimenters by moving tables to define the area,
as can be seen in Fig. 3. Figure 3 shows one of our users experiencing the video game
inside the playing area while the conductor of the evaluation observes.

The execution of the user evaluations is shown in Fig. 4, by using an early version
of the RAMES framework [20].

Fig. 3. The user testing area (Left) and a user participating in the VR experience (Right).
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Fig. 4. Execution of the user testing explained using RAMES
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During the user testing, the participants filled in two questionnaires: one before the
VR experience, and another afterwards. The pre-questionnaire covered background
questions and the simulator sickness questionnaire proposed by Kennedy et al. [10].
The post-questionnaire contained one question on the overall feeling of the participant,
the simulator sickness questionnaire, and the AttrakDiff 2.0 questionnaire by
Hassenzahl [8]. We estimate that the entire process took approximately 60 person
hours, including preparation, conducting the user testing, and analysing the data.

3.3 The Participants

We had 4 males participating in the user testing and one female. Their age was from 25
to 54 and they had all experienced virtual reality before (some only once or twice).
Three said they had played a lot of video games, one said some, and one said that
he/she had played none. We also asked about their experience in hiking and mountain
climbing: one had extensive experience, three had some experience, and one had no
experience. Four of the participants had heard about Everest VR before.

We asked if the participants ever experienced fear of heights or vertigo and some
had experienced some, one said he/she had not, and one had quite serious fear of
heights, but no vertigo. We also asked them to fill in a simulator sickness questionnaire
to be able to see the difference in how they felt before and after experiencing the VR
prototype.

3.4 The Data Analysis

To analyse both our observations of the users experiencing the Everest VR prototype as
well as what they told us during the debriefing, the conductor and the two observers
met the day after the user testing was complete and performed an instant data analysis
as proposed by Kellskov et al. [13]. Some of the results of our instant data analysis
session can be seen in Fig. 5. In total, we recorded 30 user problems and four positive
experiences.

Fig. 5. The results of the instant data analysis session.
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We brainstormed on the outcome of the user testing on a whiteboard by writing a
list of user problems. For each problem we wrote the number of users having that
problem and agreed on a severity for that problem. We categorized the severity as
follows: 4 = Showstopper, 3 = Severe problem, 2 = Moderately severe problem, and 1
= Minor problem.

3.5 Analyzing the Impact of the User Problem List

Two months after we completed the user testing sessions, one of the observers of the
user testing (who was also responsible for Quality Assurance (QA) at Solfar Studios)
analyzed the impact of the user problems for further development of the system. He
categorized each problem in these categories:

1 = Addressed
2 = No action
3 = No action, new tech needed
4 = No action, good for future design of the system
5 = Action not decided yet

He also remarked on whether any of the problems were particularly useful; these
included problems that the team did not know about before the testing began, or
problems whose severity they had estimated incorrectly.

4 Results

In this section, we describe the results of the user testing. First we describe the results
from the questionnaires, and then we describe the results from the user problem list and
the categorization of the impact of the user problems.

4.1 The User Problem List

The user problem list contained 30 problems. In Table 1, the number of problems in
each severity category can be seen.

Table 1. Number of user problems in each severity category

Severity Category Number of problems Average number of users

Showstopper 1 problem 5 users
Very severe problem 5 problems 3,6 users
Moderately severe problem 15 problems 2 users
Minor problem 9 problems 1 user
Total: 30 problems
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As shown in Table 1, 21 of the found problems were severe (either moderately,
very, or a showstopper). The showstopper had the description: “Getting to the vertical
ladder by waving confused everyone, and the icon is almost invisible – this is par-
ticularly bad because you feel trapped in a corner (and are in the corner of the space)”.
An example of a very severe problem is: “Instructions cannot be repeated (people
missed, didn‘t hear or were too overwhelmed by the visuals to take in verbal
instructions)”. Additionally, an example of a moderately severe problem is: “Want
more audio feedback (immersion – environmental audio)”.

4.2 The Impact from the User Problems List

The impact of the user problem list was estimated by asking one of the observers, (who
was also responsible for Quality Assurance (QA) at Solfar Studios) to report what
decisions had been made regarding each of the user problems, two months after the
user testing. In Table 2, the results of this categorization are described.

The QA person especially marked 3 problems that were categorized as a show-
stopper or very severe problems right after the evaluation, as very useful or useful two
months after the user testing. For the showstopper he remarked: “This testing was key
in pointing out the importance of that.” Additionally, for one of the very severe
problems he remarked: “Huge impact on this from testing and we continue to repo-
sition to find the best layout”.

Out of the 15 problems marked as medium severe problems right after the evalu-
ation, he marked 4 as useful two months after the evaluation. He also remarked for one
of the medium severe problems: “Being addressed, and was useful to have fresh eyes to
underline the importance of this”.

Table 2. Number of user problems in each severity category

Severity category (number of
problems)

Impact Marked as
useful

Showstopper (1) Addressed Very useful
Very severe problem (5) 4 addressed, 1 future design 1 very useful,

1 useful
Medium severe problem (15) 10 addressed, 2 no action 1 new

tech needed, 1 not decided, 1 future
design

4 useful

Minor problem (9) 4 addressed, 3 no action, 2 new tech
needed
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5 Discussions

Public adoption of Virtual Reality devices has been slow [15]. As a result, a large
percentage of the potential participants of software evaluations will have never expe-
rienced any environments using Virtual Reality technology. When evaluating the use of
VR devices that perform positional tracking (such as the HTC Vive), some amount of
initial unfamiliarity seems likely to persist even for participants who have experienced
VR environments before, as the most widespread VR devices (e.g., the Gear VR and
Google Cardboard) lack any positional tracking; this lack substantially limits the user’s
experience of a virtual world. Having participants who are unfamiliar with (aspects of)
VR technology represents a serious challenge to any evaluation of a VR experience, as
each user’s reaction to the technology itself will likely be confounded with their
reaction to the experience that one hopes to evaluate. To evaluate a VR experience
independently from its supporting VR technology, one must consider only participants
who have sufficient prior familiarity with that particular technology. Unfortunately, the
percentage of the population that meets this criteria is likely to be very low, making it
difficult to obtain a sufficient sample size to support reliable generalizations. A potential
alternative could be to attempt to control for prior VR familiarity by applying statistical
analysis techniques, but doing so would require a reliable, population-general model of
how prior VR familiarity affects the metrics along which a target experience is to be
evaluated. To the best of our knowledge, such a model does not yet exist. Until the
population’s familiarity with VR devices increases, it seems likely that all studies of
VR experiences will suffer from the confounding effects of each user’s unfamiliarity
with the VR technology being used.

User involvement during agile software development in the software industry has
been found to be both informal and explicit [16]. Feedback from users is gathered in an
informal way, and not through formal user testing [2]. Still formal user testing has been
given the highest rating of methods used by practitioners for involving users in the
software industry [3]. The main reason for not conducting formal user testing is that it
is time consuming in relation to the benefits the developers receive from the results of
the evaluations [2]. Little has been done to try to estimate the value for software
developers of gathering feedback from users through user testing. The study we have
described shows that, even with just a few participants, useful information was indeed
found in the formal testing of a novel VR experience.
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Abstract. Thales Alenia Space has recently widely deployed user centered
design process in their software product conception. This standard breaks today
technology and data centric approach by integrating end-users all along the
iterative design stages: context and usage understanding, end-user need speci-
fication, quick mockups and end-user validation. This paper is a return on
experience. It describes and investigates a dirty UCD methodology relevance
based on prototyping and user testing only (skipping user research first activi-
ties). This process is made to fit project which needs front-end requirements at
day one.

Keywords: User testing � Incremental software design � User centered design
Return on experience

1 Introduction

User centered design is a well-known software conception standard in ergonomics and
human factors fields (ISO 9241-210) [1]. To guarantee system’s utility and usability, it
implies four stages where end-user is integrated within many ergonomics methods such
as focus group [2], participatory design [3], interviews, job task-model based analysis
[4], persona specification [5] and so on. In some constrained industrial context,
deploying every practices cannot be possible. Thales Alenia Space believes that every
process can be tailored and scaled to fit every project. For our new satellite command
center (SCC) procedure executor named PRISM, we try a dirty UCD approach based
on incremental mockups and user testing only. As user requirements were taken from
our previous product version, this process enables earlier front-end development than
classical ergonomics methodology.

This testimonial explains first how we integrated UCD activities within agile
development process. Then we briefly present our study case PRISM and its incremental
mockups. Next, we inspect our process relevance from usability metrics and user
feedbacks. Does this approach lead to solution convergence? Does it bring high quality
interaction and high user satisfaction? Does it allow continuous interaction improve-
ment? From these problematic, the paper concludes on a preliminary analysis of this
dirty UCD approach (ongoing work). Please note this article doesn’t list any SCC user
needs. It only aims to analyze the process relevance from ergonomics point of view.
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2 Process Overview

Industry often works with subcontractors while developing products. When interaction
designers are not involved in project planning phase, it may results to a development-
first approach without much consideration for ergonomics activities [10]. It can be hard
to break this convenient design culture as subcontractor is employing software engi-
neers in tight timeframe. In this context, we try a new incremental process to deal with
early front-end development requirements.

To ensure usable and useful software, we empirically plan 3 user test increments
with a minimum of 5 participants per end-user test [6]. These tests are based on the
walkthrough ergonomics methodology [7] by using fictive operational scenarios.
Scenario’s increments are built from simple and non-risky interactions (increment 1) to
complex widget and data visualization interactions (increment 2 and 3). Scenario
coverage (e.g. “1 + 2 + 3”) between increments allows us to compare if previous front-
end modifications bring better ergonomics satisfaction through usability metrics. At the
end of each increment, user observations are discussed with the project manager before
integrating them to subcontractor’s agile development: considering usability gain over
development planning, feasibility and effort.

3 Study Case: PRISM

PRISM is a web-based application inside the SCC eco-system. It basically executes
procedure (list of command and automatic checks edited from SCOPE) to the real
satellite or to a test platform such as avionic test bench, simulator, and other electrical
ground system through the communication module (CMCS) (Fig. 2).

Fig. 1. ‘Early incremental user testing design approach’ activities
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Thales Alenia Space has specified a graphical charter for every web applications
and lot of reusable widgets have already been designed for other solutions (such as
button, table, list, interactive menu, and so on). Therefore we decided to directly work
with high fidelity mockups rather than having a first low fidelity prototype’s iteration.
Prototypes were made using AXURE software. This tool creates interactive interfaces
that can simulate expected scenario’s solution behavior and be used in our user testing
sessions.

4 Process Inspection

4.1 User Testing Protocol

To investigate process relevance, it is important to set up a testing protocol. It allows us
to compare data between increments. At the moment, two end-user test iterations have
been performed (the third and last iteration will be done before product release).
10 distinct end-users participate to this analysis: 5 at first iteration and 7 at the second
one (2 persons from increment 1 were involved as well in increment 2). Participants are
all PRISM final end-users and come from different departments with different level of
expertise. Each individual test session lasts 1 h and a half and follows the same
walkthrough methodology [7]:

Fig. 2. PRISM simplified eco-system

Fig. 3. Increment 1: main screen which
displays direct feedback of the procedure
execution

Fig. 4. Increment 2: main screen which dis-
plays direct feedback of the procedure execution
and provides complementary services to end-
user
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1. Welcome participant, Informed consent form signature and present user centered
approach

2. Scenario reading and mockup limitation explanations (example: few auto scroll
interactions could not be simulated)

3. Participant interaction with the prototype performing scenario goals without any
help from the ergonomist. If the user seems stuck after many tries, the ergonomist
gives the solution but then the interaction is tagged as failed (0% or 100% in Figs. 7
and 8).

4. System usability scale (SUS) survey to measure global software satisfaction
5. Task satisfaction scale form and user remark debriefing
6. Open questions and participant acknowledgments

4.2 User Satisfaction

System Usability Scale
At the end of each test, participants fill SUS form. SUS gives us the global satisfaction
of the prototype. Rather than “Think aloud protocol”, participants were not allowed to
give any observation before this step. This protocol aims to avoid any ergonomist’s
explanation bias from participant satisfaction opinion (Figs. 5 and 6).

From increment 1 and 2, we can observe a big satisfaction deterioration: losing 17
points on SUS average score. The main empirical hypothesis raised from this drop is
the higher complexity and the higher number of widgets provided between increments
(see Figs. 3 and 4). For the next iteration, our SUS goal is to reach a score higher to

Fig. 5. French translated SUS result from the 5 participants of increment 1.

Fig. 6. French translated SUS result from the 7 participants of increment 2. Note that one
participant results have been removed from average score due to inconsistent answers.
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72/100 by moving secondary widgets out of first end-user’s eye exploration (and
placing them into visible/hidden panel).

Task Satisfaction Scale
SUS doesn’t extract which technical task lower the satisfaction. So we decided to add a
dirty homemade survey (rating from 1 to 5). This survey aims to prioritize which part
of the software front-end need to be improved for the next iteration. A proper survey
wasn’t investigated as it would have taken too much time in the test protocol.

From increment 1 and 2, five equivalent tasks were covered (e.g. “ouverture d’une
procedure”) and four tasks were totally new. We can notice that modifications made
between increments did bring better satisfaction for three of them (while the others
stayed stable). By contrast with SUS score, it gives us a good feedback for our dirty
UCD approach relevance. This chart will also be used to compare this analysis to
iteration 3 and check task satisfaction progress.

4.3 Interaction Quality

Interaction quality is inspected through two usability metrics:

• Effectiveness: does your participant succeeded or not to complete the interaction?
(column “goal reached”)

• Efficiency: does your participant make errors before completing his goal? And how
long does he take to finish it? (column “error rate” and “time”)

Fig. 7. Bar chart high-level functionality satisfaction result from both iterations (1 & 2). From
an empiric decision, every score below 3, 4/5 is marked “has to be improved”

Fig. 8. Efficiency and effectiveness report from iteration 1 (5 participants)
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The tables above list every interaction needed to complete the scenario at increment
1 and 2. The table colorization shows which operation need to be improved or modify
in priority for the next increment. For instance, between mockup 1 and 2, a big front-
end modification has been designed to open and initialize a procedure: passing from
native browser “file explorer” to “custom procedure explorer” (interactions represented
by #1.02 to #1.04 of Fig. 7 and #1.02 to #1.09 of Fig. 8). Surprisingly even if task
satisfaction grew significantly (Fig. 9), the newer interface didn’t lower interaction
error rate: 1, 6 at iteration 1 and 3, 5 at iteration.

On other hand, time measures didn’t bring any comparative added-value on
interaction quality. Overall time evaluation must be changed to task-oriented time
evaluation. For the next iteration, time should be sampled by task (column “scenario
part”) and task should be kept consistent on next iterations. Also by using keystroke-
level ergonomics method [9], we could analyze and compare the interaction perfor-
mance to what an expert would have done.

Fig. 9. Efficiency and effectiveness report from iteration 2 (7 participants)

Fig. 10. User remark list sample. Each remark is tagged with the number of people who ask for
it, from which department the participant comes from, when it has been identify (increment
number), what is the empirical perceived ergonomics gain if integrated and what is the perceived
complexity to implement it.
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4.4 Solution Convergence

Solution convergence is analyzed from the user remark number at each end of incre-
ment (see activity 4 Fig. 1).

At the first increment, we report 97 user remarks on the tested prototype. At the
second iteration, we count only 51 observations (approximately −50%) for a prototype
which cover more complexity and tasks. This reduction shows a first solution con-
vergence to the final user requirements. This preliminary analysis will be corroborated
with the next increment results.

4.5 Continuous Improvement

Another important point measured in our process is the continuous improvement of
PRISM interactions at each increments (Figs. 11 and 12).

From remark listing (Fig. 10), every user feedback is labeled by his integration
status (according to interaction designer and project manager discussion): Accepted
(green) meaning “sent directly to development requirements” - To be specified (blue)
meaning “related to other software system specifications” - Delayed (purple) meaning
“to be investigated at next iteration” - To be discussed (orange) meaning “to be dis-
cussed with the chef architect for feasibility investigation” - Rejected (red) meaning
“remark is not relevant or in contradiction with previous taken decision”. From the two
increment statements, we can deduce that the closer the project gets to the deadline, the
fewer remarks are integrated into development (−54% accepted, +58% rejected and
+80% to be discussed).

5 Conclusion

This paper presents the ongoing work of an early incremental user testing design
approach. This dirty user centered design process allows front-end development at day
one (as the first increment was prototyped and tested within 10 days). To assess this

Fig. 11. Remark traceability chart iteration
1 (Color figure online)

Fig. 12. Remark traceability chart iteration 2
(Color figure online)
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methodology relevance, we base our preliminary analysis on utility, usability and
traceability metrics from two incremental user testing iterations.

As more complex features are integrated at each iteration, this approach doesn’t
seem relevant to keep SUS score consistently high. Also from interaction efficiency and
effectiveness metrics, no significant improvements were noticed. These results are
mainly due to the incremental approach where designer has to focus on next increment
requirements rather than improving previous ones. From user remark traceability
statement, this process doesn’t as well give the opportunity to make major modifica-
tions as the development team gets closer to the release deadline.

However, homemade task satisfaction progress and user remark number analysis
give a good feedback on the convergence of user needs. Furthermore, by integrating
user in prototype testing loops, we identify one “game changer” idea which will be
developed and test at iteration 3.

If development-first approach is requested and mandatory, this incremental user
testing design approach can be applied as a dirty UCD process. Despite the lack of user
research activities, our return on experience shows solution convergence and great
feedback from participants but low capabilities on continuous improvement (interaction
usability and remark integration) and some risks of user satisfaction drops.
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Abstract. Improvements can still be made in the development of Interactive
Computing Systems (ICSs) aiming to ease their use. This is particularly true
when trying to address users’ diversity. Most ICSs do not adjust themselves to
the user nor consider user’s particularities. However, some provide solutions to
address better specificities of expert and novice users. Others adjust themselves
based on user’s interaction history, but this does not always lead to improve-
ments in use. An aspect that prevents to address users’ diversity broadly is the
fact that most of existing ICSs do not provide source code access. This means
that only owners can introduce improvements on them.
This paper proposes an approach (based on both affective computing and

computer vision) to broadly improve design for diversity (without source code
access) for both existing and to be developed ICSs. The results are twofold:
(i) example of an initial set of design guidelines; (ii) opens the way to runtime
Graphical User Interface (GUI) redefinition and adjustment based on both user’s
features and emotions reducing therefore designers’ restrictions when addressing
users’ diversity.

Keywords: Engineering interactive computing systems
Graphical user interface redefinition � Diversity inclusion � Design guidelines
Affective computing

1 Introduction

User interfaces (UIs) are a central aspect in any ICSs and critical for user’s acceptance.
According to the life cycle of a technology presented by Norman [1] there is a tran-
sition point where technology satisfies basic needs and customers are much more
interested in efficiency, pleasure, and convenience. Therefore, UIs associated with a
technology should be adjusted along time to meet user’s expectations. Adjustment
along time is also important while designing UIs because user’s specificities are not
always static, they change over time.

Even with the advances of user-centered approaches, design (e.g. universal design
[2]) and usability (e.g. universal usability [3, 7]) issues persist [4]. According to

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
C. Bogdan et al. (Eds.): HCSE 2018, LNCS 11262, pp. 319–326, 2019.
https://doi.org/10.1007/978-3-030-05909-5_20

http://orcid.org/0000-0002-1226-9002
http://orcid.org/0000-0002-4575-0142
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05909-5_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05909-5_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05909-5_20&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05909-5_20


Meiselwitz et al. [5] the challenges to achieve universal usability are associated to gap
in users’ knowledge and both technological and user diversity. Several approaches
have been developed to take diversity into account when developing ICSs. Some
consider that universal solutions should be considered while others ponder the use of
specific designs targeted to specific user profiles as a way of embracing users’ diversity.
Both approaches have advantages and disadvantages. In one hand, designing for all
users pose several challenges. One of the biggest challenges pointed out by Huh et al.
[3] is finding the right balance between supporting all users and bringing enough profit
to the designers. This is related to the fact that extreme users tend to be easily ignored
due to their small number or simply because their existence is not always known. In the
other hand, design for specific users or situations might deal better with extreme users
but usually at the expense of compromised universality/globality.

This paper outlines a generic approach that allows the application of specific design
guidelines to any individual or set of ICSs at runtime. The approach is based on the
analysis of the graphical user interface (GUI) using both computer vision-based (Sikuli-
based [6]) and affective computing-based approaches. Therefore, this allows the
approach to be generic and without the need for ICS(s)’ source code access. This
enables developers and designers to improve the use of existing ICSs by empowering
them to redefine existing GUIs and, consequently providing support for a wider
diversity design inclusion. GUI adaptation without source code access poses several
challenges as the information access and interaction should be made using computer
vision-based techniques. In addition, the addressed GUI should be hidden or aug-
mented to cope with the introduced modifications.

The article is structured as follows. Section 2 describes background concepts and
presents some related research. Section 3 presents the proposed approach illustrated
with an example in Sect. 4. Finally, discussion and conclusions are presented in
Sects. 5 and 6.

2 Related Work

Developing ICSs that address diversity of users pose several challenges. The term
“universal design” describes the concept of designing all products to be ideally usable
by everyone. Universal usability [7] was introduced with the goal of facilitating the use
of interfaces. From those concepts several principles, guidelines, heuristics and stan-
dards were developed [8–10]. However, those approaches are sometimes not suffi-
ciently complete to meet usability needs of specific users [4]. They might even be
contradictory [11].

Those challenges lead to the proposal of a new set of solutions to support diversity
mostly based on computer vision. The ISI (Interactive Systems Integration) tool [12]
enables the integration of several GUIs of different ICSs into one new GUI adapted to
user’s characteristics. However, features such as collecting the state of the original
GUIs are still primitive. The work of Dixon et al. enables the identification of some
GUI widgets [13, 14]. From this identification it is possible to build GUI pixel-based
enhancements [13]. One example presented by the authors is the automatic translation
of a GUI using Prefab, a tool using computer vision algorithms. The approach provides
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GUI pixel-based enhancements (to a set of GUI widgets) but not its redefinition. We
argue that supporting attentive real-time GUI redefinition is of major importance to
foster design for diversity. Other works [15, 16] like SUPPLE [17] enable automatic
GUI generation adapted to a person’s specificities but it does not enable GUI redefi-
nition of existing ones.

Several solutions from the computer vision field provide basis for GUI’s widgets
identification (e.g. OpenCV1, CVIPtools2). For example, neural networks YOLO [18]
is a real-time object detection solution that can detect over 9000 object categories from
an image or video. Unfortunately, it was not applied to GUI widgets. We believe that
this approach can be successfully applied to support GUI redefinition, but we are
unaware of any work with this purpose or any annotated GUI widgets database
essential for this purpose.

Emotion has gain importance in Human-Computer Interaction. Affective Com-
puting [19] in particular addresses several challenges concerning with computers and
emotions (e.g. ability to recognize and express emotions). The work of Tao et al. [20]
and Poria et al. [21] provide an adequate review. Works in the area of affective
interfaces consider emotion in the design (e.g. [22]). For example, the work of Mori
et al. [23] reports results that aim to improve the understanding about what design
techniques are more important to stimulate an emotion on the user. Alexander et al.
[24] outlined the plan for an interface that adapt like humans to the non-verbal behavior
of users. The idea has similarities with our approach however our focus is on GUI
redefinition based on user’s emotions but also based on other user’s features (e.g.
disease, experience).

3 GUI Redefinition and Design Guidelines

Prior work done by Gaganpreet et al. [25] developed an emotional state estimator that
provides input for runtime GUI redefinition in the context of life critical robot tele-
operation. This work is a complement to the Prefab’s approach because users’ emotions
can be considered. However, the GUI redefinition is done manually case by case and
without any guidelines.

Complementing those works enables a generic GUI redefinition for all approach fed
by the user emotional state. This is beneficial because it enables designers and
developers to keep existing design and source code but without preventing them to
redefine the GUI to the diversity at runtime. Those advances might be further improved
if user’s specificities are considered. In addition, the development of a Design
Guideline Provider (see Fig. 1) suggesting automatic GUI redefinitions based on both
emotional user’s states and specificities represent also an improvement.

Figure 1 presents the architecture of our GUI redefinition approach. It is composed
by three main components that enable the proposed redefinition. They are:

1 opencv.org (last accessed June 4, 2018).
2 cviptools.ece.siue.edu (last accessed June 4, 2018).
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1. Emotional State Estimator that identifies user’s emotional states from their physical
monitorization (e.g. via affectiva3 and imotions4);

2. User’s Specificities Identifier that identifies the user’s profile and personality
(Myers-Briggs Type Indicator5) from the answers provided to the questionnaire and
from results of the test task performed;

3. Design Guidelines Provider that suggests design guidelines for the GUI redefinition
based on the identified emotional states and user’s specificities.

The output of the Design Guidelines Provider supports an automatic GUI redefi-
nition at runtime. The old GUI is hidden running in a virtual machine and only the new
GUI is presented to the user. We follow the approach made by Silva et al. [12] to
enable a transparent GUI redefinition for the user. Silva et al. developed ISI, a tool that
enables the creation of a new UI abstraction layer integrating different ICSs without
accessing their source code. The proposed integration aims to improve end user
interaction. The tool uses enriched ConcurTaskTree models and selected scenarios to
generate Sikuli scripts. Each script is then associated to a widget of the new GUI. The
interaction with a widget of the new GUI triggers the execution of the associated Sikuli
script that will perform the task on existing ICSs.

This work enables an innovative approach that address diversity more effectively.
For this an example of an initial set of guidelines (mapping between user’s

Fig. 1. GUI redefinition approach.

3 affectiva.com (last accessed June 4, 2018).
4 imotions.com (last accessed June 4, 2018).
5 psycnet.apa.org/record/2013-29682-000 (last accessed June 4, 2018).
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specificities/emotional state and redefinition rules) for the Design Guidelines provider
are presented below.

Design Guidelines for Some Detected User’s Specificities

1. Novice: step by step with tutorial;
2. Expert: automation;
3. Parkinson: selection via gaze, increase size;
4. Blind: translation rules;
5. Deaf: augmented captions.

Design Guidelines for Some Detected User’s Emotional States

1. Frustrated: more effective interaction;
2. Confused: clarification, more feedback;
3. Stressed: use additional communication channels (e.g. scent, relaxing music) to

appease the user;
4. Overload: split information into different communication channels (e.g. visual,

audio, haptic).

This is only an example of initial set of guidelines. Machine learning algorithms
will be developed to identify better guidelines based on the combination of the set of
inputs detected (user’s specificities and emotional states) and users’ reaction. The
resulting guidelines will be used as a basis for better automatic GUI redefinition.

We aim at enriching GUIs with emotional intelligence. This means that in the same
way a person usually adapts to its interlocutor while interacting with him/her. Our
approach enables a GUI to automatically adapt at runtime to the user that is interacting
with it.

4 Example

This section as the purpose of illustrating the value of the approach with a concrete
example where the opening for user diversity is made clearer.

Consider an application running on a tablet while its user is travelling by train. Due
to the vibrations of the train the user becomes frustrated because he can’t always hit the
desired widget at the first attempt. In addition, the analysis of the interaction made
revealed that the user has motor difficulties. Therefore, the input provided to our Design
Guidelines provider (frustrated mental state and motor difficulties) lead to design
guidelines suggestions such as:

• increase the size of icons;
• associate wrong clicks to the closer widget;
• enable gaze interaction.

Those guidelines are then automatically applied at runtime for the GUI redefinition.
The GUI is updated when user emotional state changes are detected.
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5 Discussion

Most contributions tend to develop models, applications or technologies to improve the
design and development of new and better ICSs. This work aims to facilitate the
improvement of existing ones without accessing their source code. One can argue that
(old) existing ICSs tend to disappear being replaced by new versions. The fact is that
several systems or old versions are still in use today. Some of them will eventually be
updated in the future but the remaining ones will not. This might be explained by two
reasons: (i) absence of updated versions; (ii) the user does not update it.

Several ICSs do not enable personalization nor were designed to consider diversity.
Furthermore, as integration is also considered, this approach enables the application of
specific or universal solutions to the set of GUIs to be integrated. Ultimately, this can
lead to a new way of designing and developing ICSs where they are used, as a whole,
in task and user centered design approaches. For instance, several pieces of existing
software with different purposes can be merged together into a new GUI where the goal
is not to expose the functionalities of the system but rather use them to empower the
user to accomplish easier tasks execution.

The design of GUIs to be run on top of existing ICSs raise implementation chal-
lenges but we believe that the advantages are strong:

1. GUIs enhanced with emotional intelligence adjusting themselves to the user who is
interacting with it;

2. Enable design for diversity to be automatically applied at runtime to new and
existing GUIs.

Challenges of using computer vision-based techniques such as disambiguation in
the identification of widgets can be reduced with anchors (UiPath6 software follow this
method). Theme variations (e.g. color, text font, size) might introduce difficulties while
running the Sikuli scripts. These can be reduced by introducing transparencies in the
figures provided to the scripts.

It is important to note that, although some parts are already implemented, the
presented approach is an ongoing work. The solution and guidelines must be evaluated
with user studies. For instance, GUI runtime modifications in one direction can be fast
when detecting user confusion but should be slow when the user emotional state is
going back to user “normal” state. The identification of an adequate delay to be used in
this case is an example of the importance that the user studies will have.

6 Conclusions

This paper presents an approach that aims at enabling developers and designers to change
any existing GUI at runtime based on both user’s specificities and emotional state. This
will ultimately enable designing for diversity to be broadly applied. In addition, an
example of a set of design guidelines based in this innovative approach is presented.

6 uipath.com (last accessed July 4, 2018).
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Abstract. The DevOps-approach becomes more and more important because
of the success of agile software development in conjunction with the continu-
ously changing reality. It aims at unifying development and operations.
A common team is responsible for both domains. Additionally, there are
approaches like Continuous Software Engineering with the intention to unify
business administration (Biz) and development. Even tool chains for BizDevOps
are possible. The paper discusses aspects of BizDev and BizDevOps using a
subject-oriented approach for supporting aspects of HCD. The focus lies on
modeling user activities and business processes. Additionally, the role of
domain-specific textual languages is discussed. Most important is the fact that
methods from HCI like task modeling or storytelling can support BizDev and
BizDevOps.

Keywords: Model-based approach � Stories � DevOps � BizDev
BizDevOps

1 Introduction

Changing requirements of interactive software systems are rather the rule than the
exception. Therefore, software solutions have to be continuously updated during
operation in order to respond properly to contextual changes. Classical development
methods fail to address this challenge and are more and more replaced by agile
approaches. Together with the increasing popularity of agile software development
methods an increasing need for continuously deploying software arose. The idea of
DevOps as a clipped compound of development and operations was born. It comes
with automatic quality assurance and continuous delivery.

Unfortunately, agile methods such as SCRUM often lack a human-centered design
perspective. Design activities such as those recommended in the ISO 9241-210 on the
human-centered design process are insufficiently integrated into agile software devel-
opment. For example, agile methods often do not support a systematic exploration of
alternative solutions. Existing approaches to integrate HCD activities into agile process
models mainly focus on the design of the user interface (UI). However, it is common
ground in the fields of human-computer interaction (HCI) and interaction design that
UI design needs to be informed by the analysis of the organizational context and the
users’ tasks and needs. It is assumed that business process models, task models, or user
stories as results from such broader analysis help to derive UI models of higher quality.
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This paper suggests a better integration of subject-oriented business modeling and
task-modeling activities into agile development approaches.

2 DevOps, BizDev and BizDevOps

DevOps is currently discussed a lot in industry. It is related to development tech-
nologies and organizational aspects. “DevOps is defined as a paradigm or set of
principles focuses on software delivery through enabling continuous feedback, quick
response to changes and using automated delivery pipelines resulting in reduced cycle
time” [13].

Very important aspects are the monitoring of the running software and the feedback
for improvements in short intervals. DevOps is also discussed in the context of con-
tinuous software engineering [5]. First ideas of a disappearing boundary between
development-time and run-time were published by Bares and Ghezzi [1]. In their
abstract, they state: “Models need to continue to live at run-time and evolve as changes
occur while the software is running.” Business process models and task models seems
to be candidates for such an approach. According to Humble and Farley [12], Con-
tinuous Delivery and DevOps have common goals and are often used in conjunction.
However, there are subtle differences. “While continuous delivery is focused on
automating the processes in software delivery, DevOps also focuses on the organiza-
tion change to support great collaboration between the many functions involved” [12].

Fitzgerald and Stol [5] argue that there has to be a continuous integration of
business strategy and software development. They use the term BizDev for this pur-
pose. In the framework of Continuous Software Engineering BizDev and DevOps are
separated. However, a combination of both is possible. Gruhn and Schäfer address with
BizDevOps “the boundary between IT and business departments in order to allow
business departments to participate hands-on in the development of parts of the system
and at the same time having measures in place that allow IT to safeguard the devel-
opment process” [11]. They argue that the approach makes sense for systems that
reflect business innovations. It might not be appropriate for general-purpose software
development.

3 Subject-Oriented Business-Process Modeling

Fleischmann et al. [6] characterize subject-oriented business-process management
(BPM) as socially executable BPM. They further argue: “As organizations need to act
flexible in the continuously changing landscape of the digital economy, their process
work is increasingly driven by valued interactions among stakeholders [14]. Traditional
… BPM does no longer fit to this changing view of processes”.

It is therefore necessary to have a specification language that on the one hand is
simple to learn and to use. On the other hand, the specification should be executable.
The best would be if domain experts can specify their business process models by
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themselves. S-BPM seems to be a solution for that. Practitioners from industry report
on the Metasonic1 web page about such success stories. S-BPM specifies business
processes from the perspective of subjects that communicate via messages and provides
a simple notation. Subjects can be humans or software agents.

S-BPM [7] is a graphical specification language that has five language elements
only. These elements are subject, message, send state, function state, and receive state.
S-BPM specifications start with modeling of a communication diagram. It represents
possible communications of subjects via messages. The big picture of an application is
specified in this way. Details of the behavior of each subject are specified later by finite
state machines. Figure 1 provides an example form [7] of a communication diagram for
a vacation request of an employee. The request goes to a manager who decides about
acceptance. If the request is approved human resources (HR) and the employee are
informed accordingly by an approval message. If the request is turned down, only the
employee gets a denial message. The subject employee is able to start the
communication.

A communication diagram visualizes possible message exchanges. However, the
sequence and dependences of messages are not specified. This is done in a behavioral
diagram. Each subject is characterized by exactly one diagram. It consists of states and
messages. Figure 2 provides in its left part a model for the dynamic behavior of an
employee that consists of five states and five messages.

According to the provided specification, an employee fills a form first and sends
afterwards the filled form to a manager. Having done this, the employee has to wait for
an answer message from a manager. If the request is accepted, the employee can go on
vacation and afterwards go to work. Otherwise, the employee has to go to work
immediately. It is the intention of S-BPM to provide tool support for end-user mod-
elling. Stakeholders should be able to edit their own behavior model.

There is the saying that “a picture is worth a thousand words”. However, sometimes
it is good to have a textual domain specific language as an alternative to graphical
specifications.

It was our intention to have a look at a textual representation of behavioral models
of S-BPM as well. We modified the grammar of the example from Fowler in such a
way that behavioral specifications of S-BPM can be expressed. Right part of Fig. 2
expresses the specification of the left part of Fig. 2 in a domain-specific language.

Fig. 1. Example of an S-BPM communication diagram

1 https://www.metasonic.de/en, last visited January 21, 2018.
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Based on the textual specification java code can be generated and executed. This
provides a further perspective and different experience with the domain model.

Alternatively, to the suggestion of S-BPM, activities of subjects could be specified
as task models as well. The following section will discuss this aspect.

Task models are traditionally applied for designing and developing interactive
systems. They describe the logical activities of users and can be the basis for user
interface design. Each role of users is specified by a separate task model. The concept
of roles is equivalent to the concept of subjects. Therefore, task models can specify the
behavior of subjects. The DSL-CoTaL [3] was designed for such a purpose. It uses the
temporal operators from CTT [4]. Additionally, preconditions can be specified in an
OCL-like language. Figure 3 provides the example of the behavior of subject employee
in the context of a vacation request.

Fig. 2. Behavioral diagram for subject employee (adapted from [7]) on the left and specification
in a textual DSL on the right.

Fig. 3. Task model for employee.
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For a vacation request, an employee has to fill a form. Afterwards (�-enabling),
the employee has to ask a manager. After the employee asked, there is a choice
between two tasks, going on vacation or going to work. Asking for vacation is only
possible if the corresponding precondition is fulfilled. One instance of the subject
human resources had to have performed the task of announcing the possibility of
asking for holiday requests – in short announce holidays.

Xtext2 can be used together with Xtend3 for code generation. In this way, task
models specified in DSL-Cotal can be visualized in different tools (see [10]).

Stories can help as well. In computer science, the term “user story” is used in
different ways. They make things more interesting and improve the engagement of
participants. The scenario-based approach from Rosson and Carroll [15] is based on
descriptions of the use of the envisioned system.

Storytelling is used in many cultures as a means of education. However, stories are
not only used for software development. They are also used in business management.
Fog et al. characterize “storytelling as a Management Tool” [8]. They mention: “The
stories we share with others are the building blocks of any human relationship. Stories
place our shared experiences in words and images”. It seems to be an excellent
communication tool for BizDevOps.

4 Combining HCI Approaches with BizDevOps

S-BPM with its restricted number of language elements lets users successfully specify
the behavior of their own role, their subject. Task models have been used for
requirements analysis and for user-interface design. Traditionally each role is specified
by a task model. This can be considered as subject-orientation. Therefore, it makes
sense to use task models for business processes as well. They can replace behavioral
models of S-BPM. The different models of S-BPM and task models open new per-
spectives that can be even further broadened by textual domain specific languages.
Tool support for language engineering exists by Xtext and Xtend. It is also possible to

Fig. 4. Team model for the holiday request example.

2 https://www.itemis.com/en/xtext/, last visited January 20, 2018.
3 http://www.eclipse.org/xtend/, last visited May 7th 2018.
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specify the cooperation of subjects by task models. It is called team model in DSL-
CoTaL [2, 9]. A team model is a counterpart to the communication diagram of S-BPM.

The team model consists of tasks that are executed in cooperation. A task can be
preceded by a subject name. This means that the task has to be performed by an
instance of this subject. Handling vacation requests is started and finished by an
instance of subject HR by executing task Announce-holidays and Finish respectively.

Storytelling seems to be a good method as well for people from business admin-
istration as for developers. Textual DSLs can support the specification of task models
based on stories. However, they can also be the basis for creating stories. The team
model from Fig. 4 inspires the following story.

After Paula from HR sends an email to all employees to inform them that they can
ask for holidays. After Fred asks for vacation, Manager Chris turns down the request
from Fred and Fred goes to work. Afterwards Susan asks for vacation and Chris
accepts the request from Susan and she goes immediately on vacation. Finally, Paula
finishes the vacation request period.

While creating the story one might recognize that the strict order in the iterations is
not reflecting the reality. Instance iteration ({#}) is a better model. It allows the start of
a new iteration before the previous one was finished.

Figure 5 reflects the situation after Fred asked for vacation by animated model
instances.

On the top of Fig. 5 one can see the animated team model with instance iteration.
A first iteration for a request is started. The second instance of an iteration is already
prepared to be executed in parallel. One can see below, that Paula already announced
holidays. Fred filled his form and asked already. Susan and Chris did not do anything
yet. However, both can act while Fred has to wait for a decision.

Fig. 5. Animated team model and subject model instances
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The animation with CoTaL allows the dynamic creation of subject instances.
Therefore, stories can really be well explored and improved. These stories help to
validate models and the final application. The different kinds of knowledge represen-
tation (statecharts, task models, stories) should be used intertwined. Figure 6 describes
the intended application of models and tools for functional requirements.

The structure of the process corresponds to the design process from ISO 9241-210.
Additionally, the intended use of textual specification in DSLs, graphical specifications,
and stories is added. All specifications are optional. Let us know discuss a possible tool
chain for BizDevOps and the subject-oriented approach.

Gruhn and Schäfer [11] provided a software architecture for BizDevOps. The
discussed tools for task modeling can be integrated as app with a corresponding plugin.
For S-BPM there exists already a runtime environment that is used in several industrial
companies. It can be integrated into the discussed architecture as well. In this way, the
subject-oriented approach can get support by DevOps features like continuous
deployment and continuous monitoring.

5 Summary and Outlook

The approaches DevOps, BizDev, and BizDevOps were discussed in the context of
HCD. Communication between stakeholders is identified as the most important aspect.
Therefore, social, cultural, and communication skills are necessary for all stakeholders.

Stories have been successfully used in HCI and in business administration.
Therefore, they seem to be a perfect tool for BizDev and BizDevOps. They should be
combined with subject-oriented notations and methods. Statecharts and task models are
candidates for knowledge representation for subject behavior. Domain specific textual
languages were suggested in conjunction to graphical notations. Providing different
perspectives (states &tasks & stories, graphics & text) allows further insights into the

Fig. 6. Suggested human-centered-design process for functional requirements for BizDevOps
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domain. Tool support supports the creation of different versions of models. Therefore,
alternatives can be specified without many efforts. Stories and models can be explored
and the HCD process can be applied to DevOps, BizDev, and BizDevOps.

It might be possible to create even more abstract textual DSLs that fit to cognitive
models of people from the business domain. A language allowing expressing stories
could be a candidate for that. This language must have the option to add general
information like iteration to certain expressions. In this way, models can be extracted
from such specifications.
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Abstract. The communication between the human and robot in the social
networked industry plays a crucial role. Autonomous robots navigate freely
through the warehouses and therefore need to convey their intentions and tasks
in an intuitive and understandable manner for its human counterpart. This study
examines the icons on the e-Paper display of the ATV EMILI. Tasks of EMILI
are the transportation of goods and collaborating with its user by adjusting its
height for a safer ergonomic use. The robot communicates its status and
intention via its display. The icons transfer task or error messages to its users.
The icons have been evaluated in an iterative process consisting of three test
phases. Based on the results of the different test phases and the technical
restrictions new icons have not been developed until the requirements of the
users have been matched. The error icons have been standardized and did not
cause any ambiguity in their meaning, whereas the task icons had to be removed
and new icons had to be developed.

Keywords: User-centered design � Human-robot-interaction
Robotic interfaces

1 Introduction

The interaction between the two main actors – the human being and the machine –

harbors new challenges and problems in the sociological questions of a company.
These questions arise during the implementation and integration phase of new tech-
nologies. A central concept is the sociotechnical approach, which deals with the
relationship between the user and the system. As soon as a machine acts autonomously,
it affects human’s behavior towards this kind of machines. However, the machine is
programmed to interact with its user and to intervene in cases of error. The central
question arises to what extent autonomous technology must be designed so that the user
feels comfortable using the technology and can carry out his or her work safe and
reliable. Intuitive operation and communication between the actors are challenges that
need to be met.

This paper deals with a new kind of autonomous transport vehicle (ATV) which
offers intuitive interaction methods for the human. EMILI (ergonomic, mobile, inter-
active load carrier for intralogistics) is a combination of ATV and a small load carrier
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(SLC). It combines the compact design and standardized handling of a SLC with the
capabilities of a modern ATV. EMILI can seamlessly be integrated into existing
processes and systems thanks to the exact compliance with the external dimensions of a
SLC (400 � 600 � 220 mm). From above you can see a load area, which has a recess
for material transport and two horizontal handles, which are similar to the carrying
handles of a normal SLC. There is a scissor lift under the lid, which can be extended up
to 600 mm. It can adjust the height of the load-handling device as well as its storage
area according to the height of the human worker. The current version of the SLC
contains in front an e-Paper display. The display is 500 mm long, 137 mm high and is
centered on the 400 mm wide front surface. In each case, 50 mm of the display are to
both sides around the corner of the ATV and thus protrude out onto the two 600 mm
long surfaces. The retractable running gear allows it for example to be stacked onto
other SLC, transported using conventional conveyor technology and stored in an
automated small parts warehouse. With EMILI the first ATV, which emphasizes on
physical as well as psychological ergonomics, has been designed. EMILI is not
restricted to certain areas in the warehouse and can be used without any external safety
infrastructure. This allows real human-robot-collaboration. Further, it displays infor-
mation about its state on the e-Paper display so that bidirectional interaction is possible.
It can transport goods or tools to the human worker and function as a mobile picking
station. Therefore, different applications like maintenance tasks as well as picking can
be realized.

EMILI offers different interaction modalities. It can interact via web services with
other machines and systems. Further, the human can cooperate with EMILI with smart
glasses or smartphones. Natural and intuitive interaction is possible through recog-
nizing gestures of the human worker. The physical demanding component and the
exhausting procurement of goods is shifted to the robot. This new distribution of tasks
increases the productivity and the user experience of the interaction. To set up a safe
working environment, the icons and intentions of EMILI need to be comprehendible by
everyone working in the warehouse. Therefore, EMILI has an e-Paper display that
provides information about its status. This information needs to trigger intuitive action.
Hence, the selection and composition of icons need to be analyzed.

2 Background

2.1 Human-Robot-Interfaces

For interfacing machines or robots, there exist different interaction modalities. Com-
mon solutions are PC-based programs or human-machine-interfaces directly at the
machine control. Both are spatially limited, need special training and are therefore very
inflexible. Some robots and machines offer interaction modalities via Apps on Tablets
or Smartphone, which overcome the lack of spatial flexibility. Still the usage is not very
intuitive since the feedback is not given directly at the robot or machine itself. In
contrast, social robots e.g. Pepper [1] or Baxter [2] offer bidirectional feedback by
using different colors or facial expressions to symbolize different states of the robot.
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2.2 Automated Transport Vehicles

Automated Transport Vehicles are used to transport goods or people in a spatially
limited space [3]. They belong to the group of discontinuous ground conveyors, are
automatically controlled and move without any influence of the human [4]. According
to [4] one or more ATV together with a control unit, infrastructure and components for
data transmission, localization etc. build up an Automated Transport System (ATS).
The usage of ATS started in the late 1950s in America [5]. From there on, they have
changed regarding their flexibility and efficiency. Nowadays, there exist a variety of
ATV which differ mainly in payload, navigation technology e.g. free navigation and
control (centralized, decentralized or hybrid). A coming up trend in the field of ATV
are low-cost ATV which enable small and middle sized companies to use ATV in their
production systems or logistics facilities. Those ATV have lesser payload and drive
with lower velocities so that for human-robot collaborated workspaces no external
safety sensors are needed. Low-cost ATV are for example the LEO Locative of the
company BITO [6] or the Weasel of the company SSI Schäfer [7].

3 Icon Description

EMILI has six different icons to display various states and in this way to provide
information relevant to the user. The following sections distinguish between the
warning icons and the task icons of EMILI. For the description of the warning symbols
a comparison is given, as these represent a reference to already established symbols.
The first three icons on the left display are for error messages and warning messages
and appear in so-called “error” states. Error states are used to inform the user of error
messages of any kind. The triangular symbol with an exclamation mark in the middle is
similar to the street sign, immediately obvious and defined by the DIN EN ISO 7010 as
a warning sign [8]. This icon lights up on the display as soon as an Error-state has
occurred, for example if EMILI no longer has an internet connection, the accumulator
is empty or a technical malfunction is detected.

The second icon is the battery. This makes an empty impression and contains an
exclamation mark inside. This symbol appears as soon as the accumulator installed in
EMILI reaches a critical battery level. In the operating systems of Android and iOS,
similar icons are implemented to indicate a low battery level, usually with only an
almost empty battery instead of an exclamation point. Finally, there is the icon for a
missing wireless connection to the system. This consists of an exclamation point and a
common symbol for a wireless internet connection, which is also widely used on
mobile platforms. The three warning icons are deliberately based on already established
symbols, so that EMILI users do not have to learn those icons and can immediately
establish a connection between them. In addition to the three warning icons, there are
three status icons indicating information about the current work task of EMILI. These
icons are a square in a three-dimensional view and a circle, which in turn is divided into
four quarter circles (see Fig. 1). The square represents a container. Being lit up on the
display means that EMILI is currently executing a transport request.
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Next to the container, a cogwheel icon has been implemented. There is an offset in
the tooth position, while the gear itself remains in the same place. In this way, the
illusion of a rotating gearwheel is created and the status “busy” is displayed. The
rotating gear means that the robot is currently executing a task that does not necessarily
require a transport request. For example, EMILI could participate in another place in a
building and makes an empty run without a container. The circle with the quarters is the
hint of a watch and is a qualitative statement about the theoretical duration of the task.

4 Analysis of Icons

The information on the display of EMILI needs be comprehensive for the user and
should not cause erroneous actions. Therefore, the technical as well as the human
requirements have to be considered and implemented in the design of the icons. To
guarantee an intuitive and safe interaction, a human-centered approach was chosen in
which an online survey and interviews were conducted. These methods give straight
feedback to existing icons and reveal how the icons have to be developed. By using this
approach in the development stage, the costs are kept low and the users are involved.

The evaluation of the interface of EMILI took place in an iterative process. The aim
of the analysis was to determine how much the icons match the expectations of the user
and in cases of ambiguity and uncertain information influence the communication
capability of the interface. The interface was first evaluated in an expert evaluation. An
interdisciplinary team was formed, consisting of a graphic designer, computer scientists
and a human factors engineer. States of EMILI consist of a composition of a facial
expression, icons and text hints. In this work, we focused on the interpretation of the
icons. By developing new icons, the technical compound had to be considered to
ensure a smooth transition from prototyping to finally developing a new interface. The
expert evaluation discovered misleading icons. In the beginning, each expert evaluated
the states and the compounds of the interface on his or her own according to its
meaning and how it is visualized. Afterwards, the experts came together in a meeting
and problematic icons were reflected and alternative designs and compounds were
developed. In particular, the time icon, the busy icon and the icon for transportation
were not fully recognizable. Due to technical restrictions of the e-Paper display just a
limited amount of segments was given. Therefore, the range of possible alternatives
had to fit these technical requirements.

These issues were addressed in the second phase, which consisted of testing the
icons with alternate icons. The used method was an online survey conducted at the
Fraunhofer Institute for Material Flow and Logistics (IML). The focus lied on the

Fig. 1. Old task icons
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ambiguous icons of the e-Paper display, discovered in the expert evaluation. Partici-
pants were given the possibility to propose other icons and give their meaning to the
current and alternative designs. A total of 191 anonymous respondents took part. The
interval coefficient was 95% and the error of margin was 6%. The respondents were
mainly young and nearly 70% were in the range from 18–31. Continuing with the
iterative process, the new icons were implemented and tested in a last test phase. Ten
interviews were conducted at the Fraunhofer IML. Six participants were female and the
mean age was 27. The aim of the interviews was examining if there are still issues
concerning the meaning of the icons. The interview was structured and the questions
were based on the results of the questionnaire and the additional comments of the
participants. Participants were shown all icons without and with text hints. Afterwards
participants should determine what the icons mean. The result was that all participants
preferred icons with text hints. Reasons were that especially in the newly created icons,
participants could better comprehend what the meaning of the icons are. The warnings
signs are standardized icons, used on smartphones to illustrate the same problem
statements occurring on a smartphone than on the interface of EMILI. Concerning the
warning triangle, the design referred to the DIN EN ISO 7010. The idea behind using
familiar icons is to mitigate confusion and to accelerate the learning stage.

The success of the combination of familiar and new icons and a new display design
has been evaluated by using the User Experience Questionnaire (UEQ). The UEQ
consists of six scales. Our study focused on the three scales attractiveness, perspicuity
and efficiency. The three scales are of interest because our design should be easier to
comprehend, more efficient and should generate an overall positive impression.
The UEQ has been conducted after the interview session with ten participants. The
users rated EMILI on these three factors on a 7-point Likert scale. The Likert scale
consisted of semantic differential word pairs (e.g. attractive – unattractive). The
benchmark analysis of the e-paper display results in a very positive outcome. The
indicators for attractiveness (mean: 2.4), perspicuity (mean: 2.1) and efficiency (mean:
2.4) are located in the upper tenth of the range of values, leading to the grade: “ex-
cellent” (see Fig. 2). The results of the UEQ are presented in Table 1.

Fig. 2. Benchmark analysis of the UEQ
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The warning signs remained due to their universal meaning and were understood by
all participants. On the other hand, the task icons were exchanged. Figure 3 illustrates
that the cogwheel and the time icon were replaced with the three arrow icon and the
avatar icon. These changes were necessary due to ambiguous understanding of the old
icons and more important states to cover. The box icon is the only remaining icon in the
new interface and has been adjusted due to its additional functions. The reasons for
these changes are a result of the qualitative results of the questionnaire and interviews.
Participants were reminded of the settings button on a smartphone when confronted
with the cogwheel rather than seeing EMILI “in progress”. Besides the cogwheel, the
time icon became redundant. The time icon is not standardized and its period of time
may vary depending on the length of the task. This leads to the conclusion that users
cannot be sure of how long EMILI has been executing a command or how long the task
will take. The implementation of the “Follow – Me” function led to the design of the
avatar icon in combination with the arrow icon, indicating that EMILI is following its
user. The arrows above and beneath the box icon illustrate that EMILI is adjusting its
height and were added. Further, the three icons can interact with each other to give
more reliable and precise information of the state of EMILI.

Further, different icons were tested on their meaning. The requirements of the
participants from the online survey were that transportation state of EMILI had to
include motion. This requirement was tested with different icons. As an example, Fig. 4
shows the development of the transportation icon.

Table 1. Results of the UEQ

Scale Mean Standard deviation N Confidence Confidence interval

Attractiveness 2.400 0.337 10 0.209 2.191–2.609
Perspicuity 2.067 0.306 10 0.190 1.877–2.257
Efficiency 2.400 0.516 10 0.320 2.080–2.720

Fig. 3. New task icons.

(a)     (b)      (c) 

Fig. 4. Development of the transportation task icon (from a to c).
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The first transportation icon (see Fig. 4a) consisted of a box. Participants stated that
the box is loaded on EMILI, but did not mention that the box is moving. This led to the
new designs (see Fig. 4b), which focused on adding dynamic elements or focusing on
material flow, indicated by the box on the assembly line. This icon has then been
evaluated as a tank or other misleading concepts. As a final icon (see Fig. 4c), we
created an icon based on the box and additional implemented arrows as an icon, which
in interaction with the box resembled a moving box. Due to the ergonomic height
adjustment, one arrow above and beneath the box were added to simulate an upward or
downward movement. Focusing on the interaction of the icons, the avatar icon in
combination with the arrows display the “Follow – Me” function, whereas the box icon
in combination with the aforementioned icons imply a transportation task towards the
user.

5 Conclusion

The design of the new e-Paper display is based on the iOS mobile platform architec-
tural structures. Whereas in the initial display, icons and text hints were strictly divided
and the icons were placed on the left side and text hints on the right side, the icons are
now placed above the artificial face in a horizontal bar (see Fig. 5). Further, the text
hints and icons were divided due to their function. On the left side of the interface,
warning signs and referring text hints were placed. On the right side, task signs and
their referring text hints were implemented. The overall design reminds the user of a
toolbar similar to a smartphone toolbar. Referring to the icons, the task icons were
completely new designed and implemented. The new task icons are adapted to the
needs of the user. In contrast, the warning icons were standardized and the results of the
online survey and interview reveal no misleading or wrongly implemented icons.

Fig. 5. Redesigned e-Paper display of EMILI
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6 Outlook

The Future work will include an analysis of the display in a real working environment
with actual workers. We plan to implement a virtual 3D avatar being projected on top
of the ATV indicating the status and other interaction functionality by the use of
augmented reality glasses. This approach will also be evaluated with appropriate
analysis methods. The ATV already has inbuilt RGB LED stripes around the bottom
outline intended for status feedback. We will also research on adequate color and light
sequencing functionality.
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Abstract. Aging population is a global concern, but the situation is even worst
in developing countries where the migration of the active population from rural
areas to major cities makes the elderly left in their home in the village, usually
assisted by close relatives who take care of them. Far distance to accessing good
health facilities provided in the city hospital usually results to the untimely death
of people suffering from treatable and manageable diseases like diabetes,
malaria, high blood pressure and waterborne diseases. In this paper, we present
the design concept of a system for preventing and controlling people’s health
conditions; it exploits the possibilities of the Internet of Things technology, still
trying to find a convenient balance between effectiveness, reliability and context
limitations that require a cheap, affordable and easily configurable system.

Keywords: Ambient Assisted Living � Ubiquitous healthcare � Smart devices
Tailoring by end user

1 Introduction

Supporting elderly or disabled people in their everyday lives has been a longstanding
research area. Many researchers have addressed smart aging services, which can help
people age comfortably and independently while staying in their current residence as
long as possible. Aging population has been a global concern which makes a large
impact on government spending and economic policy in healthcare, pension, and social
benefits program more critical especially in developing countries. In Africa, a signif-
icant percentage of elderly people face distinctive challenges such as chronic diseases
including heart disease, physical disabilities, diabetes, and depression [1]. Many of
them live in rural village, where it is common for parents to expect their children to be
around when they are aged or retired from active service. Due to migration and changes
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in family values, such a culture is becoming unpopular. The elderly are then transferred
to nursing homes or remain independent in their home in the village, where they are
usually left with close relatives (informal caregivers) who take care of them. Such
informal caregivers are often young and technical savvy people.

Unfortunately, assessing good health facilities remains a major concern in rural
villages. Very often functional health centers are concentrated in the cities, which are
many kilometers far from the villages where professional health givers (doctors) are not
available. All of this further worsens the plight of those having health challenges and
living in the village, especially the elderly.

A multidimensional approach to integrate diverse healthcare systems are needed to
prevent and control health problems of elderly people [2]. Most developed systems
focus on the quality of functional aspects of life assistance services that emphasized
convenience and effectiveness based on the concepts of hospitalization [1]. These
services are usually not affordable, timely and sometimes complex for developing
countries like Nigeria, where the annual income per capita is about $2.100, with low
growth in terms of technological and infrastructure development.

We are currently working on designing a system aiming at improving health of
elderly living in rural villages. We are exploiting the Internet of Things (IoT) tech-
nology, which offers plenty of possibilities for addressing the issues highlighted above.
Because of the limitations of the particular context, the ultimate challenge is the
identification of a cheap, affordable and easily configurable system that can be suc-
cessfully applied and definitely adopted in the considered scenario. The system consists
of a heterogeneous combination of apps and Arduino-based devices that connect
patients and healthcare service providers remotely located. An important feature from
the interaction point of view is that the system is easily configurable by non-technical
people, e.g., caregivers.

In this paper that reports on our ongoing work, after a short survey of the related
literature (Sect. 2), we describe the requirements emerged (Sect. 3) and the solutions
proposed in the design-concept (Sect. 4). Conclusions are finally provided.

2 Related Work

Advances in sensing and network technologies allow physical objects in everyday lives
to be connected with each other and thus data could be shared and work together in a
collaborative way. This technological trend, has been influencing applications in many
domains, including smart industry [3], smart home [4, 5], smart office [6], smart farm
[7], smart grid [8], smart city [9], but also Cultural Heritage [10, 11]. Also, it would
have a great impact on wellness systems and health-related services deployed in aging-
in-place solutions. Embedded systems and wireless sensor networks enable a variety of
sensors to be incorporated into office buildings, or wearable devices to be attached to
occupants and biological signals to be directly collected from their body [12]. Data sets
collected from sensors could be utilized to infer situations and help family members or
caregivers monitor or perform emergency activities for the elderly and disabled.
Dishman highlighted four promising areas (focused on by Intel’s Proactive health
research group) where technologies for adaptive aging could help older adults live
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healthier and more productive lives: promoting healthy behaviors, early disease
detection, improved treatment compliance, support for informal caregiving using
embedded systems [13].

Allowing the elderly to live at home with a reasonable level of assistance, called
aging in place, is an active research area, and in particular many developed countries
have drawn much interest to the related research projects. Ubiquitous healthcare (u-
Health) systems are a key to handle the challenges of aging population and growing
healthcare cost around the world. Such systems contribute to the revolution in medical
history by providing an instant overlook into the diseases and by giving patients an
emergency alert in case of any chronic problem [14]. They also enable the service
providers/practitioners to remotely monitor the patient’s physiological data in real-time
and provide feedback [15]. In a u-Health system, sensors (either on-body or implan-
table) like ECG, EEG, EMG, motions/positioning, and body temperature forward their
data via wireless interface to a base station or access point. This data is then streamed to
the hospital via a wide coverage network such as 3G, WLAN, LAN or GPRS/SMS to a
medical doctor for remote monitoring, or to hospital database for records or tele-
medicine or to ambulatory service in case of emergency [16]. An off-the-shelf u-Health
system is, for example, the “MySignals SW BLE Complete Kit” (see Fig. 1), a
development platform for medical devices and eHealth applications to develop per-
sonalised eHealth web services1. The kit includes 17 sensors which can be used to
monitor more than 20 biometric parameters. Further sensors, possibly provided by the
user himself, can be added to build new medical devices. All the data gathered by
MySignals is encrypted and sent to the user’s private account at Libelium Cloud
through WiFi or Bluetooth. The data can be visualized in a tablet or smart phone with
Android or iPhone Apps. Unfortunately, even if the proposed solution is worthwhile,
the cost is as much as $2000, which makes it not affordable for the context we are
considering.

Fig. 1. The MySignals SW BLE Complete Kit (image courtesy of www.cooking-hacks.com).

1 http://www.my-signals.com/.
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3 Context and System Requirements

The primary challenge of a system that has to support the elderly’s healthcare in rural
villages is that it has to be cheap and easy to use by caregivers who have limited
knowledge of technology.

We set-up a design team that included electronic engineers, as well as software
engineers and interaction designers. They are the authors of this paper. Most of them
are expert with IoT technologies. Moreover, the first author is a PhD student at a
Nigerian University, graduated in Electronic Engineering, and currently in our
Department for a 5-month visit. He is the reference person for illustrating the different
facets of the Nigerian reality and providing more insights about the context require-
ments. Other team members have previous experience in designing technology for
Ambient Assisted Living (AAL). See, for example, [17, 18].

The system design consisted of three main phases, as described in the following. In
order to get more ideas on the system to be envisioned, we also took into account the
projects developed as assignment to the PhD students attending a course on “IoT
Technologies and Tools for Configuring Smart Environments”. The assignment con-
sisted of designing an AAL system for elderly people in destitute areas.

During the first phase, the team identified the context elements that influence the
design of the proposed solution. First, the infrastructure limitations were considered
and then the stakeholders and their relationships, skills and roles were identified. It
emerged that the solution should be cheap and affordable, easy and simple to use with
very minimal setup procedures required. It should not rely on highly sophisticated
mobile devices since it is intended for rural villages where Internet services may not be
available. It must be flexible so that to be adapted to a variety of diseases, stakeholders,
devices and infrastructures available.

As depicted in Fig. 2, the elderly person is provided with a device able to detect
different parameters (e.g., heart rate, temperature, ECG, blood pressure, glucose,
pulse); the collected data are locally stored and later transferred to the mobile device of
an informal caregiver, typically wife/husband, sons/daughters, or a relative. The elderly
person can use his/her device also for sending SOS alarms to the mobile phone of the
informal caregiver. The app here installed allows the caregiver to visualize health
parameters and to transfer them to doctors or other professional caregivers. The doctor,
using a Web or a mobile app, can access data that have been previously collected from
the patient’s device and later transferred by the informal caregiver app.

On the basis of the results of the first phase, during the second phase, the team was
engaged in designing the device to be provided to the elderly people. After evaluating
and discussing different prototypes, it was finally decided that the best design would be
a briefcase, or bag, composed of a central unit plus different modules, each able to
perform specific measurements, to be added or removed according to the patient’s
diseases. The name chosen for the system was iHealthBag. The communication
modalities among the system components were defined.
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Finally, inspired by [17], the design team focused on designing the pill dispenser, a
further component of the patient’s device that manages drug therapy administration.
The pill dispenser is characterized by the following features:

• modularity, since there are the therapy may change over time;
• accurate reporting of drug intake, so that the caregivers can check that the patient is

taking the pills correctly;
• remote therapy modification: if the professional caregiver decides to change the

therapy, he/she can remotely program the behavior of the pill dispenser by using the
visual interface available on the app installed in his/her computer or mobile phone.
It is responsibility of the informal caregiver (usually a close relative of the patient)
to change the pills in the dispenser accordingly.

4 The iHealthBag

Because of the limitations of the particular application context, the ultimate challenge
has been the identification of a cheap, affordable and easily configurable system that
can be successfully applied and definitely adopted. The iHealthBag solution is pro-
posed as a heterogeneous combination of apps and affordable Arduino-based devices
that connect patients (elderly) and healthcare service providers remotely. The system
deploys a wide variety of sensors and actuator to monitor and observe the patient’s vital
health signs and interactively connects him/her with the informal caregiver or doctor on
24 h and 7 days a week basis.

Fig. 2. Stakeholders involved in the African rural village scenario and communications among
them.
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The iHealthBag is composed of a Central Unit device that comes with expandable
slots where different combination of sensors, called Sensor Modules, can be inserted
(see Fig. 3). The Central Unit contains an Arduino Uno microcontroller board2, a
Bluetooth module, a nodeMCU board3, an SD card shield. Each Sensor Module is a
box which provides all the sensors useful for a disease. Several Sensor Modules can be
connected, thus several illnesses are monitored. Each box is printed with a 3D printer
and contains: one nodeMCU board, the specific sensors and the necessary shields for
them, input/output ports if necessary (for example, a jack). The box has also connectors
to take and to provide power from/to the boxes it is attached to. The nodeMCU boards
available in both the Central Unit and the Sensor Modules permits the data transfer
among every component of the iHealthBag.

The Pill Dispenser Module has the same dimensions of the Central Unit Module. It
contains a nodeMCU microcontroller and a number of small boxes that contain pills of
different types. Each pill box has a LED light, which is automatically switched on when
that pill has to be taken. To confirm that he took the pill, the patient pushes a button on
the pill box and the light is switched off.

Data collected by sensors can be stored and retrieved on the SD card available in
the Central Unit device and then automatically transferred to Bluetooth recipient, i.e.,
the informal caregiver’s smartphone. Optionally, the iHealthBag can be provided with
a GSM module: in this case, as a Sensor Module receives input of an anomaly with the
system, the iHealthBag immediately sends message alerts to the caregiver by SMS. The
caregiver, using the app installed in his smartphone, analyses the message, does some
preliminary pre-defined first aid and sends outcomes to a professional caregiver

Fig. 3. The iHealthBag patient’s device.

2 https://www.arduino.cc/.
3 http://nodemcu.com/.
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(doctor) for professional advice. The informal caregiver app also serves to further
transmit, immediately or periodically, collected data to a central server through the
Internet.

In Fig. 4, which shows the interconnection platform and services management, the
communication is mediated by ThingSpeak4, an open source IoT application and API
to store and retrieve data from things using the HTTP protocol over the Internet or via a
Local Area Network. ThingSpeak enables the creation of sensor logging applications,
location tracking applications, and a social network of things with status updates. The
doctor, using a Web or a mobile app, can access the patient’s data that have been
previously collected from the iHealthBag device and later transferred by the informal
caregiver app on ThingSpeak.

5 Discussion and Conclusion

In this paper we have discussed the design concept of an IoT system aiming at giving
access to good health care in rural villages. Many possibilities are offered by IoT
technology for addressing such an issue, but we had to take in consideration the many
constraints and limitations of the specific context. Thus, in order to propose a system
that can be actually adopted in the considered context, we had to manage a trade-off
between effectiveness and efficiency of the designed solution and the specific context
requirements. We are aware that further issues are very significant in the AAL domain,
for example, sensor reliability and data security. Still we think that our project can
represent a first valid product to satisfy the requirements that would make it accessible
in the considered context, namely rural villages.

The next step we are going to perform is to validate our design concept by
involving a larger number of stakeholders, including patients, informal caregivers and

Fig. 4. Diagram representing the different components and users of the iHealthBag overall
system.

4 https://thingspeak.com/.
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doctors. Then, we want to implement a fully operational prototype of the overall system
to be tested in a longitudinal study, by distributing the iHealthBag device to a sample of
end users. By exploiting our experience on approaches that allow people that are not
expert of technology to easily manage mobile devices [19] and smart objects [10, 20],
and to configure their own applications (e.g., see [21, 22]), we are now working at the
implementation of the app for the informal caregiver’s mobile device as well as both
the web app and the mobile app to be provided to the professional caregivers.
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