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Preface

An ad hoc network is a wireless system for a specific purpose, in which mobile or static
nodes are connected using wireless links and dynamically auto-configure themselves
into a network without the requirement for any infrastructures such as access points or
base stations. Ad hoc networking covers a variety of network paradigms, including
mobile ad hoc networks, sensor networks, vehicular networks, unmanned aerial vehicle
(UAV) networks, underwater networks, airborne networks, underground networks,
personal area networks, device-to-device (D2D) communications in 5G cellular net-
works, and home networks etc. It promises a wide range of applications in civilian,
commercial, and military areas. In contrast to the traditional wireless networking
paradigm, this new networking paradigm is characterized by sporadic connections,
distributed autonomous operations, and fragile multi-hop relay paths, which have
introduced many formidable challenges, such as scalability, quality of service, relia-
bility and security, and energy-constrained operations. Thus, while it is essential to
advance theoretical research on fundamental and practical research on efficient archi-
tectures and protocols for ad hoc networks, it is also critical to develop useful appli-
cations, experimental prototypes, and real-world deployments to achieve immediate
impacts on the society for the success of this wireless networking paradigm.

The annual International Conference on Ad Hoc Networks (AdHocNets) aims at
providing a forum to bring together researchers from academia as well as practitioners
from industry to meet and exchange ideas and recent research work on all aspects of ad
hoc networks. As the tenth edition of this event, AdHocNets 2018 was successfully
held in Cairns, Australia, during September 20–23, 2018. The conference featured one
keynote speech, by Dr. Guoqiang Mao from the University of Technology Sydney
(UTS), Australia. The technical program of the conference included 27 regular papers
that were selected out of 50 submissions through a rigorous review process.

This volume of proceedings includes all the technical papers that were presented at
AdHocNets 2018. We hope that it will become a useful reference for researchers and
practitioners working in the area of ad hoc networks.

November 2018 Jun Zheng
Wei Xiang

Pascal Lorenz
Shiwen Mao

Feng Yan
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Abstract. In this paper, we propose a novel crowdsensing paradigm
called semi-opportunistic sensing, which is aimed to achieve high task
quality with low human involvement. In this paradigm, each mobile user
can provide multiple path choices to reach her destination, which largely
broadens the task assignment space. We formulate the task assignment
problem in this paradigm of maximizing total task quality under incen-
tive budget constraint and user travel time constraints. We prove this
problem is NP-hard and then propose two efficient heuristic algorithms.
First, we propose a Best Path/Task first algorithm (BPT) which always
chooses current best path and current best task into the assignment
list. Second, we propose an LP-relaxation based algorithm (LPR), which
greedily assigns paths and tasks with the largest values in LP relax-
ation solution. We deduce the computational complexities of the pro-
posed algorithms. We evaluate the performance of our algorithms using
real-world traces. Simulation results show that our proposed crowdsens-
ing paradigm can largely increase overall task quality compared with the
opportunistic sensing paradigm where each user has only one fixed path.
Simulation results also show that our proposed algorithms are efficient
and their performance is close to the optimal solution.

Keywords: Mobile crowdsensing · Task assignment
Semi-opportunistic sensing

1 Introduction

Recently, mobile crowdsensing [2] has become a cost-effective way to collect
massive sensing data and thus enabled tremendous real-world applications such

This work was supported in part by the NSF of China under Grant Nos. 61531006,
61471339, 61872331, the Natural Sciences and Engineering Research Council (NSERC)
of Canada (Discovery Grant RGPIN-2018-03792), and the InnovateNL SensorTECH
Grant 5404-2061-101.
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as environment monitoring, traffic condition monitoring, and smart city [3,7,8,
12]. In a mobile crowdsensing system, the service platform recruits mobile users
to perform tasks by exploiting the sensing and computing ability of smart devices
at the users.

Based on whether tasks are performed consciously by users, existing work for
mobile crowdsensing can be categorized into two types: opportunistic sensing and
participatory sensing. In opportunistic sensing, users move following their daily
routines and complete sensing tasks with minimum disturbance. Sensing data
along their moving paths can be collected automatically without human involve-
ment and thus leads to low employment expenses of opportunistic sensing users.
However, since the paths taken by opportunistic sensing users are predetermined
based on users’ moving patterns, tasks not on any mobile user’s path will not
be performed. This often results in limited task coverage. In contrast, the mov-
ing paths of participatory sensing users are scheduled by the service platform.
Service platform can ask such users to move to any task location within their
travel capability to perform tasks at the cost of high employment expenses.

Task assignment [4] is one of the most important problems for mobile crowd-
sensing. In participatory sensing, [9] aims to minimize the task expiration penalty
by user selection and path planning, while [5] studied the problem of user selec-
tion and path planning in an online manner to maximize total task quality
under given travel budget. In opportunistic crowdsensing, [10] studied the multi-
objective optimization problem of maximizing total task quality under energy
consumption constraints of users’ smart devices. [11] studied the problem of
maximizing total task quality under incentive budget constraint and proposed an
approximation algorithm exploiting the submodular property of the used utility
function. High task quality and low employment expenses are two crucial goals
in the design of effective task assignment mechanisms for mobile crowdsensing.
However, the above two crowdsensing paradigms cannot meet these two goals
simultaneously. In this paper, we propose a new mobile crowdsensing paradigm
called semi-opportunistic mobile crowdsensing. The motivation behind our work
in this paper is as follows. For traditional opportunistic mobile crowdsensing,
each user moves to predetermined destination along a fixed path. However, in
reality, a user may take one path from multiple choices (e.g., most frequently
taken paths or most economical paths) to reach the same destination without
much disturbance of her daily routine. For a mobile user, each such path is
a reasonably good choice for her to make the trip. For the platform, the task
assignment performance can be significantly improved since tasks are typically
randomly distributed at different locations and in this case the platform has
much more choices for task assignment due to the increased path set from the
user side. In this way, task coverage probability can be greatly improved with
slightly increased human involvement.

In this paper, we first propose the semi-opportunistic mobile crowdsensing
paradigm. In this paradigm, each user provides multiple candidate paths for the
service platform to choose from. We describe in details how this new paradigm
works. We then formulate the optimal task assignment problem, which jointly
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chooses mobile users and their taken paths and also tasks for them to perform
with an objective to maximize the total task quality subject to given incentive
budget constraint and user travel time constraints. We prove this problem is NP-
hard and then propose two efficient heuristic algorithms to address this problem.
First, we propose a Best Path/Task first algorithm (BPT) which always chooses
current best path and current best task into the assignment list. Second, we pro-
pose an LP-relaxation based algorithm (LPR), which greedily assigns paths and
tasks with the largest values in LP relaxation solution. We deduce the compu-
tational complexities of the proposed algorithms. We evaluate the performance
of our algorithms on real-world traces. Simulation results show our proposed
algorithms are very close to the optimal solution and significantly outperform
the case when pre-determined single path is used for each user.

The rest of this paper is organized as follows. We describe the system model
and formulate the problem under study in Sect. 2. We propose our algorithms in
Sect. 3. We present the simulation results in Sect. 4. We conclude the paper in
Sect. 5.

2 Problem Statement

In this section, we describe the semi-opportunistic sensing system, formulate the
problem under study, and prove its NP hardness.

2.1 Crowdsensing Paradigm

In this subsection, we introduce the semi-opportunistic sensing system, which
consists of a crowdsensing service platform and a set of mobile users.

Mobile User. A mobile user is going to some place in a future time interval
(e.g., 7:00–9:00 tomorrow morning). She has a travel time budget (e.g., two hours
of commuting time), and fortunately, the actual travel time is less than that. She
can use the remaining time to perform some sensing tasks on her travel path
to make some money. To reach her destination, she may have multiple candi-
date paths for the trip. Due to different traffic conditions, each path has distinct
travel time and thus distinct remaining time for task performing. She can ask
the service platform for compensation of her task performing behavior. She then
submits her application form containing her suggested paths to the service plat-
form along with corresponding estimated available task performing time and also
demanded compensation for each path. Without causing confusion, hereafter, we
shall use the terms “user” and“worker” interchangeably unless otherwise stated.

Service Platform. The crowdsensing service platform receives a set of task
performing requests which need to be done in a specific future time interval with
a total incentive budget to support the task performing. Each task is submitted
with detailed task attributes including task location, task performing time, and
task quality requirement. We will discuss the task model in Subsect. 2.2. The
platform also receives a list of task performing applications with detailed path
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information from mobile users who are willing to perform tasks in this time
interval. The platform jointly chooses mobile users and their taken paths and
also tasks for them to perform. The objective is to maximize the sum of task
quality subject to total incentive budget and user’s path travel time budget.

Semi-opportunistic Crowdsensing Paradigm. Our crowdsensing paradigm
is composed of the following steps:

– First, the crowdsensing service platform announces a specific future time
interval and recruits mobile user to perform tasks in this time interval.

– Second, each mobile user who is willing to undertake tasks in that future
time interval submits to the service platform her suggested moving paths in
that time interval, with corresponding task performing time and demanded
compensation for each path.

– Third, the platform selects mobile users to perform tasks and informs each
selected user which path to take and also which task(s) to perform.

– Fourth, each mobile user travels along the designated path, performs assigned
task(s), and finally receives demanded compensation.

2.2 System Model

The three layer task assignment process is illustrated in Fig. 1. The platform
selects a set of mobile users to perform tasks on their paths. For each user, one
path in her given path set is selected by the platform, if the user is chosen for
performing task(s). Some task(s) on this path are then assigned to the user as
long as her travel time budget is not violated.

1 2 3

1 2 3 1 1 2

1 32 4 5 6 7 8

Worker Layer

Path Layer

Task Layer

Fig. 1. Three layer task assignment process. The red ones are selected. (Color figure
online)

Worker Model. We denote the users by user set I = {1, 2, · · · , I}. Each user
has a starting point and a destination point. Each user has several path choices
for her to reach her destination. We define decision variable xi = 1 if the user
i ∈ I is selected to perform task, or otherwise xi = 0.

Path Model. Each user has multiple path choices to reach her destination. We
denote the path set of user i ∈ I as path set Ki = {1, 2, · · · ,Ki}. Each path
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is a simple path from a departure place to a destination passing through a few
streets or blocks. Each path ki ∈ Ki has a fixed incentive reward riki

and a time
budget Tiki

for performing tasks on this path. Different workers demand different
incentive rewards for different paths which depend on time budgets of the paths
and labor costs per unit time for recruiting the users. We define decision variable
yiki

= 1 if user i is selected to travel along path ki, or otherwise yiki
= 0. Each

user can only take one of her provided path choices, and thus we have:

xi =
∑

ki

yiki
, ∀i ∈ I (1)

The total incentive cannot exceed the platform given incentive budget B, thus
we have: ∑

i

∑

ki

riki
· yiki

≤ B (2)

Task Model. We denote the task set as J = {1, 2, · · · , J}. Each task j ∈ J
is associated with a specific location, task performing time tj , and task quality
qj . Due to different task types and performing difficulties, tasks have different
performing times. Task quality can be indicated by the information value of the
task location [11] or the probability of giving a correct answer for an event by
majority voting [5]. We define wikij = 1 if task j ∈ J is along the path ki of
user i, or otherwise wikij = 0. We define decision variable zikij = 1 if task j ∈ J
is assigned to user i on her path ki ∈ Ki, or otherwise 0. We have

zikij ≤ wikij , ∀j ∈ J , i ∈ I, ki ∈ Ki (3)

Each path is associated with zero, one, or several tasks to perform and the
total task performing time cannot exceed the path-related task performing time
budget. Therefore, we have:

∑

j

tj · zikij ≤ Tiki
· yiki

, ∀i ∈ I, ki ∈ Ki (4)

Task j can only be performed by user i taking path ki if path ki of user i is
selected by the platform, thus we have:

zikij ≤ yiki
, ∀j ∈ J , i ∈ I, ki ∈ Ki (5)

We assume each task needs to be done no more than once. Thus, we have
∑

i

∑

ki

zikij ≤ 1, ∀j ∈ J (6)

2.3 Problem Formulation

The task assignment problem of maximizing the sum of quality of all the tasks
subject to the incentive budget constraint and travel time constraints is formu-
lated as follows:

max
∑

i,ki,j

qj · zikij (7)
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s.t. (1) − (6)
var. xi ∈ {0, 1}, ∀i ∈ I

yiki
∈ {0, 1}, ∀ki ∈ Ki,∀i ∈ I

zikij ∈ {0, 1}, ∀ki ∈ Ki,∀i ∈ I,∀j ∈ J

The hardness of the above problem is given as follows. We consider a simpli-
fied case where there is only one user who has exactly one path to take and the
platform can afford her incentive reward. Then the problem is to maximize the
total task quality under the user’s task performing time budget. This is a 0-1
knapsack problem. Here, the item weight is task performing time and the sum of
item weights cannot exceed the weight capacity (i.e., the user’s task performing
time budget). Moreover, here, the value of an item is the quality of a task and
the objective is to maximize the sum of values of chosen items. The 0-1 knapsack
problem is known to be NP-hard. Therefore, the problem under study in this
paper is also an NP-hard problem.

3 Proposed Task Assignment Algorithms

There are two resource constraints (i.e., incentive reward and per-path-related
task performing time) in the task assignment problem under study. Incentive
reward constraint is a high-layer constraint from the service platform and path-
related task performing time constraint is a low-layer constraint from the user
side. In this section, we propose two efficient heuristic algorithms to address
the NP-hard task assignment problem formulated in Subsect. 2.3. First, we pro-
pose Best Path/Task First Algorithm (BPT) which always chooses current best
path and current best task into the assignment list. Second, we propose an LP-
relaxation based algorithm, which greedily assigns paths and tasks with largest
values into the LP relaxation solution.

3.1 Best Path/Task First Algorithm (BPT)

In this subsection, we propose BPT algorithm. The algorithm is composed of
two major components: Task Selection and Path Selection.

Task Selection. For each of the candidate paths provided by users, the Task
Selection process selects a set of still available tasks leading to the maximum
task quality while meeting the path-related task performing time constraint. This
is a 0-1 knapsack problem and is known to be NP-hard. Here, an approximate
algorithm is presented for the Task Selection, which works as follows.

1. Sort all still available tasks on this path in the descending order according to
the ratio of task quality and performing time.

2. If the sum of task performing time of all still available tasks is no larger than
task performing time budget, then all tasks are selected.
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3. Otherwise, find the maximum number m such that the first m tasks in the
task list meet the following condition: These m tasks’ total task performing
time is smaller than or equal to the task performing time budget while the first
(m+ 1) tasks’ total task performing time is larger than the task performing
time budget. If the sum of task quality of the first m tasks are smaller than
the task quality of the (m + 1)th task and the task performing time of the
(m + 1)th task is not larger than the task performing time budget, then the
(m+ 1)th task is selected, otherwise the first m tasks are selected.

The above steps for Task Selection work in spirit similar to the 2-
approximate algorithm in [1] and thus also has an approximate ratio of two.

Path Selection. This process aims to select a set of users and designate
a specific path to each of them with an objective of maximizing the total task
quality under incentive budget. For this purpose, we propose a greedy algorithm
which works as follows.

1. Compute the sum of task quality of tasks available to be performed on each
candidate path using the above Task Selection algorithm.

2. Compute the quality/incentive ratio (i.e., the ratio of sum of quality of all
tasks (temporarily) assigned to a path to the path-related incentive reward)
of each path.

3. Select the path with the largest ratio and go to step 1 if the incentive budget
constraint is not violated after the selection.

4. If the incentive budget constraint is violated after adding the path in the
above step, and if the total task quality of this path is larger than the sum
of total task quality of all previously selected paths, then abandon all the
previously-selected paths and take this path.

The detailed procedure for BPT is given in Algorithm1. Lines 1–2 are for
initialization. Lines 3–40 iteratively choose the path leading to the largest qual-
ity/incentive ratio while Lines 10–26 give detailed procedure for selecting tasks
for each candidate path. More specifically, line 3 ensures that the incentive bud-
get constraint is not violated. In line 4, i∗, k∗, and Q∗ record the user, path, and
path-specific total task quality for the so far best path, respectively. P records
the ratio of total task quality and incentive for the so far best path, whose initial
value is zero. Lines 6–8 ensure that at most one path is selected for each user.
Line 10 ensures to choose tasks which are on the current path and further have
not been selected by any other path. Lines 12–13 consider the case when the
task performing time budget is large enough to cover all the tasks on the path.
Lines 14–22 determine whether to take the first m tasks or the (m + 1)th task.
Lines 24–26 select the path with the largest ratio of overall task quality to the
incentive for taking the path. Lines 30–32 add paths into the assignment list if
the incentive budget constraint is not violated. Lines 34–38 take the last path
and abandon all previously-selected paths if the task quality of the last path is
larger than the sum of all the previously-selected paths.

The computational complexity for the Task Selection in lines 10–26 is
O(Jlog(J)) due to the task sorting operation. Thus, the computational com-
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plexity of BPT is O(I2KJlog(J)), where I, K, J denote the number of users,
number of path choices of a user, and number of tasks, respectively.
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3.2 LP-Relaxation Based Algorithm(LPR)

We propose an LP-relaxation based algorithm, which greedily assigns paths and
tasks with largest values in Linear Programming(LP) relaxation solution. The
algorithm is composed of LP-relaxation based initialization and greedy task
assignment.

LP-Relaxation Based Initialization. The 0–1 integer constraints of xi, yiki
,

and zikij are relaxed as follows:

0 ≤ xi ≤ 1, 0 ≤ yiki
≤ 1, 0 ≤ zikij ≤ 1, ∀j ∈ J , i ∈ I, ki ∈ Ki (8)

After the relaxation, the new problem can be solved by a linear programming
solver in polynomial time. And we use x∗

i , y∗
iki

, z∗
ikij

to denote the optimal
solution of this linear programming problem.

Greedy Task Assignment. The greedy task assignment is composed of path
selection and task selection. The algorithm iteratively selects the path with the
highest value of y∗

iki
if the user of this path has not yet been selected and the

total incentive budget is not violated after selecting this path. For each selected
path, the algorithm iteratively selects the task with the highest value of z∗

ikij
if

the task j has not yet been selected and the total task performing time budget
of this path is not violated after selecting this task. This algorithm is feasible
since the incentive budget constraint and task performing time constraint are
not violated.

LPR is described in Algorithm2. Line 2 runs the linear programming algo-
rithm to obtain the relaxed solution. Lines 5–9 select the path with the maximum
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value of y∗
iki

into the assignment list. Lines 11–18 iteratively select the task with
the maximum value of z∗

i∗k∗j into the assignment list.
The computational complexity of solving linear programming problem is

polynomial. The computational complexity of Greedy Task Assignment is
O(IKJ). Therefore the computational complexity of LPR is polynomial.

4 Performance Evaluation

In this section, we conduct extensive simulations to evaluate the performance
of our proposed algorithms. We shall describe detailed simulation settings, the
traces that we use, and finally present the simulation results.

We compare our algorithms with optimal solution on real-world traces. The
optimal solution is obtained by using branch and cut algorithm which is a time-
consuming algorithm. We denote the optimal solution as Semi_opt. We also
compare our algorithms with the traditional opportunistic sensing paradigm
where each mobile user only takes one pre-determined path which is her most
frequently taken path. The optimal solution for this traditional opportunistic
sensing paradigm is referred to as Oppt_opt. In addition, in our simulations,
average task quality equals to total task quality divided by total task number.
The default parameter settings are shown in Table 1.

Table 1. Default parameter settings.

Parameters Values

Path number for a user N (3, 1)1

Worker number 20

Task number 200

Task performing time of a task N (20, 10)

Task performing time budget for a path N (100, 30)

Path incentive N (100, 30)

Task quality N (100, 30)
1 N(x, y) means normal distribution whose mean value is
x and standard deviation is y

We use two real-world traces Geolife dataset [13] and NCCU dataset [6] to
evaluate the performance of our proposed algorithms. Geolife dataset [13] was
collected by 182 users and contains 17,621 trajectories. The majority of the data
was created in Beijing, China. We use trajectories in main urban zone of Beijing
city which is of 17 km × 18 km. The transportation mode of these users includes
driving, taking a bus, riding a bike, and walking. NCCU dataset [6] was collected
by 115 college students for 15 days in a campus environment of 3764m × 3420m.
Similar to [10], we divide the areas into square subareas. Mobile users move
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among different subareas and user paths are sequences of subarea indexes. We
divide the area of Geolife dataset into 20 × 20 subareas and divide the area of
NCCU dataset into 10 × 10 subareas. In these two datasets, paths were chosen
based on frequencies that they were taken in the datasets.

We evaluate the average performance of different algorithms on real-world
traces. In Figs. 2(a) and 2(b), as the number of paths K increases, average task
quality of Semi_opt, LPR, and BPT increases as well. The performance of
LPR and BPT is close to Semi_opt. The performance of Semi_opt and that of
Oppt_opt are the same when K = 1 since they both choose the most frequently
taken path for each user and use optimal algorithm for task assignment. When
K > 1, Semi_opt, LPR, and BPT have better performance than Oppt_opt
which again validates the effectiveness of our proposed crowdsensing paradigm.

1 2 3 4 5

0
5

10
15

20
25

30

K (path)

A
ve

ra
ge

 T
as

k 
Q

ua
lit

y

Semi_opt
LPR
BPT
Oppt_opt

1 2 3 4 5

0
10

20
30

40

K (path)

A
ve

ra
ge

 T
as

k 
Q

ua
lit

y

Semi_opt
LPR
BPT
Oppt_opt

Fig. 2. Performance comparison of different algorithms on real-world traces.

5 Conclusion

In this paper, we proposed a new mobile crowdsensing paradigm called semi-
opportunistic sensing where each mobile user has multiple path choices to take
to reach her destination. We formulated the optimal task assignment problem,
which aims to select proper mobile users taking proper paths and assign tasks to
maximize the total task quality while meeting given incentive budget constraint
and travel time constraints. We proved the problem is NP-hard and proposed two
efficient algorithms. We presented detailed algorithm design and deduced their
computational complexities. We conducted extensive simulations on real-world
traces. Simulation results validate the effectiveness of our proposed crowdsensing
paradigm and further the results show that the performance of our proposed
algorithms is close to the optimal solution.



14 W. Gong et al.

References

1. Du, D.Z., Ko, K.I., Hu, X.: Design and Analysis of Approximation Algorithms.
Springer, New York (2012). https://doi.org/10.1007/978-1-4614-1701-9

2. Ganti, R.K., Ye, F., Lei, H.: Mobile crowdsensing: current state and future chal-
lenges. IEEE Commun. Mag. 49(11), 32–39 (2011)

3. Gao, R., et al.: Jigsaw: indoor floor plan reconstruction via mobile crowdsensing.
In: Proceedings of ACM MobiCom 2014, pp. 249–260 (2014)

4. Gong, W., Zhang, B., Li, C.: Task assignment in mobile crowdsensing: present and
future directions. IEEE Netw. https://doi.org/10.1109/MNET.2018.1700331

5. Gong, W., Zhang, B., Li, C.: Location-based online task scheduling in mobile
crowdsensing. In: Proceedings of IEEE GLOBECOM 2017, Singapore, pp. 1–6,
December 2017

6. Tsai, T.C., Chan, H.H.: NCCU trace: social-network-aware mobility trace. IEEE
Commun. Mag. 53(10), 144–149 (2015)

7. Wang, X., Zhang, J., Tian, X., Gan, X., Guan, Y., Wang, X.: Crowdsensing-based
consensus incident report for road traffic acquisition. IEEE Trans. Intell. Transport.
Syst., October 2017. https://doi.org/10.1109/TITS.2017.2750169

8. Xu, C., Li, S., Zhang, Y., Miluzzo, E., Chen, Y.: Crowdsensing the speaker count
in the wild: implications and applications. IEEE Commun. Mag. 52(10), 92–99
(2014)

9. Yang, F., Lu, J.L., Zhu, Y., Peng, J., Shu, W., Wu, M.Y.: Heterogeneous task
allocation in participatory sensing. In: Proceedings of IEEE GLOBECOM 2015,
pp. 1–6, December 2015

10. Zhang, B., Song, Z., Liu, C.H., Ma, J., Wang, W.: An event-driven qoi-aware
participatory sensing framework with energy and budget constraints. ACM Trans.
Intell. Syst. Technol. 6(3), 1–19 (2015)

11. Zhang, M., et al.: Quality-aware sensing coverage in budget-constrained mobile
crowdsensing networks. IEEE Trans. Veh. Technol. 65(9), 7698–7707 (2016)

12. Zheng, Y., Liu, F., Hsieh, H.: U-Air: when urban air quality inference meets big
data. In: Proceedings of ACM KDD 2013, pp. 1436–1444, August 2013

13. Zheng, Y., Xie, X., Ma, W.Y.: GeoLife: a collaborative social networking service
among user, location and trajectory. IEEE Data Eng. Bull. 33(2), 32–40 (2010)

https://doi.org/10.1007/978-1-4614-1701-9
https://doi.org/10.1109/MNET.2018.1700331
https://doi.org/10.1109/TITS.2017.2750169


Caching on Vehicles: A Lyapunov Based
Online Algorithm

Yao Zhang, Changle Li(B), Tom H. Luan, Yuchuan Fu, and Lina Zhu

State Key Laboratory of Integrated Services Networks, Xidian University,
Xi’an 710071, China

{yzhang 01,ycfu}@stu.xidian.edu.cn, clli@mail.xidian.edu.cn,

{tom.luan,lnzhu}@xidian.edu.cn

Abstract. With the explosive increase of mobile data and users, data
tsunami seriously challenges the mobile operators worldwide. The vehic-
ular caching, which caches mobile data on widely distributed vehicles, is
an efficient method to solve this problem. In this paper, we explore the
impact of vehicular caching on cellular networks. Specifically, targeting
on network performance in energy efficiency, we first formulate a frac-
tional optimization model by considering the network throughput and
energy consumption. We then apply nonlinear programming and Lya-
punov technology to relax the nonlinear and nonconvex model. Based on
analysis, we propose a novel online task decision algorithm. Based on this
algorithm, vehicles determine to act either as servers or task schedulers
for the requests of users. The burden of cellular MBS (Macro Base Sta-
tion) then can be alleviated. Extensive simulations are finally conducted
and results verify the effectiveness of our proposal.

Keywords: Caching · Nonlinear programming
Lyapunov optimization

1 Introduction

As indicated in [1], the monthly global mobile data traffic would be 49 exabytes
by 2021 under 11.6 billion mobile connected devices, which increases about sev-
enfold between 2016 and 2021. Mobile users thus can enjoy a large number of
new applications and fairly rich network experience. However, the data tsunami
also pushes a huge challenge to the mobile operators all over the world for their
network capacity in terms of network throughput, and processing delay.

To solve above problem, a variety of techniques focus on the improvement of
edge process capacity by applying edge computing technology on network edge,
including offloading technologies [2,3], edge caching schemes [4,5]. However, most
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of these researches relay on the deployment of large-scale infrastructure, result-
ing in huge deployment and maintenance cost. To cope with this problem, we
aim to make a full use of the moving vehicles to cache mobile data and then
serve mobile users. Compared with traditional SBS (Small Base Station) or AP
(Access Point), vehicles as data carriers are widely distributed and cost-effective.
Besides, the V2X (Vehicle-to-Everything) technology has been specified in the
5G communication standard, which makes vehicle-to-user communications be
efficient and reliable.

In this paper, we aim to explore the impact of caching vehicles on the energy
efficiency of cellular network. To this end, we assume that the communications
with caching vehicles are default setting in mobile users, and caching vehicles act
as task schedulers to determine the requests of users are served by themselves or
MBS. Specifically, to obtain the optimal task decision from global perspective,
we first formulate a fraction optimization model towards to the minimization
of network energy efficiency. Based on the solution for the optimization model,
we then develop a new online algorithm, which is used to obtain the real-time
task decision for vehicles. Assisted by caching vehicles, the burden of MBS can
be alleviated. We proceed in three steps. (1) ProblemFormulation : Based on
the analysis on network throughput and energy consumption, we formulate the
task decision problem as a fraction optimization model. The task decision of all
caching vehicles can be obtained by solving this model. (2) AlgorithmDesign :
We then transform the nonlinear and nonconvex model as a linear and convex
model based on the nonlinear programming. To solve the transformed model,
a novel online task decision algorithm is developed based on Lyapunov opti-
mization theory. (3) Simulations : To evaluate the performance of the proposed
algorithm, we conduct extensive simulations. Results show that our algorithm
achieve obvious improvement in energy efficiency compared with traditional net-
work paradigm.

The remainder of this paper is structured as follows: Sect. 2 illustrates the
system models and formulate the optimization model. Section 3 presents the
algorithm design, which is based on the solution of the optimization model.
Section 4 evaluate the performance of the algorithm based on simulation results
while Sect. 5 concludes our study.

2 System Description and Problem Formulation

In this section, we mainly make a description about the system scenario in our
study, and finally formulate a fractional optimization problem.

2.1 System Description

We consider a scenario that includes three types of nodes, MBS, caching vehicles,
and mobile users. In this scenario, a part of vehicles caching the popular mobile
data act as task schedulers to alleviate the burden of MBS. Mobile users can be
served either by cellular MBS or caching vehicles. Specifically, when detecting the
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caching vehicle within the communication range, mobile users will send requests
to it and ask for services. According to the task decision, the caching vehicle
determines whether to serve the requests or not. Once the request of the user
are declined, it will receive a feedback from the vehicle and then switch to cellular
network. It is assumed that networks operate in slotted time, i.e., the time slot
t is within the time interval [t, t + 1), t ∈ {0, 1, 2, ...}. As such, our goal is to
determine the task decision T = {T1(t), T2(t), T3(t), ...Tn(t)} on caching vehicles,
where Tn(t) ∈ [0, 1] is a fractional variable and denotes the task decision of the
vehicle n. We make some basic assumptions to simplify our analysis as follows.

To represent the spatial distribution of mobile users, we refer to [6] and
use the Poisson point process (PPP) to calculate the distribution probability
with mean rate λu. The exponential distribution is commonly used to model the
distribution of vehicles on roads. In our analysis, the contact time between a user
and vehicles is assumed to follow the exponential distribution [7]. To simplify
the analysis, we assume the data catalogue consists of Nf files with same size,
i.e., F={F1, F2, ...FNf

}. This assumption is reasonable in the analysis of edge
caching since files can be divided into multiple fragments with same size [8]. To
model the request probability of different files, we apply the widely used Zipf-like
distribution [9]. Specifically, let pn denote the request probability of the file n,
it can be calculated as pn = 1(∑Nf

n=1 1/nφ
)
nφ

, where φ is the Zipf exponent.

2.2 Problem Formulation

Communication Model. There are two communication modes in our net-
work, i.e., vehicle-to-user communications and cellular communications. As
many existing communication protocols, such as DSRC, LTE-A, and upcom-
ing 5G for vehicular communicaions, rate adaptation mechanism is adopted to
characterize the diversity of data rates. Note that, the communication mode
of V2P (Vehicle-to-Pedestrian) is similar with V2V excepted the limited power
consumption on the mobile devices of pedestrian users [10]. In this paper, we
make a simplified assumption that data rates between users and vehicles are
determined by Euclidean distance, and the mean rate is Rv = 5 Mbps [11]. The
mean data rate in cellular network, due to the large-power MBS, is assumed as
Rm = Rv + ξ, where ξ ≥ 0. It means the data rate of cellular network is larger
than that from vehicle to user.

The total network throughput in our network is

Rtot(t) =
Nm∑

m=1

Rm{T(t)} +
Nv∑

v=1

Rv{T(t)}, (1)

where Nm and Nb are the number of requests served by caching vehicles and
MBS, respectively.

Energy Consumption. Energy consumption is considered an important met-
ric. On the one hand, green communications in wireless cellular networks have
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been an important task for a long time [2]. On the other hand, with the develop-
ment of battery electric vehicles, the energy consumption management in vehicu-
lar networks becomes an major challenge [12]. As such, we explore the vehicular
caching algorithm targeting at the full use of energy consumption. Since we
assume that Rm ≥ Rv, MBS may result in large throughput with a more trans-
mission power due to the large-power transmitter. By contrast, caching more
data on vehicles saves total energy consumption with a cost of the decrease of
throughput. For simplicity, we only consider the energy consumption that can
be impacted by the caching policy, i.e., transport energy from MBS, transport
energy and caching energy from caching vehicles. Therefore, we aim to find a
trade-off between the energy consumption and network throughout. A series of
energy consumption models are given below.

By referring to [13], we use the linear energy consumption model to calcu-
late the transport energy consumed by MBS. At each time slot, the transport
energy is

Pm(t) =
Nm∑

m=1

Rm{T(t)}ωm
t , (2)

where ωm
t denotes the energy consumption rate of transmission from MBS (in

Watt/bit).
The energy consumption at caching vehicles consists of two parts [4], trans-

port energy and caching energy, i.e., Pcv(t) = P v
t (t) + Pca(t). Specifically, P v

t is
a function of the transmit power of caching vehicles

P v
t (t) = ζvP

v
tx(t), (3)

where ζv is a simplified impact parameter for power amplifier cooling, and power
supply. The energy-proportional model is used to represent the caching energy

Pca(t) = Rv(t)ωc, (4)

where ωc is the caching factor (in Watt/bit).
Based on the analysis above, the total energy consumed at time slot t is

Ptot(t) = Pcv(t) + Pm(t) (5)

Fraction Optimization. The problem of task decision at vehicles can be for-
mulated as a fraction optimization model. Specifically, from the perspective of
long-term optimization, the network energy efficiency model is

min ηEE = lim
K→∞

1
K

∑K−1
t=0 Ptot(t)

1
K

∑K−1
t→0 Rtot(t)

=
P tot

Rtot

(6)

s.t. C1: Qn(t) are mean rate stable, ∀n ∈ {1, ..., Nu}
C2: 0 ≤ Tn(t) ≤ 1, ∀j ∈ {1, ..., Nv},

where C1 is the constraint that guarantees the stability of user queue. Tn(t) is
the task decision of vehicle n at time slot t.



Caching on Vehicles: A Lyapunov Based Online Algorithm 19

3 Algorithm Design

3.1 Problem Transformation

In this part, we refer to [14] and transform the fractional and nonconvex model
(6) to a linear and convex one.

To make the transformation, we have the following theorem.

Theorem 1. The problem (6) equals to minimizing Ptot − ηopt
EERtot subject to

the same constraints.

Proof. To prove Theorem 1, we assume that T∗(t) is the optimal task decision
at time slot t. The proof is divided into two parts, i.e., necessity proof and
sufficiency proof.

The necessity proof is to prove that T∗ is the solution of min Ptot−ηEERtot

because it is the solution of (6).
Specifically, since T∗ is the optimal solution of optimization problem (6), we

have

ηopt
EE =

P tot(T∗)
Rtot(T∗)

≤ P tot(T)
Rtot(T)

. (7)

We further transform (7) to

P tot(T∗) − ηopt
EERtot(T∗) = 0, (8)

P tot(T) − ηopt
EERtot(T) ≥ 0, (9)

Therefore, we can obtain the following equation.

min P tot(T) − ηopt
EERtot(T) (10)

= P tot(T∗) − ηopt
EERtot(T∗)

= 0.

The proof for the necessity of Theorem 1 is completed.
For sufficiency proof, we aim to prove that T∗ is the solution of problem (7)

with the assumption below that it is the solution of minPtot−ηEERtot. Firstly,
we assume the following equation hold

min P tot(T) − ηopt
EERtot(T) (11)

= P tot(T∗) − ηopt
EERtot(T∗)

= 0,

where T∗ is the optimal task decision. By rearranging above equation, we obtain

0 = P tot(T∗) − ηopt
EERtot(T∗) ≤ P tot(T) − ηopt

EERtot(T). (12)

Furthermore, we obtain

ηopt
EE =

P tot(T∗)
Rtot(T∗)

≤ P tot(T)
Rtot(T)

. (13)

It can seen that T∗ is also the solution of (7). The proof of Theorem 1 is com-
pleted.
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Hence, the fractional optimization problem (6) is transformed to

min P tot − ηEERtot (14)
s.t. C1, C2.

The original problem now becomes a linear and convex one [14].

3.2 Lyapunov Optimization Based Online Algorithm

In this part, we develop a Lyapunov optimization based online task decision algo-
rithm. The Lyapunov optimization theory is an effective method to deal with
the problems of resource allocation in wireless networks [15]. The application of
Lyapunov optimization in our paper is due to that the traditional heuristic or
iterative algorithm may incur large overhead and latency, which are not toler-
ant in the delay-sensitive vehicular environments. We first define the Lyapunov
function as follows.

Let Θ(t)
�
= Q(t) denote the combined queue backlog vector. The quadratic

Lyapunov function is defined as

L(Θ(t)) �=
1
2

Nu∑

n=1

Qn(t)2 (15)

Then, the one-slot Lyapunov drift can be obtained as

Δ(Θ(t)) = L(Θ(t + 1)) − L(Θ(t)) (16)

We further use the drift-plus-penalty method to guarantee the stability of
queues and solve the optimizaiton problem. The drift-plus-penalty is defined as

min Δ(Θ(t)) + V E{Ptot(t) − ηEE(t)Rtot(t)} (17)

The bound of drift-plus-penalty is defined as

Δ(Θ(t)) + V E{Ptot(t) − ηEE(t)Rtot(t)|Θ(t)} ≤ B

+
Nu∑

n=1

Qn(t)E{An(t) − Rn(t)|Θ(t)}

+ V E{Ptot(t) − ηEE(t)Rtot(t)|Θ(t)},

(18)

where

B ≥ 1
2

Nu∑

n=1

E{An(t)2 + Rn(t)2|Θ(t)} (19)

Proof. Assuming that the queue Qn(t) is updated as

Qn(t + 1) = max[Qn(t) − Rn(t), 0] + An(t), (20)
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where An(t) is the data arrival at time slot t, and Rn(t) is the service rate of
user n.

By squaring two sides of Eq. (20) and rearranging terms, we have

1
2
[Qn(t + 1)2 − Qn(t)2] ≤ 1

2
[Rn(t)2 + An(t)2] + Qn(t)(An(t) − Rn(t)) (21)

Summing over n ∈ {1, ...Nu} for (21) and taking a conditional expectation,
we have

Δ(Θ(t)) ≤
Nu∑

n=1

1
2
[Rn(t)2+An(t)2|Θ(t)]+

Nu∑

n=1

[Qn(t)E{An(t)−Rn(t)}|Θ(t)] (22)

By adding the term of V E{Ptot(t) − ηEE(t)Rtot(t)|Θ(t)} on both sides of
(22), it becomes

Δ(Θ(t)) + V E{Ptot(t) − ηEE(t)Rtot(t)|Θ(t)} ≤ B

+ V E{Ptot(t) − ηEE(t)Rtot(t)|Θ(t)}

+
Nu∑

n=1

Qn(t)E{An(t) − Rn(t)|Θ(t)}
(23)

Therefore, the Eq. (18) is proved, where

B ≥
Nu∑

n=1

1
2
[Rn(t)2 + An(t)2|Θ(t)] (24)

The proof of (18)–(19) is completed.
In this case, the optimization problem of (14) can be solved by minimizing

the right-side of inequality (23). Specifically, we finally obtain T∗ according to

min V {Ptot(t) − ηEE(t)Rtot(t)} −
Nu∑

n=1

Qn(t)Rn(t)

s.t. C1, C2. (25)

3.3 Online Algorithm

By the analysis in Subsects. 3.1–3.2, we successfully transfer the original opti-
mization model (6) into the minimization of the right side of the drifty-plus-
penalty (18). We hence define a novel online task decision algorithm to schedule
the requests of users, as shown in Algorithm 1. At the beginning of time slot,
the user requests are predicted by carrying out the Zipf-like model. Due to the
limitation of vehicular storage, only a part of requests can be served by vehicles.
After selecting the requests served by caching vehicles, the optimal task decision
is determined by solving (25). Finally, the queue Qn(t) and ηEE(t) are updated.
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Algorithm 1. Online task decision.
Input: t, Qn(t),ηEE(t)
Output: T∗

1: For time slot [t, t + 1)
2: while At the beginning of time slot t do
3: Step 1:Obtain the number of requests at time slot t based on Zipf-like model
4: Step 2:Determine the numbers of requests that can be served by caching

vehicles
5: Step 3:Calculate the T∗ by solve (25)
6: Step 4:Update Qn(t) according to (20) and update ηEE(t) according to

ηEE(t) =

∑K−1
t=0 Ptot(T

∗)
∑K−1

t→0 Rtot(T∗)

7: end while

4 Simulations

To evaluate the performance of the newly proposed algorithm, we conduct exten-
sive simulations using Matlab.

In all simulations, we consider a hexagonal cellular region with radius 350
m. Considering a four-lane bidirectional road within the coverage of cellular
network, the density of vehicles is assumed as 0.086 vehicle/m. Vehicles adapt
their velocity at each time slot following Normal distribution with the mean value
is within [20, 60] km/h and the standard deviation is 10 km/h. It is assumed that
50% vehicles cache the mobile data. The normalized cache capacity is denoted by
η, which is an important parameter in following performance evaluation. Mobile
users can get real-time communication with MBS, while the communication with
vehicles has a maximum distance of 300 m. The mean rate of user distribution
PPP is assumed as λu = 1/10 user/m2. For Zipf-like model, we assume that
φ = 0.7. For energy model, we assume ωm

t = 0.5 ∗ 10−8 J/bit, ζv = 15.13, and
ωc = 6.25 ∗ 10−12W/bit according to [13]. The energy efficiency performance is
shown in Figs. 1 and 2.

In Fig. 1, we assume that the arrival of the requests of users follows Poisson
distribution with mean rate is λr = 1 request/s. We evaluate the impact of
parameter V on the energy efficiency ηEE . The parameter V , as shown in (25), is
used to control the trade-off between network performance and queue stability.
We plot three data sets, determined by η = 0.001, η = 0.01, and η = 0.1.
From Fig. 1 we can see, the energy efficiency decreases with V increasing. It
means that the larger the V , the better energy efficiency can be achieved by
Algorithm 1. However, the high-efficiency energy consumption is achieved with
the cost of the stability of user queue. Therefore, Fig. 1 gives a reference for the
application of Algorithm 1. Besides, the large η means that vehicles can cache
more mobile data. It can be seen that large caching capacity achieves the lower
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energy efficiency, which however results in large cost. Therefore, there should be
a trade-off between energy efficiency performance and storage cost.

In Fig. 2, we set V to be 50 to evaluate the impact of user requests on energy
efficiency performance. From Fig. 2 we can see, when λr is small, the Algorithm
1 based vehicular task schedule achieves significant performance improvement
compared with no caching, especially when η = 0.1. However, with the increase
of λr, the advantage of energy efficiency in vehicular caching is gradually reduced
and approached that of no caching. In this time, the number of requests is too
large so that most of them must be served by MBS. The vehicular caching now
has a little influence on the energy efficiency performance. Besides, the similar
conclusion about different η with Fig. 1 can also be obtained.

5 Conclusion

This paper explores the performance of vehicular caching when alleviating the
burden of MBS. We first analyze the system model in the cellular network incor-
porating vehicular caching. The problem of energy efficiency is then formulated
as a fractional optimization model. However, this model is non-linear and non-
convex, which is difficult to solve directly. We further transform this model into
a linear and convex model based on the nonlinear programming. To relax the
time-related variable in the transformed model, we then explore the application
of the Lyapunov optimization theory on our optimization model. After detailed
derivation, the original problem is solved in a simple method. Based on this
solution, an online task decision algorithm is developed to schedule the requests
of users for vehicles. Extensive simulations are conducted to evaluate the perfor-
mance of the proposed algorithm. Results show that our algorithm achieves good
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performance in energy efficiency and gives a reference of application of vehicular
caching.
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Abstract. In this paper, a reduction algorithm aiming at simplifying
the topology of wireless sensor networks (WSNs) is proposed. First,
we use simplicial complex as the tool to represent the topology of the
WSNs. Then, we present a reduction algorithm which recurrently deletes
redundant vertices and edges while keeping the homology of the network
invariant. By reducing the number of simplexes, we make the simpli-
cial complex graph nearly planar and easy for computation. Finally, the
performance of the proposed scheme is investigated. Simulations under
different node intensities are presented and the results indicate that the
proposed algorithm performs well in reducing the number of simplexes
under various situations.

Keywords: Simplicial complex · Reduction algorithm
Wireless sensor networks

1 Introduction

There is a growing interest in the research of wireless sensor networks due to
the extent of their applications and the progress made in decreasing the costs
and sizes of the sensor nodes. Wireless sensor networks can be applied in bat-
tlefield surveillances, environmental monitoring, target tracing and so on. In
most of these applications, coverage is one crucial factor to ensure the quality
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of service provided by the network. However, in practical situation, sensors are
randomly deployed in the target field and the topology of the network can be
time-variant due to many reasons, such as node destruction or lack of energy.
Thus, the knowledge of the network’s topology and coverage is necessary for
practical applications. Extensive research has been dedicated to coverage prob-
lem in wireless sensor networks and they can be classified into three categories:
location-based, range-based and connectivity-based. Location-based and range-
based approaches need either the precise coordinate information of all sensors or
the distance information between each two neighboring nodes, which are difficult
to obtain and the performance of the algorithms rely heavily on the accuracy
of coordinate and distance measurements. In recent years, connectivity-based
approach attracts particular attention due to its powerful tools for discovering
coverage holes which only using connectivity information.

The connectivity-based approach uses algebraic tools to study the topologi-
cal properties of the network. In this category, Čech complex and Rips complex
are two most useful abstract simplicial complex to study the coverage problem.
The authors in [1] first introduced homology to discover coverage holes by con-
structing Čech complex to represent wireless sensor networks. This approach can
discover the existence and location of the coverage holes accurately. However,
the complexity to compute Čech complex is rather high and may explode with
the size of the simplicial complex. Another simplicial complex named Rips com-
plex is more easily computable, while it may miss some holes. The relationship
between Čech and Rips complexes in terms of coverage holes detection in planar
target field was analyzed in [2], and the author shown that the proportion of
the holes’ area missed by Rips complex is related to the ratio between com-
munication and sensing radius of sensor nodes. In [3], the author presented a
scheme based on combinational Laplacians for coverage verification and local-
ized the coverage holes by formulating the problem as an optimization problem
for computing a sparse generator of the first homology. The authors in [4] intro-
duced a method for detection and localization of coverage holes by processing
information embedded in the hole-equivalent planer graph of the network. In [5],
the author classified coverage holes into triangular and non-triangular holes, and
proposed a connectivity-based algorithm to discover non-triangular holes.

However, the computation complexity of the above algorithms still remain
high for the size of simplicial complex increases sharply with the number of sensor
nodes. In addition, for wireless sensor network with nodes randomly deployed,
there may exist redundant nodes which can be turn off to save energy. Therefore,
we can remove a subset of simplicial complex while keep the homology of the net-
work unchanged. In [6], the author proposed a distributed scheme based on game
theoretic approach for power management. This method need precise coordinate
information which is either impractical or expensive in practical applications.
In [7], a distributed algorithm involved reduction and co-reduction of simplicial
complexes for coverage verification was proposed. The work in [8] removed ver-
tices and edges according to a homology-preserving transformation rule without
changing the homology while making Rips complex sparser and nearly planar.
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In [9] and [10], two reduction algorithms which reduced the number of vertices
while keeping connectivity and coverage unchanged were proposed. However,
both of the schemes need to calculate the k -th Betti number of the network
which is of high computation complexity.

In this paper, we present a reduction algorithm for abstract simplicial com-
plex. The algorithm aims at simplifying the network’s topology while keeping
the connectivity and coverage intact. We simplify the topology of the wireless
sensor network by recurrently deleting vertices according to a strong collapse
approach and remove redundant edges to make the simplicial complex graph
as planar as possible. Simulations under different node intensities are presented
and the results indicate that the proposed algorithm performs well in reducing
the number of simplexes under various situations.

The remainder of the paper is organized as follows. First, we give some def-
initions and properties of simplicial complex and homology in Sect. 2. Then in
Sect. 3, we describe the reduction algorithm in details. The performance of the
proposed scheme is investigated in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Simplicial Complex and Network Models

The wireless sensor network can be denoted as a graph G = (V,E), which
models 2-dimensional information of the network through vertices and edges [11].
Furthermore, graph can be generalized to more generic combinatorial objects
known as simplicial complexes. Given a set of vertices V, a k -simplex σ is an
unordered set {v0,v1,...,vk} ⊆ V , where vi �= vj for all i �= j and k is the
dimension of the simplex. As illustrated in Fig. 1, a 0-simplex is a point, a 1-
simplex is an edge, a 2-simplex is a triangle including its interior and a 3-simplex
is a tetrahedron with its interior included. Any subset of {v0,v1,...,vk} is called
a face of σ. Note that when k > 2, the k -simplexes are no longer planar.

A simplicial complex χ is a collection of simplexes that satisfies the following
conditions.

1. Any face of a simplex from χ is also in χ;
2. The intersection of any two simplexes σ1 and σ2 is a face of both σ1 and σ2.

An abstract simplicial complex is a purely combinatorial description of the
geometric notion of a simplicial complex, and it does not need the second prop-
erty. For simplexes in χ, a maximal simplex is a simplex that is not a face of any
other simplex, which is also called a facet of the complex.

Definition 1 (Rips complex). For a set of vertexes V and a parameter ε, the
Rips complex is the abstract simplicial complex whose k-simplex satisfies that the
(k+1) vertexes are all within the distance ε of each other [12].

Consider a wireless sensor network comprised of a collection of stationary
sensors (also called nodes), nodes are deployed randomly on a planar target field
according to a Poisson point process with intensity λ. All nodes are isomorphic
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Fig. 1. 0-, 1-, 2- and 3-simplex.

and each sensor is capable of monitoring a region within a circle of sensing radius
Rs and communicating with adjacent nodes within its communication radius Rc,
as shown in Fig. 2(a). For any two nodes that locate within the sensing radius of
each other, they are said to be neighbors. Each node u is capable of acquiring
the complete knowledge of its neighbor set Nu. The Rips complex of the wireless
sensor network can be constructed as follows. Each node in the target field can
be denoted as a 0-simplex. For any two neighboring nodes, they can be denoted
as a 1-simplex. For a set of nodes Vk= {v0,v1,...,vk}, they compose a k -simplex
if vi ∈ Nj for any vi, vj ∈ Vk.

Then, the wireless sensor network can be modeled by constructing the corre-
sponding Rips complex, as shown in Fig. 2(b). Note that the induced simplicial
complex graph can be very complicated and non-planar. When analyzing the
coverage, it is not necessary to keep all the information of the simplexes, we can
remove a certain subset of simplicial complex and make the complex as planar as
possible to reduce the computation complexity. It is important to mention that
these deletions of simplexes do not change the homology of the network, which
means the properties of the network such as connectivity, number and size of
coverage holes remain the same.

Fig. 2. The network and the corresponding Rips complex.



Simplicial Complex Reduction Algorithm for Simplifying WSN’s Topology 29

3 Simplical Complex Reduction Algorithm

In this section, we present a reduction algorithm for wireless sensor network,
aiming at simplifying the topology of the network while keeping the homology
invariant. The algorithm consists of two component, node collapse and edge
collapse. Both of these two components only use connectivity information. In
the first component, we delete nodes according to a strong collapse approach.
By deleting several nodes, we reduce the number of simplexes while maintain
the number and size of coverage holes unchanged. In the second component,
we firstly present and prove a corollary that indicates the relations between the
maximal simplexes and the common neighbor set incident to an edge. Then
we propose a scheme to decide whether an edge is dominates by another. The
simplicial complex is further simplified by removing these dominated edges. After
that, there may exist new nodes that can be deleted, and the above two steps
iterates until the simplicial complex stabilizes. The whole process of the reduction
algorithm is illustrated in Fig. 3.

Fig. 3. The algorithm flowchart

3.1 Node Collapse

The strong collapse approach is firstly presented by Barmak and Minian in [13].
The authors introduce the theory of strong homotopy type of simplicial complex,
and the strong homotopy type can be described by elementary moves like strong
collapse. For a vertex u ∈ V , if there exists another node v that every maximal
simplex that containing node u also contains node v, it is considered that node
u is dominated by node v and can be removed. Two theorems introduced in [14]
shows that strong collapse does not change the connectivity and coverage of the
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network, as well as the number and location of the coverage holes. We define the
size of a coverage holes in Definition 2. As illustrated in Fig. 2(b), the size of the
coverage hole on the left is 6 and the one on the right is 5 according to length of
the shortest path around each hole. We can know from Theorem2 that strong
collapse also keep the size of the coverage holes invariant.

Theorem 1. The strong collapse leaves the homology of the complex
unchanged [14].

Theorem 2. The strong collapse preserves at least one of the shortest paths
around each coverage hole in the network [14].

Definition 2 (Size of the coverage hole). For a coverage hole in the network,
the size of the hole is the length of the shortest path that bordering the hole.

In [15], the authors prove that for two neighboring nodes u and v, every
maximal simplex incident to u is also incident to v if and only if Nu belongs to
Nv. Thus, we can decide whether a node u is dominated by one of its adjacent
nodes through comparing their neighbor nodes set.

Firstly, we construct the corresponding Rips complex of the network, which
only using the connectivity information. We can see from Fig. 2(b) that for any
edge uv that has at most one neighbor, the edge locates beside a boundary hole.
We call these edges as boundary edges and the nodes that compose them as bound-
ary nodes. For these special nodes and edges, we mark them with a label and the
labeled edges and nodes cannot be deleted. Then, for each unlabeled node u ∈ V ,
check whether there exists a node v that is adjacent to all neighbors of node u. If
node v dominates node u, remove node u and all the simplexes that containing
node u. Note that a node can be dominated by several different nodes at the same
time, we choose the node with the most neighbors as the domination node and it
cannot be deleted in the current round of strong collapse. The corresponding Rips
complex of the network after the first strong collapse is shown in Fig. 4.

Algorithm 1. Node Collapse
1: for each active interior node u do
2: vdom = 0
3: Nvdom

= ∅
4: if u is not labeled and u is not a domination node then
5: Nu = {vj} is the immediate neighbors of node u
6: for j = 1 → m do

7: if Nu ⊆ Nvj
and

∣
∣
∣Nvj

∣
∣
∣ >

∣
∣Nvdom

∣
∣ then

8: vj → vdom

9: end if
10: end for
11: if vdom �= 0 then
12: node vdom dominates node u
13: mark node u for removal and node vdom for domination node
14: update the neighbor set of node u’s neighbors
15: end if
16: end if
17: end for
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Algorithm 2. Edge Collapse
1: for each unlabeled edge uv do
2: Nuv is the common neighbor of node u and v
3: if edge uv is only incident to one maximal simplex then
4: continue
5: else
6: for each two node vi, vj ∈ {Nuv/{u, v}} do
7: if vi ∈ Nvj

and edge vivj is not a domination edge then

8: if Nuv ⊆ Nvivj
then

9: edge uv is dominated by edge vivj

10: mark edge uv for removal and vivj for domination edge
11: update neighbor set of node u and v
12: end if
13: end if
14: end for
15: end if
16: end for

3.2 Edge Collapse

After the strong collapse for nodes, the Rips complex of the network are simpli-
fied to a certain extent. However, as shown in Fig. 4, there still remains many
overlapped simplexes. In the second component, we proposed a scheme for delet-
ing edges, i.e. the 1-simplexes in the complex.

We extend the strong collapse approach for 1-simplex. For an edge uv, we
say a different edge wx dominates uv if every maximal simplexes that contains
uv also contains wx. Note that edge uv and wx do not share common nodes.
Similar to the theorem given in [15], we can reach to the following corollary,
where Nuv denotes for the union set of {u, v} and common neighbors of node u
and v.

Corollary 1. For two edges uv and wx without common nodes, Nuv belongs to
Nwx if and only if every maximal simplex that contains edge uv also contains
edge wx.

Proof: (⇒) Let Δ be a maximal simplex that incident to edge uv, without loss
of generality, Δ = {v1, v2, ..., vn, u, v}. We have vi ∈ Nuv for every i = 1, 2, ..., n.
According to the assumption, vi also belongs to Nwx for every i = 1, 2, ..., n, so
{w, x}∪Δ is a simplex incident to edge uv. While Δ is a maximal simplex of edge
uv, we have {w, x}∪Δ ⊆ Δ, which means there exist different j, k ∈ {1, 2, 3, ..., n}
for which vj = w and vk = x. Therefore Δ also contains edge wx.

(⇐) Let Δ be a maximal simplex that incident to edge uv, any two nodes in
the simplex are neighbors of each other. According to the assumption, edge wx
is also in the simplex, thus node w and x are common neighbors of edge uv. For
any node vi belongs to Nuv, there is at least one maximal simplex Δi of edge
uv that contains node vi, i.e. {u, v, vi} = σj ⊆ Δi, since edge wx is also in Δi,
we have {w, x, vi} = σj ⊆ Δi, and so Nuv belongs to Nwx.

If an edge wx dominates uv, edge uv and the simplexes incident to it can
all be removed without creating new coverage holes. However, it is important
to mention that unlike strong collapse for nodes, removing edges that locate
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adjacent to a coverage hole may enlarge the size of the hole. The proposed
scheme aims at reducing the number of simplexes to make the simplicial complex
planar, while keeping the size of the coverage holes invariant as far as possible.
Therefore, a few more restrictions need to be draw when we decide whether an
edge is dominated by others and can be removed, and avoid mistaken deletion
of edges that neighboring coverage holes as far as possible.

For all of the unlabeled edges, we calculate the number and dimension of
maximal simplex incident to the edge. If the edge only has one maximal simplex,
we do not delete the edge. The remaining edges are checked whether there exists
a dominating edge. All edges that are dominated by another edge are deleted
and the corresponding dominating edge cannot be deleted in the current round
of edge collapse.

After the edge collapse, there may exists more nodes that can be collapse,
the node and edge collapse processes iterate until the complex stabilizes. After
several rounds of collapse, the stable simplicial complex of the network is shown
in Fig. 5. It can be observed from the figure that the complex are simplified to
nearly planar.

Fig. 4. The Rips complex after the first
node collapse.

Fig. 5. The stabilized simplicial com-
plex after collapse.

4 Simulation and Performance Evaluation

In this section, complexity of the proposed algorithm will be analyzed and per-
formance of the algorithm will be presented.

4.1 Complexity Analysis

In the node collapse component, each node need to determine whether there
exists a dominating node by checking all of its neighbors. Complexity of this step
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is O(n), where n is the number of neighbors of each node. In the edge collapse
component, each edge firstly need to check whether it is incident to only one
maximal simplex. This can be achieved by checking whether there exists two
nodes in the neighbor set of the edge that are not neighbors of each other. In
the worst case, computation complexity of this step is O(n2). Then, for all edges
that are incident to more than one maximal simplexes, each of them needs to
determine whether there exists an edge that dominates it, and complexity of
this step is O(n2). Therefore, the overall complexity of edge collapse component
is O(n2). The total worst-case computation complexity in each round of the
proposed algorithm is O(n2), where n is the average number of neighboring
nodes.

4.2 Performance Evaluation

The algorithm is simulated with MATLAB and we choose a square area of
60 × 60 m2 to be the target field. The sensing radius of each node is set to be
10 m and the communication radius is 20 m. Sensors are deployed randomly in
the target field according to a Poisson point process with intensity λ, and the
algorithm also works for other random distributions.

Figure 6 illustrates the average number of different dimensional simplexes
before and after the reduction algorithm (RA), in which 100 different simulations
are performed under average number of nodes 35. It shows that the proposed
algorithm can reduce a significant number of different dimensional simplexes in
the network, especially simplexes with higher dimension.
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Fig. 6. Numbers of different dimen-
sional simplexes before and after reduc-
tion algorithm under average number
of nodes 35.
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Figure 7 shows the average number of 0-simplex and 1-simplex before and
after conducting the algorithm, simulations are implemented under various node
densities for evaluating the different performance of the proposed algorithm. For
each node density, 100 different simulations are performed. It is shown in Fig. 7
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that the reduction algorithm can reduce more than 60% of nodes (0-simplex) in
the original network under different situations. The number of edges (1-simplex)
in the original network raises sharply with the increase of nodes, while there
is only a slight increase in the number of remaining edges after the reduction
algorithm.

5 Conclusion

In this paper, we propose an efficient reduction algorithm for wireless sensor
network, which only uses connectivity information. The proposed algorithm sim-
plifies the corresponding Rips complex of the network by recurrently deleting
vertices and edges, while keep the coverage and hole locations invariant. The
algorithm is simulated under different node intensities, and the results show
that the algorithm can reduce a significant number of different dimensional sim-
plexes under various node intensities. The complexity of our algorithm is O(n2),
where n is the number of neighboring nodes.
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Abstract. Resource allocation is one of the most crucial issues in
Device-to-Device (D2D) communication, which can achieve high spec-
trum efficiency and enhance system capacity. However, the interference
generated by multiplexing users makes resource allocation more compli-
cated. In this paper, a resource allocation algorithm based on interference
limited area (ILA-based) is proposed to manage the interference. First,
the system capacity of D2D communication is analyzed. Next, the ILA
is divided and the resource pool is selected. Finally, it is verified that the
proposed algorithm can effectively improve the overall capacity of the
communication system with a relatively low complexity.

Keywords: D2D communication · Resource allocation algorithm · ILA

1 Introduction

With the rapid development of mobile communication technologies, every indus-
try has undergone tremendous changes. The 5G standardization process has been
completed recently. D2D technology, as one of the key technologies of 5G, increas-
ingly attracts the attention of researchers. It is a kind of communication method
that directly communicates between user terminals without passing through a
base station or the core network, but uses the operator-authorized spectrum for
point-to-point communication under the system control.

D2D communication underlaying cellular network can bring significant
improvement to system capacity and spectrum efficiency [4]. While D2D technol-
ogy brings numerous advantages, it also increases the complexity of the existing
communication system. More importantly, it is inevitable to guarantee that the
D2D communication does not generate excessive interference to the original cel-
lular system. Therefore, an effective resource allocation is necessary to manage
the interference and improve the overall performance of the system.

Many efforts have been taken in order to deal with the problem of inter-
ference. The research in [1] proposed an interference management algorithm
to maximize the performance of the D2D communication while satisfying the

Supported by the National Natural Science Foundation of China (No. 61771126).

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

J. Zheng et al. (Eds.): ADHOCNETS 2018, LNICST 258, pp. 39–48, 2019.

https://doi.org/10.1007/978-3-030-05888-3_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_4&domain=pdf
https://doi.org/10.1007/978-3-030-05888-3_4


40 Z. Gu et al.

quality-of-service requirements of the cellular communications in both uplink
and downlink phases. Specifically, the admission control and power allocation
were conducted to ensure that the interference from D2D communication does
not affect to the cellular communications. In [6], an iterative resource alloca-
tion algorithm combined with power control was proposed to achieve higher
performance of the system. A pricing framework for interference management
was proposed in [3], where the base station protects itself (or its serving cellular
users) by pricing the cross-tier interference caused from the D2D users. A social-
community-aware D2D resource allocation framework in [5] was adopted to D2D
communications, which exploited social ties in human-formed social networks.

The above algorithms generally adopt the method of traversing all the avail-
able resources and have a high system complexity. A resource allocation algo-
rithm based on ILA is proposed to manage the interference generated by mul-
tiplexing users. For the scenario of D2D users multiplexing with cellular net-
work uplink, the proposed algorithm filters the reusable resource pool instead
of traversing all the resources, which can greatly reduce the complexity of the
system and approximate the optimal ergodic algorithm.

The rest of this paper is organized as follows. Section 2 introduces the system
model and analyses the performance of D2D communication multiplexing with
cellular uplink network. In Sect. 3, the interference limited area and the proposed
resource allocation algorithm are discussed in detail. The simulation results are
presented and analyzed in Sect. 4. Finally, the conclusions are given in Sect. 5.

2 System Model

2.1 Scenario Description

The uplink of the D2D multiplexing cellular system model is shown in Fig. 1.
The figure includes cellular users to base station uplink communication links,
D2D multiplexing uplinks, cellular users to D2D users and D2D users to base
station interference links. Assume that there are M cellular users in the cellular
system, which are denoted as Cellular User Equipment (CUE) and are uni-
formly distributed in the cell. In addition, there is a pair of D2D users randomly
distributed in the cell, and they are all managed by the base station. The base
station transmits signals to M CUEs, at the same time, D2D Transmitting User
Equipment (TUE) transmits signals to D2D Receiving User Equipment (RUE).
In order to facilitate the analysis of the interference of the D2D multiplexing
mode, it is assumed that the frequency band resources of CUE1 are multiplexed
by D2D users, and then the D2D receiver is subject to uplink multiplexing inter-
ference from CUE1. On the other hand, the base station receives interference
from the D2D sender while receiving the CUE1 useful signal. Because the main
user in the cellular system is the CUE, it is necessary to manage the interference
caused by the D2D multiplexing mode through a reasonable resource allocation
algorithm.
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Fig. 1. D2D communication system model with multiplexing interference

2.2 System Capacity

According to the system model shown in Fig. 1, the Signal to Interference plus
Noise Ratio (SINR) of a cellular user without multiplex interference, a cellular
user with multiplex interference, and a D2D user can be obtained as

SINRCUEi
=

PCUEi
G

BS,CUEi

N0 + Id,CUEi

, (1)

SINRCUEj
=

PCUEj
G

BS,CUEj

N0
, (2)

SINRd =
PdGd

N0 + Ic
, (3)

where PCUEi
is the transmit power of CUEi, Id,CUEi

is the multiplexing inter-
ference to CUEi, Ic is the multiplexing interference to D2D user. N0 is the power
spectral density of the Additive White Gaussian Noise (AWGN). G

BS,CUEi
,

G
BS,CUEj

are the channel coefficients between the base station and cellular users
with interference, between the base station and the cellular users without inter-
ference, respectively. Gd is the channel coefficient between D2D users. Therefore,
the total capacity of the cellular users and the D2D users can be expressed as

Rc =
K∑

i=1

log2(1 + SINRCUEi
) +

M−K∑

j=1

log2(1 + SINRCUEj
), (4)

Rd = Klog2(1 + SINRd), (5)

where K is the number of resources needed to be multiplexed. The total capacity,
Rtotal, of the system can be shown

Rtotal = Rc + Rd. (6)
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3 ILA-Based Resource Allocation Scheme

3.1 ILA Construction

In a cellular communication system, geographic location information of each
cellular user is easily acquired by the base station and can be used to better
allocate resources for D2D users [2]. The allocation of resources based on ILA
is a scheme for utilizing geographic information. First, the number of physical
resource blocks required by a D2D user is estimated when satisfying the preset
transmission rate requirement. Secondly, the interference limited area is divided
by using the ILA-based scheme. At the same time, to satisfy the quality of service
of the base station, the power control of the cellular user is required. Then to
meet the D2D receiver’s quality of service, D2D transmitter power needs to be
controlled. Finally, the resources are allocated after analyzing the interference
generated by D2D multiplexing with the ILA-based scheme.

When the D2D user uses the multiplexing uplink mode, the RUE may receive
uplink interference from the cellular user, and the D2D transmitter may inter-
fere with the base station which should receive the cellular user uplink signal. In
the proposed resources allocation method, first, with the ILA-based algorithm,
cellular users that can be multiplexed with D2D are divided to ensure that D2D
communication will not cause excessive interference to normal cellular communi-
cation. At the same time, it is analyzed whether the distance between D2D users
is appropriate and whether the communication quality meets the requirements,
so as to ensure that D2D links can be establish normally. When the D2D user
uses the multiplexing uplink mode, the base station receives the signal from the
cellular user, which can be expressed as

yCUEi =
√

PCUEid
−α
CUEi,BShCUEi,BSxi+

√
PTUEid

−α
TUEi,BShTUEi,BSxTUE,i+ni. (7)

where PCUEi
is the transmit power of CUEi on the i-th Resource Block (RBi),

with the bandwidth of W . PTUEi
is the transmit power of the D2D sender

on RBi. d−α
CUEi,BS is the large-scale fading from CUEi to the base station,

dCUEi,BS is the distance from CUEi to the base station, and α is the path
loss index. Similarly, d−α

TUEi,BS is the large-scale fading from TUEi to the base
station on RBi, and dTUEi,BS is the distance from the D2D sender to the base
station. hCUEi,BS is the channel coefficient between the cellular user and the base
station, while hTUEi,BS is the channel coefficient between the D2D sender and
the base station on RBi. xi and xTUE,i represent the signal that the CUE sends
to the base station and the signal that the D2D sender sends to the D2D receiver
on RBi, respectively. It is assumed that E{|xi|2} = 1 and E{|xTUEi

|2} = 1. ni

is AWGN signal.
Since the signal from the CUE received by the base station is subject to

interference from the TUE, the SINR on RBi is:

SINRCUEi
=

PCUEi
d−α

CUEi,BS |hCUEi,BS |2
N0 + PTUEi

d−α
TUEi,BS |hTUEi,BS |2

. (8)
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In order to make the interference to the CUE under the control of the base
station, it is assumed that the SINR of the CUE should be greater than a
certain threshold value which is set to δCUEi

, that is

SINRCUEi
> δCUEi

. (9)

Therefore, to meet the QoS requirements of cellular users, dTUEi,BS needs to
meet:

dTUEi,BS > (
PCUEi

d−α
CUEi,BS |hCUEi,BS |2 − NδCUEi

δCUEi
PTUEi

|hTUEi,BS |2 )1/α = DTUE,BS,min,

(10)
TUE should be far away from the base station, and the minimum distance for
normal D2D communication is DTUE,BS,min. Similarly, the minimum distance
between RUE and the CUE whose resources are multiplexed can be expressed
by

dCUEi,RUE > (
PTUEi

d−α
TUE,RUE |hTUEi,RUE |2 − NδRUEi

δRUEi
PCUEi

|hCUEi,RUE |2 )1/α = DCUE,RUE,min. (11)

where all parameters are the counterparts of the CUE and RUE, which are
defined in the same way. The cell radius is r. DTUE,BS,min and DCUE,RUE,min

can be used to indicate the Interference Limited Area as Fig. 2 shows.

Fig. 2. Interference limited area in D2D communication system

3.2 ILA-Based Resource Allocation Algorithm

According to the interference limited area shown in Fig. 2, a complete ILA-based
resource pool can be established as

pool = [RB′
1, RB′

2, RB′
3, . . . , RB′

M ′ ], (12)
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where RB′
i represents the resource blocks occupied by the cellular users that

satisfy the ILA requirement, and M ′ is the total number of resource blocks that
satisfy the ILA requirement. Obviously, assuming that there are many cellu-
lar users in the application scenario of the D2D user, when solving the above
optimization problem, the base station needs to control all cellular users in the
resource pool to measure the channel status of each link. In an actual situation,
this traversal scheme is obviously not practical.

Secondary modification is conducted to the original resource pool, which
greatly reduces the size of the resource pool, thereby reducing system complexity
and adapting to future large-scale D2D scenarios. In the proposed method, L
times the number of cellular users for the demand of D2D users are randomly
selected, and the total selected number is far less than the original resource pool
size. Next, the optimization problem is calculated in the modified resource pool
to allocate the resource block for the D2D user. At the same time an optimized
resource list is established:

ListL =
[

SINRCUERB′
1
. . . SINRCUERB′

L

SINRRUERB′
1
. . . SINRRUERB′

L

]
. (13)

ListL records SINR of CUE and RUE, which can be used to more easily
calculate the optimization problem. The proposed resource allocation algorithm
uses a slight drop in performance in exchange for time-consuming reduction and
the reduced complexity.

4 Simulation Results

The design of the D2D simulation platform is mainly modified on the basis
of the traditional cellular system by adding D2D users and their related links.
Through simulation results, the performance of the proposed ILA-based D2D
resource allocation method is evaluated. The simulation is based on orthogonal
frequency division multiple access in a cellular system. Resources are divided
into resource blocks, and each resource block does not interfere with each other.
Considering the limited capacity of the base station in the future, the pool of
D2D reusable resources is reduced to simulate the occurrence of congestion. The
simulation parameters are shown in Table 1. In Fig. 3, the comparison of the total
capacity of the cellular system in the proposed algorithm, random algorithm and
traversal optimal algorithm is conducted. As can be seen from Fig. 3, the total
system capacity increases first and then decreases with the base station interfer-
ence threshold increasing. The performance of the proposed algorithm is obvi-
ously better than the random allocation method because the proposed solution
makes full use of the ILA information, which excludes cellular users with heavy
interference from the resource pool. In contrast, random allocation method may
allocate these resource blocks to D2D users. The reason why the performance
of the proposed scheme is slightly lower than the optimization scheme is that
the system reduces the computational complexity and the signaling overhead
to adapt to the actual scenario. By setting the SINR threshold, some reusable
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resources are eliminated. Therefore, the size of the resource pool and the sys-
tem load pressure is reduced by the slight sacrifice in performance. When the
SINR threshold rises in the initial stage, resource blocks with relatively low
transmitting power or poor link condition are excluded from the resource pool.
Because this algorithm ensures that the interference received by the base sta-
tion is within a certain range, the curve increases at the beginning. However,
when the SINR continues to increase, the decrease of the average TUE trans-
mit power in the resource pool reduces the multiplexing gain of D2D. In this
case, the overall capacity of the system finally showed a downward trend. The
simulation results show that the threshold should be set reasonably according
to the actual situation of the system.

Figure 4 shows the relationship between the total system capacity and the
simulated distance between D2D users. The power threshold of the base station

Table 1. Simulation parameters in D2D communication system

System parameter Value

Cell radius, r 500m

Resource block bandwidth, W 180KHz

Maximum transmit power of the terminal, PTUE 23 dBm

Power spectral density of AWGN, N0 −174 dBm/Hz

System outage probability threshold, p 0.8

Fig. 3. The capacity of the system with various interference threshold of BS
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Fig. 4. The capacity of the system with various distances of D2D devices

receiving RUE is set to −110 dBm, and other parameters of the system remain
unchanged. From this figure, it can be seen that the system capacity decreases
with the increase of the simulation distance between D2D users. The perfor-
mance of the proposed scheme is significantly better than the randomization
scheme, while it is slightly lower than that of the optimization scheme. As the
distance of the D2D devices increase, the average power of the received signal
transmitted from TUE to RUE decreases, so that the gain of the multiplexed
signal between the D2Ds and the overall capacity of the system decrease. This is
the reason that the total system capacity decreases as the distance between D2Ds
increases. Because of the proposed ILA-based algorithm, the initial resource pool
has removed some resource blocks that may generate excessive reuse interference.
Therefore, the overall system performance can still approach the optimal solution
but with a relatively low complexity.

It can be seen from Fig. 5 that the overall system capacity increases as the
number of cellular users in the system increases. The performance of the proposed
algorithm is lower than but close to the optimal solution, and is superior to the
randomized resource allocation method. Simulation results show that for a single
pair of D2D users, the greater the number of cellular users in the system, the
better the overall capacity of the system. Because the larger the D2D resource
pool, the more likely the system allocates resources that have less interference
to D2D users.
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Fig. 5. The capacity of the system with various numbers of cellular users

5 Conclusion

An ILA-based resource allocation algorithm is proposed to effectively manage
resources and reduce interference in D2D multiplexing communication. With the
proposed algorithm, the system resource pool is modified to reduce the complex-
ity of the system and can be more competitive in future dense communications
networks. Through the simulation experiments, the performance of the proposed
algorithm can be very close to the optimal traversing method, and with a sig-
nificantly lower system complexity.
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Abstract. Video service has been a killer application over wireless networks.
Many cross-layer optimization techniques have been proposed to improve the
quality of video services in wireless networks. However, most of them did not
consider video content type information in resource allocation, which greatly
affects the quality of users’ watching experience. In this paper, we take video
type information into consideration for resource allocation at base stations.
Accordingly, for given transmission power at base station, we build an optimal
model to achieve maximal achievable total Mean Opinion Score (MOS) by
allocating appropriate powers and video rates for different users watching dif-
ferent types of videos. Numerical results show that our model can achieve much
higher MOS compared with existing scheme that does not consider such video
type information.

Keywords: MOS � Video content � Resource allocation � Wireless networks

1 Introduction

Video services have been a killer application over mobile networks and smart devices.
According to a cisco report [1], mobile video traffic has accounted for 55% of the total
mobile data in 2015 and is expected to grow approximately to 75% in 2020.

Many cross-layer techniques have been proposed to improve video quality in
wireless environment. In [2], Gross et al. proposed to schedule packet transmissions
over orthogonal frequency-division multiplexing (OFDM) channels in a way such that
higher priority is given to more important packets (e.g., Iframes in video traffic). In [3],
Li et al. built an optimal model to minimize the distortion of reconstructed videos at user
side in multi-user wireless video transmission environment. They assume that all users
use the same rate-distortion function. In [4], Chuah et al. considered scalable video in
multicast communications and used signal-to-noise ratio and packet delivery rate as
video quality measures. However, they did not consider perceptual quality at users. In
[5], Danish et al. proposed a resource allocation algorithm, which assigns video bitrate
and subcarriers to users with an expectation to maximize users’ perceptual quality of
video services. However, they did not consider how to allocate network resources
among users watching different types of videos. In summary, all the above existing work
did not take video content type information (e.g., whether a video is an action movie or a
romance video) into consideration when making decision on resource allocation among
different users so as to improve the overall perceptual quality of video services at users.
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Video type has big impact on the MOS (Mean Opinion Score) of video service at
user side. In this aspect, Ref. [6] found that the MOS (Mean Opinion Score) of a video
watching experience is not only related to video bitrate, frame rate, and packet loss
probability, but also related to video type. In addition, the impact of bitrate, frame rate,
and packet loss probability on the MOS for different video types are also different. For
example, the MOS of an action movie with violently changing pictures will be smaller
than that of a landscape film with smoothly changing pictures under the same setting of
bitrate, frame rate, and packet loss probability. Thus, we have the following two
inferences: Base station needs to allocate more transmit power to users watching action
videos than to users watching landscape videos in order for them to enjoy same level of
MOS in video watching; Given transmit power allocated to a user, we also need to
consider the balance between video bitrate and packet loss probability in order to
maximize the user’s MOS.

Based on the above observations, in this paper, we build a content aware resource
allocation model by considering video content type information in wireless resource
allocation. We assume video type information is known for resource allocation at base
stations. Accordingly, for given total transmission power at base station, we build an
optimal model to achieve maximal total achievable MOS by allocating appropriate
transmit powers and video rates for different users watching different types of videos.
Numerical results show that our model can achieve much higher total MOS compared
with existing scheme that does not use such video type information.

The rest of this paper is organized as follows. In Sect. 2, we introduce some related
work. In Sect. 3, we first introduce application scenario under study and feasibility of
MOS maximization by considering video type information. In Sect. 4, we build the
optimal content aware resource allocation model. In Sect. 5, we provide numerical
results for performance evaluation. Finally, in Sect. 6, we conclude the paper.

2 Related Work

Existing work for supporting video streaming services in wireless networks can
roughly be classified into following two types: top-down approaches and bottom-up
approaches. The former type of approaches adapts video’s features to network
layer/data link layer/physical layer’s parameter tuning. In contrast, the latter type of
approaches adapts network layer/data link layer/physical layer’s parameters to the
tuning of video streaming parameters [7]. Next, we shall introduce typical work
belonging to either type.

Typical top-down approaches are as follows. In [2], Gross et al. suggested to
transmit important video packets (Iframes) with high priority over OFDM channels. In
[8], Lee et al. suggested that a mobile terminal should control its video bitrate
according to its video content characteristics in order to achieve improved energy
efficiency. This idea was extended to three-dimensional (3D) videos where QoE
(Quality of Experience) is used as base measure to determine SNR (Signal Noise Ratio)
threshold for adaptive modulation and coding over IEEE802.16e wireless channels [9].

Typical bottom-up approaches are as follows. Refs. [3, 4] formulated the optimal
resource allocation problem by maximizing the video quality of users subject to
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transmission energy and channel access constraints. Ref. [10] built an optimal model to
allocate bandwidth to users according to their video contents. However, [10] only
considers bandwidth constraint without considering the relationship among power,
bandwidth, and packet loss probability. Ref. [5] is the closest to our work in this paper.
Given a target minimal power requirement, Ref. [5] proposed a scheme to assign video
bitrate and subcarriers to users in order to maximize the users’ perceptual quality of
videos. However, Ref. [5] assumes that packet loss probability is given (fixed) and
users’ perceptual quality of videos is only relevant to video bitrates. They did not
consider the relationship between video bitrate and packet loss probability. Moreover,
it did not consider power allocation among users watching different types of videos. In
our work in this paper, perceptual quality of a video is relevant to transmit power,
packet loss probability, and video bitrate. Furthermore, packet loss probability is a
function of both transmit power and video bitrate.

3 Application Scenario and Key Idea

Figure 1 shows the application scenario under study in this paper. In this figure, a
number of wireless video-watching users are scattered in a cell covered by a base
station. These users can be classified into the following three types based on the types
of video they are watching [6]: videos with Slight Movement (SM), videos with Gentle
Walking (GW), and videos with Rapid Movement (RM).

According to [6], the MOSs of SM, GW, and RM videos can be calculated as
follows, respectively:

MOSSM ¼ 0:0075r� 0:014f � 3:79l þ 3:4 ð1:aÞ

MOSGW ¼ 0:0065r� 0:0092f � 5:76l þ 2:98 ð1:bÞ

MOSRM ¼ 0:002r� 0:0012f � 9:53l þ 3:04 ð1:cÞ

Fig. 1. Application scenario.
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In (1.a), (1.b) and (1.c), r, f, l represent video bitrate, frame rate, and packet loss
probability, respectively. Moreover, in this paper, we set the MOS of a video to zero
when packet loss probability l is larger than nine percent since the video quality in this
case usually very poor. In (1.a), (1.b) and (1.c), it is seen that the coefficients of r, f,
l for different types of videos are quite different. For example, when the packet loss rate
increases one percent, the MOS of a RM video will be decreased by 0.0953 while that
of an SM video is only decreased by 0.0379.

The MOS of a video can be expressed as a function of transmit power (denoted by
p) and video bitrate r. The reason is as follows. Firstly, packet loss probability l is a
function of transmit power p, distance between transmitter and receiver (denoted by d),
video bitrate r, and noise spectral density N0 and packet size [11]. Secondly, MOS is a
function of l, f, and r according to (1.a), (1.b) and (1.c). Thus, given d, N0, packet size,
and f, MOS is a function of p and r. Details are shown in Sects. 4.1 and 4.2.

Figure 2 shows the MOS for SM videos, MOS for RM videos, and also corre-
sponding packet loss probability, respectively, due to varying video bitrate and transmit
power. In this figure, the video bitrate range for both SM and RM videos is [100, 320]
kbps. (Default) frame rate is fixed to be 30 frames per second. As shown in Fig. 2(a)

(a) MOS for SM videos      (b) MOS for RM videos         (c) packet loss probability 

Fig. 2. MOS and packet loss probability of SM.

Table 1. Symbols used.

Symbols Definition

N Total number of users
uj jth user
dj Distance between user uj and base station
rj Video bitrate of uj
pj Power that base station uses to transmit video to user uj
lj Packet loss probability of jth user
cj video content type of jth user
H(pj, dj, rj) A function returns packet loss probability lj for given pj, dj, rj
F(cj, rj, lj) returns jth user’s MOS for given cj, rj, lj
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and (b), the MOSs of these two types of videos are quite different under the same
combination of video bitrate and transmit power. In addition, different video types have
different MOS gradients with respect to video bitrate and transmit power. Thus, these
two observations suggest that we need to adjust transmit power and video bitrate
simultaneously in order to maximize the total MOSs of all users.

4 Optimal Model for Content Aware Resource Allocation

In this section, we shall build an optimal content aware resource allocation model,
which introduces video type information into wireless resource allocation while
achieving maximal total MOS for all users.

In our model, base station is assumed to know the video type information of each
video-watching user in its cell. Symbols used hereafter are listed in Table 1.

4.1 Packet Loss Probability Calculation

We use free space propagation model and DPSK modulation [11] to support the video
transmissions from base station to wireless terminals. Specifically, we firstly use free
space propagation model to calculate received power (denoted as Pr) at receiving
terminal, which is as follows.

Pr ¼ PtGtGr
k

4pd

� �2

ð2Þ

Where, Pt;Gt;Gr; k; and d are transmission power at base station, transmitter
antenna gain, receiver antenna gain, wavelength, and distance between transmitter and
receiver, respectively. k ¼ c=f where c ¼ 3� 108m=s is speed of radio signal and f is
frequency. We set Gt; Gr; f to be 2, 1.6, and 900 MHz, respectively, as used in [11].

We assume the modulation technique is DPSK, thus bit error probability e can be
calculated as follows [11].

e ¼ 1
2
exp � Pr

RN0

� �
; ð3Þ

where R is video bitrate and N0 is noise power density which equals 3:2� 10�20 J. In
our analysis here, video bitrate is assumed equal to channel rate owing to the following
reason. In our model, base station chooses video bitrate for each user and it can adopt
transmission techniques such as OFDM or software defined radio like opening a special
channel for per-user transmission based on the assigned video bitrate. Since such
techniques can provide user-specific channel rate at small granularity, it is reasonable
for us to assume that channel rate at the physical layer equals the video bitrate at the
application layer. Although such assumption is kind of simplified, it can still largely
capture major characteristics of wireless channels and in particular it enables us to
focus on the video-service-provisioning-related cross layer optimization.
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Accordingly, packet loss probability l can be obtained by the following equation.

l ¼ 1� 1� eð ÞS ð4Þ

where S is packet size and its default value is 8000 bit in this paper.
In brief, for a user uj, given pj, dj and rj, we can obtain the packet loss probability lj

by using (2), (3), and (4). To ease the presentation, we shall use function H(pj, dj, rj) to
represent the calculation of packet loss probability lj.

4.2 MOS Calculation

We use the following method to calculate each user’s MOS. As mentioned in Sect. 3,
users are classified into three sets: SM, GW, and RM. We use function F ci; ri; lið Þ to
calculate a user ui’s MOS suppose his/her video content type is known. Details are as
follows: select (1.a), (1.b) or (1.c) according to the value of video type ci and replace
ri and li into corresponding equations to calculate the user’s MOS. Note that packet loss
probability is calculated using the method in the preceding subsection.

4.3 Optimal Content Aware Resource Allocation Model

Combine the results in the above two subsections, we have an optimal content aware
resource allocation model as follows. Given each user’s video type, his/her distance
away from the base station, and the total transmit power P that the base station can use
to deliver the video services, this model tries to maximize the sum of MOSs by all
users. That is,

max pj;rjf g
XN

j¼1
MOSj ð5Þ

Subject to:

lj ¼ H pj; dj; rj
� �

; j 2 1; . . .;N½ � ð6Þ

MOSj ¼ Fðcj; rj; ljÞ; j 2 1; . . .;N½ � ð7Þ
PN

j¼1 pj �P; j 2 1; . . .;N½ � ð8Þ

lj � c; j 2 1; . . .;N½ � ð9Þ

pL � pj � pB; j 2 1; . . .;N½ � ð10Þ

In this model, pj and rj are variables. The objective function (5) is to maximize the
sum of all users’ MOSs. Equation (6) finds the packet loss probability of each user.
Equation (7) returns uj’s MOS. (8) requires sum of the powers allocated to all users is
less than or equal to P, which represents the maximal possible (total) power that the
base station can use for the transmissions and it is an input parameter. (9) requires
packet loss probability lj is less than or equal to c which is also an input and the default
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of its value is set to be 0.1 in this paper or otherwise the quality of video for user uj will
be totally unacceptable. (10) requires pj is in the range [pL, pB], which are low bound
and upper bound of the power allocated to a user and, in this paper, their default values
are set to 0 and P, respectively.

5 Numerical Results

In this section, we evaluate the performance of our content aware resource allocation
model via numerical results. We focus on the one-cell case such that there is only one
base station with one or more users. The rate upper bound of SM, and RM is set to 320,
and 1450 kbps, respectively.

For comparison purpose, here, we also realized a baseline model, which does not
consider video content type in resource allocation. The baseline model works as fol-
lows: it first slices the total transmission power P equally into N share and each user is
assigned with an amount of P/N power; then it finds a user’s maximal MOS which can
be obtained by using content aware allocation model in which P is replaced by P/N and
the user set only contains this user; Finally, the outcome of the baseline model is sum
of all users’ maximal MOSs. The philosophy behind such a baseline model is as
follows. According to [11], in a cellular network, base station is typically scheduled to
transmit data to each terminal for a fixed time slice in roughly round-robin fashion.
Thus, all users share the transmission power roughly equally.

5.1 One-User Case

In this experiment, we assume there is only one user whose distance away from the
base station is 340 m. Then we varied the transmit power of base station from 0.1w to
2w with step size 0.1w and obtained the MOSs by different models. Figure 3 shows the
numerical results when the user watches SM, GW, and RM video, respectively.

From Fig. 3, it is seen that the slopes of curves for different video types are
different, which mean that we need to balance the power assignment among different

Fig. 3. MOSs by different video content types for one user case.
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video types when multiple users share the transmit power. Specifically, we can see that
the SM curve has the steepest slope which means SM is the easiest to be saturated
among the three types. That is, in case three types of video watchers with the same
distance away from the base station, the priority for power allocation to different types
of video watchers (from the highest to the lowest) is as follows: SM video watchers,
GM video watchers, and finally RM video watchers.

5.2 Two-User Case

In this experiment, we assume there are two users watching two different types of
videos: one SM user and one RM user. We chose these two types of videos because
they have quite different slopes in MOS increase (see Fig. 3). In three different tests,
these two users’ distances away from the base station was set to (340 m, 640 m),
(640 m, 340 m), and (400 m, 400 m), respectively (the former setting is for the SM
user while the latter is for the RM user). In each test, we varied the transmit power of
base station from 0.1w to 2w with step 0.1w and obtained the MOSs by different
models. The results for the three tests are shown in Fig. 4(a), (b), and (c). Figure 5(a),
(b), and (c) show the corresponding power allocated to the SM and RM users by our
model. Figure 6(a), (b), and (c) show the corresponding video bitrates allocated to the
SM and RM users by our model for each relevant case shown in Fig. 5.

Fig. 4. MOSs under two types of videos (SM and RM videos) by different models.

Fig. 5. Allocated powers for different video watchers by our content aware model.
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In Fig. 4, it is seen that the curves for our content aware model are above the curves
for the baseline model most of time.

Our model works to jointly optimize the power and video bitrate for each user
while maximizing the sum of all users’ MOSs. From Figs. 4, 5 and 6, we can see that
our model tends to give high priority for allocating power to video types with faster
increase rates in MOS for the same amount of power. In Fig. 5(a) (i.e., first test,
leftmost subfigure in Fig. 5), our model first allocates all available power to the SM
user since it is easier to increase MOS of a SM user. Because the MOS of SM is nearly
saturated when transmit power = 0.4 W as can be seen in Fig. 3, the model begins to
allocate remaining power to RM user when the total power exceeds 0.4 W which
causes a knee point of curve of content aware model in Fig. 4(a). In Fig. 6(a), it can be
seen that our model increases video bitrate of RM user until the total power exceeds
0.4 W. In the second test (i.e., the middle subfigure), the RM user is easier to increase
the MOS since it is much closer to the base station than the SM user. Thus, our model
first allocates all available power to RM user when the total power is below 1.2 W.
After that, it begins to allocate to the SM user. The video bitrate curve of RM in Fig. 6
(b) shows similar behavior. In the third test (i.e., the rightmost subfigure), the SM user
is easier to increase the MOS since the distances of the two users away from base
station are the same. In this case, our model allocates available power to SM user first,
then to RM user. In addition, we would like to point out that the small-scale fluctuation
in transmit power allocated to SM user (see Fig. 5(a) and the approximate 20-kbps
fluctuation in bitrate allocated to the SM user (see Fig. 6(a)) jointly contribute to the
steady increase in MOS as shown in Fig. 4(a).

6 Conclusion

In this paper, we built an optimal resource allocation model to exploit the video content
type information for provisioning of better video services in wireless environments.
Numerical results show our model can improve the MOS performance as compared
with baseline model.

Fig. 6. Allocated video bitrates for different types of video watchers by our model.
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Abstract. The relay and Device to device (D2D) technologies can be used to
improve the Quality of Service (QoS) of a mobile user in the edge region of the
cellular networks, To coordinate these two technologies, this paper considers a
heterogeneous network containing the D2D-direct, D2D-non-direct and cellular
communication mode. Furtherly, a system model taking throughput as opti-
mization object is built to descript this network precisely. It is proved that the
objective function and the constraints satisfy the requirements of convex func-
tion, and then a power allocation algorithm based on Lagrange Multiplier is
proposed to find the optimal solver. Finally, we evaluate the performance of
algorithm in terms of throughput and fairness by simulation.

Keywords: Relay � D2D-direct � Convex optimization � Throughput

1 Introduction

In recent years, the rapid development of mobile communication technologies has
resulted in the diversified and complicated communication Quality of Service
(QoS) required. To improve the communication quality of users in the LTE-A cell edge
and other hot spots, the relay technology was introduced into the existing wireless
network.

D2D, as another technology appearing recently, can share the traffic of the base
station, improve the spectrum efficiency and the throughput of a communication sys-
tem. D2D communication has become a hot research field. In [1], Janis proposed three
D2D communication modes, which are reuse mode, dedicated mode and cellular mode.
In reuse mode, the D2D communication is direct and reuses the whole resources
together with the cellular communication. In dedicated mode, the D2D communication
is direct and uses the specially assigned channels. In cellular mode, the D2D com-
munication is relayed by the BS. In [2], the D2D communication underlying cellular
networks was considered to improve local services and optimize the throughput over
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the shared resources while fulfilling prioritized cellular service constraints. In [3], an
resource allocation algorithm based on interference-aware was proposed for the local
cellular and D2D users. In [4], Kaufman et al. presented a distributed dynamic spec-
trum protocol in which D2D users in an ad-hoc network randomly access and use
spectrum. A new interference management mechanism was proposed to improve the
reliability of D2D communication in [5]. The authors of this paper derived the prob-
ability of outages in the intensive mode and designed a mode selection algorithm to
minimize the outage probability. [6] proposed the two-stage semi-distributed resource
management scheme for D2D Communication in Cellular networks. In the first stage,
the base station allocates resource blocks between the cellular links and D2D links in a
centralized method. In the second stage, the master user in the D2D link performs an
algorithm which adaptively adjust resource blocks in a distributed method. In addition,
lots of different resource allocation algorithms were proposed for D2D communication
in cellular networks [7–10].

To explore the effecting of D2D and relay on the LTE-A cellular networks, this
paper combines these two technologies to form a heterogeneous network. In each cell
of this network, there exist different communication modes, which are D2D-direct,
D2D-non-direct and cellular mode. Subsequently, a system model for this heteroge-
neous network is built, and it is proved that the objective function and the constraints in
this model satisfy the convex optimization condition. To solve this optimization
problem, we propose a power allocation algorithm based on Lagrange Multiplier.
Finally, we evaluate the throughput and fairness of the algorithm by theoretical analysis
and simulation results.

2 System Model

We consider the uplink of the LTE-A cellular networks. As shown in the Fig. 1, each
cell of the cellular system consists of one base station (BS), several relays and plenty of
cellular users. Each user in coverage area of a relay can select one from two com-
munication modes, which are D2D direct and cellular mode. The latter includes two
transmission stages, one is from user to relay and the other is from relay to BS. The
D2D pair and CUE in Fig. 1 stand for the D2D direct mode and cellular mode,
respectively. The cellular network adopts time division duplex (TDD) mode, and the
entire transmission process is divided into two time slots. The first and the second slot
are occupied by the transmission from user to relay and from relay to BS, respectively.
All relays transmit signals synchronously in these two time slots. The transmission
process of each time slot is only interfered by other transmission processes in the same
time slot. Each D2D pair shares the time and frequency resources of with CUE users.

60 C. He et al.



All CUE users are represented by sets M, and the user of D2D pairs are represented
by sets Dp. The whole system bandwidth is divided into N resource blocks (RBs),
which can be used in each relay. BRB is used to represent the bandwidth of each
resource block. The relay set is represented by L ¼ 1; 2; � � � Lj jf g, and Ul; 8l 2 L
denote the user set in which each user is in the coverage area of relay l. The set of CUE
users covered by relay l is denoted as Ml ¼ M \Ul. The set of D2D direction users
covered by relay l is denoted as Dp

l ¼ Dp \Ul. According to the above definitions, the
following relations are established: Ul� Dp

l [Ml
� �

; 8l 2 L, [ lUl ¼ Dp [M
� �

,
\ lUl ¼ u; 8l 2 L. Next, we describe the transmission procedures in each time slot in
detail.

(a) Transmission in D2D pairs. The two users of each D2D pair covered by the relay l
can directly communicate with each other. The SINR of the unit power signal in
this process is shown in the Eq. (1). There doesn’t exist interference among D2D
pairs, among CUE users, and between D2D pairs and CUE users in the coverage
area of a relay, because the resource blocks allocated to each transmitter in a relay
are orthogonal. So, the interference only results from the D2D pairs and the CUE
users of other relays. That is, for ul 2 Dp

l , we can obtain

c nð Þ
ul;ul;1 ¼

h nð Þ
ul;ulP

uj2Dp
j

j6¼l;j2L

Q nð Þ
uj;uj � g nð Þ

uj;ul þ
P

uj2Mj

j6¼l;j2L

Q nð Þ
uj;j � g

nð Þ
uj;ul þ r2

ð1Þ

Where, Q nð Þ
a;b, h nð Þ

a;b, and g nð Þ
a;b respectively represent the transmitted power, the

channel coefficient and interfering link channel coefficient from the transmitter a
to the receiver b on the resource block n (RBn). The noise power of the receiver is
r2 ¼ N0BRB, BRB is the bandwidth each resource block, and N0 is the power
spectral density of noise. Therefore, the information rate of this communication
process can be written as

Fig. 1. System model for coexistence of D2D direct communication users and cellular users
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R nð Þ
ul;ul ¼ BRB log2 1þQ nð Þ

ul;ulc
nð Þ
ul;ul;1

� �
ð2Þ

(b) The transmission between the CUE user and the relay. This communication
process is completed in the first time slot. This process is subject to interference
resulting from D2D pairs and CUE users of other relays. Similar to Eq. (1), we
can obtain the SINR of the unit transmitted power for each CUE user ul 2 Ml.

c nð Þ
ul;l;1 ¼

h nð Þ
ul;lP

uj2Dp
j

j6¼l;j2L

Q nð Þ
uj;uj � g nð Þ

uj;l þ
P

uj2Mj

j6¼l;j2L

Q nð Þ
uj;j � g

nð Þ
uj;l þ r2

ð3Þ

Where, the definition of each term in Eq. (3) is the same as that in Eq. (1).
Accordingly, the information rate of this communication process can be written as:

R nð Þ
ul;l ¼ BRB log2 1þQ nð Þ

ul;lc
nð Þ
ul;l;1

� �
ð4Þ

(c) The transmission between relay l and base station. This communication process
occupies the second time slot. During the first time slot, relay l has received the
signals transmitted by the transmitter of CUE users lying in the its coverage area.
During the second time slot, the relay l retransmits these signals to the base station
on the resource block n. After the second time slot, base station forwards infor-
mation coming from a relay to other relays of this cell or to other base stations.
Assuming that during any time interval of the second time slot in a cell, only one
relay transmits signals to base station. So, this communication link between relay
and base station will not be interfered by other relays in this cell. Therefore, for
ul 2 Ml, we can write the SINR per unit power as

c nð Þ
l;eNB;2 ¼

h nð Þ
l;eNB

r2
ð5Þ

Where, hðnÞl;eNB stands for the channel coefficient between relay l and base station on

resource block n . r2 stands for the noise power of receiver of base station. For
simplicity, we assume the noise power of relay, receiver of D2D pair and base
station on any resource block are the same. Therefore, for ul 2 Ml, the information
rate of this trasmission process can be written as:

R nð Þ
l;eNB ¼ BRB log2 1þQ nð Þ

l;eNBc
nð Þ
l;eNB;2

� �
ð6Þ

In summary, for the user ul covered by the relay l, the total information rate can be
one of the following two rates, which depends on whether the transmitter and receiver
of ul are covered by the same relay.
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D2D direct communication mode. In this mode, the transmitter and receiver of ul
lie in the coverage area of the same relay. The transmitter of ul transmits signals to its
receiver by D2D direct mode, and the information rate is:

RðnÞ
D ¼ RðnÞ

ul;ul ð7Þ

Cellular mode. In this mode, the transmitter and receiver of ul does not lie in the
coverage area of the same relay. So CUE user ul must spend two time slots on
transmission of the uplink. The first and the second time slot are occupied by the
transmission from the transmitter of ul to relay l and the transmission from relay l to
base station, respectively. So the information rate of ul in the uplink is:

R nð Þ
M ¼ 1

2
min R nð Þ

ul;l;R
nð Þ
l;eNB

� �
ð8Þ

3 Analysis of System Performance

Assuming that the transmitted power of transmitter of each D2D pair and each CUE
user satisfy some constraints to guarantee their interference to the cellular network is
less than some interference threshold. This section discusses how to maximize the
throughput of a cell by allocating resource blocks and power on each resource blocks
for D2D pairs and CUE users.

The system throughput is maximized by the allocation of resource blocks (RB) and
the power. For CUE users of cellular mode, the final communication rate in the uplink
is determined by the smaller of the two information rates. Denoting the maximal
transmitted power of user ul as Qmax

ul , and denoting the maximal transmitted power of

the relay l as Qmax
l . We introduce the resource block allocation factor x nð Þ

ul to illustrate
that each RB can only be used by one user under the coverage area of each relay.
x nð Þ
ul 2 0; 1f g is a binary integer variable, x nð Þ

ul ¼ 1 indicates that resource block RB n is

assigned to user ul, otherwise, x nð Þ
ul ¼ 0, �x nð Þ

ul ¼ 1� x nð Þ
ul . For all users ul under the

coverage area of relay l, the total information rate is Rul ¼
PN
n¼1

x nð Þ
ul R

nð Þ
D þ�x nð Þ

ul R
nð Þ
M . The

user’s QoS requirement is represented by RQoS, considering that the same RB will be
occupied by the relay in two time slots. Therefore, this optimization problem can be
described as:

max
x nð Þ
ul
;Q nð Þ

ul ;ul
;Q nð Þ

ul ;l
;Q nð Þ

l;eNB

X
l2L

X
ul2Ul

XN
n¼1

x nð Þ
ul R

nð Þ
D þ�x nð Þ

ul R
nð Þ
M ð9Þ

subject to 0�
X
ul2Ul

xðnÞul � 1; 8n 2 N ð10aÞ
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XN
n¼1

x nð Þ
ul Q

nð Þ
ul;ul �Qmax

ul ; 8ul 2 Dp
l ;
XN
n¼1

�x nð Þ
ul Q

nð Þ
ul;l �Qmax

ul ; 8ul 2 Ml ð10bÞ

X
ul2Ml

XN
n¼1

�xðnÞul Q
ðnÞ
l;eNB �Qmax

l ð10cÞ

X
ul2Dp

l

x nð Þ
ul Q

nð Þ
ul;ulg

nð Þ
ul;ul� ;1 � I nð Þ

th ;
X
ul2Ml

�x nð Þ
ul Q

nð Þ
ul;lg

nð Þ
ul;l�;1 � I nð Þ

th ;

8n 2 N; 8l 2 L; l 6¼ l�; 8l� 2 L

ð10dÞ

Rul �RQoS; 8ul 2 Ul ð10eÞ

QðnÞ
ul;ul � 0;QðnÞ

ul;l � 0;QðnÞ
l;eNB � 0; 8n 2 N; ul 2 Ul ð10fÞ

The constraint (10a) is the condition that each allocation factor must satisfy. That is,
Each RB can only be assigned to one user under each relay. (10b) and (10c) mean that
transmitted power of transmitter of user and relay cannot exceed their respective
maximum power limit. (10d) indicates that interference resulting from D2D users and
CUE users cannot exceed the interference threshold of cellular system. (10e) means
that the throughput of system must satisfy the QoS requirement. (10f) indicates that
each transmitted power is non-negative.

The unit power SINR of the D2D pair in problem (9) can be written as

cðnÞul;ul;1 ¼
hðnÞul;ul

IðnÞul;ul;1 þ r2
ð11Þ

Where, I nð Þ
ul;ul;1 is the interference term D2D directed pair user ul receives on resource

block n.

IðnÞul;ul;1 ¼
X
uj2Dp

j

j 6¼l;j2L

x nð Þ
uj Q

nð Þ
uj;uj � g nð Þ

uj;ul þ
X
ul2Ml
j 6¼l;j2L

�x nð Þ
uj Q

nð Þ
uj;j � g nð Þ

uj;ul ð12Þ

For CUE users, the unit power SINR during the first time in problem (9) can be
written as

cðnÞul;l;1 ¼
hðnÞul;l

IðnÞul;l;1 þ r2
ð13Þ

Where, I nð Þ
ul;l;1 is the interference term that the cellular user ul receives on the resource

block n in the first time slot.
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IðnÞul;l;1 ¼
X
uj2Dp

j

j 6¼l;j2L

x nð Þ
uj Q

nð Þ
uj;uj � g

nð Þ
uj;l

þ
X
ul2Ml
j 6¼l;j2L

�x nð Þ
uj Q

nð Þ
uj;j � g

nð Þ
uj;l

ð14Þ

The total information rate R nð Þ
M for all CUE users on resource block n:

R nð Þ
M ¼ 1

2
min RðnÞ

ul;L;R
ðnÞ
l:eNB

n o
¼ 1

2
min BRB log2 1þQ nð Þ

ul;l
c nð Þ
ul;l;1

� �
;BRB log2 1þQ nð Þ

l;eNBc
nð Þ
l;eNB;2

� �n o ð15Þ

When Q nð Þ
ul;lc

nð Þ
ul;l;1 ¼ Q nð Þ

l;eNBc
nð Þ
l;eNB;2, R

nð Þ
M can reach its maximal value, and then Q nð Þ

l;eNB in
the second time slot can be represented by the power in the first one, that is,

Q nð Þ
l;eNB ¼ c nð Þ

ul ;l;1

c nð Þ
l;eNB;2

Q nð Þ
ul;l. Therefore, the total CUE information rate R nð Þ

M on resource block n

can be rewritten as:

R nð Þ
M ¼ 1

2
BRB log2 1þQ nð Þ

ul;l
c nð Þ
ul;l;1

� �
; ul 2 Ml ð16Þ

In order to simplify the problem, the resource block allocation factor x nð Þ
ul is first

relaxed to a continuous variable, or x nð Þ
ul 2 0; 1½ �. x nð Þ

ul represents the proportion of time
that the resource block n is allocated to the user ul, which still meets the constraint

(10a). In addition, two new variables S nð Þ
ul;ul ¼ x nð Þ

ul Q
nð Þ
ul;ul , T

nð Þ
ul;l ¼ �x nð Þ

ul Q
nð Þ
ul;l are introduced as

power allocation variables for the D2D user and the CUE user, respectively. These two
terms represent the actual transmitted power of the user ul on the resource block n. After
condition relaxation and variable adjustment, the primitive optimization problem(9) can
be reformulated into

max
x nð Þ
ul
;S nð Þ

ul ;ul
;T nð Þ

ul ;l

X
l2L

X
ul2Ul

XN
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 !
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1
2
BRB log2 1þ T nð Þ

ul;l h
nð Þ
ul;l

�x nð Þ
ul l

nð Þ
ul

 !" #
ð17Þ

subject to 0\
X
ul2Ul

x nð Þ
ul � 1 ; 8n 2 N ð18aÞ

XN
n¼1

S nð Þ
ul;ul �Qmax

ul ; 8ul 2 Dp
l ;
XN
n¼1

T nð Þ
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X
ul2Ml
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� I nð Þ
th ;

X
ul2Ml
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þ r2 �x nð Þ
ul ; ul 2 Dp

l ; I
nð Þ
ul;l;1

þ r2 � l nð Þ
ul ; ul 2 Ml; 8n 2 N ð18gÞ

4 Power Allocation Algorithm Based on Lagrange Multiplier

By calculating, we find that the Hessian matrix of object function in (17) is negative semi-
definite and the constraints in (17) are the level set of some convex functions. So (17) is a
concave optimization problem. Therefore, we can use the KKT conditions in convex
optimization theory to solve it. Assuming that the Lagrange multipliers of the constraints
are dn; nul ; 1ul ; tl;wn; en; kul ; q

nð Þ
ul ; j

nð Þ
ul , and the Lagrangian function can be written as
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According to KKT conditions, let @L
@S nð Þ

ul ;ul

¼ 0 and D nð Þ
ul;ul ¼

kul þ 1ð ÞBRB

ln 2 nul þwng
nð Þ
ul ;u

�
l
;1

� �, so the

optimal value of transmitted power of D2D pair can be expressed as:

QðnÞ�
ul;ul ¼

SðnÞ
�

ul;ul

xðnÞ
�

ul

¼ DðnÞ
ul;ul �

xðnÞ
ul

hðnÞul;ul

" #þ
ð20Þ

Where, ½n�þ means that ½n�þ ¼ maxð0; nÞ. Similarly, according to the KKT con-
ditions in the convex optimization theory, let @L

@TðnÞ
ul ;l

¼ 0, we can obtain

T ðnÞ
ul;l

¼ kul þ 1ð Þ�xðnÞul BRB

2 ln 2 1ul þ tl
cðnÞul;l;1

cðnÞl;eNB;2

þ eng
ðnÞ
ul;l�;l

� �� �xðnÞul l
ðnÞ
ul

hðnÞul;l

ð21Þ

The optimal transmitted power of the CUE user can be written as

QðnÞ�
ul;l ¼ TðnÞ�

ul;l

�xðnÞ
�

ul

¼ DðnÞ
ul;l �

lðnÞul

lðnÞul;l

" #
ð22Þ

DðnÞ
ul;l ¼

kul þ 1ð ÞBRB

2 ln 2 1ul þ tl
cðnÞul;l;1

cðnÞl;eNB;2

þ eng
ðnÞ
ul;l�;l

� � ð23Þ

According to the above formulas, we propose a power allocation algorithm shown
in Table 1.

Table 1. A power allocation algorithm based on Lagrange multipliers

A power allocation algorithm based on Lagrange multipliers

Initializing every Lagrange multiplier in (19) and select a positive scalar e, which is small
enough.
Do: Calculating the transmitted power of D2D pairs and CUE users by formula (20) and (22),
respectively;

Calculating the objective function in (17) and obtaining a value T1;
Do: Updating every Lagrange multiplier by sub-gradient method;
Until every Lagrange multiplier converges to some value
Calculating the transmitted power of D2D pairs and CUE users by formula (20) and (22),
respectively;
Calculating the objective function in (17) and obtaining a value T2;
Until T1 � T2j j � e

Output the QðnÞ�
ul;ul and QðnÞ�

ul;l
,8l 2 L; 8n 2 N;

A Power Allocation Algorithm for D2D-Direct Communication 67



5 Simulation

In order to verify the above theoretical analysis, some simulations are implemented.
For simplicity, assuming that the total system bandwidth and the total number of
resource blocks are fixed, and there are two relays in a cell. Furtherly, assuming that the
number of users covered by each relay is the same, and the number of D2D user pairs
and the number of CUE users covered by each relay are the same. The Raj Jain fairness
index is used to determine the fairness of the information rate on each resource block.

Defining the fairness index as F ¼ PN
n¼1

Rn

� �2

=N
PN
n¼1

R2
n, N is the total number of

resource blocks in the system, and Rn is the information rate on resource block n. The
simulation parameters are shown in Table 2.

In the first simulation, there are two relays, and each relay covers four D2D pairs
and four CUE users. Simulation results is shown in Fig. 2. Observing Fig. 2(a), we can
find that with the number of iterations gradually increasing, the fairness index of
resource block become better and gradually approaches 1. After 50 iterations, the
information rate of each resource block is shown in Fig. 2(b). Observing Fig. 2(b), we
find that the information rate on each resource block is approximately 4 Mbit/s.

Table 2. Simulation parameters and values

Parameter Value

System bandwidth 2.5 MHz
Total number of resource blocks 13
Path loss of D2D link 102.9 + 18.7log[d(km)]
Path loss of CUE users to relay link 103.8 + 20.9log[d(km)]
Path loss of relay to base station link 100.7 + 23.5log[d(km)]
Shadow fade standard deviation of D2D link 3 dB
Shadow fad standard deviation of CUE users to relay link 10 dB
Shadow fade standard deviation of relay to base station link 6 dB
Transmitted power of relay 20–30 dBm
Transmitted power of user 13–23 dBm
Maximum distance between D2D links 20 m
Relay coverage radius 200 m
Distance between base station and relay 125 m
Noise power spectral density −174 dBm/Hz
Interference threshold −70 dBm
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In the second simulation, we explore the effect of the number of D2D pairs and
CUE users in each relay coverage on the total throughput of the system. The number of
iterations is 50 and the total number of resource blocks is 13. The simulation result is
shown in Fig. 3. Observing this figure, we find that with the increasing in the number
of D2D pairs and the number of CUE users under each relay, the total throughput of the
system first increase linearly, and eventually reach a stable state. Especially, when the
number of D2D pairs and the number of CUE users are greater than 7, the information
rate is about 85 Mbit/s.

Fig. 2. The fairness of the system

Fig. 3. The total throughput of the system
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6 Conclusion

This paper integrates relay and D2D technologies into a LTE-A single cellular system,
and builds a system model in terms of information rate by analyzing the influence of
interfere on D2D pair and CUE users. Next, we formulate the model into a convex
optimization problem, which take the total information rate of a cell as object function
and take interference threshold, maximal transmitted power, and QoS of link as con-
straints. By utilizing the KKT conditions and Lagrange multiplier, we propose a power
allocation algorithm. At last, we verify the performance of this algorithm in terms of
fairness and throughput by simulation.
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Abstract. In this paper, we consider the average spectrum efficiency
of edge users under the random network model. In this model, the base
stations (BSs) and the users exhibit Poisson distribution. By dividing
the center and cell edge users, we use the multiple BSs that are closer
to the edge users to cooperative with each other to transfer the users
information to improve the average spectrum efficiency of the downlink
edge users. We also adopt a distance-dependent power control scheme to
further reduce inter-cell interference. Using the above method compre-
hensively, we derive the analytical expression of the spectral efficiency of
the edge user. The performance of this scheme is evaluated through sim-
ulation results. Simulation results show that the spectrum efficiency is
significantly improved compared to traditional user-centric transmission
and non-power control cooperative schemes.

Keywords: Random geometry · Cooperative transmission
Power control · Cell edge users · Downlink spectral efficiency

1 Introduction

In order to achieve indiscriminate coverage of 5G mobile communication sys-
tems, advanced techniques for wireless access network architecture have been
extensively studied [1,2], the collaborative access network technology can better
utilize various network resources to meet the user’s business needs. With the
increase in the number of base stations (BSs) and the number of users, inter-cell
interference is an important obstacle to achieving higher spectral efficiency. Nev-
ertheless, cooperative transmission technology applied to the cellular network is
considered as a solution for effectively improving system performance, especially
for cell-edge users.
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Cooperative transmission technology plays an important role in improving
system throughput and cell edge performance. However, the issue of BS coopera-
tion in cellular networks has been extensively investigated in the past. In [3], a cell
aggregation algorithm that forms a cluster adaptively based on the user’s distri-
bution and SINR is proposed, but backhaul capacity is large. [4] further proposes
a noveal scheme that only shares the worst user channel state information (CSI)
among BSs. It solves the problem of the backhaul link overhead and improves
the throughput of the edge users. In [5], it provides a rate-adaptive modula-
tion scheme based on cooperative transmission and power allocation based on
the transmission of only the CSI, which increases the flexibility of cooperative
transmission and improves the average spectrum efficiency.

With the continuous development of networks, the random deployment of
BSs have introduced in cellular network, called random cellular networks [6].
Random geometry as a novel and useful technology can effectively deal with the
random structures, and it can better capture the increasingly opportunistic and
intensive deployment of BS. So far, methods for analyzing network performance
based on stochastic geometric models have been studied from several aspects.
Most work considers modeling the BS’s location using the homogenous Pois-
son point process (PPP). Considering the cooperative transmission to improve
network performance by using the random network model, [7] joint cooperation
and precoding techniques eliminate inter-cell interference and further increase
the coverage probability. [8] further proposed a novel downlink coordination
scheme was proposed for CoMP single-user multi-input multi-output. In addi-
tion, [9] consider changes in the user’s distribution density and deduces the
ergodic capacity in the cooperative cluster. In [10], a method is further proposed
to divide the edge users into the center users for random networks, and the effect
of user density is analyzed with two resource allocation techniques on the cover-
age probability. In [11], the edge users are divided based on the distance ratio of
the [10], and inter-cluster conflict is solved by edge coloring method to achieve
similar edge throughput as the dynamic clustering method when the users are
dense enough.

In this paper, we mainly study the average spectrum efficiency of downlink
edge users in a PVT random cellular network. We utilize the characteristics of
random networks to provide a new expression for the average spectral efficiency
of edge users, which reduces the complexity of computation and simulation. In
addition, we apply the cooperative transmission technology and power control
scheme to further eliminate inter-cell interference and improve the average spec-
trum efficiency of the edge users. Finally, the average spectrum efficiency of edge
users is evaluated by Matlab and compared with other existing solutions.

The rest of this paper is organized as follows. Section 2 describes the system
model of the downlink cellular network and constructs the average spectral effi-
ciency expression for the general user. The Sect. 3 analyzes the average spectral
efficiency for a randomly selected edge user and gives a distinctive spectral effi-
ciency expression. In the Sect. 4, numerical evaluation of the spectrum efficiency
of the edge users is performed. Finally, the V part summarizes the paper and
discusses future work.
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Some notations are explained in the paper. Φ (.) indicates a set, E (.) rep-
resents the expectation operator, λ denotes the distribution density, which is
the number of points per square. L (.) represents the Laplace transform of the
function, f (.) is the probability density function.

2 System Model

We consider a PVT random cellular network. The network space is divided in
a Voronoi diagram. It is assumed that the BSs and the users are randomly
scattered in each cell with the independent Poisson distribution. The BS set
and the user set in the system are respectively represented by Φb and Φu, the
corresponding distribution densities are λb and λb.

For simplify the analysis, we assume that a randomly selected user is located
at the origin, and there are n cooperative BSs providing services for the user,
and the cooperative BSs are sorted in order of distance. Let the distance between
the user and the i-th cooperative BS be di, and the distance between the user
and the j-th interfering BS be Dj , as shown in Fig. 1. Assuming that intra-
cell users use orthogonal multiple access to eliminate inter-user interference in
the cell. The channel is modeled as Rayleigh fading and follows an exponential
distribution with the parameter μ−1. The frequency reuse factor of the system
is 1 to improve spectrum efficiency, and the transmission power of each BS is
independently limited. For power control, we apply the BS’s transmit power
as a function of distance. e.g.Pi = pdρα

i , where Pi = pdρα
i is a power control

factor. Subsequently, we derive the average spectral efficiency expression from
the general user in the network.

Fig. 1. Cooperative base station distri-
bution based on Poisson point process
(n= 3).

Fig. 2. An example of an edge user def-
inition.



74 D. Zhang et al.

First of all, from the above conditions, the SINR of the general user is as
follows

SINR =
Pd

Id + σ2
=

∑

i∈B0

phid
ρα
i di

−α

∑

j∈Φb\Bo

phjd
ρα
j Dj

−α+N
=
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hidi
α(ρ−1)

∑

j∈Φb\Bo

hjd
ρα
j Dj

−α+σ2/p
,

(1)
where h ∼ E(μ−1) follows the exponential distribution. Pd is the total received
power of the expected signal. Id is the received power of the interfering signal,
and N is Gaussian white noise with mean 0 and variance σ2. Bo denotes a
circular area with the user as the origin and the distance dn between the user
and the n-th cooperative BS as a radius. Assuming that the signal transmitted is
a Gaussian signal, the average spectrum efficiency of the general user is derived
from the SINR expression of (1)
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(2)
Since it is a random network model, it cannot directly find the result, and

it needs to be transformed by a Laplace transform to get a more exact expres-
sion. First, according to the definition of the Laplace transform, the Laplace
transforms of the expected signal and interfering signals are

LPd(s) = EΦb,h

⎛
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⎞
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(3)
where Φb (S) is a set of cooperative BSs and Φb (I) is a set of interfering BSs.
Referring to the method for solving spectral efficiency in [7], we can obtain from
Eq. (2)
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non-negative, the properties of Fubini theorem and the disjoint property of the
cooperative BS set and the interfering BS set can be applied to make their inte-
gral positions interchangeable. Finally, replace the corresponding expressions
with (3) to obtain the final integral expression (4) of the user’s average spectral
efficiency,

Cd (LPd
(s), LId

(s)) =

+∞∫

0

e−sσ2/p

s
LId

(s) (1 − LPd
(s))ds. (4)

From (4), we can observe that only the Laplace transform of the desired
signal and the interference signal is required to obtain the spectral efficiency
expression, and further consider the selection probability of edge users in the
cell and the distance distribution function between the user and the BS. Thus,
we can obtain the average spectral efficiency expression of the edge user. The
following is divided into four parts to solve the average spectral efficiency of the
edge users.

3 The Spectral Efficiency of Edge Users

3.1 Probability of Edge User Selection

Assume that only one user is scheduled in a given time slot. The edge user
selection probability represents the probability that a randomly selected edge
user is allocated a resource at a given time and served by a cooperating BS, as
shown in Fig. 2. In order to get the probability, we first need to define the edge
users.

Since the BSs are independently and randomly placed, the distance between
the BSs is also random. Therefore, according to the Voronoi structure of the
cell, the user’s division method in [10] is cited. If d1/d2 > R, the user is called
an edge user, otherwise it is called a central user, where R is the ratio of the
distance between two closer points, R ∈ (0, 1]. The probability density function
of the joint distribution of

fd1,d2(d1, d2) = (2πλb)
2
d1d2 exp

(−πλbd
2
2

)
, (5)

The selection probability of the edge user can be obtained from the above formula

Pu = 1 − [d1/d2 ≤ R]

= 1−
+∞∫

0

d2R∫

0

fd1,d2(d1, d2)dd1dd2

= 1−R2

(6)

3.2 Distance Distribution Function

Assuming that a randomly selected user is served by n BSs, where the distance
between the i-th cooperative BS and the selected user is di, no other BS can be
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closer to the user than di. Since the user needs n cooperative BSs to transmit
data at the same time, at least n BSs are included in the circular area. The
distribution function of the di can be obtained [6]

Fdi(xi) = 1 − p(di > xi) = 1 −
i−1∑

t=0

e−πλbxi
2 (πλbxi

2)t

t!

The the probability density function (PDF) can be derived by derivation

fdi
(xi) =

dFdi(xi)
dxi

= 2πλbxie
−πλbxi

2 (πλbxi
2)i−1

(i − 1)!
. (7)

3.3 Laplace Transform of Expected Signals

Time division multiple access (TDMA) is used as a user access scheme in a
multiple users in the cell and the users receive signals from each cooperating BS
in a maximum ratio combining manner. we set the user receive the signal power
of the i-th BS as Pi. Pi ∼ E(diα(ρ−1)μ) can be obtained by hi ∼ E(μ). Then we
can get the PDF and the Laplace transform expression of Pi

fPi
(Pi) = di

α(ρ−1)μe−di
α(ρ−1)1μPi , (8)
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s + di
α(ρ−1)μ

, (9)

The total received power of the edge users is the sum of the transmission
power of the cooperating BSs, and it can be transformed into the product form
by the Laplace transform. Therefore, the Laplace transform of the expected
signal portion can be obtained by combining Eq. (9) as follows

LPd
(s) = Lp1(s) × Lp2(s)... × Lpn(s) =

n∏

i=1

di
α(ρ−1)μ

s + di
α(ρ−1)μ

. (10)

3.4 Laplace Transform of Interference Part

Considering that there may not be a user in need of service in a cell in one time
slot, the BS dose not cause interference to the selected user in this case, which
is called an inactive BS. The probability of an inactive BS is that the BS dose
not have any users in service in one slot and this probability can sparse the
interference part λb.

In two-dimensional space, the normalized size distribution function of the
approximating Voronoi cell is proposed, which is derived by the Monte Carlo
method [12]

fX(x) =
343
15

√
7
2π

x2.5e−3.5x (11)
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where X is a random variable representing the size of the Voronoi cell normalized
by the 1/λb. We assume that the number of users in the cell is M , the sparse
base BS λ′ can be obtained according to (12) and the probability of inactive BSs
[9]

λ′ = λb (1 − P (M = 0)) = λb

[

1 −
(

1 + 3.5−1λu

λb

)−3.5
]

, (12)

It can be known from the SINR expression of the user that the interference
signal power is the sum of the interference powers of the remaining BSs after
removing the n cooperative BSs, e.i. the part outside the circular area. The
Laplace transform of the interference part from Id =
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(13)
where (a) is derived from the probability generation function of PPP with λ(x),

E

[
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]

= exp

{
∫

R2

[f(x) − 1]λ(x)dx

}

. (b) is obtained by the extraction of

integrands, and (c) is based on h following the exponential distribution.
After a series of calculations mentioned above, we finally bring (10) and (13)

into (4) to obtain the spectrum efficiency of the general user, and add (6) and
(7) to get the final downlink edge spectral efficiency expression (14)

C =

+∞∫

0

∫

d1>0

∫

d2>d1

...

∫

dn>dn−1

PuCdfd1(d1)fd2(d2)...fdn
(dn)dsdd1dd2...ddn. (14)

4 Simulation Results and Performance Evaluation

In this section, we verify the average spectral efficiency of the edge users through
extensive simulation in downlink cooperative transmission. To simplify the anal-
ysis, we consider a multi-cell coverage scenario in a specific time slot, e.t. λb > λu.
The general setting of the simulation parameters is λb = 2, λu = 0.5, α = 4 and
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μ = 1, and we ignore the influence of noise in an interference limited system
σ2 = 0; unless otherwise stated.

We define a general edge user as a user whose distance ratio is greater than
2/3 [11]. In this paper, we set the distance ratio R to 2/3, and the distance ratio
between the closest BS and the second closest BS is d1/d2 = 0.8. Figure 3 is a
simulation diagram of the spectrum efficiency according to (14) as a function of
a power control factor and a number of cooperative BSs. As we can see from the
figure, the two curves show that as ρ increases, the spectral efficiency of the edge
user gradually increases. Focusing on the analysis of a curve, there is no power
control and its performance is poor when a = 0; When a = 1, the power control
completely offset the path loss and its performance is better. Comparing the
two curves, as the number of cooperative BSs increases, the spectrum efficiency
shows an overall upward trend.
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Fig. 3. Downlink edge user spectral efficiency with power control factor ρ as an variable
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Fig. 4. The spectrum efficiency of edge users as a function of base station density λb
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Fig. 5. The spectrum efficiency of edge users as a function of base station density λb

Figure 4 indicates the effect of BS density λb on the spectral efficiency of edge
users. First analyze a curve, we can see that as the λb increases, the spectrum
efficiency shows a smooth declining trend. This is due to the increase in the α,
which increase the number of interfering BSs and decrease the distance between
BSs. As a result, the intensity of interference increases sharply. Comparing the
three curves, as the increase of α, the spectrum efficiency shows an upward trend.
Because the greater the α, the faster the power attenuation.

Figure 5 is a comparison of three transmission schemes. The first scheme is
only power control scheme without considering cooperative transmission. Second
is the cooperative transmission scheme without power control. The third scheme
is the optimization scheme of joint power control and cooperative transmission
proposed in this paper. Considering λb > λu, the simulation starts from λb = 0.5.
By comparing the three curves, it can be clearly seen that the proposed scheme
is superior to the other two schemes and the spectrum efficiency of the edge
users is significantly improved.

5 Conclusion

In this paper, a novel scheme is proposed for optimizing the average spectrum
efficiency of edge users in a stochastic network model. It combines cooperative
transmission and power control to enhance the received signal strength of the
edge users and eliminate the intense inter-cell interference in the edge spectrum
efficiency improvement scheme. We also deduce the average spectrum efficiency
expression of the downlink edge users. Simulation results reveal that the pro-
posed scheme is superior to the traditional cooperative transmission and the
transmission scheme with the nearest base station as the serving base station.
In the future, we will consider multi-user scheduling and precoding schemes for
multi-user scenarios to eliminate between users interference and further increase
the spectrum efficiency of edge users.
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Abstract. Mobile sink(s) can solve the hotspot issue in static wireless sensor
networks (WSNs) but also cause frequent change of network topology, increase
the network overhead, and thus affect the network performance. A lot of work
has been done to enable efficient routing in such networks. However, little work
has addressed the issue of energy efficient distributed routing in WSNs with
mobile sinks (mWSNs). This paper designs an energy-efficient distributed
routing protocol, which combines energy-efficient data-driven packet forward-
ing, trail based forwarding, and energy-efficient random walk routing, in order to
achieve prolonged network lifetime performance. Detailed protocol design is
presented. Simulation results show that our designed protocol can prolong the
network lifetime remarkably while maintaining high packet delivery ratio per-
formance with low protocol overhead.

Keywords: Wireless sensor networks � Mobile sinks � Energy-efficient routing

1 Introduction

Wireless sensor network with mobile sinks are often referred to as mWSN and has been
a widely used sensing paradigm because mWSNs can relieve hotspot issues in static
wireless sensor networks. Much work [1–3] has been carried out in the field of
mWSNs, which shows that introduction of mobile sinks can significantly increase
network performance. However, in mWSNs, sensor nodes typically have limited
resources, and also the mobility of sink nodes brings great challenge to the design of
efficient distributed routing protocols for such networks due to the unpredictable
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changes of network topology caused by sink mobility. Therefore, designing efficient
routing protocols for mWSN networks has been an important issue to obtain high
network performance while yielding light protocol overhead.

A lot of work has been done to enable efficient routing for mWSNs. Existing work in
this aspect can be further categorized into the following four types [1–3]: Location based
routing protocols, topology based routing protocols, reactive routing protocols, and
energy-aware routing protocols. In location based routing protocols (such as LURP [4],
TTDD [5], and ER [6]), each node needs to know node location information to make
routing decisions. Specifically, such protocols require each node to have its own loca-
tion, its neighbors’ locations, and locations of packet destinations, which can guide hop-
by-hop geographical packet forwarding. However, in many cases it difficult for nodes to
get accurate location information, in particular for mobile sinks. Topology based pro-
tocols (such as AVRP [7] and MDRP [8]) can identify and maintain topological infor-
mation to form efficient structure for network routing. They typically can obtain short
paths at high protocol overhead. Reactive routing protocols (such as TRAIL [7], DDRP
[9], and TBD [10]) can learn/update routing information in a reactive way with little
overhead and thus have good performance in terms of packet delivery ratio and protocol
overhead. Regarding energy-aware routing for mWSNs, Luo et al. [11] studied the issue
of joint mobility scheduling and routing in an mWSN while maximizing the network
lifetime while Yu et al. [12] studied how to build a quasi-polar coordinate system on an
mWSN to support energy efficient ring-based forwarding in such networks.

This paper designs a distributed energy-efficient reactive routing protocol for
mWSNs. The goal is to obtain improved network lifetime with low overhead and also
high packet delivery performance. For this purpose, our protocol integrates energy-
efficient data-driven packet forwarding, trail based forwarding, and energy-efficient
random walk routing. According to the designed protocol, the following metrics are
jointly utilized when making decision on next hop selections: route freshness, distance
to target sink, residual energy at next hop candidates, and progress made via one-hop
forwarding. Detailed protocol design is presented. Simulations are conducted and the
results show that our protocol can prolong network lifetime remarkably while keeping
high performance with low overhead.

The remainder of this paper is organized as below. Section 2 reviews existing
work. Section 3 gives the detailed protocol. Section 4 gives simulation results.

2 Related Work

Existing work can be divided into two types: energy-unaware routing protocols and
energy-aware routing protocols. Next, we will introduce typical protocols belonging to
either type.

2.1 Energy-Unaware Routing in mWSNs

In this aspect, existing protocols include the following three types: Location based
routing protocols, topology based routing protocols, and reactive routing protocols.
Next, we will introduce typical protocols belonging to each type.
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Location Based Routing Protocols
Location based routing protocols use location information of nodes for next hop
selection. Major advantages of such protocols include high scalability, good routing
performance, and simplicity. Typical protocols in this type contain LURP (Local
Update-Based Routing Protocol) [4] and TTDD (Two-Tier Data Dissemination) [5].

In LURP, each sink node selects a small circular area around it. When it moves inside
this area, it only needs to report updated location information to sensor nodes in this area,
and packets outside the area need to be routed to this area first via geographical for-
warding. When the sink moves outside the circular area, it will disseminate its updated
location information to the entire network and further select another circular area around
it for local update of its location. In this way, the overhead for location update is greatly
reduced. TTDD is for multicast data delivery to multi-mobile-sinks. For such purpose, it
builds a grid structure for advertisement purpose (i.e., data source node’s packet avail-
ability). Packet retrieval and delivery are made along such grid structure.

Topology Based Routing Protocols
Topology based routing protocols actively build and maintain efficient routing paths
from sensor nodes to sink nodes and allow data packets to be forwarded to nearby sinks
with few hops. Typical protocols in this type include Anchor-based Voronoi-scoping
Routing Protocol (AVRP [7]) and Multi-Stage Data Routing Protocol (MDRP [8]).

AVRP uses Voronoi-scoping for network partitioning such that each sensor nodes
is likely to report its generated data packet to its nearest sink node. The problem in
AVRP is the high overhead for the re-scoping caused by sink mobility. MDRP is an
improved version of AVRP. Compared with AVRP, MDRP divides the scope covered
by each sink into multiple layers based on hop distance, which largely reduce the
frequency of wide-area topological update. Topology based routing protocols are
suitable for moderate or heavily loaded mWSNs. Usually, establishing and maintaining
efficient routing structure in an mWSN can cause a large amount of protocol overhead.

Reactive Routing Protocols
Reactive routing protocols can learn or update routing information adaptively. This
type of protocols usually (e.g., TRAIL [7], DDRP [9] and TBD [10]) has low overhead
but long route acquisition latency and is suitable for mWSNs with light traffic load.

TRAIL integrates trail-based forwarding and random walk. As a sink moves in the
network, it needs to keep broadcasting beacon messages in order to leave a trail behind
it. When having a data packet to report, trail based forwarding has priority to be taken,
otherwise random walk routing is performed. TRAIL is suitable for dense WSNs such
that trail break rarely happens. In the DDRP protocol, data packet carries an extra
option in its IP packet header, in order to record the distance between the packet sender
and a target sink. Sensor nodes work in promiscuous mode to learn and update local
routing table via overhearing of data packet transmissions in the neighborhood.
Accordingly, DDRP largely reduces the overhead for route updating and learning. TBD
combines data-driven route learning/updating and trail based forwarding for improved
routing performance. When a sensor node has a data packet to forward, the priorities of
different routing strategies in DDRP (from the highest to the lowest) is as follows: trail-
based forwarding, data-driven routing, and random walk. Simulation results show that
TBD outperforms DDRP and TRAIL.
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2.2 Energy-Aware Routing in WSNs

Energy-aware routing has been a critical issue in WSNs [13] and much work has been
done in this area. Next, we shall briefly introduce typical work in this area.

The LEACH-C protocol [14] extends the well-known LEACH (Low-Energy
Adaptive Clustering Hierarchy) protocol [15]. In these two protocols, sensor nodes are
organized into a two-tier clustering regime such that a number of cluster head nodes are
elected, which are responsible for communicating with base station while other regular
nodes communicate with their cluster head nodes. Such elections work in a round-by-
round manner. LEACH-C extends the basic LEACH protocol in the following two
ways: node residual energy is considered into cluster head election and desired number
of cluster heads are selected in each round. However, LEACH requires each node can
directly communicate with the base station, which makes it unsuitable for large-scale
WSNs. The MCBCR protocol (Efficient Minimum-Cost Bandwidth-Constrained
Routing) [16] is a efficient scalable, and simple solution for mini-cost routing in
wireless sensor networks and it identifies proper routes from sensors to sinks while
ensuring that assigned load on each edge does not exceed the link capacity. However,
operation of MCBCR needs global state information, which has the scalability issue.

There are also some energy-aware hop-by-hop routing protocols for WSNs. In [17],
the authors designed an on-demand maximum residual energy routing protocol, which
selects the path connecting a source-destination pair but with the maximum residual
energy at intermediate nodes on the path. This protocol, however, leads to multiple
search rounds for route acquisition. In [18], an energy-efficient geographical for-
warding algorithm was presented, which chooses the best choice of next hop based on
local network state (including local topology, state of links & nodes on the local
topology). However, none of the above work considered how to enable energy-efficient
routing in mWSNs, which is the focus of this paper.

There have been some work studying how to prolonging the network lifetime of
mWSNs. In [11], Luo and Hubaux studied the issue of joint mobility scheduling and
routing in an mWSN while maximizing the network lifetime. Paper [11] presented a
generic optimization framework and proved it to be NP-hard. They first proposed an
approximate algorithm for the single sink case, and then, they proposed a polynomial
approximation algorithm for the general problem. In [12], Yu et al. first built multi-ring
based structure in a WSN, which is actually a quasi-polar coordinate system, based on
which energy-efficient ring-based forwarding is enabled for packet delivery. Different
from the work in [12], in this paper, we shall introduce energy-efficient next hop
selection into the joint design of trail based forwarding in TRAIL [7] and data-driven
packet forwarding in DDRP [9], in order to achieve prolonged network lifetime while
keeping protocol simplicity and robustness.

Our protocol in this paper is an energy-efficient enhancement of TBD, referred to as
E-TBD, in order to prolong the network lifetime. Next, we shall present the design
details of E-TBD.
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3 E-TBD

This section presents the design details of our E-TBD protocol, which combines
energy-efficient trail based forwarding, data-driven packet forwarding, and energy-
efficient random walk routing for supporting energy-efficient packet forwarding.
E-TBD is designed based on the following assumptions: All sensor nodes and sink
nodes have omnidirectional antennas and also the same communication range, and no
location information is assumed to be known.

Next, we will first give a brief review of TBD, and then give an overview about
how our E-TBD protocol works, finally, we give the design details of E-TBD.

3.1 Brief Review of TBD

TBD is a reactive routing protocol such that it learns/updates routing information in a
reactive way. TBD combines data-driven route learning/updating, trail based for-
warding, and random walk routing. Next, we introduce how the route learning/updating
and data packet forwarding in TBD work, respectively.

In TBD, each node has at most two routing entries, one for data forwarding and
another for backup. The information in an entry includes the time instant when the
route was generated, the distance to the target sink, the identification of the next-hop to
target sink, etc. In TBD, each sink node periodically issues beacon messages to its
direct neighbors as it moves, which can then learn that they are on the trail of a mobile
sink. Regarding data-driven route learning, sensor nodes work in promiscuous mode to
learn new routing information to reach mobile sinks via overhearing of transmissions of
data packets in the neighborhood.

In TBD, for forwarding a data packet in the network, the priorities of different
forwarding strategies are as follows: trail based forwarding, data-driven forwarding,
and random walk. Specifically, when a sensor node receives a data packet, it will look
up its own routing entries. If it is on a fresh trail, the packet will be forwarded along the
trail (i.e., sending the packet to the neighbor sensor node on the trail, which has the
freshest sink-related record), otherwise if it has valid routing entry in its routing cache
as obtained via overhearing of neighbors’ data transmission(s), the packet will be
forwarded according to the corresponding entry (data-driven forwarding), otherwise it
has no any routing information, random walk will be triggered.

However, design of the TBD protocol had not considered energy use efficiency at
sensor nodes, which may lead to reduced energy efficiency and thus shortened network
lifetime.

3.2 E-TBD Overview

To obtain high performance, E-TBD combines energy efficient trail-driven forwarding,
data-driven forwarding, and energy efficient random walk routing. Energy efficient trail
based forwarding makes use of the trail left by mobile sinks, at the same time, maximally
prevent nodes with less residual energy from serving as forwarding nodes. Data-driven
forwarding makes use of the routing information learnt via overhearing of neighbors’
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packet transmissions. Energy efficient random walk routing takes the residual energy of
neighbor nodes into consideration when making decisions on next hop selection.

3.3 Detailed Design of E-TBD

In this subsection, we will first give how the route learning/updating in E-TBD works,
and then present how the data packet forwarding in E-TBD works.

Route Learning/Updating
In the initial stage, all network nodes have no information about how to reach a sink
node. When a mobile sink moves, it keeps broadcasting beacon packets to its direct
neighbors, which will leave a trail behind the mobile sink. When a sensor node receives
such a beacon packet, it will extract the following information from the packet:

(1) Time_stamp, which records the time when the beacon was generated,
(2) Sink_ID, which records the ID of the sink that generated this beacon.

As a sink moves in the network, the sensor nodes which receive such beacon
messages can learn/update their routing tables and accordingly form a sink trail.

Meanwhile, sensors in the network can also learn or update routing table in a data-
driven way. Specially, for each data packet, it contains the following extra options:

(1) Dist2mSink, which is the so far shortest distance from the sender of the packet to
target sink.

(2) Time_stamp, which is the time when an entry was created. More exactly, its value
equals the time when the beacon message, which triggers the construction of this
route, was issued by the mobile sink.

(3) Sender_ID, which records the ID of the packet sender.

All the neighbors of the sender work in promiscuous mode and can overhear the
transmission of such packet and can also extract the above information from the
overheard packet. If the Time_stamp extracted from the overheard packet is fresher
than the time_stamp recorded at the listening node’s routing table, the routing table at
the latter will be updated. Progressive route-learning among nodes in the network will
let more and more network nodes learn fresh routes to mobile sinks.

Data Packet Forwarding
E-TBD combines energy-efficient data-driven packet forwarding, trail based forward-
ing, and energy-efficient random walk, and in descending priorities. For a sensor u,
when it receives a data packet from the application layer or from a neighbor sensor
node, it will look up its local routing entries, and make the following operation for
packet forwarding. Specially, if it has fresh sink trail information, then perform energy
efficient trail based forwarding; else if data-driven routing is applicable, then perform
data-driven routing; otherwise, perform energy efficient random walk routing. Next, we
will introduce how each of these processes works.

(A) Energy-efficient trail-based forwarding

In this case, sensor u is on a fresh trail. Accordingly, it first searches for a sink in its
neighborhood. If such a sink can be found, the data packet will be forwarded to the sink
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directly. If not, energy efficient trail based forwarding will be taken. In this process, the
holder of the packet will issue a query to check if there exists any neighbor with fresher
time stamp (sink-related record) than the current node and starts a timer. A query
packet includes the ID of the packet holder and a time stamp as copied from the current
node’s routing entry. If one reply is received, it will send the data packet to the
responding node. If multiple nodes have fresher time stamps than the packet holder,
energy efficient next hop selection will be triggered, which takes both trail freshness
and residual energy at next hop candidates into consideration. Specifically, sensor
u will assign a score to each neighbor sending it a reply in the following way:

score ¼ rest energy
aþ b curr time� time stampð Þ

where rest energy is the residual energy of the next hop candidate node, curr time is
the current time, time stamp is the time stamp of sink record kept at the candidate node
(as indicated in the reply message), a and b are network parameters. Usually, a is a
natural number to avoid the zero denominator case, b controls the proportion of
importance of residual energy and freshness of time stamp. The freshness of time stamp
is more important when b is larger. We can see that in the above formula, candidate
nodes with more residual energy and fresher time stamp can get higher scores and thus
have higher probability to serve as the next hop node. The neighbor node with the
highest score will be chosen as the next hop. Then, the packet holder will send the
packet to the chosen next hop.

Upon receipt of the packet, the next hop will repeat the above operation. This
process keeps going until the packet arrives at a mobile sink. If no reply is received in
given time, which means the trail is broken, the two-hop local broadcast mechanism in
TBD is used to search for an alternate route for broken point bypassing. When two-hop
local broadcast fails to find such an alternate path, node u will resort to its backup
routing entry by triggering data-driven-based forwarding if it has such a routing entry
in its cache. If no such entry is available, energy efficient random walk will be
triggered.

(B) Data-driven-based forwarding

E-TBD follows the data-driven forwarding in DDRP. The use of this forwarding
strategy here is exactly the same to that in TBD. In case DDRP learnt routing table is
available and further data-driven-based forwarding is in triggering, the packet holder
will choose the next hop in this entry for packet forwarding.

(C) Energy-efficient random walk routing

When sensor u does not know any route to reach a sink, energy efficient random
walk routing will be triggered. For this purpose, a packet holder chooses top 20%
neighbor nodes having the most residual energy and give them 80% probability to be
chosen and the given the remaining 80% nodes 20% probability to be chosen. For all
nodes belonging to the same type, the probabilities for each of them to be chosen are
equal. In this way, we ensure certain randomness while giving more opportunity to
sensor nodes with more residual energy to serve as packet forwarders and thus protect
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those neighbor nodes with less residual energy. Upon receipt of the data packet, a
sensor node will repeat the above process until the packet reaches next hop with fresher
sink record, a mobile sink, a sensor node with DDRP routing table, or timed out and
then dropped.

4 Performance Evaluation

This section conducts simulations to evaluate the performance of E-TBD by comparing
it with TBD. Both protocols simulated belong to reactive routing protocols and further
neither of their implementations assume any location information. The simulator used
here was developed using Java in Eclipse environment.

In our simulations, there are multiple mobile sinks and 200 sensor nodes deployed
uniformly in a 500 � 500 m2 square. The communication range of each node is 60 m.
Each sink takes a random direction to move and at a given speed and it will get
bounced when reaching the boundary of the sensing area. Data packets are generated at
sensor nodes randomly at certain probability.

We assume that the links in the network are symmetric and the length of each
packet is 1000 bit. The energy consumption of transceiver circuit is 500 nJ/bit, and the
power amplifier is 100 pJ/bit/m2. Initially, each sensor node has 2 J energy.

In the simulation, three metrics are evaluated: packet delivery ratio, normalized
forwarding overhead, and network lifetime. The packet delivery ratio is the ratio of the
total number of successfully delivered data packets to the number of data packets
generated in the network. The normalized forwarding overhead is the ratio of the total
number of packet transmissions over the number of data packets successfully delivered
to sink nodes. The network lifetime is the length of time from network starts running to
the time when the first sensor is dead due to running out of energy. This metric
represents the energy efficiency of a protocol. In our experiments, each point in the
figures is the average due to 30 different tests.

Figure 1 compares performance of different protocols in the scenario of one-sink
mWSNs and the packet generation rate equals two packets/s. Specifically, Fig. 1(a)
shows the delivery ratio performance with varying sink velocity, Fig. 1(b) shows the
overhead with varying sink velocity and Fig. 1(c) shows the network lifetime varying
sink velocity. Figure 2 shows the results for 3-sink mWSNs with the packet generation
rate equals two packets/s. Figure 3 shows the results for 3-sink mWSNs but the packet
generation rate equals one packet/s.

From results in Figs. 1, 2 and 3, the data delivery ratio and network overhead by E-
TBD is similar to that by TBD. Meanwhile, the network lifetime by E-TBD is much
longer than that by TBD. Specifically, as sink(s) move faster in the network, packet
delivery ratio by both TBD and E-TBD keeps decreasing and the corresponding pro-
tocol overhead keeps increasing. In most cases, the overhead by E-TBD is a little bit
higher than that TBD due to the following reasons: (1) E-TBD needs extra messages to
exchange energy availability information among neighbor nodes as compared with
TBD. (2) when making choice of next hop using trail based forwarding, E-TBD
considers both residual energy at next hops and also progress made, while TBD
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considers only progress made for one-hop data forwarding. Obviously, the former
choice typically leads to more balancing of energy consumption among nodes but also
cause more hops as compared with the latter.
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Abstract. Design of efficient routing protocols has been a critical issue in
wireless sensor networks with mobile sinks (mWSN). In [1], Yu et al. proposed
a distributed lightweight ring based routing protocol for mWSNs, which builds a
multi-ring based network structure by creating a quasi-polar coordinate system
on the network in order to support efficient ring based routing. However, in [1],
only average case routing performance was reported via simulations. In this
paper, we derive the asymptotical path-length performance of the ring based
routing via extensive analyses. We hope the results reported in this paper can be
helpful for understanding the characteristics of ring based routing.
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1 Introduction

Wireless sensor networks with mobile sinks (mWSN) have the potential to be used in
many applications such as military operations, commercial, patrols, environment
monitoring, and etc. Design and evaluation of mWSNs have received a lot of attention
recently and much work has been carried out [1]. An mWSN typically consists of many
static sensor nodes and one or more mobile sink nodes (MSs). Efficient routing for
achieving high routing performance in mWSNs has been a critical issue.
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Existing routing protocols for mWSNs can be divided into location based protocols
and topology based routing. In location based routing, location information of mobile
sink is used to assist geographical packet forwarding. In [2], an Adaptive Location
Update based Routing Protocol (ALURP) was presented to restrict the scope of
location updates caused by sink mobility to a small area (called destination area) with
slight sacrifice on routing distance performance. The Elastic Routing (ER) protocol [3]
enables a source sensor node to keep obtaining the up-to-date location information of a
mobile sink during its continuous data reporting to the sink. In [4, 5], the authors
focused on how to design efficient location services for providing fresh location
information of a nearby mobile sink to a sensor node with data to report while having
low protocol overhead, where [4] presented a flat location service while [5] presented a
hierarchical location service. Topology based routing protocols can be further divided
into proactive routing protocols (e.g., AVRP [6] and MDRP [7, 8]) and reactive routing
(e.g., TRAIL [6] and DDRP [9]). In proactive routing protocols, data paths from sensor
nodes to mobile sink need to be established and updated from time to time, which can
cause a lot of protocol overhead for route maintenance. In reactive routing protocols,
overhearing on wireless channels (e.g., the passing of an MS in TRAIL [6] and
transmission of a data packet in the neighborhood in DDRP [9]) is often used for path
learning with minimal protocol overhead. When no such overhearing opportunity is
available or previously learnt routes are outdated, random walk has to be triggered.

In [1], Yu et al. proposed an efficient lightweight reactive routing protocol called
R3, which integrates ring-based routing and trail-based routing. R3 does not require
location information to be kept at nodes in the network. In R3, a data packet is
forwarded by using ring-based routing until it reaches a mobile sink or can be for-
warded to a mobile sink along a fresh trail along which the sink moves. To support
efficient ring-based routing/forwarding, R3 builds a multi-ring-based infrastructure on a
multihop wireless sensor network when the network is initially deployed by creating a
quasi-polar coordinate system on the network. When performing packet forwarding on
a particular ring, the next hop leading to the maximum angle progress is chosen until
reaching a mobile sink (or an agent node recruited by a mobile sink, or a fresh trail to
reach a mobile sink). When the searching on a particular ring failed, another ring will
be tried. This process continues until a mobile sink is found or no mobile sink can be
found after pre-determined number of rings are tried. In [1], simulation results show
that the R3 protocol outperforms existing work on average in different scenarios.

However, in [1], only average-case performance was reported. How long a shortest
path along a ring, in the best and worst case, could be is not answered. In this paper, we
shall tackle this issue via extensive analyses. We hope the results reported in this paper
can be helpful for understanding the characteristics of ring based routing in an mWSN.

2 The R3 Protocol

The R3 protocol [1] is a lightweight distributed routing protocol targeted for mWSNs.
The protocol only requires each node keep very limited routing information, which
includes its node id, ring id, angle, gradient, and also its one-hop neighbor list. To
support efficient data routing, R3 adopts ring-based forwarding. More specifically, each
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data packet is forwarded using ring-based forwarding until it reaches a mobile sink.
A ring is formed by a number of nodes, all of which have the same hop distance to a
base ring in the network and are expected to form an annulus for assisting packet
forwarding. Packet forwarding along such an annulus is referred to as ring-based
forwarding.

The network model used in R3 is as follows. A wireless multihop network can be
modelled by G(V, E), where V(G) is constituent of one or multiple mobile sink nodes
and multiple static sensor nodes and E(G) represents the set of links in the network.
Sensor nodes and sink nodes have the same communication range R. For each pair of
nodes u; v 2 V Gð Þ, we have link u; vð Þ 2 E Gð Þ if duv � R; otherwise u; vð Þ 62 E Gð Þ. we
let duv represent the geometrical distance between node u and node v. Each node is
equipped with a omni-directional antenna. Nodes are uniformly deployed in a two-
dimensional sensing field. Each mobile sink node moves randomly and freely in the
sensing field. Nodes do not have their location information.

To support ring-based forwarding, the R3 protocol needs to first build a multi-ring-
based structure on a wireless multihop sensor network when the network is initially
deployed. The ring-based structure creation contains three rounds of (signaling)
flooding operations. The first round of flooding prepares gradient information for
sensor nodes in the WSN. To achieve this goal, a designated root node (e.g., a sensor
node near the center of the WSN, see the node at the center point in Fig. 1 in our
example) is chosen to start the flooding of a signaling message across the network,
which enables each sensor node in the network to learn its hop distance to the des-
ignated root node as its gradient value. The second round of flooding is to build a base
ring and is initiated by a sensor node with gradient of two. This round of flooding
identifies a shortest cycled min-hop path, which tightly embraces a virtual topological
hole that is artificially created in the central area of the network. This cycled shortest
path is treated as the base ring. In the implementation of R3, all the nodes with
gradients 1 and 0 (as identified in the first round of flooding operation) form the virtual
hole. In Fig. 1, all the nodes in the most inner circle form the virtual hole. When
multiple such cycled paths are found, the path leading to the min hop distance is
chosen. In Fig. 1, the yellow nodes form the base ring. Each of the remaining (outer)
rings is constituted of those sensor nodes having the same hop distance to the base ring.
For example, in Fig. 1, all the green nodes have hop distance of one to the base ring.
Similarly, those red, blue, and deepred nodes form each of the remaining outer rings.
The creation of outer rings can be accomplished by a third round of flooding, triggered
by nodes on the base ring. It should be noted that to ease the understanding and also for
simplicity of illustration, in Fig. 1, each ring appears as a circular annulus. However, in
reality, since the distance between different rings are measured in hops instead of
geometrical distance, nodes in a ring does not necessarily form a circular annulus.
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When carrying out ring-based packet forwarding, data packets are forwarded along
nodes on a pre-selected ring along a pre-determined direction (either clockwise
direction or anticlockwise direction). To enable data packets to be able to steadily move
along the same direction and also minimize the path distance, virtual angle information
is assigned to sensor nodes in the network in the following way: Nodes on the base ring
are first assigned with virtual angles based on their positions on the cycled path
(measured by their hop distances to a preselected reference node on the base ring,
which can be randomly selected from nodes on the base ring, all in the same direction).
In Fig. 1, suppose the lower most node in the base ring is chosen as the reference node
with degree 0, then the other eight nodes in the base ring will respectively have degrees
(in the closewise direction): 40°, 80°, 120°,…, 320°. The virtual angles of nodes on
other outer rings are iteratively computed based on the virtual angles of their neighbor
nodes (can also be seen as their farther nodes) on their immediate inner rings. In this
way, a polar coordinate system can be built by assigning each node the following
information: (1) a ring ID based on its distance to the base ring, and (2) a virtual angle.
Such ring based structure is required to be created only once and at the network
initialization phase and accordingly very limited extra protocol overhead is generated.

When performing actual packet forwarding along a selected ring, the next hop
leading to max angle progress (on pre-selected direction, i.e., either clockwise direction
or anti-clockwise direction) is always chosen. This hop by hop packet forwarding
process continues until the packet reaches a mobile sink. A mobile sink can recruit agent
nodes on the ring-based structure, one on each ring, to increase the successful proba-
bility to find mobile sink on a selected ring. When the MS searching process on a chosen
ring fails, another ring will be tried. This process continues until a mobile sink is found
or no mobile sink can be found when pre-determined number of rings are tried. Figure 1
shows how such ring-based forwarding can work for a sensor node A to send a packet to
mobile sink M. For more details regarding how R3 works, please refer to [1].

Extensive simulation results in [1] show that R3 outperforms existing work in
different scenarios. However, [1] only reported R3’s average-case performance. How
long a shortest path by such ring based forwarding, in the best and worst case, could be
is not answered. In this paper, we shall address this issue via extensive analyses.

A

M

Fig. 1. Example illustrating how the R3
protocol works.

Fig. 2. Illustration of the shortest path in
the best case on the k-th ring.
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3 Analytical Results

This section analyzes how long a shortest route along a ring by R3 could be, in the best
and worst case, respectively.

Lemma 1: For a path P ¼ s ¼ 1; 2; 3; . . .;K � 1;K ¼ tð Þ, which is a path on a
particular ring returned by R3, we have: For any nodes x, y 2 P, y� xþ 2, we have
dxy [R. That is, the geometrical distance between any pair of non-neighbor nodes on
P must be larger than R.

This is obvious because otherwise removal of those node(s) sitting between x and
y from path Pwould have led to a shorter path by R3. More specifically, if dxy �R holds,
the decision that node x had not chosen node y as its next hop would have violated R3’s
forwarding policy that each node should choose its neighbor with the maximum angle
progress as its next hop. The holding of Lemma 1 also means that, for each node x 2 P,
we have that node x + 2 and its descendant nodes on P must have left x by at least R+

distance on the anticlockwise side, where R+ equals R plus positive infinitesimal.
Next, we present some results on the length of a shortest path constituent of nodes

on a particular ring. It is easy to derive that, on a very sparse and irregular network, the
length of such a path can be arbitrarily long, i.e., in the worst case, O(|V|). In our
analysis below, we assume that the network is densely distributed such that there exists
a node at arbitrary position. For such a dense network, the width of each ring is
obviously exactly R. Let o represent the common center of all the rings. To ease the
analysis below, with a slight abuse of notation, for the k-th (k� 2) ring, we say it cover
the space between two neighboring concentric circles, both of which are centered at
o but have radius (k − 1)R and kR, respectively. We call the circle with radius (k − 1)
R as its inner circle and the circle with radius kR its outer circle. Obviously, the so-
called base ring identified by R3 is located in the 2nd ring. In our analysis below, we
assume the exact location of each point in the network is known.

Next, we analyze the length of a shortest path to finish the travel (a closed tour)
along a k-th ring (k� 2), in the best and worst case, respectively. The key factor
affecting the length of such a path is the average central angle that each hop on such a
path can cover. To obtain the best-case shortest path, we wish each hop to obtain the
maximum angle progress. In contrast, to obtain the worst-case shortest path, we wish
each hop (on average) to obtain the minimum angle progress. Note that the R3 protocol
pursues short paths whenever available, by using one-hop topological information kept
at each node.

Result 1: A fastest way to finish a closed tour along the k-th ring (k� 2) is that each
hop advances R distance along a circle centered at o with the minimum radius on the
ring, unless the last hop, which may not be that long. Let Nk

min denote the length of the
shortest path in the best case in the k-th ring, we have

Nk
min ¼

2p

cos�1 2 k�1ð Þ2�1
k�1ð Þ2

� �
66664

77775þ 1; 8k� 2: ð1Þ
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Figure 2 illustrates how Nk
min can be obtained. For the k-th ring, its inner circle is a

circle centered at o with a radius (k − 1)R. The maximum angle progress each hop can
make is when two nodes are located on the inner circle and the distance between them
are exactly R. Let hk denote that maximum angle progress that a single hop can obtain
in the k-th ring. Based on the cosine theorem, we have the following equation

hk ¼ cos�1 2 k � 1ð Þ2�1

2 k � 1ð Þ2
 !

; 8k� 2: ð2Þ

It directly follows from the above equation that in the best case, the length of the

shortest path is 2p
hk

j k
þ 1 hops in the k-th ring. Table 1 shows some values of Nk

min.

The deduction of the worst-case length of a shortest path along a ring, however, is
not easy. The key point is how slow we can achieve for traveling along such a ring
along a fixed direction. Lemma 1 puts certain restriction on the slowness of the travel.
Based on how the fastest path is created, an intuition is that at each hop, the path head
node only moves forward R/2 (plus infinitesimal) distance instead of R (as done for
creating the fastest path). This strategy works if we wish to travel along a curve or a
line. We name this strategy as curve-based strategy. However, the worst case for
traveling along a circular slice with certain width can be much worse than that due to
the curve-based strategy because we can take a zigzag path along such a slice. To
illustrate this, we provide such an example in Fig. 3(a).

Table 1. Values of Nk
min.

k 2 3 4 5 6 7

Nk
min

7 13 19 26 32 38

Fig. 3. Cases that equilateral triangles are tightly arranged in an annulus.
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In Fig. 3(a), all the equilateral triangles are arranged on the dashed circle which
makes one vertex of each of the equilateral triangles is on the outer circle of the ring
and their height is exactly

ffiffiffi
3

p
R=2. The side length of all the equilateral triangles is R. In

Fig. 3(b), we further expand every vertex of the equilateral triangles to two nodes with
a distance d between them, where d is positive infinitesimal. Note that in this expanding
process, the length of each segment (A

00
i , A

0
iþ 1), 8i, is also expanded from R to R + d,

all in the same direction. This extra expansion is to keep Lemma 1 not violated in later
path discovery. We are interested in the length of path A0

1A
00
1a

0
1a

00
1A

0
2A

00
2a

0
2a

00
2 . . . . . . as

d!0+ or equivalently, how many such equilateral triangles can be tightly arranged
along the dashed circle. Obviously, traveling in such a zigzag manner and with such
node expansions can lead to a path with a length approximately double to that due to
the previously mentioned curve-based strategy1. We name this way of travel
arrangement as triangle-based strategy. Next, we derive how many equilateral triangles
can be tightly arranged on the dashed circle. Suppose the ring under study is the k-th
ring, then the radius of its inner circle r1 = (k − 1)R. Let x denote the middle point of
line segment A2A3 (see Fig. 3(a)). Consider the triangle A2oA3, we need to calculate its
associated central angle \A2oA3. Note that xo ¼ oa2 � xa2 ¼ kR� ffiffiffi

3
p

R=2. Let a1
represent \A2oA3. We have xA3 ¼ xA2 ¼ R=2. Note \oxA3 is a right angle and
a1 ¼ 2\xoA3, thus

a1 ¼ 2 tan�1 xA3

xo

� �
¼ 2 tan�1 1

2k � ffiffiffi
3

p
� �

ð3Þ

The number of equilateral triangles that can be arranged on the dashed circle in
Fig. 3(a), denoted by M1, is bounded by the following inequality,

2p
a1

� �
�M1 � 2p

a1

	 

: ð4Þ

Since we are interested in the worst case, we choose

M1 ¼ 2p
a1

	 

ð5Þ

Thus, the maximum hops of a shortest path (closed tour) on such a ring due to the
scenario shown in Fig. 3(a) (denoted by N1) is as follows.

N1 ¼ 4�M1 ð6Þ

1 In the analysis, we ignore the impact of the last triangle problem, which may not be well nested there
and thus lead to a few less hops on the worst-case shortest path derived based on number of
equilateral triangles. Since we here focus on how worse, in the extreme case, the length of a shortest
path taken by ring-based routing could be, the impact of the last triangle is ignored. Similar strategy
will also be used in later analysis.
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In the above expansion process, each node can only be expanded to two nodes,
which are infinitely close to each other. Expanding a node to three or more such nodes
will make a path containing such expanded nodes directly violate Lemma 1 and is thus
unacceptable. Also, in Fig. 3, it is seen that the distance between original nodes (i.e.,
those nodes before expansions) should be exactly R (for neighbors) or larger (for non-
neighbors). Let’s again take a look at a triangle DA1a1A2 in Fig. 3(a), increasing A1A2

further will make the triangle unnecessarily cover larger angle or central angle (i.e.,
\A1oA2), which would cause length reduction in the worst-case path; in contrast,
decreasing A1A2 to be smaller than R will cause violation of Lemma 1 because the
distance between the expanded nodes of A1 and those of A2 will be shorter than R. This
is why equilateral triangle can well characterize the relationship among each group of
three original nodes AiaiAiþ 1. In Figs. 3(a) and (b), we have seen the power of
expanding nodes in such a way for creating long paths. The purpose of such expansion
is to maximally slow down the travel along a long slice at each step before proceeding
further and it can easily double the worst-case path length at almost no cost.

Let us proceed to consider another extreme case as shown in Fig. 3(c) which may
lead to a longer worst-case path than that shown in Fig. 3(a). We first place an equi-
lateral triangle a2A2a1 with its two vertices a1a2 located on the outer circle, then we
arrange two additional equilateral triangles, one on each side of Da2A2a1 with a2A2 and
A2a1 as one edge of them, respectively. We then repeat this pattern as shown in Fig. 3
(c). Intuitively, it looks like dragging the nodes a1 and a2 in Fig. 3(a) closer along the
outer circle until their distance is reduced to R. Also, it can be easily derived that
A1a1a2A2 is an equiangular trapezoid. In Fig. 3(d), we expand each vertex in Fig. 3(c)
into two nodes with a distance d in between like we did in Fig. 3(b). We are again
interested in the length of the zigzag path A0

1A
00
1a

0
1a

00
1A

0
2A

00
2a

0
2a

00
2 . . ., and how many

equilateral triangles can be tightly arranged in the k-th ring as d!0+ without violating
Lemma 1. This is decided by the central angle associated with a triangle, which is the
angle a2 ¼ \A2oA3 (see Fig. 3(c)). Let y denote the middle point of line segment a1a2.
Note that \oA2A3 and \oya2 are both right angles, oa2 ¼ kR, and A2A3 ¼ R. Based on
the Pythagorean Theorem, we have

a2 ¼ tan�1 A2A3

A2o
¼ tan�1 Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2R2 � R2

4

q
�

ffiffi
3

p
2 R

¼ tan�1 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4k2 � 1

p
� ffiffiffi

3
p : ð7Þ

The number of subgraphs that can be arranged in the annulus in Fig. 3(c) in the
worst case, denoted by M2, is as follows.

M2 ¼ 2p
a2

	 

ð8Þ

So the maximum number of hops of a shortest path (closed tour) on a ring due to
the scenario shown in Fig. 3(c) (denoted by N2) is as follows.
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N2 ¼ 4�M2 ð9Þ

By comparing (3) and (7), we have the following lemma:
Lemma 2. a2\a1, for 8k� 2.
Lemma 2 can be easily derived from (3) and (7) by using trigonometry. Following

the Lemma 2, (6), and (9), we have

N1 � N2 8k� 2ð Þ: ð10Þ

It is interesting to ask whether N2 is the length of the shortest path in the worst case.
Figure 4 shows another extreme case such that one side of each of the equilateral
triangles is parallel to a radius of the ring. Intuitively, it looks like pushing nodes a1 and
a2 in Fig. 3(a) together until they merge to one node. Figure 4(a) shows how we
arrange the equilateral triangles. In Fig. 4(a), Ai, Bi, o, 8i, are on the same line. We
group two neighboring equilateral triangles together and called them a subgraph. We
are again interested in how many such subgraphs can be embedded into a circular slice
without violating Lemma 1. In Fig. 4(b), like what we have done in Fig. 3(b), we
expand each vertex of the equilateral triangles into two nodes with a distance d between
them2.

We are interested in the length of path A0
1A

00
1B

0
1B

00
1C

0
1C

00
1A

0
2A

00
2B

0
2B

00
2 . . .. . . when

d!0 + . Note that in Fig. 4(a), lowering down Ci (even slightly) would cause a vio-
lation of Lemma 1 since the distance between Ai and Ci would be smaller than R; In
contrast, moving up a node Ci would unnecessarily increase the central angle
\Aiþ 1oAi. This is the reason why we choose to use equilateral triangles here. Next, we
shall deduce the value of a3. Note that zo ¼ ðk � 0:5ÞR, C1z ¼

ffiffiffi
3

p
R=2, and

\C1zo ¼ p=2. Thus, \C1oz ¼ tan�1ð C1z
k�0:5ð ÞRÞ ¼ tan�1ð

ffiffi
3

p
2k�1Þ. We have

Fig. 4. Cases that equilateral triangles are perpendicular to radius of the ring.

2 Actually, in the expansion, B0
i (8i) should also be put (moved) to the anticlockwise side of line oA00

i

with a distance e = infinitesimal in order to keep A00
i B

0
i � R because all the points on inner circle

actually do not belong to the current ring under study. Because this extra procedure has no (or
negligible) impact on the asymptotical performance, we will not discuss its impact later and simply
assume o, A00

i , B
0
i are on the same line and A00

i B
0
i � R, 8i.
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a3 ¼ \C1oA1 þ\C1oA2 ¼ 2� \C1oz ¼ 2� tan�1ð
ffiffiffi
3

p

2k � 1
Þ: ð11Þ

The number of subgraphs that can be arranged along a circular slice in the worst
case in Fig. 4(a), denoted by M3, is as follows.

M3 ¼ 2p
a3

	 

ð12Þ

Thus, the maximum number of hops of a shortest path (closed tour) on a ring due to
the scenario shown in Fig. 4(a) (denoted by N3) is as follows.

N3 ¼ 6�M3 ð13Þ

Based on (9), (10), and (13), we have a lower bound on the worst-case length of a
shortest path along the k-th ring, denoted by Nk

max, as follows.

Nk
max ¼ max N2;N3f g: ð14Þ

In reality, we may imagine to take a ring tour using quadrilateral style (e.g., squares
with side R). Figure 5(a) shows such a case. However, the scenario in Fig. 5(a) will not
lead to a longer worst-case path than that due to the previously used strategies because
the distance between C1 and B2 is smaller than R such that for each square we can only
visit three of its four vertices, which makes the resulting path shorter than that due to
Fig. 3(a) because the dashed circle in Fig. 3(a) is longer than the inner circle used in
Fig. 5(a) for arranging the squares. Or otherwise, we need to separate the squares in a
way such that the distance between the closest vertices belonging to neighboring
squares is exactly R (see Fig. 5(b)). In this case, a path (tour) can cover all the vertices
of each square. However, it can be easily deduced that such a path is still shorter than
that shown in Fig. 3(a). Note that the scenario shown in Fig. 4(a) can also be explained
as a traversal of a series of identical quadrilaterals if we treat CiBi+1Ci+1Ai+1 (e.g.,
C1B2C2A2) as a quadrilateral and in this case, we traverse two sides and a diagonal of it.
Furthermore, other regular polygons (e.g., pentagon, hexagon, etc.) are not possible to
be embedded into a ring without violating Lemma 1 due to the limited ring width if
their side length is set to R.

Fig. 5. Cases that quadrilaterals are arranged along the inner circle.
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Now, we wish to know how close Nk
max obtained by using (14) is to the worst-case

path length. Regarding this, we have the following. In Figs. 3 and 4, it is seen that the
returned path, if excluding the impact of the last triangle (or called subgraph) problem,
consists of two types of links, type I has length d and type II has length R and these two
types of links appear alternately on the path. The length of each link belonging to type
II needs to be exactly R, or otherwise violation of Lemma 1 will be seen when node
expansion is done. Accordingly, we have the following. For the two endpoints of an
individual link to be expandable, the length of the link must be exactly R, otherwise,
violation of Lemma 1 will be seen. Then, we have the following.

Observation 1: One way for creating the worst-case path is to identify a longest path
consisting of original nodes (i.e., nodes before expansion) while meeting Lemma 1 and
further keeping the distance between each pair of neighbor nodes on the path is exactly
R, and then expand each original node to two nodes as we described earlier. The
resulting path will be the worst-case path falling into our interest.

Observation 2: The worst-case shortest path can be obtained due to a number of
identical subgraphs due to the isotropic property of a ring, if we ignore the last sub-
graph problem. Moreover, each subgraph itself should be symmetric with respect to a
radius of the ring, in which case no extra distance (penalty) for conjunction of
neighboring subgraphs will be introduced; otherwise, extra distance must be taken like
the case in Fig. 5(b). For each of the identical subgraphs, we wish to traverse all its
vertices (in the anticlockwise direction) along its sides and/or diagonals. Each of the
traversed sides/diagonals should have length R for their endpoints to be expandable.

Obviously, all the scenarios shown in Figs. 3, 4, and 5 meet the above observa-
tions. Furthermore, using other types of quadrilateral (e.g., parallelogram, trapezoid,
except those used in Figs. 3(c) and 4(a)) for guiding the tour would not lead to longer
path than that using square (see Fig. 5) or parallelogram (see Fig. 4) since they will
either unnecessarily occupy larger angles or not symmetric such that conjunction of
neighboring such units will cause unnecessary extra costs. In this sense, we have
reached a close lower bound for the longest closed tour using triangles and quadri-
lateral, while other polygons like pentagon, hexagon, etc., will not lead to worse paths
as we discussed earlier. In this sense, we say the Nk

max obtained by (14) is a close lower
bound on the worst-case path length for a closed shortest tour along a ring.

Result 2: Based on (14), it can be easily known that the base ring, in the best case,
contains 7 hops and, in the worst case, it can contain at least 36 hops.

The base ring is a shortest cycled path on the 2nd ring. Based on the results in
Table 1, we can know that the base ring, in the best case, can contain 7 hops. Based on
(9), N2 = 36, and based on (14), N3 = 36. Thus, based on (14), the worst-case length of
the base ring is lower bounded by 36 hops. However, as k exceeds a certain threshold, a
worst-case path due to (9) will be longer than that due to (13). Specifically, when k = 3,
Nk
max ¼ max N2;N3f g ¼ max 64; 60f g ¼ 64; when k = 4, Nk

max ¼ max N2;N3f g ¼
max 84; 78f g ¼ 84. As k increases further, the gap between N2 and N3 will keep
increasing.
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Abstract. This paper models a theoretical framework of energy effi-
ciency concurrent multipath transfer based on MPTCP. An optimal
energy efficient splitting way was proposed. By exploring the theoretical
relationship between transmission rate and energy efficiency, a multi-
network concurrent multipath transmission energy efficiency optimiza-
tion model is developed. For downlink and concurrent transmission sce-
narios in heterogeneous wireless networks, the relationship between dif-
ferent network channel states, energy consumption and transmission rate
is studied. In order to ensure that the data leave the send queue within
a limited time, the Lyapunov optimization method is used in this paper,
and then obtained an optimal splitting strategy.

Keywords: Energy efficiency · Lyapunov optimization
Concurrent multi-path transfer · MPTCP

1 Introduction

With the rise of various high-speed transmission business, the demand for trans-
mission rate is increasing, and the fifth generation mobile communication system
has proposed the grand goal of increasing the network capacity by 1000 times. To
solve these problems, the concurrent transmission was proposed. The multi-path
transmite control protocol (MPTCP) [6] and stream control transport protocol
(SCTP) [7], [8] based concurrent multi-path transfer (CMT-SCTP) [8] support
communication between datacenter and users with a variety of sub-flows under a
single connection session. But, MPTCP is easy to be deployed with its readily to
TCP. Now, these works mainly care for the problem and some schemes such as
retransmission mechanism [9], path management schemes [10], subflow assigning
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algorithms [11], NC based deliver decision [12,13] and rate control algorithms
[14] have been discussed.

Neverthless, concurrent multi-path transfer familiarly consumes more energy
to remain these interfaces alive. Therefore, an optimal energy efficiency splitting
scheme was proposed.

The next, this context is stated as follows. In Sect. 2, the system model was
described. We present the problem formulation in Sect. 3. In Sect. 4, We derive
the energy-efficiency maximum algorithm via Lyapunov optimization. Section 5,
we study the performance of the algorithm. In Sect. 6, we run a simulation of the
algorihm. We conclude this context and present later study directions in Sect. 7.

2 System Model Describetion and Derivation

The destination of the presentation scheme is to ensure high quality multipath
deliver in a manner that maximizes energy efficient on the downlink side of the
network. In the section, w’ll present an overview of multipath communication
systems MPTCP-based and transmitter energy models.

We consider multi-connection transmission based on MPTCP. Figure 1 shows
the communication model. The request data from the internet are forwarded to
many wireless networks through many paths. The user equipped with MPTCP
are connected to the Internet via HetNets consisting of a lot of radio access
technologies (RATs) such as IEEE802.16, 4G, 3G, WiMAX, and the like. The
path can access the RAT and be out of line with other paths. The chan-
nel bandwidth, channel gain, noise power and transmit power was expressed
by B = {B1, B, . . . , BN}, G = {g1, g2, . . . , gN}, σ2 = {N0, N0, . . . , N0},P =
{P1, P2, . . . , PN}, respectively.

Fig. 1. System model
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According to the Shannon formula, the capacity of any access network is:

Ri = Bilog2(1 +
giPi

BiN0
) (1)

Consequently, we can obtain the transmite power.

Pi =
N0Bi

gi
(2

Ri
Bi − 1) (2)

The energy efficiency maximization goal can be derivated as

max ηe =
∑N

i Ri
∑N

j Pj(Rj)
=

Rreq

∑N
i

N0Bi

gi
(2

Ri
Bi − 1) + P cst

i

(3)

s.t. C1 : Ri ≥ 0 (4)

C2 :
N∑

i

Ri = Rreq, (5)

where P cst
i is the static power, and Rreq is the request data rate. However, this

is a non-convex problem (see proof in [5]). The method of convex optimization
can not be used directly. The Genetic Algorithm(GA) was used to search for
the optimal solution in [5], but the complexity is too high. Consequently, we will
simplify this issue.

When the request rate is constant, maximizing energy efficiency can be equiv-
alent to minimizing power consumption. We consider the concurrent transmis-
sion of the downlink, and the static power consumption is not what we care
about. In this paper, we treat it as a constant, so the original optimization
problem can be equivalent to be write the following problem.

P1 : min
N∑

i

N0Bi

gi
(2

Ri
Bi − 1) (6)

s.t. C1 : Ri ≥ 0 (7)

C2 :
N∑

i

Ri = Rreq (8)

3 Probelm Formulation

To ensure that all arriving data leave the buffer for a limited time, we introduced
the idea of queue-steady. In order to maximize energy-efficient transmission, the
system tends to assign more link and energy to users with better link state.
However, for users with poor link states, the queue size may increase indefinitely,
resulting in a large number of packet delays, which may cause severe data out-
of-order. In fact, this is a trade-off between latency and power. The data queue
is expressed as follows.

Qi(t + 1) = max{Qi(t) − Ri(t) + Ai(t), 0} (9)
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The Qi(t), Ai(t), Ri(t) are the queue size, arrival rate, and service rate, respec-
tively. The strong stability of the queue [5] satisfies the following relationship.

Qi(t) = lim
t→∞

1
t

t−1∑

τ=0

{|Qi(τ)|} < ∞ (10)

The original optimization problem can be derived from P1 as follows.

P2 : min
N∑

i

N0Bi

gi
(2

Ri
Bi − 1) (11)

s.t. C1 : Ri ≥ 0 (12)

C2 :
N∑

i

Ri = Rreq (13)

C3 : Qi(t) = lim
t→∞

1
t

t−1∑

τ=0

{|Qi(τ)|} < ∞ (14)

4 An Energy-Efficiency Maximum Algorithm
via Lyapunov Optimazation

This paper use the drift-plus-penalty (DPP) algorithm proposed in [1] to solve
this optimization problem. According to [1], we can write the Lyapunov function
as follows.

L(Q(t)) =
∑

i

Q2
i (t) (15)

where, the Q(t) = {Q1(t), Q2(t), . . . , QN (t)}. The conditional Lyapunov offset
in unit time can be written as follows.

Δ(Q(t)) = L(Q(t + 1)) − L(Q(t)) (16)

The above problems can be described by

V P (t) + Δ(Q(t)) (17)

where P (t) =
∑N

i
N0Bi

gi
(2

Ri
Bi − 1) and V is a control parameters

Lemma 1. Suppose that the link is independently and equally distributed (i.i.d)
in each time slot. Under any splitting algorithm, ∀V ≥ 0, and ∀Q(t) ≥ 0, the
DPP subject to the following relationships.

V P (t) + Δ(Q(t))
≤ � + V P (t)

+
N∑

i

Qi(t)(Ai(t) − Ri(t))

(18)
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where � is more than zero, subject to for all t

� ≥
N∑

i

(Ai(t)2 + Ri(t)2). (19)

Proof of Lemma 1 reference [4].

In order to minimize P2, a traffic offload scheme is presented to minimize
DPP terms of P3. Therefore, we can minimize the upper bound in (18) subject
to the same conditions of C1-C2 besides the C3 by the optimization theory. And
then, the problem P3 can be exoressed by

P3 : min V
N∑

i

Pi −
N∑

i

QiRi (20)

s.t. C1 : Ri ≥ 0 (21)

C2 :
N∑

i

Ri = Rreq (22)

Obviously, this problem is a convex optimization problem, which is proved
as follows. The second order partial derivatives of P3(R) can be written as (23)
and (24).

∂2P3(R)
∂R2

i

= ln22
N0

Bigi
2

Ri
Bi (23)

∂2P3(R)
∂RiRj

=
∂2P3(R)
∂RjRi

= 0 (24)

So, the Hessian Matrix of (20) that is constructed of the second order partial
derivatives of P3(R) could be written as (25).

H =

⎛

⎜
⎜
⎜
⎜
⎝

ln22 N0
B1.g1

2
R1
B1 0 . . . 0

0 ln22 N0
B2.g2

2
R2
B2 . . . 0

. . .

0 0 . . . ln22 N0
BN .gN

2
RN
BN

⎞

⎟
⎟
⎟
⎟
⎠

(25)

Letting the x is the non-zero vector, we can obtain the formula as follows.

xTHx > 0 (26)

Its value is always greater than zero, and the convexity can be guaranteed.
Here, the convex optimization theory can be used to resolve the object issue
and the optimal rate of N networks joining the concurrent transmission network
can be solved. Therefore, we can use the gradient descent algorithm to find the
optimal solution. The raised algorithm can be detailly presented in Algorithm1.
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Algorithm 1. Optimal splitting stratergy base on Armijio Rute algorithm
Require:
1: Initialize Pi, N0 and Ri, Bi, Qi.
2: Initialize capacity, denoted as Ci = {C1, C2, . . . CN}
3: Initialize rate for RAT,

{
R

(0)
1 , R

(0)
2 , . . . R

(0)
N

}
. Initialize values of each dual vari-

ables, α
(0)
i , b

(0)
i ∈ domN .

4: while
∣∣∣f (k+1)

l -f
(k)
l

∣∣∣ ≤ η do

5: for i = 1 : N do
6: Calculate the direction of dual variables. Δα

(k)
i = − ∂fl

∂αi
, Δb

(k)
i = − ∂fl

∂bi
7: Select the step size of dual varibles by gradient descent.
8: The fl is calculated from (27) updated dual variables
9: end for

10: end while
Ensure:
11: Output the optimal rate allocation set {R∗

1, R
∗
2, . . . R

∗
N} and optimal splitting

stratergy according to the (34).

For the aforementioned problem, the Lagrangian function can be presented
by.

fl(R,α, b)

= V

N∑

i

Pi −
N∑

i

QiRi + α′ ∗ g(R) + b ∗ h(R)

= V

N∑

i

N0Bi

gi
(2

Ri
Bi − 1) −

N∑

i

QiRi + α′ ∗ g(R) + b ∗ h(R)

(27)

where

gi = −Ri (28)

h(R) =
N∑

i

Ri − Rreq (29)

We can write Karush-Kuhn-Tucker (KKT) conditions as follows.

∂fl(R,α, b)
∂Ri

=
N0

gi
(2

Ri
Bi − 1)ln2 − Qi − αi + b = 0 (30)

h(R) = 0 (31)
N∑

i

αig(Ri) = 0 (32)

So
∂fl(R)
∂R1

|R∗
1

=
∂fl(R)
∂R2

|R∗
2

= . . . =
∂fl(R)
∂RN

|R∗
N

(33)



Energy Efficient Based Splitting for MPTCP in Heterogeneous Networks 111

We can obtain the optimal rate R∗
i with the set R∗ = {R∗

1, R
∗
2, . . . , R

∗
N}.

For access network RATi, letting the splitting ratio as follows.

φi =
R∗

i
∑N

i R∗
i

(34)

The result of the object issue is the splitting vector consisting of the splitting
factors of all sub-flows in R.

5 Performance Analysis

Theorem 1. If the link state is i.i.d on each slot, then, we have the relationships
about the average power and queue backlogg as follows.

P ≤ �
V

+ P ∗ (35)

Q ≤ � + V P ∗

ε
(36)

where ε is a small positive value.
Theorem 1 describes a trade-off of [O(1/V ), O(V )] between power consump-

tion and data backlogg (i.e., latency). As increasing control parameter V , the
power consumption can tend to the upper bound, however, the transmission
latency remains increasing by (35) and (36). Proof sees the context [4].

6 Simulation

See (Table 1).

Table 1. The simulation parameters.

Network RAT1 RAT2 RAT3 RAT4

Bandwidth (B/KHz) 220 240 280 320

Channel gain (g) 0.008 0.007 0.006 0.005

Queue length (Q, k = 1:50) 500*k 700*k 900*k 1000*k

Control parameters (V) 1–200 1–200 1–200 1–200

6.1 Impact of Request Rate (Rreq) on Energy Efficiency (V = 75)

Figure 2 presents that the request rate is small, the energy efficiency of a single
network operator is similar to the algorithm of this paper, and it will be higher
under a certain threshold. With the increase of user request rate, the energy
efficiency of single network operator declines rapidly. This is explained by the fact
that the system has reached its ultimate capacity. Increasing the transmission
power does not increase the transmission rate of the system. On the contrary, it
will cause more interference to nearby users.
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Fig. 2. Energy efficiency changes with the request rate

6.2 Effect of Control Parameter V on Energy Efficiency

Figure 3 shows that we can strike a balance between power and latency. For
example, if the network controller selects 0 leV le20, the before algorithm is
better than splitting. In particular, the proposed algorithm can increase the
energy efficienct of our way with the same traffic latency.

Fig. 3. Energy efficiency changes with the control parameters V

6.3 The Effect of Average Queue Length on Energy Efficiency

Figure 4 displays that the longer the queue, the lower the energy efficienct of the
system will be. When the request capacity is a constant, the longer the queue,
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Fig. 4. Energy efficiency changes with the average queue

the longer the time of the packet will leave the send buffer. After the maximum
time limit, packet loss and out-of-order will occur. At this time, the receiver will
require retransmission, resulting in increasing energy consumption and reducing
energy efficiency.

7 Conclusions

In this paper, a concurrent multipath transfer traffic splitting strategy based on
energy efficiency maximum is proposed, and Lyapunov optimization method is
utilized to obtain the optimal splitting ratio. Through simulation, we know that
while guaranteeing the transmission rate requested by the user, it can effectively
improve energy efficient of the system, reduce the power consumption of the sys-
tem, and decrease the transmite delay of the data. The essence of the algorithm
in this paper is to make a trade-off between delay and power. In line with the
concept of green communication proposed by the fifth generation mobile com-
munication. In the future, we will consider using random geometric methods to
partition the interference. It is not necessary to ensure the QoS of the requesting
user but also the QoS of the user under the access network that joins concurrent
transmission network.
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Abstract. A network planning method based on data mining was proposed for
Random Phase Multiple Access (RPMA) low-power wide-area network
(LPWAN) with large density of base stations and uneven traffic distribution.
First, a signal quality prediction model was established by using the boosting
regression trees algorithm, which was used to extract the coverage distribution
spacial pattern of the network. Then, the weighted K-centroids clustering
algorithm was utilized to obtain the optimal base station deployment for the
current spacial pattern. Finally, according to the total objective function, the best
base station topology was determined. Experimental results with the real data
sets show that compared with the traditional network planning method, the
proposed method can improve the coverage of low-power wide-area networks.

Keywords: Low power wide area network � Boosting regression trees
Weighted K-centroids � Base station deployment

1 Introduction

With the rapid development of the Internet of things, the number of interconnected
devices will be expected to increase to 50 billion, and the traffic volume will increase
by more than a thousand times [1]. Traditional short-range wireless technologies and
cellular network technologies cannot meet the diversified IoT traffic requirements.
Therefore, a new communication pattern, Low Power Wide Area Network (LPWAN)
[2]. LPWAN [3] mainly includes NB-IoT, LORA, RPMA and other wireless com-
munication technologies, which can support a large number of devices to access the
network. Specially, RPMA can support 60x to 1300x more endpoints for a given
network relative to Sigfox and LORA. Moreover, compared with their defect in
capacity scalability, PRMA leverages a Time Division Duplex (TDD) approach to
provide huge capacity. So, PRMA is a radically new technology with many perfor-
mance benefits, which is worth studying.

However, for LPWAN such as RPMA, the large density of base station, 2–3 km
coverage distance and uneven traffic distribution [4] make the deployment of base
stations difficult. Therefore, LPWAN network planning has a great challenge. It should
be properly deployed and optimized to improve the network service quality according
to its own characteristics. For LPWAN network planning, base station deployment
determines the overall performance of the network. However, the determination of the
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base station site is a NP-hard problem. It is not scientific to use the traditional location
model to analyze the various factors of the site problem, which may lead to the
dimension catastrophe of the variables and constraints in the model. In addition, for
network planning, when the coverage is considered, the traffic distribution also need to
be concerned, where spatio-temporal characteristics need to be addressed and inte-
grated, which makes the problem more complex and designing a reasonable network
planning scheme more important.

Now, a lot of researches have been done in network planning. Wang et al. [5]
developed an approximation algorithm to address the budgeted base station planning
problem in Het Nets, where they aimed to maximize the traffic demand points number
with a given budget. Ghazzai et al. [6] proposed an optimal LTE wireless planning
method to determine the minimum number and the optimal location of base stations
under the constraints of cell coverage and capacity. For network planning, besides the
number and location of base stations, energy efficiency is also an important target. So
Yang et al. [7] aimed to establish a mathematical model to minimize power con-
sumption for LTE cell planning. Wang et al. [8] employed a cutting-edge territory
division to deal with the cell planning problem in Het Nets with the use of load
balancing, based on the goal to guarantee users QoS and seamless coverage. The
method can reduce the total deployment cost and improve the system performance. The
above schemes are mainly for cellular network planning. For LPWAN, most of them
survey on its technology, and no reasonable planning scheme has yet been proposed.
What’s more, the proposed network planning methods were based on a large number of
assumptions, which have limitations in application. An effective planning method to
quickly plan and deploy a large number of base stations has not fundamentally
proposed.

To solve the above problems, big data analytics are combined with network
planning in this paper, based on the application of LPWAN in communication system.
The paper transforms the base station location problem from the traditional model-
driven to data-driven, with massive data as the main analysis line, which overcomes the
shortcomings of the traditional network planning model and combines the clustering
algorithm to explore a data-driven base station location method so as to improve the
level of rationalization of the site selection.

2 System Model

RPMA was design to provide a secure, large coverage footprint with tremendous
capacity and low-power connectivity in the global 2.4 GHz band. It is the ideal
technology to build a public network to connect many billions of devices for both
Brown Field applications, and the even more exciting Green Field applications.

According to the characteristics of RPMA network, a novel network planning
method based on data mining is presented in this paper, as shown in Fig. 1. Firstly,
considering the coverage objective of network planning, the measured data of RPMA
network are collected. Based on the network planning knowledge database, preliminary
cleaning and analysis of measured data are required by removing attributes with many
repeated and default values to improve the quality of the data, which make them more
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suitable for specific data mining methods. Through the analysis, we need determine the
characteristics that affect the quality of signal coverage and save the analysis results in
the knowledge base. Then, with the goal of minimizing the loss function, a signal
quality prediction model is trained by inputting the above data into the boosting
regression trees model for predicting the network coverage under the current base
station deployment. According to the obtained network coverage, by extracting the
coverage weight value, we employ the weighted K-centroids clustering algorithm with
the location data of base station and test points to achieve the base station deployment
that adapts to the current coverage. Finally, we set the total planning objective function
to decide whether it is the best base station topology.

3 Signal Quality Prediction Model

As shown in Fig. 1, we focus on the optimization of the coverage blind area and the
weak coverage area, by analyzing the weak coverage problem in the wireless network,
and adjust the location of base stations according to the network coverage, so that the
adjusted base station topology can meet the required coverage effect. Generally,
regional weak coverage is mainly caused by insufficient received signal strength, and
the specific factors are involved in three aspects: (1) The factors affecting the coverage
at base station, such as transmitting power, antenna azimuth, antenna height, antenna
gain, etc.; (2) The factors of signal transmission path, such as path loss and shadow
fading caused by obstruction; (3)The influence of interference on coverage, such as

Fig. 1. Block diagram of network planning system based on data mining
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co-channel interference in the overlapped areas of multiple adjacent base stations, and
multipath interference caused by the surface reflections of buildings and mountains to
the radio reflection.

All in all, the received signal quality at a certain location in the network is basically
related to the three factors, which is the result of combining these factors. Therefore, we
consider the mapping relationship between the signal quality and these factors in this
paper, that is, to predict the quality of the signal, which is used to assist the final site
location of base stations.

3.1 Data Feature Selection

First, we need to carry out preliminary cleaning and analysis of the data by removing
the attributes with many repetitions and default values, such as UL Per, Network State
and so on. For Deploy Region, latitude and longitude are considered to represent the
location difference characteristics of base stations, so it can be eliminated. In addition,
combined with the above coverage factors, the irrelevant attributes such as Last
Connect Time and Last Connect Address are eliminated. Finally, base station location
B_loc (including latitude and longitude), base station height B_alt, base station power
B_power, antenna height A_height, and terminal location P_loc (including latitude and
longitude) are selected as input features. The features are integrated into a record:

xk ¼ B lock; B altk; B powerk; A heightk; P lock ð1Þ

The set of these records serves as the training dataset for the signal quality pre-
diction model. Since RPMA network employs power control, the uplink received
signal strength is always near the reception sensitivity, so the terminal downlink
received RSSI is used as an indicator for measuring signal quality, that is, the output
variable. The process of establishing wireless network data model is to find the map-
ping function f between them by training existing data sets:

yk ¼ f ðxkÞ ð2Þ

The value yk is the predicted signal quality value under given input characteristic
variables xk.

3.2 The Establishment of Signal Prediction Model

In this paper, we use the boosting regression trees algorithm [9] to construct the above
function. Boosting Regression Trees (BRT) algorithm completes the learning task
together by integrating multiple base learners–decision trees, which is one of ensem-
ble Learning methods. Compared with the single regression algorithms, such as linear
regression and logistic regression, BRT algorithm has better generalization perfor-
mance by integrating multiple decision trees, thereby improving the prediction accu-
racy of the model. In addition, BRT algorithm can automatically fit the interaction of
independent variables and is less prone to overfitting, so the generalization error is
lower. The BRT model can be given by the addition model of M decision trees:
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fMðxÞ ¼
XM

m¼1

Tðx; cmÞ ð3Þ

Each tree is given by:

Tðx; cÞ ¼
XJ

j¼1

cjIðx 2 RjÞ ð4Þ

where c ¼ f R1; c1ð Þ; ðR2; c2Þ; . . .; ðRJ ; cJÞg represent the divided areas R1;R2; . . .;RJ of
each tree on the input variable set and the constants c1; c2; . . .; cJ on the corresponding
area, J is the number of the leaf nodes of the decision tree.

BRT adopts the forward stepwise algorithm to learn each decision tree from the
front to the back, that is, learning parameters of each tree by optimizing the following
loss function:

ĉ ¼ argmin
cm

XN

i¼1

Lðyi; fm�1ðxiÞþ Tðxi; cmÞÞ ð5Þ

In which the loss function is square error, which is the squared sum of the dif-
ference between the predicted value and the actual value of the sample:

Lðyi; fm�1ðxiÞþ Tðxi; cmÞÞ ¼ ðyi � fm�1ðxiÞ � Tðxi; cmÞÞ2 ð6Þ

Where em ¼ yi � fm�1ðxiÞ means the residuals of the data fitted by the current
model. Therefore, BRT algorithm is used to solve the regression problem, which only
needs to fit the residual of each model. The specific algorithm process is shown as
follows:

(1) Set f0ðxÞ ¼ 0.
(2) For m = 1,2,…,M:

a. Calculate the residuals of the current model:

em ¼ yi � fm�1ðxiÞ; i ¼ 1; 2; . . .;M

b. Fit the residuals to learn a regression tree Tðx; cmÞ and update

fmðxÞ ¼ fm�1ðxÞþ Tðx; cmÞ

(3) Get the BRT model of the problem:

fMðxÞ ¼
XM

m¼1

Tðx; cmÞ
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4 Position Adjustment of Base Station

Typical K-means algorithm partitions the data set X = {x1, x2 …, xn} with n points into
K clusters according to the set distance similarity, and the cluster set is expressed by
C = {c1, c2, …, ck}. Generally, the Euclidean distance is used as a similarity measure
between two points, and data points are divided into the nearest clusters.

In typical K-means algorithm, each data point has same importance for locating the
location of the cluster center. However, we treat the base station position selection as a
weighted problem based on coverage distribution spatial patterns in this paper, which
means that each point in the space no longer has an equivalent impact on cluster
centers. A weight is introduced to measure influence degree of each point on the base
station position, and a weighted K-centroids algorithm is proposed.

The input of this algorithm includes n terminal data point set P = {p1, p2, …, pn}
and initial base station positions B = {b1, b2, …, bk}. Planning network based on the
existing base station site, the current sites and the number of base stations can be used
as the initialization parameter of the algorithm, that is, the initialization centers and the
number of clusters. In this algorithm, normalized distance is used to determine which
cluster the data points belong to, which is called the membership function [10]:

f ðbj pij Þ ¼ pi � bj
�� ��2

Pk

j¼1
pi � bj

�� ��2
ð7Þ

After all data points are assigned, the location of base station is adjusted iteratively
in the algorithm, which is mainly considered from distance influence and coverage
weight. For distance influence, compared to the terminals close to the base station with
smaller distance influence, the terminal signals far from the base station may be worse,
which is due to obstructions from buildings and path loss of signal propagation, so
forane terminals have a greater distance influence on base station. We employ the
above membership function f(bj|pi) to measure the distance influence. For coverage
weight, the optimization of base station location aims to ensure that the received signal
of the terminal within the coverage of the base station can be as good as possible, so we
are concerned with the terminal with poor coverage and give it a greater impact weight
on the location adjustment of the base station. According to the coverage spatial pattern
obtained in the previous stage, a corresponding weight w(pi) is generated for each data
point. With f(bj|pi) and w(pi), the iterative formula for each base station location is
given by:

bj ¼
Pn

i¼1
f bj pij� �

w pið Þpi
Pn

i¼1
f bj pij� �

w pið Þ
ð8Þ
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The weighted K-centroids algorithm process is shown as follows:

(1) Use the location and number of existing base stations as the initial cluster center
locations and cluster number;

(2) By membership function f(bj|pi), each data point pi is assigned to the cluster where
its nearest base station bj is located;

(3) Adjust each base station location bj with the membership function f(bj|pi) and
spatial pattern weight w(pi);

(4) Repeat steps (2) and (3) until bj no longer changes.

The network topology obtained by the weighted K-centroids algorithm has been
optimized for the current network coverage, but it is not necessarily the final optimal
result. It still needs to carry on coverage prediction analysis and optimize base station
positions again based on the analysis results. Until the following total objective
function is met, an optimal network topology is finally obtained.

The total objective function of the entire planning process:

min
X

i2fi yi � yj g
yi � �yð Þ2 ð9Þ

Where yi represents the coverage strength RSSI predicted by the BRT algorithm at
some point, y is a theoretically good signal coverage threshold to meet the coverage
standard, and i 2 fi yi � yj g represent test points with signal quality values below the
threshold in the area, which means that the signal coverage of the test point is poor. The
least square error of the two is used as the objective function for the iteration termi-
nation of the entire planning process.

5 Simulation Analysis and Performance Evaluation

The experimental data is derived from the real measured data of 37 RPMA network and
drive test data of 131454 test points after data cleaning, including base station basic
information data, terminal test point data and corresponding geographic location data.
The data is used to verify the feasibility of the proposed method for optimal base
station deployment, and the experimental results are visible with python matplotlib
tools.

5.1 Result and Analysis of Signal Prediction Model

Before applying the BRT algorithm, three parameters need to be determined to adjust
its learning process. The first is the number of base learners. With the increase of its
number, the BRT algorithm on training data may be improved. However, the number
of base learners exceeds a certain value, which may cause over-fitting. The second is
the size of the base learner, which represents the degree of interaction between multiple
features captured by the BRT model, and the depth of the tree is used to control the size
of the base learner. For the selection of the two parameters, GridSearchCV grid
tracking method in sklearn is used in this paper, which can traverse multiple
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combinations of parameter values that need to be optimized according to the given data
set through cross validation until the optimum parameters are obtained. The number of
base learners is 530, and the depth of trees is 11 in this paper. Finally, in order to
prevent over-fitting on training data, the regularization factor (i.e., learning rate) is
introduced to measure the impact of each base learner on the final result. This value is
set to a smaller constant below 0.1, which is set to 0.1 in this paper.

Then, 85% of the dataset is selected as the training data set, and 15% is the test data
set. The horizontal axis in Fig. 2 represents the number of iterations (i.e., the number of
basic learners), the vertical axis represents loss error values, and two lines represent test
errors and training errors of each iteration respectively. It is found that the training error
and the test error are gradually decrease with the increase of the number of iterations,
which indicates that the fitting effect on the data sets increases gradually with the
increase of the number of iterations. The test shows that the test error is higher than the
training error due to the difference between the test set and the training set, which
makes the learning ability of the model on the unknown data set weaker than the
original training data set and is a normal phenomenon. In addition, the trend of the two
curves also indicates that the parameters obtained by GridSearchCV are appropriate.

5.2 Determination of Optimal Base Station Deployment

The left of Fig. 3 shows the collected initial base station locations and test point
distributions. The base station location is marked with a blue star point, and the dot
marks the test point location. The color depth of the dot represents the RSSI value. The
darker the red is, the lower the RSSI value is, and the worse the signal coverage is. It
shows that there are still many weak coverage areas in the initial base station
deployment. The RSSI unit in the Fig. 3 is dBm.

Fig. 2. Relationship between loss error and number of base learners
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In this paper, base stations are deployed based on the coverage distribution spatial
pattern, and RSSI is used to measure the weight of the coverage strength. Combined
with the weighted K-centroids algorithm, the base station location is determined, which
is judged by the total objective function. Table 1 shows the total objective function
value of each planning iteration, which means that the smaller the value, the better the
coverage quality. We can see that the total objective function value gradually decreases
with the increase of the number of iterations in the table. That is, the signal coverage
gradually improves until the termination of the 10th iteration, and the minimum value
of the total objective function is 535.41. The right of Fig. 3 shows the final base station
locations and the change of RSSI value of test points, and the dark red region is less
than that in the left of Fig. 3, which means that employing the proposed planning
method helps improve signal coverage. The right is the corresponding clustering result,
the location of base station is marked with a black star point and the location of test
point is marked with a dot. Dots with the same color belong to the same base station
cluster nearest to them.

Fig. 3. The left is initial base station locations and change of RSSI value of test points, the right
is final base station locations and change of RSSI value of test points (Color figure online)

Table 1. Total objective function values for each iteration

Iterations Total objective function values

1 640.93
2 581.79
3 554.43
4 548.89
5 548.66
6 547.08
7 546.87
8 539.41
9 535.54
10 535.41
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In order to verify the superiority of the proposed method, we compare the proposed
method with the K-means based optimization method [11]. By calculating the total
objective function value of each iteration, its iteration result tends to 584.22. Therefore,
the method proposed in this paper can better improve the signal coverage rate com-
pared with the K-means based optimization method.

6 Conclusion

In this paper, we have proposed a network planning method based on data mining.
First, the overall network is preliminarily analyzed by using the measured data, and the
features of coverage quality are selected. Then, the BRT algorithm and K-centroids
algorithm are employed to extract the coverage distribution spatial pattern of the net-
work, and the optimal RPMA network base station deployment is obtained. Finally, the
feasibility of the proposed method is verified by using the measured data. Compared
with conventional K-means based optimization method, this method can improve the
coverage quality of LPWAN well, and has a certain reference value for the network
planning.

In actual network planning, the base station deployment needs to consider many
factors, and we only consider the coverage objective of the network planning in this
paper. Therefore, in future work we will introduce capacity objective, and optimize the
base station deployment combined with the two objectives, making the network
planning more perfect.
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Abstract. Cooperative sensor localization plays an essential role in the
Global Positioning System (GPS) limited indoor networks. While most of
the earlier work is of static nodes localization, the localization of mobile
nodes is still a challenging task for wireless sensor networks. This paper
proposes an effective cooperative localization scheme in the mobile wire-
less sensor network, which exploits distance between nodes as well as
their mobility information. We first use multidimensional scaling (MDS)
to perform initial location estimation. Then second-order cone program-
ming (SOCP) is applied to obtain the location estimation. To make full
use of the mobility of nodes, we further utilize Kalman filter (KF) to
reduce the localization error and improve the robustness of the localiza-
tion system. The proposed mobility assisted localization scheme signifi-
cantly improves the localization accuracy of mobile nodes.

Keywords: Cooperative localization · Wireless sensor network
Multidimensional scaling · Second order cone programming
Kalman filter

1 Introduction

In many sensor network applications, the availability of accurate information
on the location of the node is essential, such as target tracking and detection,
cooperative sensing and energy-efficient routing. Cooperative localization is a
relatively new concept, trying to overcome the limitations of traditional set-
tings, in addition to the measurement between nodes and anchor nodes, dis-
tance measurement among nodes is also considered. Many studies have shown
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that accurate inter-node distance measurement can be achieved using techniques
such as sound signals or Ultra Wide Band (UWB) technology. This provides a
broad application space for cooperative localization.

MDS is a widely used cooperative localization algorithm [2,11]. It can accu-
rately restore the topological relationships among nodes under precise distance
measurement between nodes. Authors in [3] proposed a cooperative localiza-
tion method which not only utilized the initial results of the fingerprint-based
algorithm but also used MDS to refine the location estimates for multiple users
simultaneously. Another approach is to relax the original non-convex localization
problem to obtain a convex optimization problem, which can be efficiently solved
using existing algorithms. The two main convex relaxation techniques which uti-
lized widely are SOCP [4,5], and semidefinite programming (SDP) [6,7]. Com-
pared to SDP relaxation, SOCP relaxation is weaker, but its structure is simpler
and potential to be solved faster.

At present, most studies about cooperative localization focus on the localiza-
tion of static nodes. However, in practical applications, the localization of mobile
nodes deserves more attention. Recently, authors in [1] studied the problem of
maximum likelihood (ML) localization via SDP in the case where mobile sensor
nodes utilize their movement information in the localization. In [9], the authors
used RSS measurements for distance estimation and formulated the localization
problem as an SDP. The inertial measurement unit (IMU) data is used to improve
the localization performance further. However, SDP is not suitable for mobile
nodes due to its high complexity. Extend Kalman filter (EKF) is widely used
in the mobile nodes tracking algorithms is proposed in [8]. Authors in [10] uti-
lized pair-wise range measurements and relative velocity measurements between
communicating nodes to obtain the relative positions by EKF. However, EKF
is a sub-optimal method compared to KF because it uses a Jacobian matrix to
apply KF to nonlinear systems. Although this method expands the application
space of KF, the consequences will be severely divergent in a strongly nonlinear
scenario. Moreover, EKF has high computational complexity due to the calcula-
tion of the Jacobian matrix, which is not appropriate for real-time localization
systems.

In this paper, we propose a novel cooperative localization scheme based on
node’s mobility in the indoor environment, combines the advantages of MDS and
SOCP to improve the accuracy and robustness of the mobile localization system.
To better take advantage of the node’s mobility information, we apply KF to fuse
the location estimation of SOCP-based and velocity-based. Simulation results are
presented to confirm that mobility information and KF can effectively improve
the localization accuracy.

2 System Model

We consider a 2-dimensional mobile wireless sensor network, there are Ns mobile
nodes with unknown position and Na anchor nodes with known position. Each
mobile node move independently from their position at time instant t to a new
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time instant t + 1, for t = 1, 2, ..., N , where N is the total number of observation
time instants. In addition, we assume that each mobile node could obtain its
velocity which is assumed to be constant between two successive time instants.
Let ak be the position of the k-th anchor node and xi

(t) be the position of the
i-th mobile node at time instant t. Let W be defined as W = {(i, t), 1 ≤ i ≤
Ns, 2 ≤ t ≤ N}. The velocity between time instants t − 1 and t is denoted by
vi

(t)

vi
(t) = (xi

(t) − xi
(t−1))/ΔT + wi

(t),∀(i, t) ∈ W (1)

where ΔT is the sampling length and wi
(t) is the measurement noise which

follows a zero-mean Gaussian distribution N(0, σe
2). Let us define A as A =

{(i, j, t)|∥∥xi
(t) − xj

(t)
∥
∥ ≤ R}, where R is the communication range, i =

1, 2, ..., Ns, j = 1, 2, ..., Ns + Na, t = 1, 2, ..., N . The distance measurement
between the i-th mobile node and the j-th node at time instant t is denoted
by δij

(t)

δij
(t) =

∥
∥
∥xi

(t) − xj
(t)

∥
∥
∥ + nij

(t),∀(i, j, t) ∈ A (2)

where nij
(t) is the measurement noise which follows a zero-mean Gaussian dis-

tribution N(0, σλ
2).

The localization problem can be described as that given the distance mea-
surement between nodes and the instantaneous velocity vector of each node,
estimating the location of all mobile nodes in the network.

3 Cooperative Localization

The proposed algorithm utilizes the velocity and distance measurement to locate
multiple mobile nodes simultaneously. Figure 1 illustrates the overall system
architecture.

Fig. 1. System architecture.
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The localization system uses MDS to perform initialization. Then according
to distance and velocity measurement, we derive the localization problem as a
non-convex optimization problem and utilize the SOCP relaxation method to
estimate the position of nodes. In addition to this, we apply a mobility model
based on velocity information and precious estimation to obtain the other loca-
tion estimation. The KF fusion algorithm is used to enhance the location esti-
mation further.

3.1 MDS-Based Initialization

Firstly, according to the distance between nodes at the initial time, we build the
distance matrix D:

D =

⎡

⎢
⎢
⎢
⎣

δ212 δ212 . . . δ21n
δ221 δ222 . . . δ22n
...

...
. . .

...
δ2n1 δ2n2 . . . δ2nn

⎤

⎥
⎥
⎥
⎦

(3)

where δij is the distance measurement at time instant 0.
Let us define the true location of the nodes as X(0) = [x1

(0), x2
(0), . . . , xn

(0)],
and the corresponding estimated location is X̂(0) = [x̂(0)

1 , x̂
(0)
2 , . . . , x̂

(0)
n ]. It can

be shown that [11]

B
Δ= (X(0))T X(0) = −1

2
JDJ (4)

where J = I − eeT

n , I is the n × n identity and e is the n-dimensional vector of
all ones, n = Ns +Na. B is symmetric and positive definite, and we can perform
eigenvalue decomposition of B

B = QΛQT (5)

Then we sort the eigenvalues of matrix B in descending order and select the
first two largest eigenvalues to form the matrix Λ

′
, the corresponding eigenvector

matrix is Q
′
, the relative coordinates of n nodes are approximated by

X
(0)

= Q′Λ′1/2 (6)

Finally utilizes the Procrustes analysis [12] to convert the relative location
to absolute location X̂(0).

3.2 SOCP-Based Localization

Let D = {δij
(t)|(i, j, t) ∈ A} be the set of all available distance measurement

and V = {vi
(t)|(i, t) ∈ W} be the set of velocity measurement. Given D, V,

and the location of mobile nodes estimated from last time instant X̂(t−1), the
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location estimation X = {xi
(t)|(i, t) ∈ W} at time instant t can be obtained by

maximizing the conditional probability distribution function [1]

f(D,V, X̂(t−1)|X ) = f(D|X )f(V, X̂(t−1)|X )

=
∏

(i,j,t)∈A
1√

2πσλ
2

exp− (δij
(t)−‖xi

t−xj
(t)‖)2

2σ2
λ

×
∏

(i,t)∈W
1√

2πσe
2 exp(−‖vi

(t)−(xi
(t)−x̂i

(t−1))/ΔT‖2

2σe
2 )

(7)

By taking the logarithm to the above equation, the localization problem can
be written as

min
X

∑

(i,j,t)∈A

(δij
(t) − ∥

∥xi
(t) − xj

(t)
∥
∥)

2

σλ
2

+
∑

(i,t)∈W

∥
∥
∥vi

(t) − (xi
(t) − x̂i

(t−1))/ΔT
∥
∥
∥

2

σe
2

(8)
(8) is non-convex, to obtain SOCP relaxation of (8), we first define M =

{mij
(t)|(i, j, t) ∈ A}, S = {si

(t)|(i, t) ∈ W}, (8) can be written as the following
equivalent form

min
X ,M,S

∑

(i,j,t)∈A
(mij

(t))
2

+
∑

(i,t)∈W
(si

(t))
2

s.t.
1

σλ

∣
∣
∣δij

(t) − ∥
∥xi

(t) − xj
(t)

∥
∥

∣
∣
∣ ≤ mij

(t), (i, j, t) ∈ A
1
σe

∥
∥
∥vi

(t) − (xi
(t) − x̂i

(t−1))/ΔT
∥
∥
∥ ≤ si

(t), (i, t) ∈ W

(9)

Next we define u Δ= {mij
(t)|(i, j, t) ∈ A, si

(t)|(i, t) ∈ W} and Q = {qij
(t)|(i, j, t) ∈

A}. Then we can obtain the following SOCP problem

min
X ,Q,u,v

v

s.t

‖u‖2 ≤ v
∥
∥xi

(t) − xj
(t)

∥
∥ ≤ qij

(t), (i, j, t) ∈ A
1

σλ

∣
∣
∣qij

(t) − δij
(t)

∣
∣
∣ ≤ mij

(t), (i, j, t) ∈ A
1
σe

∥
∥
∥vi

(t) − (xi
(t) − x̂i

(t−1))/ΔT
∥
∥
∥ ≤ si

(t), (i, t) ∈ W

(10)

3.3 Fusion Algorithm

Given the position of the mobile node at the last time instant and velocity
information, we can easily get the current node’s position in each time instant
by the following mobility model

xi
(t) = xi

(t−1) + Δt • vi
(t) cos θi

(t)

yi
(t) = yi

(t−1) + Δt • vi
(t) sin θi

(t) (11)
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The proposed localization system applies KF to fuse the position estimation
provided by velocity-based and SOCP-based algorithm. At each time instant t,
the state of the nodes is represented by X̂(t) = [x̂(t)

1 , x̂
(t)
2 , . . . , x̂

(t)
n ]T .

The KF estimates a posteriori state X̂(t|t), given the above algorithm location
estimates z(t), and z(t) = X ′ , where X ′ is the location estimated by SOCP.

According to the dynamical system model and measurement model, the state
equation and measurement equation of the localization system are formulated
as follows [13]

X̂(t) = FX̂(t−1) + v(t) + w(t−1) (12)

z(t) = HX̂(t) + r(t) (13)

where F = I2N , H = I2N , w and r are the process noise and measurement noise,
which covariance matrix are Q and R. The KF equations can be derived as
Prediction equations

X̂(t|t−1) = FX̂(t−1|t−1) + u(t) (14)

P (t|t−1) = FP (t−1|t−1)FT + Q(t−1) (15)

Update equations

K(t) = P (t|t−1)HT (HP (t|t−1)HT + R(t))−1 (16)

X̂(t|t) = X̂(t|t−1) + K(t)(z(t) − HX(t|t−1)) (17)

P (t|t) = P (t|t−1) − K(t)HP (t|t−1) (18)

4 Simulation Results

We assume that there are ten mobile nodes and five anchor nodes in a
50 m × 50 m area. The nodes follow the Markov mobility model at each time
instant, each node randomly selects a velocity and a direction, where velocity
is uniformly distributed between 0 and νmax. Upon reaching the boundary, the
node keeps the velocity while moving in the opposite direction. The distance,
velocity, and direction errors are 5% respectively. The performance of different
algorithms is compared using RMSE and CDF through MATLAB simulations,
where all expectations are calculated empirically over 1000 independent runs.

We first studied the positioning performance of static nodes using the MDS
algorithm and SOCP relaxation. Figure 2 is the RMSE curves of MDS and SOCP
algorithm over ranging error under the static scenario, both of which increase
with the increase of ranging error. Combining the CDF of Fig. 3, we can see that
the MDS has higher localization accuracy than the SOCP. This is because SOCP
relaxes the objective function and only obtains suboptimal location estimation.
Moreover, in the static scenario, the objective function only contains the distance
information between the nodes, without the help of the velocity vector. The
positioning scene diagram in Fig. 4 further validates this result.
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Fig. 2. The RMSE curves of MDS and SOCP against distance measurement error when
nodes are static.

Fig. 3. The CDFs of MDS and SOCP against distance measurement error when nodes
are static.

Figures 5 and 6 respectively show the comparison of the RMSE and CDF
between the four algorithms when nodes are moving. Figure 5 shows that the
MDS-based localization algorithm has the largest localization error compared
to the other three algorithms. The RMSE of velocity-based location estimation
shows an upward trend with time. Although the localization error of the velocity-
based at the beginning is less than that based on the SOCP relaxation algorithm,
the performance of the SOCP relaxation algorithm quickly increases over time
and exceeds the velocity-based algorithm. This is due to that it relies on the
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Fig. 4. Location of static nodes estimated by the MDS and SOCP.

Fig. 5. The RMSE curves of the four algorithms when nodes are moving.

location estimation at the last moment, and the error will accumulate over time.
After the SOCP-based relaxation algorithm has incorporated the mobile infor-
mation, the localization error is significantly lower than that of the MDS. The
CDF of Fig. 6 further validates this result. The Kalman filter is applied to fuse
the velocity-based location estimation with the location estimation of the SOCP
relaxation algorithm, which improves the localization accuracy and robustness
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Fig. 6. The CDFs of the four algorithms when nodes are moving.

of the entire localization system. As can be observed in Fig. 6, the localization
error after fusion is within 0.8 m, which is better than other algorithms.

5 Conclusion and Future Work

In this paper, we proposed a new cooperative localization scheme of exploiting
the distance and mobility information of nodes in the process of localization
under mobile wireless network. We utilized the node’s mobility to enhance the
SOCP-based relaxation localization algorithm and further applied KF to improve
the positioning accuracy and robustness of the localization system. The simu-
lation results confirm the effectiveness of the localization scheme. Cooperative
localization in heterogeneous networks and NLOS environment will be the focus
of our further work.
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Abstract. Target tracking is an important research in Wireless Sensor Network
(WSN), which detects and estimates the event source based on the data of
multiple sensors. In this domain, the accuracy of tracking, the choosing of
communication nodes and the real-time performance are the main direction of
research. In this paper, the local density and distributed filter are investigated.
Based on those above, a lightweight filter-based target tracking model is pro-
posed, which use the local density to determine the communication nodes, and
use the distributed filter to reduce the interval of sampling. The simulation
shows the local density-based communication algorithm is stable and flexible.

Keywords: Local density � Distributed filer � Target tracking
WSN

1 Introduction

Wireless sensor network (WSN) is a typical Ad Hoc network which is highly dis-
tributed and self-organized [1, 2], which has many popular applications, such as target
tracking, industrial process monitoring and control, air pollution monitoring, and
machine health monitoring, and so on.

Target tracking is an important research which detects and estimates the event
source based on the data of multiple sensors [3, 4]. Sometimes, kinds of interferences
decrease the accuracy of measurements. Therefore, a filter is adopted to weaken the
impact of these interferences.

The filter is used to extract a wanted signal from unwanted interferences. When the
system dynamics and observation models are linear, the Kalman filter (KF) [5] can be
used to calculate the minimum mean squared error (MMSE) estimate. And in most
cases, the sensor nodes are always deployed in the harsh environment, without being
recharged or replaced [6, 7]. Therefore, energy efficiency in in-network data processing
is very important for WSN.
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In this paper, a lightweight filter-based target tracking model in WSN is presented,
which reduce the computing overhead of sensor nodes. The rest of the paper is
organized as follows. In Sect. 2, the related works are introduce. In Sect. 3, the
lightweight filter-based target tracking algorithm is introduced. A multi-stable system is
structured to verify the proposed algorithm in Sect. 4. And the conclusion of this work
in Sect. 5.

2 Related Works

Tracking moving target using WSN technology is a thought-provoking and well-
established research area. Most of related researches can be divided into two parts:
face-based and filter-based. The face-based target tracking algorithms usually divide
the network into regions, cells, grids, clusters, trees, etc., and track the target in a
distributed manner. Bhuiyan et al. [8] proposed target tracking algorithm with monitor
and backup sensors in WSN. And then they consider target tracking using “face pre-
diction,” instead of “target location prediction in faces” presented in their previous
work to get the full advantages from this face-based tracking [9].

And in filter-base target tracking algorithms, Both Beard et al. [10] use the
Bayesian estimation method to track the target. Moreover, Yang et al. [11] present a
sequential fusion estimation method for maneuvering target tracking in asynchronous
wireless sensor networks.

Face-based target tracking algorithms utilize several sensor nodes around the target,
which make these algorithms more energy-efficient. And filter-based target tracking
algorithms have general requirements on node management and node distribution.

In this paper, a lightweight filter-based target tracking model in WSN is presented
to reduce the demands on sensor nodes and increase the fault tolerance. In this algo-
rithm, a definition of local density is proposed, which is used to confirm the com-
munication probability of neighbor nods. And a communication probability is
structured to confirm the communication nodes.

3 The Lightweight Filter-Based Target Tracking Model

3.1 The Local Density

In WSN, the sensor nodes are deployed in the monitor field randomly, and the dis-
tribution is not uniform strictly. Then, the definition of local density is presented
naturally, which express the density for each node. In WSN, the local density of node
i can be calculated according to the formula as follows:

qi ¼
Ni

Si
; ð1Þ

where Si is the monitor area of node i, and Ni is the number of sensor nodes in Si.
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In WSN, a target can be monitored by many nodes around it. And in general, not all
the nodes which monitor the target transmit the message to the base station. Therefore,
the local density can be used to calculate the communication probability for each node.

3.2 Communication Probability of Nodes

In this part, the communication probability for each node should be confirmed. In this
probability, two relevant factors are considered. The first one is the local density and
another one is the distance between the nodes to target. Then the communication
probability is given according to these two factors.

Pc p; dð Þ ¼ min k1
n0

pR2q
R� dð Þ
R

; k2
R� dð Þ
R

; 1
� �

; ð2Þ

where R is the detection radius, n0 is the expectation number of communication nodes,
k2 is given constant and k1 is an auxiliary constant. For a known WSN, k2 can be
confirmed according to the formula

P
Pc q; dð Þ ¼ n0 when k1 is given.

3.3 Distributed Filter Algorithm

In most filter-based target tracking algorithms, it is assumed that the target moves in the
uniform rectilinear motion between two interfacing time instant with an uncertain
noise. Obviously, the estimate is more precise if the time instant is shorter. However, in
one time instant, the WSN should calculates the estimate and communicates. And in
most cases, sensor node computes the estimate value according to the relevant filter
method, which may prolong the minimum time instant.

On the other hand, the filter-based target tracking algorithms usually obtain the
estimate according to the state equation and measurement equation. And these two
equations can be computed in sensor nodes and base station, respectively. The dis-
tributed filter algorithm is shown as follows (Table 1):

Table 1. The distributed filter algorithm (for the kth iteration)

Time (T) Sensor nodes (SNs) Base station (BS)

Max{2Ttrans + Tcal,
Tcal’}

Receive the state
parameters (Ttrans)
Calculate the (k + 1)th

estimated value for each
node (Tcal)
Transmit the value to BS
(Ttrans)

Calculate the (k + 1)th state parameters
(Tcal’)

Max{Tcollect, 2
Ttrans + Tfusion}

Collect the measurement
data (Tcollect)

Receive the estimated value (Ttrans)
Fusion all the values (Tfusion)
Transmit the (k + 1)th final estimated
value and the (k + 1)th state parameters
(Ttrans)
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Compared with the common filter algorithms, the distributed filter algorithm can
save half of filter time at most.

4 Simulation

In this part, 1000 sensor nodes are deployed in the 200 � 200 area randomly, and
MATLAB is used to simulate. Firstly, a target is generated for 100 times randomly, and
the distribution of number of communication nodes is simulated and shown in Fig. 1.

In this simulation, the target locates inside the monitor area, which means the
minimum distance between the target and the edge of monitor area is longer than the
radius of investigation. And

n0 ¼ 0:5�n; k1 ¼ k2 ¼ 3:

In this case, Fig. 1 shows that the numbers of communication nodes are focus
between 51 and 62. The mean and variance of this distribution are 55.6028 and 6.9465.
On the other hand, the expectation of communication nodes n0 = 55.5230. Therefore,
the proposed communication probability can satisfy the requirement of WSN.

Then, the parameters k1 and k2 are discussed respectively and shown in Fig. 2. In
this simulation, n0 ¼ 0:6 �n ¼ 63:8748. As shown in Fig. 2, when k2 < 1.3, the
expectation of communication nodes (Ecom) can’t arrive at n0 with k1 2 1; 10½ �.
Besides, when k1 2 6; 6:3½ �, k2 is stable around n0.

According two simulations above, the proposed local density-based communication
algorithm ensure a stable communication nodes with suitable parameters.

Fig. 1. The distribution of number of communication nodes
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5 Conclusion

In this paper, a lightweight filter-based target tracking model is presented, which chose
stable communication nodes, reduce the interval of sampling and increase the accuracy
of estimate. And the simulations discuss how to confirm the parameters and show a
well performance in stable on communication.
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Abstract. For most of the Ad-Hoc systems, position information is very
important. Indoor scenario is a blind area of Global Navigation Satellite System
(GNSS) service, which affects the application of Ad-Hoc technology. Finger-
print positioning technology is one of the most popular indoor localization
methods. Searching strategy is one of the key techniques of fingerprint posi-
tioning. Because the data amount of the radio-map, which is used as the data-
base of the system, is very big. Currently, the main accelerating measure of
radio-map searching is clustering. But clustering brings some problems to the
system, such as jittering and jamming. This paper proposes a novel radio-map
searching strategy. Based on the steepest descent principle, the searching order
is changed in the proposed method, compared with traditional clustering-
positioning strategy. Thus, the radio-map is used in one piece, which is different
from the traditional clustering-matching strategy. Simulations and experiments
verified that the positioning accuracy of the proposal is better than that of the
traditional method.

Keywords: Database searching � Indoor positioning � Fingerprint localization
Steepest descent principle

1 Introduction

Fingerprint localization technology is widely studied in indoor positioning area,
because it utilizes the shadowing and reflection of complex indoor scenarios, which
blocks the application of traditional positioning technologies, especially the GNSS
service. Generally speaking, fingerprint technology is a matching process, between user
calibrated sample and a big database, which is named as the radio-map. As the data
amount of the radio-map is extremely large, an efficient searching method is definitely
important for a fingerprint positioning system. Currently, the most popular searching
method is clustering. The radio-map is arranged into several clusters, before positioning
process. The user equipment (UE) has to identify which cluster is it in. Thus, the
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positioning process is divided into two steps: clustering and matching. Clustering
strategy is widely studied. In paper [1] three clustering methods, K-means, affinity
propagation and fussy C means, are summarized in order to make balance between the
positioning accuracy and the computing complexity. Received signal strength
(RSS) based clustering and micro-cell based radio map construction methods were
combined in paper [2] to reduce the computational burden of fingerprint positioning.
Clustering and principal component transformations in which the number of training
data is reduced, compared with traditional system is used in paper [3]. Even in com-
pression perception based fingerprint positioning system, clustering is necessary. [4]
Paper [5] presents a support vector machine -C algorithm which enhances the posi-
tioning accuracy for clustering. A partitioning machine learning classifier method
includes a clustering task and a classification task is proposed in paper [6]. Clustering
can be seen as a kind of initial positioning which provides the final positioning results
in some applications [7]. In paper [8], K-Melodies and signal feature extraction
algorithms are used to reduce the complexity of clustering. As mentioned in paper [9]
domain clustering can be used for indoor position estimation, which can enhance the
positioning accuracy. Clustering is one of the most effective methods, especially in
floor recognition process. [10] Dynamic clustering is also used in unmodified finger-
print systems. [11] To enhance the robustness of clustering algorithm, paper [12]
proposed a novel grid estimation method. But clustering-matching scheme also brings
some problems. Firstly, when a user is at the seam of two or more clusters, the
positioning result may jitters between the neighbor clusters. This is caused by the Ping-
Pong problem of identifying, as the cluster heads of nearby clusters are mostly similar.
Secondly, for the same reason, when a user is moving from one cluster to another one,
the positioning result may be jammed in the former cluster, which causes the posi-
tioning delay. Furthermore, different clustering methods have different problems. If the
clusters were arranged manually, the distinction of signal feature space would be
affected. If they were arranged automatically by clustering algorithms, the spatial
distinction would be affected. This paper provides a novel radio-map searching strat-
egy, which utilizes the prior information of the user’s track. There is no necessary to
divide the radio-map into pieces in the proposal, the searching order follows the
steepest descent principle.

The remainder of this paper is arranged as follows. Section 2 introduces some
related knowledge of this paper. Section 3 proves the main algorithm of the proposal.
The simulation and experiment are illustrated in Sect. 4, followed by the conclusion
and acknowledgment part.

2 Related Works

Fingerprint positioning technology is very suitable for indoor applications, because it
utilizes the non-line of sight signal feature, which causes traditional positioning method
fails. Fingerprint positioning technology has two steps in application: offline process
and online process.

In offline process, the database is established, which is called the radio-map. Radio-
map is formed by a large number of reference points (RP). Each RP records the
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mapping relation of the signal feature and its physical location. The RPs are mostly
organized uniformly in the service area. And each RP is extracted by a variety of
measurement samples.

The database will be used in online process. The user will use the real-time signal
feature, to compare with the RPs in the radio-map. The Euclidean distances will be
calculated to characterize the similarity between real-time signal feature and the RPs, as
the following equation.

DEi ¼ rmi � rrk k ð1Þ

Where rmi means the RSS vector of the i-th RP, and rr is the RSS vector of real-
time signal.

The nearest K RPs in Euclidean distance will be selected to estimate the user’s
position. The physical locations of the RPs will be averaged as the final positioning
result. This method is called the K nearest neighbor (KNN) algorithm, which is widely
used in fingerprint positioning.

Clustering process is similar with positioning process. The RPs are arranged in
groups, according to their signal features or their spatial distribution. The mean value of
RSS vectors of the RPs in each group is calculated as the cluster head. Cluster heads are
used as an upper level RPs, KNN algorithm is also used in cluster identifying, but here
K equals to 1. After the clusters identify process, only the RPs of the selected cluster
would be used in position calculation. Thus the whole positioning process is divided in
two levels: clustering and positioning.

3 Steepest Descent Based Radio-Map Search Algorithm

The steepest descent principle based searching strategy in this paper is proposed based
on the following two prerequisite:

(1) The track of the user is continuers;
(2) The Euclidean distance has a monotonous relationship with the physical distance,

as shown is Fig. 1.

The simulation scenario of this figure is a single room with 4 APs. Assuming the
radio-map is tiled on the X–Y side. The TP is at the (50, 50) point, which is shown by
the arrow. The figure illustrates the Euclidean distances between the TP and all the RPs,
indicated by the Z-axis. It can be seen that further RPs have bigger Euclidean distances.

The proposed algorithm searches the nearby RPs of the prior-known position, such
as the latest position or the forecasted position of the user, in circle order. During the
searching process, the K nearest RPs in Euclidean distance would be recorded and
refreshed until they are fixed still for a certain time. Before that, the searching center
would be changed step by step. At the first step, the prior-known position is selected as
the center of the circle. And in the following steps, the center of the circle is the RP that
has the smallest Euclidean distance with the TP in the last circle. The searched RPs will
not be searched any more. The workflow of this algorithm is shown in Fig. 2.
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Variable Nc in the figure is the searching counter of the algorithm, if this counter
reaches a certain threshold L, the searching process stops.

An example of the searching order of this paper is shown in Fig. 3. The radio-map
is illustrated by the grids at the bottom of the figure and the latest positioning result of
the user, which can be seen as the prior information, is marked by red color and
shadows. The searching process is divided in steps, which are shown in different levels
and distinguished by different colors. The grids of each level indicate the RPs that
covered by this searching step. The color depth of each grid indicates the Euclidean
distance between the corresponding RP and the TP. We can clearly find the moving
track of the searching center, which are also highlighted in the radio-map by corre-
sponding colors. When the RP selection register keeps unchanged for L steps of
searching, as shown by the “Step 8 and so on”, the searching process stops.

4 Simulation and Experiment

The effectiveness of the algorithm is verified by simulations. The simulation scenario is
established based on cost 231 model. The building structure is shown in Fig. 4.
6 rooms and 1 passage is included, 4 APs are deployed uniformly in the building.
Totally 696 RPs are arranged into 7 clusters, according to the structure of the scenario.

Clustering is not necessary in the proposed system, because the scenario is not very
big. But in order to compare the performance of the proposal and the traditional
clustering-matching strategy, the radio-map is also clustered, as mentioned before. In
the simulations, clustered radio-map is only used in traditional system as a compare
group. The positioning accuracy simulation is given in Fig. 5.

Fig. 1. Monotonous relationship between the Euclidean distance and the physical distance.
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In the searching speed simulation, RNTF (RP Number Till Fixed) is used to
evaluate the searching speed, which indicates the RP number that need to be covered
until the location is fixed. For different searching strategy, the average RNTF of the
simulation is recorded, as shown in Fig. 6.

It can be seen that when L = 5 or L = 10, the proposal performs better than the
traditional clustering-matching strategy. When L equals to 1, the accuracy is the worst,
and the searching speed is nearly the same with traditional algorithm. The increase of
L brings no significant accuracy enhancement when L > 5, but only brings searching
speed decrease. Positioning without clustering is not the most accurate method, and it
has to search all the RPs, which makes it the slowest one among all the mentioned
methods.

Fix the searching center RP(a, b)

Calculate the Euclidean distances between the RP (a, b) and TP
Nc=0

Take RP (a, b) as the center, search the existence 
of the surrounding RP, and calculate the 

Euclidean distance in the signal feature space

Record and refresh the K RPs with the 
closest Euclidean distance in the 

signal feature space

Nc = Nc + 1Find the new searching center

Check if the selected 
RPs have been changed

Nc>L

KNN algorithm positioning

End

Nc = 0

F

T

T

F

Fig. 2. The workflow of the proposal.
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In order to further verify the system performance, measured data is used in the
hardware experiment. The experiment scenario is shown in Fig. 7, and the track of the
user is illustrated by the red dots. The experiment results are shown in Fig. 8.

It can be seen that the positioning accuracy of the system is related with the
parameter L. An appropriate L value could ensure the system performance and reduces
the positioning error. If L is too small, the searching process would be stopped too early
before it can find the right RPs. Contrarily, if L is too big, the searching speed would be
affected.

Step 2

Step 1

Step 3

Step 4

Step 5

Step 7

Step 6

Step 8 
and so on

Radio-map

Fig. 3. Searching order of the proposal. (Color figure online)

1

2

3

4

5

6

7

Fig. 4. Simulation scenario.
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Fig. 5. Positioning accuracy simulations.

Fig. 6. Search speed comparison.
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Fig. 7. Experiment scenario. (Color figure online)
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5 Conclusion

This paper proposes a novel database searching strategy. This strategy helps the UE to
refine the useful information effectively in fingerprint positioning. The proposal utilizes
the prior information of the user’s track, and searches the radio-map diffusion-liked,
instead of the traditional clustering-matching strategy. Simulation shows the proposal
could enhance the positioning accuracy and keeps the searching speed in an acceptable
level.
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Abstract. In this paper, a node scheduling scheme for localization in
heterogeneous software-defined wireless sensor networks (SD-WSNs) is
proposed. An expression to evaluate the connectivity degree of the local-
ized agent is derived, which is used to judge if the agent is connected with
an expected number of anchors. The node scheduling scheme is designed
on the basis of the software-defined networking (SDN) paradigm, and
the state of each anchor is determined by the SDN controller through
a flow table via sensor OpenFlow. In the proposed scheme, a timer for
each anchor is calculated based on the Cramer-Rao lower bound (CRLB)
value and the residual energy. Simulations show that the proposed node
scheduling scheme can reduce the number of active nodes while ensuring
an expected number of anchors for localization. It can also be shown
that the scheme can reduce the energy consumption with only a slight
decrease in positioning accuracy.
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1 Introduction

With the development of sensor technology, wireless sensor networks (WSNs)
have attracted intensive interest for their variety of promising applications over
a decade [1]. Most applications in WSNs are based on the specific locations of
sensors, such as environmental monitoring, social networking, asset tracking and
indoor navigation [2]. Therefore, sensor positioning in WSNs has been a research
topic of particular interest over the past few years.

Considering the resource-constrained characteristic of WSNs, existing
researches have made great efforts to reduce energy consumption in the sensor
localization algorithms. In [3], a distributed scheduling algorithm based on infor-
mation evolution is proposed for the cooperative localization. Through neighbor
selection and collision control, this scheduling algorithm decreases the complex-
ity and overhead of localization. By decomposing the power allocation problem
into infrastructure and cooperation phases, the authors in [4] establish an opti-
mization framework for robust power allocation in cooperative wireless network
localization. An effective transmit and receive censoring method is proposed in
[5]. This method blocks selected broadcasts and discards less useful incoming
information from neighboring nodes, thus, it can reduce the traffic in the local-
ization algorithm.

Recently, an architecture called the software-defined WSN (SD-WSN) has
become appealing for application-specific wireless communications [6]. The fun-
damental idea of software-defined networking (SDN) is introduced into the SD-
WSN, which separates the data and control planes. Such a separation makes
the SD-WSN programmable and thus the network structure becomes dynamic.
The SDN controller in the abstract control plane can centralize the whole net-
work intelligence and dictate the whole network behavior. Therefore, the SDN
paradigm can impose a centralized operation for the network management. The
physical data plane simply executes flow-based packet forwarding. In order to
accommodate to the SD-WSNs, a sensor Open Flow (SOF) is proposed as a
southbound interface in [7]. It is worth noting that the SDN technique in SD-
WSNs provides a chance to design more flexible node scheduling strategies for
the localization algorithms.

In addition, to meet the diverse need of network applications, the heteroge-
neous WSNs (HWSNs) have become popular recently, in which the nodes pos-
sess different software and hardware. The heterogeneity of HWSNs partitions the
network tasks, ensuring a more efficient implementation of the overall network
function, which can increase the network lifetime, reliability and validity [8]. To
adapt to the development of HWSNs, this paper will study the localization algo-
rithms in a more general network that consisting of different kind of nodes. To
reduce the energy consumption in HWSN localization, a node scheduling strat-
egy is designed with the support of the SDN technique, in which the state (sleep
or active) of anchors at each time slot is determined by the SDN controller. The
main contributions in this paper can be summarized as follows.
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– An expression to evaluate the connectivity degree of the localized agent is
derived in the HWSNs, and is used to judge if the agent is connected with a
desired number of anchors.

– To improve the positioning accuracy as well as prolong the network lifetime,
a timer for each anchor is calculated based on the Cramer-Rao lower bound
(CRLB) value and the residual energy.

– A node scheduling scheme is designed on the basis of the SDN paradigm, and
the state of each anchor is determined by the controller through a flow table
via SOF.

The remainder of this paper is organized as follows. In Sect. 2, the system
model and problem formulation are introduced. The specific node scheduling
scheme is elaborated in Sect. 3. In Sect. 4, simulation results and analysis are
presented. Finally, Sect. 5 concludes this paper.

2 System Model and Problem Formulation

2.1 System Model

Consider an HWSN with Nb anchors and Na agents. The anchors in the hetero-
geneous network can be categorized into K different types. Note that the hetero-
geneity of anchors is reflected by their communication ranges in the research of
localization algorithms. The agents are software-defined that can communicate
with any kind of anchor. The positions of anchors are exactly known. The agents
are mobile devices with unknown positions and attempt to acquire their loca-
tions through the range measurements with anchors. Denote the sets of anchors
and agents by Nb = {1, 2, . . . , Nb} and Na = {Nb + 1, Nb + 2, . . . , Nb + Na},
respectively. The position of node i in the network is indicated by the vector
xi = (xi, yi)T ∈ R

2 in a two-dimensional (2D) localization system. The distance
between nodes i and j is denoted by dij . Assume that the communication of
a type k (1 ≤ k ≤ K) node follows the binary disc model, in which one can
perfectly be connected only within the disc of radius ck centered at xk, where ck
is the communication range. The connected region is denoted by disc A(xk, ck)
and the area of communication disc is ‖(xk, ck)‖ = πc2k.

2.2 Metric Evaluation for Expected Anchor Number

Now, the probability of an agent that is connected with a user-defined number
of anchors is derived. By using this probability as a metric, an expected anchor
number is ensured during the localization.

The mobile area (MA) of agent a (a ∈ Na) at time slot n is defined as all
possible positions of x(n)

a , which is modeled as a disc of radii Ra centered at
point x(n−1)

a ,
x(n)
a = x(n−1)

a + Ra · Θ, (1)
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Fig. 1. A point inside the MA of agent a is connected with a type k anchor.

where Θ = [cos θ, sin θ]T, and θ is a random variable uniformly distributed in
[0, 2π]. The MA is the set of x(n)

a , which is denoted by M(n)
a and shown as the

gray area in Fig. 1.
Consider a point inside the MA which is at a distance of s from x(n−1)

a . The
possible values of s are 0 ≤ s ≤ Ra. Let S denote the variables of s, and the
probability density function (PDF) for S is given as fS(s) = 2s/R2

a. In Fig. 1,
a point i in the MA is at a distance of s from agent a, and the anchor j is a
type k node having a communication range of ck. Denote the probability that
a node in the MA of agent a can be connected with anchor j by p

(n)
aj (s). The

value of p
(n)
aj (s) is equal to the ratio of the intersection area (i.e., the shaded

area in Fig. 1) to the possible mobile area. To calculate the area of the shaded
region, the model is placed into an x − y coordinate plane as shown in Fig. 2.
Assume that ck > Ra, the distance between the anchor’s position (xj , yj) and
agent a is daj . The area is calculated by using the integral of the difference
of circle equations enclosing it. Note that, in some cases (Fig. 2b), the area is
acquired by subtracting the complementary region from the whole mobile area,
and the border value separating these cases is shown in Fig. 2a which is denoted
by daj′ . Then, the estimate of p

(n)
aj (s) is given by Eq. (2) for different values of

daj in three cases. For the cases of ck ≤ Ra, the calculation of p
(n)
aj (s) follows

the similar way. However, in the third case 0 < daj ≤ Ra − ck, the intersection
area corresponding to Fig. 2c becomes πR2

a and thus p
(n)
aj (s) = R2

a

c2k
.

p
(n)
aj (s) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, dij > ck + Ra;
2

∫ h
0 (Ra+

√
R2

a−y2−xj+
√

c2
k

−(y−yj)
2)dy

πR2
a

,
√

c2k − R2
a < daj ≤ ck + Ra;

1 − 2
∫ h
0 (xj−

√
c2
k

−(y−yj)
2−Ra+

√
R2

a−y2)dy

πR2
a

, ck − Ra < daj ≤ √
c2k − R2

a;

1, 0 < daj ≤ ck − Ra.

(2)

Take the expected value of p
(n)
aj (s) as the probability that a point inside the

MA of agent a can be connected with anchor j at time slot n, which is written
as
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Fig. 2. The calculation of the intersection area in an x − y coordinate plane.

p
(n)
aj = E[p(n)aj (s)] =

∫ s=Ra

s=0

p
(n)
aj (s)fS(s)ds. (3)

To ensure an expected number of anchors for each agent during the localiza-
tion, a probabilistic method is used to set a threshold indicating the degree that
an agent is connected with a user-defined number of anchors. Let B

(n)
M (a) denote

the event that a point in the MA of agent a is connected with M anchors at
time slot n, in which the number of type k anchor is mk, and

∑
1≤k≤K mk = M .

Denote all the possible combinations of M anchors with various numbers of each
type by C(n) = {C(n)

1 , C(n)
2 , · · · , C(n)

Q }. The probability of event B
(n)
M (a) can be

calculated as (omitting the time slot index)

P (BM (a)) =
∑

1≤q≤Q

p(Cq)
∏

1≤k≤K,∀j∈{k}
p
mqk

aj , (4)

where
∑

1≤q≤Q p(C(n)
q ) = 1, mqk is the number of connected type k anchor in the

qth combination. In particular, p(Cq) can be calculated through the enumeration.
To interpret Eq. (4), if P (B(n)

M (a)) = 0.80, then, agent a at time slot n has
80% possibility of connecting with M anchors of different types. The following
definition provides the degree metric for the level in which the agent is connected
with an expected number of anchors.

Definition 1. The degree metric ξ
(n)
a for agent a at time slot n is

defined as the integration of P (B(n)
M (a)) over the whole MA, i.e., ξ

(n)
a =∫ ∫

M(n)
a

P (B(n)
M (a))dM. This degree describes the overall probability that agent a

is connected with M anchors considering all its possible positions at time slot n.

With this definition, the node scheduling scheme under the premise of sat-
isfying a user-defined degree threshold ξth is designed. For example, if we set
M = 4 and ξth = 0.85, it means that the scheme ensures an at least 85% possi-
bility that the localized agent is connected with 4 anchors when scheduling the
anchors.
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3 SDN-Based Node Scheduling Scheme

To design the node scheduling scheme, the following three aspects are taken into
account when selecting the anchors: (1) the benefit that anchor can bring to the
localization accuracy; (2) the residual energy of the anchor; (3) the number of
anchors for each agent. A timer considering these three factors is set for each
anchor. Upon the timer expires, the state of the anchor at every time slot is
determined by the SDN controller through a flow table via SOF.

3.1 Timer of Anchor

To select the anchors which are more beneficial to the localization accuracy,
the CRLB is used as a measure for the positioning performance. The CRLB
is defined as a theoretical lower bound on the variance of the estimator (i.e.,
position of agent), and can be calculated by taking the inverse of the Fisher
information matrix (FIM) [9]. The FIM is defined as

Fx
def
= Ex[

∂

∂x
ln f(θ̂|x) · (

∂

∂x
ln f(θ̂|x))

T
], (5)

in which f(θ̂|x) is the joint PDF of measurements θ̂ conditioned on x.
For a given network configuration, the CRLB value for the localized agent

is unique. Denote the configuration of all anchors and the localized agent a by
Ta. When one of the anchors (say anchor j) is taken away from the localization
scenario, the CRLB of agent a will increase. Let Ta\j denote the configuration
that anchor j is taken away from the network. A weight factor indicating the
quantified value that anchor j contributes to localizing agent a is defined as

ωaj =
1

tr{F−1
Ta\j} − tr{F−1

Ta
}
, (6)

where, F is the FIM and tr{·} is the trace of a square matrix.
To prolong the network lifetime, the energy consumption of each node should

be kept as balanced as possible, thus, the anchors are selected based on the
condition of its remaining energy. Then, considering the anchor’s residual energy
as well as its contribution to the localization result, the timer of each anchor j
is given by

ts(j) = t0[αωaj + β(
|em − τej |

em
)], (7)

where α and β are two coefficients such that α+β = 1. ej is the residual energy
of anchor j; em is the maximum energy at the beginning; τ is a random variable
to avoid the same value of residual energy from different anchors; and t0 is a
coefficient to limit the scheduling time.

The timer of each anchor allows anchors for competition to be active. The
anchors having smaller weights and more residual energy will have more chances
of being scheduled to be active. Once the timeout occurs, the anchor will send
a message to the controller to ask for its next state.



160 Y. Zhu et al.

3.2 Node Scheduling on the Basis of the SDN Paradigm

A node scheduling scheme is proposed to select a subset of active anchors at each
time slot at the same time ensuring an expected number of anchors for local-
ization. The SDN controller in the control plane is responsible for the selection
process.

Table 1. Match using CAV in SDN flows (x coordinate = 13.8, y coordinate = 15.6)

CAV: cav offset cav cast cav op cav value

oxm type cav offset cav cast cav op = cav value
= CAV = 40 = int32 “=” = 13.8

oxm type cav offset cav cast cav op = cav value
= CAV = 42 = int32 “=” = 15.6

To cater for the special addressing schemes in SD-WSNs, two classes of
address in SOF is proposed in [7], i.e., Class-1, compact network-unique addresses
and Class-2, concatenated attribute-value pairs (CAV). By exploiting the Open-
Flow extensible match (OXM), the flow Matches in these two classes are defined
compatible with OpenFlow. In this paper, the flow tables are refined by creat-
ing Class-2 flows which defines the Match in the CAV format as illustrated in
Table 1. An example of the Match for a flow entry in CAV format using the
node’s position is shown in Table 1, where the x coordinate and y coordinate
of a node is assumed to be an int32 stored at offset 40 and 42 of each packet,
respectively.

Now, the work mechanism for the SDN-based node scheduling scheme is
illustrated for localizing agent a. Before the scheduling round, agent a broadcasts
a HELLO message to its neighbors, and anchors which receive this message are
set to be active. Each active anchor sends a message with the information of
its position, type, initial energy, residual energy and the range measurement
with the agent to the controller. The controller stores this information in an
information table. Then, the position of agent a is estimated and recorded as
the initial position. The timer of each anchor is calculated by the controller and
disseminated to the node.

At the beginning of each time slot, the mobile agent a sends a message to
activate its neighbors which are within its communication range. The neighbors
then send the information to the controller. If the position has been stored
before, the controller only updates the residual energy and range measurement;
otherwise, a new table containing all the information is constructed. Then, the
SDN controller calculates the degree level of agent a as defined in Definition 1.
The degree is compared with the predefined degree threshold ξth. As long as
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the timer of an anchor expires, it sends a packet to the controller with its new
remaining energy. If the agent’s current degree is lower than ξth, this anchor is
set to keep active; otherwise, it is scheduled to go to sleep. At the same time, the
SDN controller updates the table for this anchor and renews its information. The
procedure of the proposed node scheduling scheme is depicted in Algorithm1.

Algorithm 1. Node Scheduling for Heterogenous SD-WSNs
1: Initialization:
2: Time slot n=0;
3: The localized agent sends a HELLO message to its neighboring anchors;
4: Each activated neighboring anchor sends its information (position, type, initial

energy, residual energy and the range measurement) via SOF to the SDN controller;
5: The SDN controller constructs an information table for the anchors.
6: While n < N (N is the maximum time slot) do
7: Once the timer of an anchor expires, it sends a message to the SDN controller;
8: The SDN controller checks whether the address of the anchor is stored in the infor-

mation table, if stored, updates the information of the anchor; otherwise, constructs
a new table for the new anchor;

9: The SDN controller checks whether the current connectivity degree of the agent
satisfies the desired requirement, if satisfies, schedules the anchor to sleep; other-
wise, sets the anchor to be active;

10: n = n + 1.
11: End while

4 Simulation Results

In this section, the performance of the proposed node scheduling scheme is
evaluated through simulation results. Consider a rectangular sensor field of
120 m × 120 m, in which 200 anchors are distributed in a uniform distribution.
These anchors are categorized into three types and the communication ranges
are c1 = 10 m, c2 = 15 m and c3 = 18 m, respectively. The ratio of these
three types nodes is 2:1:1. There are 20 mobile agents moving in the field, with
the destination and moving distance at each time slot set between [0, 2π] and
[1m, 1.5m], respectively. Assume that the power consumption at anchors dur-
ing transmission, reception and sleep modes is 60 mW, 12 mW and 0.03 mW,
respectively. The initial energy of each node is assumed to be 30 J.

Figure 3 shows the total remaining energy of nodes in the network. When no
scheduling is performed, all the nodes keep active during the tracking process,
then the total energy is expended at about the 4/5 stage of the simulation. A
great reduction in energy consumption is achieved when the anchors are sched-
uled to be active or sleep with the proposed node scheduling scheme. According
to the scheme, only when the anchor receives the HELLO message from the
agent or the command from the SDN controller, will it be active, otherwise it
will go to the “sleep” mode. In addition, more energy will be saved when we
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Fig. 3. The total remaining energy in nodes.

Fig. 4. Comparison of positioning accuracy.

Fig. 5. Total remaining energy for different numbers of agents.
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arrange 4 anchors for localizing each agent compared with 6 ones, leading to
longer network lifetime.

The cumulative distribution function (CDF) of positioning errors is shown
in Fig. 4. When there is no scheduling and all the anchors keep active, average
9 anchors are connected to each agent, which achieves the best performance in
terms of localization accuracy among the three cases. The ratio of errors smaller
than 0.5 m is reduced to 60% when the required number of anchors is set as 4,
while 80% of the errors are controlled in this regime when no scheduling is per-
formed. The distinction between the two schemes with and without scheduling
decreases when the number is increased to 6.

Actually, the advantage of the proposed scheme is related to the number
of agents. If the number of localized agents in the network is small, only a
few anchors are required to be active. However, if the number is large, a high
proportion of anchors will be scheduled to be active. In an extreme case, all
anchors are activated if there are an awful lot of agents in the network, which is
equivalent to the “no scheduling” case. Consider the cases that there are different
numbers of agents moving in the network, the comparison of total remaining
energy at time slot 600 is shown in Fig. 5. It can be seen that, as the number of
agents grows, the remaining energy gets smaller under the proposed scheduling
scheme since more anchors are activated. When the number gets large enough,
almost all the anchors keep active during the whole localization process, thus,
the advantage of the proposed scheduling scheme becomes invalid in terms of
network-energy conservation.

5 Conclusion

In this paper, an efficient node scheduling scheme was proposed for the local-
ization in heterogeneous SD-WSNs. The expression to evaluate the connectivity
degree of the localized agent has been derived to judge if the agent is connected
with an expected number of anchors. The state determination of each anchor
has been manipulated by the SDN controller based on the SDN paradigm. Sim-
ulation results has shown that the proposed node scheduling scheme ensures an
expected number of anchors for the localization. It could also be shown that the
scheme prolongs the network lifetime while only slightly decreases the position-
ing accuracy.
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Abstract. The development of wireless communication technology pro-
motes the inevitability of network integration. In order to solve the
problems in the process of heterogeneous wireless networks handover,
this paper proposes a speed-adjusted vertical handover algorithm based
on fuzzy logic. The algorithm periodically acquires motion information
of the terminal in the heterogeneous network environment. By using a
threshold function based on the simple weighting method and adjusting
the threshold value in combination with the speed, the information that
is not suitable for handover will be filtered out. Then, the received sig-
nal strength (RSS), network available bandwidth, and battery power are
normalized and put into a fuzzy logic controller to obtain a comprehen-
sive network performance value (NCPV). Finally, the handover decision
is performed according to NCPV. The simulation results show that this
algorithm can reduce unnecessary handover with the increase of speed
and suppress the generation of ping-pong effect, compared with the tra-
ditional algorithm. In addition, this algorithm also considers factors such
as network delay, service cost, etc. Those improve the quality of service
(QoS) and user satisfaction.

Keywords: Vertical handover · Speed-adjusted · Fuzzy logic

1 Introduction

With the development of wireless mobile communication technology, the future
mobile communication network will be a heterogeneous and converged network
in which multiple access technologies coexist, cooperate and complement each
other. It is clear that various wireless technologies need to be integrated to
achieve smooth and seamless handover across technologies to ensure better user
experience.
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The handover process generally consists of three phases generally, which are
divided into network discovery phase, handover decision phase and handover exe-
cution phase [1]. Paper [2] proposes an adaptive weight vertical handover algo-
rithm, which can select a suitable network as target handover network according
to the type of working application and the adaptive calculating weight vector to
user’s preference. However, it does not consider the impact of terminal movement
on handover. Paper [3] proposes a novel vertical handoff decision algorithm, Self-
Adaptive VHO Algorithm which considers the long term movement region and
short term movement trend of mobile hosts, achieves a good integrative handoff
performance. But this paper does not take into account an important factor:
RSS. Paper [4] filtered unsuitable information according to MN’s movement
trend and received signal strength of WLAN to reduce unnecessary data volume
and system overhead. Then put the RSS, network available bandwidth and cost
into the fuzzy logic controller, obtain the final comprehensive performance value
(VCPN) of the network through normalization, and finally make a decision based
on VCPN and dwell time. In article [5], fuzzy logic is applied to the start-up
phase of handover, and a multi-objective decision method (MODM) using fuzzy
logic is used to select the optimal network in the decision phase, But the impact
of speed on the handover performance is still a problem worth considering.

According to the current research situation, this paper designs a algorithm in
heterogeneous network environment. The terminal periodically obtains motion
information and filters out unsuitable handover information through a prelim-
inary screening of the threshold function based on a simple weighting method,
thereby reducing unnecessary system overhead. Then, the RSS, and other fac-
tors are normalized and put into a fuzzy logic controller to obtain the NCPV.
Finally the terminal perform handover decision based on this value.

The rest of this paper is organized as follows. Section 2 presents related work
and a proposed vertical handover decision algorithm is described in Sect. 3. The
simulation and analysis is in Sect. 4. Section 5 concludes this paper.

2 System Model

We consider an overlay wireless network composed of WLAN and LTE, as shown
in Fig. 1. Suppose that LTE covers the entire service area providing lower data
rate and WLAN only covers some portions of the service area providing higher
data rate. The vertical handover decision phase is triggered when any of the
following events occurs: (a) the MN detects a new wireless link; (b) there is
severe signal degradation of the current wireless link; (c) a new service request
is made.

3 Proposed Algorithm

In the traditional handover algorithm, due to the large difference between het-
erogeneous networks, the algorithm cannot improve the user’s QoS completely.
The speed-adjusted vertical handover algorithm based on fuzzy logic proposed
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Fig. 1. System model

in this paper can be divided into two phases: initial screening and final decision.
The algorithm is shown in Fig. 2.

Fig. 2. Flow chart of speed-adjusted vertical handover algorithm based on fuzzy logic

3.1 Initial Screening

The first phase of the algorithm uses the simple weighting method to initially
screen the network based on the network delay delay n, network service fee
cost n, and the distance from the terminal’s direction of movement from the BS
or AP d n (n represents the network type) as a multi-attribute parameter. The
reason for the initial screening is that if all the parameters are input into the
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fuzzy logic module, the requirements for the user’s mobile device are very high
and the processing speed becomes very slow.

Calculation Method of d n. First of all, we take the distance of the terminal
from the Wlan AP as an example in Fig. 3. The center of the circle is the position
of the AP. The line connecting the terminal and the AP is the x-axis, and the
angle between the x-axis and the extension line of the direction of movement of
the terminal is θ. The length of the vertical line extending from the center of the
circle to the direction of the terminal is d n. If the distance from the terminal
to the AP is d, then

d n = d sin θ (1)

Fig. 3. Schematic diagram of the calculation of d n

It can be seen from Fig. 3 that the shorter the d n is, the less appropriate the
handover is at this time. The distance d from the AP to the terminal can be cal-
culated by the GPS positioning system of the smart terminal. If the coordinates
of the terminal are (x1, y1) and AP coordinates are (x2, y2), then

d =
√

(x1 − x2)2 + (y1 − y2)2 (2)

Assume that the terminal travels a distance of l0, at this time, the distance from
the AP is d0, which can still be measured by GPS. The value of cosθ can be
given by:

cosθ =
l20 + d2 − d20

2dl0
(3)

From this, d n can be expressed as:

d n = d sin θ = d

√
1 − (l20 + d2 − d20)

2

4d2l20
=

√
4d2l20 − (l20 + d2 − d20)

2

2l0
(4)

Threshold Function and Its Initial Threshold. The selected parameters
can effectively prevent some target networks from having better network perfor-
mance, but the mobile terminal only appears a short time within the coverage
area of the network and still perform a handover. It also makes a rough assess-
ment of other network performance, filters out information that is not suitable
for handover. This not only reduces the number of unnecessary handovers, but
also takes into account the user preference for handover decisions.
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Parameter Normalization. Since different network performance parameters need
to be compared, and different networks have large differences in performance, the
foregoing parameters need to be normalized first. Paper [6] gives the normalized
formula of delay,

delayi n =

⎧⎨
⎩

1, delay n ≤ Dmin
Dmax − delay n
Dmax − Dmin

, Dmin ≤ delay n ≤ Dmax

0, delay n ≥ Dmax

(5)

Where delay n is the connection delay of the target network n, Dmax and Dmin

are the minimum and maximum delays allowed for user connections, respec-
tively, and delayi n is the delay after normalization. The normalized formula of
the network service fee cost n and the distance d n of the terminal movement
direction from the BS or AP can be expressed as

ai =
ac − amin

amax − amin
(6)

Where ai refers to costi n and di n, and amax and amin refer to their maximum
and minimum values, respectively.

Initial Threshold Function and Its Threshold. According to the normalized result
of the previous, it is simply weighted to get the expression of the threshold
function:

H = w1 ∗ 1/delayi n + w2 ∗ 1/ cos ti n + w3 ∗ 1/di n (7)

Where w1, w2 and w3 are the weight factors of normalized delayi n, costi n and
di n respectively, and w1 + w2 + w3 = 1. In the process of terminal movement,
if the new function value of the network is greater than the existing threshold
function value, the network can enter the fuzzy logic decision stage, but at the
same time it also creates a new problem. In Fig. 3, when the direction of move-
ment of the terminal is constant, that is, d n remains unchanged, the terminal’s
moving speed v also affects the staying time of the terminal in the current net-
work coverage. If v is too large and the handover conditions are satisfied at the
same time, the handover will also affect the user experience. Therefore, the speed
influence factor is needed to balance the influence of the speed on the handover.
Since k changes with v, set k to

k = arctan(v/α) + β(β ∈ (0, 1]) (8)

where α and β are the coefficients of v and adjustable constants, respectively.
Derivative of k, we can get

k
′
=

1
α

(1/1+(α)2) (9)

When v remains unchanged, the larger α is, the larger the derivative value
is, and the steeper the function k is, which means that the function is more
sensitive to changes in velocity. But when v is constant, increasing α causes the
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corresponding k value to decrease. The initial threshold will also be reduced, so
proper setting of the initial threshold is crucial. The value of β can be adjusted
according to the actual needs of the user. When the other values are constant,
the larger the value of β, the larger the value of the initial threshold. When α
and β are constant, in the range of vmin<v<=vmax,

Hth′ = (1 + k)Hth (10)

It means that as the speed v increases, the value of the threshold function also
increases, eliminating unnecessary handovers and suppressing the handover of
the terminal when there is a high speed. After repeated experiments, this paper
takes α = 5, β = 0.5 and the initial value of Hth is set here as the value of H
when delayi n, costi n, and di n take the maximum value.

3.2 Final Decision Based on Fuzzy Logic

After the initial screening by the simple weighting method, other parameters of
the network should be put into the fuzzy logic module to enter the final decision
phase based on the fuzzy logic. Here, the normalized RSSi n, the normalized
Bi , and the normalized batteryi n are selected as fuzzy inputs, and then the
handover decision is made according to the output NCPV.
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Fig. 4. Input and output membership functions

First, RSS n, B n, and battery n should be normalized. The normalization
procedure is similar to the previous one, and the normalized formula is shown in
formula (6), where ai denotes RSSi n, Bi n, and batteryi n. Then the normal-
ized parameters are fuzzified and then correspond to low (L), medium (M), and
high (H) linguistic variables. It is denoted as three fuzzy sets: U(RSSi n) = U(L,
M, H), U(Bi n) = U(L, M, H) and U(batteryi n) = (L, M, H). At the same time
establish the NCPV language variables and their fuzzy set: U (NCPV) = (VL,
L, M, H, VH). The membership functions corresponding to input (take RSSi n
as an example) and output (NCPV) are shown in Fig. 4 respectively [7].

Some fuzzy rules thus established are shown in the Table 1.
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Table 1. Fuzzy rules

RSSi n Bi n batteryi n Output

Low Low Low Very low

Low Low Medium Very low

... ... ... ...

High High Medium Very high

High High High Very high

4 Simulation Analysis

In order to verify the correctness of the above-mentioned algorithm, the LTE
and WLAN heterogeneous networks are used as an example to establish a sim-
ulation model with MATLAB as shown in Fig. 5. As shown in this figure, the
BS of the LTE is located at the origin, its coverage radius is 1500 m, and the
carrier frequency is 2000 MHz. The coordinates of the mobile terminal are (40,
0). Wlan1’s AP coordinates are (500, 0) and Wlan2’s AP coordinates are (980,
360). Wlan’s coverage radius is 300 m, carrier frequency is 3400 MHz. The trans-
mission power of LTE and Wlan is 33 dBm and 23 dBm, respectively. Assume
that the direction of movement of a terminal at the start of simulation is equal
to the angle θ of Wlan1’s AP, and its initial value is θ = 0.2π (inside the tangent
line). Afterwards, the terminal will move at a constant speed v. At the moment
of touching the edge of LTE coverage, another same terminal repeats the above
motion with the movement direction of =(0.2 − 0.02i)π (0<i<=10). Then we
change the speed of terminals and repeat the above movement. Since there is no
time difference between the previous terminal and the next terminal, it can be
regarded as the same terminal. LTE uses the cost231-hata model. The received
signal strength is expressed as [8]:

Fig. 5. Simulation model



174 D. Yao et al.

RSSL = PtL − 127.5 − 35.2 lg dL (11)

Where PtL is the transmit power of LTE and dL is the distance of the terminal
from the LTE base station BS. The received signal strength of Wlan is expressed
as [9]:

RSSW = PtW − 32.5 − 20 lg fW − 20 lg dW (12)

Similarly, PtW denotes the transmit power of Wlan in dBm, fW is the carrier
frequency of Wlan in MHz, and dW is the distance of the terminal from the
AP in km. According to the relevant literature, other parameters used in the
simulation are shown in the Table 2:

Table 2. Simulation parameters

Parameter LTE Wlan1 Wlan2

delay n 120ms 80ms 100ms

costi n 0.2 0.05 0.05

B n 8 Mbps 12Mbps 10Mbps

battery n 6 h (The maximum power is 24 h) 6 h 6 h

In the initial screening stage, when vmin<v<=vmax, the weighting factors
w1, w2, w3 take 0.6, 0.1, and 0.3, respectively. The simulation results of this
algorithm will be compared with RSS-based handover algorithms, handover algo-
rithms based on simple weighting (RSS, network bandwidth, terminal’s speed,
and battery power) and fuzzy logic-based handover algorithms.

Figure 6 shows comparison of four algorithm handoff times as the speed
increases. As can be seen from the figure, compared with other typical handover
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(a) Net state of RSS-based algorithm
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Fig. 7. Network state of two algorithms

algorithms, the number of handovers based on this algorithm is significantly
reduced. This algorithm can reduce unnecessary handover with the increase of
speed and suppress the generation of ping-pong effect. Especially when the speed
is 4–19 m/s, the handoff frequency is stable. As the speed continues to increase,
the number of handovers decreases, indicating that the algorithm has an effect
on the suppression of higher speed handovers.

Figure 7 shows the network state based on the RSS algorithm and the algo-
rithm in this paper. (2 stands for Wlan2, 1 stands for Wlan1, 0 stands for LTE,
and the dash dot line shows the complete movement of the terminal at the same
angle). As can be seen from this figure, when the direction of the movement of
the terminal and the angle between the APs is large, the algorithm of this paper
didn’t perform handover, because the larger the angle, the shorter the dwell time
of the terminal in the network. In addition, it can better reflect the improvement
of the user service quality in the handover decision, because this algorithm also
considers the delay, cost and other factors.

5 Conclusion

In this paper, we design a algorithm that based on the speed of the terminal and
fuzzy logic decision method. The terminal periodically obtains motion informa-
tion, and initially filters through a threshold function based on a simple weight-
ing method to filter out information that is not suitable for handover. Then we
get the network comprehensive performance value (NCPV) from the fuzzy logic
module, and finally perform the handover decision based on this value. Com-
pared with the traditional algorithms, unnecessary handovers are reduced and
the complexity of the system is reduced. The user’s preference for the network is
taken into account, which improves the user service quality and user satisfaction
to some extent.
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Abstract. In this paper, a self-adaptive feedback handoff (SAFH) algorithm is
proposed to address the problem about dynamic handoffs for the Internet of
Vehicles (IoVs), aiming at minimizing handoff delay and reducing the ping-
pong effect. We first analyze the main attributes and terminal movement trend,
and give the respective handoff probability distribution. Based on handoff
probability distributions, the structure of multi-attribute decision tree is deter-
mined. To update the terminal state, the incremental learning method by feed-
back mechanism is implemented by adding decision table information at the
nodes of the decision tree so as to dynamically catch the splitting attributes of
the decision tree. Simulation results show that the proposed SAFH algorithm’s
time cost is lower than some existing algorithms. Besides, SAFH algorithm also
reduces the ping-pong effect and increases the effectiveness of network
connections.

Keywords: Internet of Vehicles � Decision tree � Handoff � Feedback decision
Mobile Edge Computing

1 Introduction

With the development of the Internet of Vehicles (IoVs) and wireless access tech-
nologies, many vehicles are outfitted with special technologies that tap into the Internet
access and provide extra benefits to the drivers. For IoVs, when a mobile vehicle node,
which is in a network connection state, moves from one Access Point’s (AP’s) cov-
erage area to another AP’s coverage area, the connection control of the mobile vehicle
node is needed to ensure the network connection. From the current serving AP to
another AP, this process is named as handoff [1]. The network topology changes faster
due to the characteristics of vehicle mobility and high speed, resulting in more inner
network handoffs [2]. Realizing rapid handoff in the IoVs can ensure that the users’
network connection is stable and the application of IoVs can get better supported1.
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61471164, 61601122).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
J. Zheng et al. (Eds.): ADHOCNETS 2018, LNICST 258, pp. 177–190, 2019.
https://doi.org/10.1007/978-3-030-05888-3_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_17&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05888-3_17


Mobile Edge Computing (MEC) provides an Internet Technology (IT) service
environment and cloud-computing capabilities at the edge of the mobile network,
within the Radio Access Network (RAN) and in close proximity to mobile subscribers
[3]. The aim is to reduce latency, ensure highly efficient network operation and service
delivery, and offer an improved user experience. MEC can be used to extend the
connected car cloud into the highly distributed mobile base station (BS) environment,
and enable data and applications to be housed close to the vehicles. In this paper, we
consider an IoVs system that MEC participates in to achieve low latency.

At present, researchers have obtained some research results for the network handoff
technology for IoVs [4–9]. The authors in [4] described a location-based handoff
scheme of Internet of vehicles. This scheme can accurately predict the points that the
vehicle may access and uses a blacklist scheme to eliminate redundant access point in
order to reduce the time of scanning access points. In [5], it proposed an urban vehicle
handoff scheme based on E-PMIPv6, which can guarantee the continuity of conver-
sation for urban mobile users. It eliminated packet loss to improve handoff performance
in each handoff scenario. For the problem of vehicle handoff in mobile micro-cellular
networks, the authors in [6] proposed a “mobile extension cell” handoff algorithm. This
algorithm focus on outdoor vehicular environments serving end-users with high
mobility and it is proved that it is suitable for minimizing packet loss. The authors in
[7] reduce handoff delays by predicting vehicle trajectories. To minimizing the handoff
cost while satisfying the latency constraints, [7] take a game approach to find the
optimal handoff strategies of each type of vehicles. For the problem that existing
handoff mechanisms in vehicle networking do not make full use of road information
and large handoff delay, the authors in [8] proposed a novel MEC-based handoff
mechanism. This mechanism avoided the redundant information exchange between the
vehicles and the BS by related deployment operations. The virtual machine migration
management solution proposed in [9] first predicted the throughput of the system, and
then selected the optimal MEC server for virtual machine migration and handoff.
However, the proposed algorithms in the literatures above only presented the utility at
the network side, and the terminals’ status, which included the service priority and the
terminal movement trend, were not under consideration. In this paper, we jointly
consider the network parameters and terminals’ status to build incremental decision tree
by feedback mechanism to realize rapid handoff.

The main contributions of this paper are as follows:

1. We propose a self-adaptive feedback handoff (SAFH) algorithm based decision tree
to solve ping-pong effect and delay problem for handoffs in IoVs.

2. This paper jointly consider the network parameters, network load of BS, terminal
movement trend and terminals’ service requirements to build multi-attribute deci-
sion tree.

3. After the vehicle terminal changed its own service state and performed a handoff
operation, the vehicle feedbacked decision table information. Incremental learning
of the multi-attribute decision tree is implemented so as to dynamically catch the
splitting attributes of the decision tree. Consequently, the handoff decision is made
according to the rebuilt decision tree.
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The rest of this paper is organized as follows: in Sect. 2, the decision tree-based
vehicle dynamic handoff algorithm is briefly introduced. Section 3 shows the feedback
decision problems based on incremental self-learning algorithm and handoff procedure.
And the simulation analysis are given in Sect. 4. In Sect. 5, we summarize the whole
work.

2 A Multi-attribute Handoff Decision Based Decision Tree

The system scenario is first described in Sect. 2.1. And parameters of attributes are
introduced in Sect. 2.2 because network attributes parameters often affect handoff in
IoVs. Then, the decision tree handoff decision method is introduced in Sect. 2.3.

2.1 System Scenario

The system studied in this paper is shown in Fig. 1, it includes vehicle terminals, MEC
servers, BSs and cloud center [10]. The vehicle terminals connect to BSs through
wireless links. The MEC servers can process and transfer data. It is the edge server
which can provide localized cloud services for vehicles. And the handoff decision in
this proposed algorithm is performed by the BSs which are assisted by MEC servers.
The cloud center connects to MEC severs through the wide area network (WAN).
Handoff occurs when the vehicle is traveling between different BSs.

2.2 Multi-attribute Decision

For handoff problem in this paper, we jointly consider the network attribute parameters,
terminal movement trend, terminals’ service requirements and network load of BS to
build decision tree.

A. The Parameters of Network Attribute. The appropriate network attribute
parameters are prerequisites for triggering the handoff. Let the target BS network set
searched by the vehicle are S ¼ fSk k ¼ 0; 1; � � � ;Kj g, where K is the total number of
target BS, then:

Fig. 1. System scenario
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The received signal strength (RSS) reflects the channel quality of the current
channel and its expression is:

RSSðdÞ ¼ K1 � K2 lgðdÞþ lðxÞ ð1Þ

Where, K1 is the transmission power, K2 is the path loss, K2 is a constant. d is the
distance between the terminal and the BS, lðxÞ is the Gaussian distribution that obeys
the parameter ð0; r1Þ, 0 is mean and r1 is the variance.

The handoff probability based on the received signal strength network condition
attribute parameter is:

Ph1 ¼ PðRSSðdÞ[ gÞ ð2Þ

Where, RSSðdÞ is the target network signal strength, and g is the signal strength
threshold required for the terminal to access the network.

B. Terminal Movement Trend. Due to the high-speed movement of the vehicle, the
movement tendency, the distance between the terminal and the BS both affect the time
for handoffs. The relative movement trend of the vehicle terminal and the BS is shown
in Fig. 2. When the vehicle is in position 1, the distance d1 from the BS 1 is smaller
than the distance d2 from the BS 2. When the vehicle moves to position 2, d1 is
gradually larger than d2. According to the traditional handoff method, network handoff
is required. We use the distance change calculation method to judge the relative motion
trend between the vehicle terminal and the BS. It is generally believed that the vehicle’s
movement trajectory is close to a straight line in a short period of time. The distance
between the terminal and the target BS can be calculated from Eq. (1):

DDd ¼ d2 � d1 ¼ 10
K1 þlðxÞ�RSS2

K2 � 10
K1 þ lðxÞ�RSS1

K2 ð3Þ

In (3), RSS1 is the received signal strength between the vehicle mobile terminal and
the BS 1, and RSS2 is the received signal strength between the vehicle mobile terminal
and the BS 2. When DDd\0, it is determined that the terminal is approaching the
target BS, which means that the handoff operation needs to be performed; otherwise, it
is determined that the terminal is moving away from the target BS.

Fig. 2. Relative movement trend between vehicle terminal and BSs

180 W. Cui et al.



The handoff probability of the terminal motion trend condition attribute is:

Ph2 ¼ PðDDd\0Þ ð4Þ

Where, DDd is the distance variation between the terminal and the target BS.

C. Terminal’s Services Requirements. Currently, 3GPP defines four basic service
types: session services, streaming media services, interactive services, and background
services [11]. Among this, the session service has stringent requirements for quality of
service (QoS), such as delay and packet loss rate. Therefore, it requires a long network
duration. Besides non-conversation services such as streaming media, interactive and
background services have a high demand for network transmission rates.

Considering the different services requirements of the vehicle, the network trans-
mission rate is an important index that influences the QoS of the data service and is
usually expressed by the link reachable rate as:

Ck ¼ Wlbð1þ SNRkÞ; k ¼ 0; 1; � � � ;K ð5Þ

Where, W is the network bandwidth. The handoff probability based on the network
transmission rate condition attribute is:

Ph3 ¼ PðCB [CAÞ ð6Þ

CB is the link reachability rate of the target AP’s, and CA is the link reachability rate
of the current AP’s.

D. Load Balancing of Base Station. The vehicle’s movement between the various
BSs will make the number of terminals connecting with each BS have obvious dynamic
characteristics. It also causes the load of the BS to exhibit a unbalanced characteristic,
making part of the BSs overloaded status, which leads to a decrease in system resource
utilization, a higher call blocking rate, thereby affecting the user’s QoS experience. The
load of the BS is defined as the ratio of the occupied network bandwidth to the total
bandwidth provided by the BS network, and let Lk be the network load of the BS Sk.
Then Lk can be expressed as:

Lk ¼

P
j2Uk

Bjkxjk

Btot;k
ð7Þ

Where, Btot;k denotes the total network bandwidth of BS Sk , Uk denotes all vehicle
sets connected to BS Sk, Bjk denotes the service bandwidth requested by the terminal j
in the set, and xjk 2 f0; 1g is the access indication amount of the terminal j. If the
terminal accesses the network of the BS Sk , then xjk ¼ 1; otherwise, xjk ¼ 0. The
handoff probability based on the network load balancing condition attribute is:
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Ph4 ¼ PðLA [ LB LA [ kj Þ ð8Þ

Where, LB is the network load of the target BS, LA is the network load of the current
BS, and k is the threshold value of the heavy load condition.

2.3 Decision Tree Handoff Decision Method Based on Maximum
Probability

When there is a session service in the vehicle service, its requirement for network
continuity and call drop rate is high, so the MEC server selects the network duration as a
priority. When the terminal service is dominated by non-conversation services, the MEC
server considers network bandwidth as the first choice. Others, when the terminal’s
current BS network load is high, the MEC server considers the load balancing among the
BS networks as the first choice. Integrating the load situation of the current BS and the
target BS, we give priority to switch the vehicle to the BS network with less load. Based
on the above analysis, the tree structure of the decision tree is given in Fig. 3.

According to the structure of the decision tree we can get:

Pxhi ¼ Pðh1ÞPðh2 h1j Þ ð9Þ

Pyhi ¼ Pðh1ÞPðh3 h1j Þ ð10Þ

Pzhi ¼ Pðh1ÞPðh4 h1j Þ ð11Þ

The Pðh1Þ, Pðh2Þ, Pðh3Þ and Pðh4Þ represent the probability of occurrence of events
h1, h2, h3 and h4 respectively. Therefore, the decision tree-based handoff strategy is a
multi-attribute decision based on the maximum probability. That is:

I. When the MEC chooses the network duration priority, If Pxhi [Pxh0 , we select
the ith target BS for network handoff selection; If Pxhi �Pxh0 , the handoff
selection is abandoned and the vehicle terminal maintain current network
connection.

Fig. 3. Structure of multi-attribute decision tree
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II. Similarly, when the MEC selects the network bandwidth priority, if Pyhi [Pyh0 ,
then we select the ith target BS for network handoff selection, and otherwise the
handoff is abandoned.

III. When the MEC selects network load balancing priority, if Pzhi [Pzh0 , we select
the ith target BS for network handoff selection, and otherwise the handoff is
abandoned.

Where Pxhi ¼ maxðPxh1 ; � � � ;Pxhk Þ, Pyhi ¼ maxðPyh1 ; � � � ;Pyhk Þ, Pzhi ¼ max
ðPzh1 ; � � � ;Pzhk Þ, i represents the ith target BS. And Pxh0 , Pyh0 and Pzh0 are references
value of the BS network where the current vehicle terminal is located.

3 Self-adaptive Feedback Handoff Algorithm Based Decision
Tree for Internet of Vehicles

During handoff through multi-attribute decision tree, the vehicle movement trend may
change. The change of vehicle service status may affect the judgement of the next
handoff [12]. Therefore, the self-adaptive incremental learning method based on
feedback decision tree is implemented to rebuild the constructed tree.

3.1 Some Definitions About Self-adaptive Incremental Learning

This feedback mechanism implements incremental learning by adding decision table
information at the nodes of the decision tree so as to dynamically catch the splitting
attributes of the decision tree. Decision table is a special and important knowledge
representation system. Decision table is a two-dimensional table, where each row
describes an object and each column describes an attribute of the object. Attributes are
divided into conditional attributes and decision attributes. According to different con-
ditional attributes, the objects are divided into decision-making categories with different
decision attributes. An example of the required decision table is given as follows:

Let C indicates condition attributes, C ¼ fCl l ¼ 1; � � � ; Lj g. In Table 1, Cl are BS
network load, Transmission rate, Terminal movement trend and RSS respectively. Let
D ¼ Y ;Nf g indicates decision attributes with Y being handoff and N being no

Table 1. Decision table at initial time

BS network
load

Transmission
rate

Terminal movement
trend

RSS Decision
attribution

1 Medium High DDd\0 High Y
2 Medium High DDd\0 Low N
3 Medium High DDd\0 Medium N
4 Low High DDd\0 High Y
5 Low High DDd\0 Medium Y
6 Low Low DDd\0 High N
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handoff. Let E1 indicates condition class of C1. In Table 2, E4 ¼ fHigh,
Medium, Lowg. Let Tl denote the number of cases that satisfy the conditional class
being El when the decision attribute is Y or N, respectively.

This algorithm uses the greatest overall certainty of the condition attribute to the
decision table as selection standard of spilt attributes. The definition of the overall
certainty and certainty degree of the decision table is given as follows.

Definition 1. The overall determinacy of the condition attribute Cl for the decision
table is defined as:

lcðClÞ ¼
Xn
i¼1

maxTli= Uj j ð12Þ

Where, U is the total data sets, Uj j is the count of the total data sets. i ¼ 1; � � � ; n; n
is the number of each condition class El.

Definition 2. The certainty of the condition class El for the decision class is defined as:

#ðElÞ ¼ maxTli

,Xn
i¼1

Tli ð13Þ

3.2 The Process of Incremental Learning

The process of the incremental learning is as follows: when a new message is added,
the values of lc and # are dynamically catched using each decision value stored in each
node to determine whether the decision tree needs to be re-adjusted, and the decision
tree is re-implemented using the additional information lc and #. The great value of lc
is chosen to be splitting attribute.

At the initial t1 time, the splitting attribute to start building decision tree is random
as the root node is empty. RSS is chosen as the root node in this case. Assume that the
decision tree generated at the initial t1 time is shown in Fig. 4, and the root node
additional information decision table is shown in Table 2:

Table 2. The root node additional information decision table

C1: RSS C2: Transmission rate C3: Terminal
movement trend

C4: BS network load

E1 E2 E3 E4

High Low Medium High Low Medium DDd\0 DDd [ 0 Medium Low High

TlðD ¼ YÞ
l ¼ 1; � � � ; 4

2 0 1 3 0 0 3 0 1 2 0

TlðD ¼ NÞ
l ¼ 1; � � � ; 4

0 1 1 2 0 0 2 0 2 0 0

#ðElÞ
l ¼ 1; � � � ; 4

1 1 0.5 0.6 0.6 0.67 1

lcðClÞ
l ¼ 1; � � � ; 4

0.8 0.6 0.6 0.8
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After the MEC server performed a handoff operation, if the vehicle feeds back its
current state as ðE1 ¼ High;E2 ¼ Low;E3 ¼ DDd\0;E4 ¼ High;D ¼ NÞ, the lcðClÞ
and #ðElÞ are changed respectively, which are shown in Table 3.

From Table 3, lc (BS Network Load) = 0.83 becomes the maximum value instead
of lc RSSð Þ ¼ 0:8 in Table 2. Therefore, the BS network load is used as the splitting
attribute of the root node. According to Eq. (14), #ðEðmediumÞÞ ¼ 0:67,
#ðEðlowÞÞ ¼ 1, #ðEðhighÞÞ ¼ 1 respectively. Since #ðEðlowÞÞ[ lc (BS Network
Load), #ðEðhighÞÞ[ lc (BS Network Load), #ðEðmediumÞÞ\lc (BS Network Load),

Fig. 4. Decision tree generated at the initial time

Table 3. The root node additional information decision table after feedback

C1: RSS C2: Transmission rate C3: Terminal
movement trend

C4: BS network load

E1 E2 E3 E4

High Low Medium High Low Medium DDd\0 DDd [ 0 Medium Low High

TlðD ¼ YÞ
l ¼ 1; � � � ; 4

2 0 1 3 0 0 3 0 1 2 0

TlðD ¼ NÞ
l ¼ 1; � � � ; 4

1 1 1 2 1 0 3 0 2 0 1

#ðElÞ
l ¼ 1; � � � ; 4

0.67 1 0.5 0.6 1 0.5 0.67 1 1

lcðClÞ
l ¼ 1; � � � ; 4

0.67 0.67 0.5 0.83

Table 4. Medium classification node additional information table

C1: RSS C2: Transmission
rate

C3: Terminal
movement trend

E1 E2 E3

High Low Medium High Low Medium DDd\0 DDd [ 0

TlðD ¼ YÞl ¼ 1; � � � ; 4 1 0 0 1 0 0 1 0
TlðD ¼ NÞl ¼ 1; � � � ; 4 0 1 1 2 1 0 2 0
#ðElÞ l ¼ 1; � � � ; 4 1 1 1 0.67 1 0.67
lcðClÞ l ¼ 1; � � � ; 4 1 0.67 0.67
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the nodes corresponding to the Low classification and the High classification serve as
leaf nodes respectively, and the condition classification Medium continues to split.
Therefore, the Medium branch in Fig. 4 is removed and the remainder is denoted as a
temporary decision tree T. The instances of Low and High values in T is moved to the
leaf nodes corresponding to the new Low and High categories, as shown in Fig. 5.
Then, the additional information table is changed rely on the temporary decision tree T,
which is shown in Table 4.

In Table 4, according to Eq. (12), lcðRSSÞ ¼ 1 becomes the maximum value to be
a splitting attribute of the node. Therefore, the Medium branch in Fig. 5(b) is replaced
by RSS node in Fig. 5(a), as shown in Fig. 6. That is the decision tree using SAFH
algorithm.

3.3 SAFH Algorithm Based Decision Tree for Internet of Vehicles

In this section, our proposed SAFH algorithm based decision tree is shown in Fig. 7.
The two stages of this algorithm are described as follows:

Multi-attribute Handoff Decision Based Decision Tree. The vehicles reports its
services requirements to MEC server, MEC server collects network attributes, such as

Fig. 5. Decision tree generated at intermediate results

Fig. 6. Decision tree formed after performing a feedback operation
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RSS, transmission rate and BS network load, to calculate handoff probability distri-
bution. Then a multi-attributes decision tree is built to make handoff decision based on
maximum handoff according different priorities.

Self-adaptive Feedback Incremental Learning Handoff Method. After the vehicle
terminal changed its own service state and performed a handoff operation, the vehicle
feedbacked its services requirements and movement trend to MEC server. MEC server
update decision table information and incremental learning is used to modify the multi-
attribute decision tree. Consequently, the handoff decision is made according to the
rebuilt decision tree.

4 Simulation Results

In this section, we use computer simulations to evaluate the performance of proposed
algorithm, and compare the performance of the proposed SAFH algorithm with
existing algorithms.

4.1 Simulation Scenario

Based on the system scenario studied in Sect. 2.1, we simulate our proposed SAFH
algorithm, comparing with the traditional non-feedback decision tree (NFDT) algo-
rithm [13] and the traditional RSS fuzzy handoff decision algorithm [14]. As shown in
Fig. 8, we construct a simulation scenario to evaluate our proposed methods in terms of
handoff times and time cost. In the simulation scenario, the signal radius of BS is set to
1000 meters. The signal coverage is circular and the BS is located at the center. In order
to facilitate the analysis, the vehicle terminal moves from point A to point E during the
simulation. When the vehicle reaches point C, there is session service access. In the
simulation experiment, network updating and handover decisions are performed by
MEC server every 5 s.

Fig. 7. The flow diagram of SAFH algorithm based decision tree
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4.2 Average Handoff Times

When the BS’s signal strength changes dramatically in a certain area, the mobile
terminal will switch back and forth between the two base stations, which is called the
“ping-pong effect” [14]. As shown in Fig. 9, the speed of vehicle is set from 60 km/h to

Fig. 8. Simulation Scenario

Fig. 9. The average handoff times in terms of vehicle speed

Fig. 10. Handoff case using SAFH algorithm
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140 km/h. It shows that the average handoff times decrease as the speed increase. And
the average handoff times are lower than NFDT algorithm as well as the traditional
RSS fuzzy handoff algorithm. Therefore, the proposed SAFH algorithm can effectively
reduce the ping-pong effect, increase the effectiveness of the network connection, and
improve the service quality. The Fig. 10 shows a practical handoff case which used the
prosed SAFH algorithm, the vehicle terminal experiences 15 handoff operations at a
time when its speed is 60 km/h.

4.3 Analysis of Algorithm’s Time Cost

We repeated the experiment 10000 times and used the average results to indicate the
time cost, because the time cost is a statistical value. From Fig. 11, we can see that the
time cost of the proposed SAFH algorithm is generally low. And when the vehicle
accessing session service, where travels to the point C, the traditional NFDT algorithm
does not have a feedback operation, resulting in a significant increase in time. Besides,
the traditional RSS fuzzy handover decision algorithm’s time cost is higher than the
proposed algorithm. Therefore, the SAFH algorithm proposed in this paper effectively
solves the impact on the handoff decisions due to the change of vehicle terminal service
status.

5 Conclusion

In this paper, we propose a self-adaption feedback handoff (SAFH) algorithm for IoVs
based MEC. By vehicle terminal feedback its change of status and movement trends,
the MEC server performs pre-trimmed incremental learning on the decision tree to
obtain a new type of decision tree. The simulation results show that the SAFH algo-
rithm proposed in this paper is suitable for the handoff decision-making for vehicle

Fig. 11. Preformation time in terms of distance
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terminals with high mobility and frequent business change. The algorithm can effec-
tively reduce the ping-pong effect, increase the effective time of network connection. In
addition, our proposed algorithm’s time cost is lower comparing with the traditional
decision tree handoff algorithm and the RSS-based fuzzy handoff decision algorithm.
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Abstract. In this paper, we study the link scheduling problem in cache-
enabled device-to-device (D2D) wireless networks considering the quality-
of-service (QoS) requirement of each scheduled D2D link. We propose a
segment-based link scheduling method which consists of two phases, user
pairing and link scheduling, to maximize the overall system through-
put. We designed a segment factor to control interference among the
established D2D links in the link scheduling phase. With the proposed
method, interference among different scheduled D2D links can be signif-
icantly reduced and the QoS of each link can be guaranteed. Simulation
results show that the proposed method outperforms the existing ones in
terms of overall system throughput and the number of scheduled D2D
links.

Keywords: Scheduling · Cache-enabled · D2D · Wireless networks

1 Introduction

The widely used smart phones and the popularity of tablets have greatly boosted
the demand for wireless video services. The videos services will soon occupy
most of the wireless data traffic, and lead to a rapid growth in the wireless
data traffic [1]. The heavy wireless data traffic has been imposing a significant
burden on the current wireless infrastructure. Introducing the caching technique
has been a promising solution to solve this problem [2]. Through the caching
technique, users can obtain their desired popular files from nearby users via
D2D communication links, rather than the base station (BS) [3].

Currently, some contributions discuss the link scheduling problem in cache-
enabled D2D networks. In [1], the macro-cell is divided into some small clusters
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to reduce intra-cluster interference. However, it ignores the co-channel interfer-
ence among different clusters. In [4], the authors made some modifications over
the conventional information-theoretic link scheduling (ITLinQ), called cached
ITLinQ, where each destination user is connected to the closest source user that
caches its requested file. However, the oversimplified user pairing without consid-
ering the interference causes performance loss. The content-centric link schedul-
ing (CTLinQ) algorithm was proposed in [5] to obtain the maximum number of
activated links. In the first phase of CTLinQ, priorities are given to potential
D2D links according to their channel gains. This makes the schedule links set
settled to a large extent, even though the co-channel interference is considered
in the second phase of CTLinQ. However, the latter consideration of interfer-
ence will degrade the performance of this algorithm in terms of the number of
activated links. In [6], the caching and scheduling policies were jointly designed
to maximize successful offloading probability. The authors designed a scheduling
factor which divided the given duration into some equal-length time slots to con-
trol interference among the established D2D links. However, the oversimplified
partition limits the performance.

In this paper, we propose a segment-based link scheduling method which
consists of two phases for the link scheduling problem in cache-enabled D2D
networks. In the first phase, we obtain the set of schedule D2D links according
to users’ cached file and requested file. In the second phase, we design a segment
factor to control interference among the scheduled D2D links. With the proposed
method, we can make both the overall system throughput and the number of
scheduled D2D links improved. Our results demonstrate the advantages of the
proposed method by comparing with the cached ITLinQ method in [4] and the
CLTinQ method in [5].

2 System Model and Problem Formulation

2.1 System Model

We consider a cache-enabled D2D wireless network, where a BS with coverage
radius RB is located at the center of a cell. In this paper, we do not consider
the mobility of users [7]. We assume that N users distribute uniformly in the
coverage of BS. For notational simplicity, we assume that each user has cached a
popular file from a file library with M identical size files [8]. Suppose that each
user requests one file from the library independently, whose popularity follows
Zipf distribution [9]. If we rank M files in terms of popularity in a decreasing
order, then the requested probability of the i-th ranked file is given by

pr(i) =
1

iγr

M∑

j=1

1
jγr

, i = 1, 2, ...,M, (1)

where γr is the requested Zipf exponent. Here, the large value of γr means that
the requests concentrate on the high ranking files.
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In the system, a user can obtain its requested file through three ways: self-
serve, D2D-Serve or BS-Serve. Here, we mainly discuss the D2D-Serve. We label
D2D transmitter (DT) as the user who transmits file, and D2D receiver (DR)
as the user who receives file. In our paper, point-to-point link and half-duplex
operation modes are assumed [10]. That is, a user can communicate with at most
one user, and it cannot transmit or receive files simultaneously. For any DR, only
the nearest user who cached its requested file serves as a DT. For any DT, only
transmits the file to the nearest user who requests its cached file. In addition,
we also assume that all D2D links operate in the same frequency bandwidth,
and the cellular links and D2D links operate in orthogonal frequency bandwidth
[10].

2.2 Problem Formulation

We define U = {u1, u2, ..., uN} as a set of N users, and V = {(ut, ur) |ut ∈
U, ur ∈ U, ut �= ur} as the set of D2D pairs, where (ut, ur) is a D2D pair. Here,
ut and ur represent a DT and a DR respectively. In addition, a D2D pair (ut, ur)
needs to satisfy the two conditions as follows:

(a) D2D-Serve condition: ur cannot cache the file requested, it needs to obtain
the requested file from other users via D2D link, i.e., fc(ur) �= fr(ur), where
fc(ur) and fr(ur) represent the cached file and requested file of ur, respec-
tively. To obtain the D2D pair (ut, ur), ut needs to cache the requested file
of ur. This means fc(ut) = fr(ur), where fc(ut) represents the cached file of
ut.

(b) D2D range condition: We define dut,ur
as the distance between ut and ur.

In order to establish a D2D communication link, dut,ur
should be less than

or at least equal to the D2D help distance, i.e., dut,ur
≤ RD2D, here RD2D

is the D2D help distance.

If a D2D pair (ut, ur) satisfies the two conditions, it is a potential D2D link.
Denote the set of all these potential D2D links as S= {(ut, ur) | (ut, ur) ∈
V, (ut, ur) satisfies conditions (a) (b)}. Then, the set of potential D2D links S
is a subset of V .

To indicate the schedule process, we define a binary variable vut,ur
as below:

vut,ur
=

⎧
⎨

⎩

1, (ut, ur) ∈ S and (ut, ur) is scheduled,
0, (ut, ur) ∈ S but (ut, ur) is removed

or (ut, ur) /∈ S,
(2)

where (ut, ur) ∈ V . Then, the set of schedule D2D links, which is a candidate
set for scheduling, can be expressed as

L = {(ut, ur)|(ut, ur) ∈ V, vut,ur
= 1}. (3)

Then L is a subset of set S. Assume that the number of D2D links in the set L
is l, i.e., |L| = l.
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Since we consider the point-to-point link, the following condition needs to be
satisfied, ∑

ur∈U,ur �=ut

vur,ut
+

∑

ur∈U,ur �=ut

vut,ur
≤ 1,∀ut ∈ U. (4)

In addition, the half-duplex operation mode can be expressed as
∑

ur∈U,ur �=ut

vur,ut

∑

ur∈U,ur �=ut

vut,ur
= 0,∀ut ∈ U. (5)

After we obtain the set of schedule D2D links L, the signal-to-interference-
plus-noise ratio (SINR) of (ut, ur) ∈ L can be expressed as

SINRut,ur
=

Ptd
−α
ut,ur∑

um∈UT
Ptd

−α
um,ur + Pn

, (6)

where Pt is the transmission power, Pn is the power of noise, α is the path loss
exponent, and

∑
um∈UT

Ptd
−α
um,ur

is the total interference from all the other DTs
(constituting the set UT ). In addition, we assume that the transmission power
Pt and the power of noise Pn are known to all users [11], thus the DRs of D2D
links can obtain their SINR.

To satisfy the users’ QoS, the data rate of D2D link (ut, ur) ∈ L has to be
greater than or equal to the data rate threshold R0, i.e.,

Rut,ur
= W log2(1 + SINRut,ur

) ≥ R0, (7)

where W denotes the bandwidth.
This paper aims at maximizing the total system throughput. We define the

overall system throughput as ST , then the problem can be formulated as

max ST =
∑

(ut,ur)∈L

W log2(1 + SINRut,ur
)

s.t.
∑

ur∈U,ur �=ut

vur,ut
+

∑

ur∈U,ur �=ut

vut,ur
≤ 1,∀ut ∈ U,

∑

ur∈U,ur �=ut

vur,ut

∑

ur∈U,ur �=ut

vut,ur
= 0,∀ut ∈ U,

Rut,ur
≥ R0,∀(ut, ur) ∈ L,

vut,ur
∈ {0, 1},∀(ut, ur) ∈ V.

(8)

Next, we will develop a segment-based link scheduling method to obtain the
solution.

3 Segment-Based Scheduling Algorithm

The proposed method consists of two phases: The first phase considers the D2D-
serve condition to obtain the schedule D2D links. In the second phase, we design
a segment factor to divide a given duration T into two different time slots. We
rank the files in library in terms of popularity in a decreasing order. In the
meantime, the segment factor also divides the popular files into two segments
correspondingly. Thus, the set of schedule D2D links can be divided into two
subsets according to the D2D links’ transmitting file. The links in two different
subsets will be scheduled in different time slots.
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3.1 Phase 1: User Pairing

In this phase, we first obtain the set of potential D2D links S. Then, according
to (4) and (5), we obtain the set of schedule D2D links. Algorithm 1 shows the
details about this user pairing algorithm to obtain the set of schedule D2D links.

Algorithm 1. User Pairing Algorithm.
1: Step 1: The BS collects the users’ requested and cached file, i.e., fr(ui) and fc(ui)

(i = 1, 2, ..., N).
2: Step 2: The BS chooses the D2D links which satisfy the conditions (a) and (b),

then obtains the set of potential D2D links S.
3: Step 3: For any DR, only the nearest user who cached its requested file can serve

as a DT. For any DT, only transmits the file to the nearest user who requests its
cached file, the set of schedule D2D links L is obtained finally.

3.2 Phase 2: Link Scheduling

After we obtain the schedule D2D links in the previous step, these links have
not been scheduled at this time. Some of them may not meet the requirement
on QoS.

Fig. 1. Illustration of the division of the popular files, where popular files have been
ranked in terms of popularity in a decreasing order.

In order to divide the set of schedule D2D links into two subsets, we design a
segment factor θ, θ ∈ { 1

M , 2
M , ..., 1}. This segment factor divides the duration T

into two different time slots. The length of the first time slot is θ1T , and another
is θ2T , where θ1 = θ, θ2 = 1 − θ. After we rank the files in library in terms of
popularity in a decreasing order, the segment factor θ also divides the popular
files into two segments with length θ1M and θ2M respectively, as shown in Fig. 1.
For example, if a file is ranked the top θ1M , it will be at the first popular files
segment.

Figure 2 illustrates the segment-based link scheduling method, which operates
periodically with a given duration T . From the figure, we can observe that k
D2D links are scheduled in the first time slot, and another l − k D2D links are
scheduled in the second time slot.
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Fig. 2. Illustration of the segment-based link scheduling method for schedule D2D
links.

For each established D2D link, there is a file transmitting from the DT to its
corresponding DR. Only the D2D link whose transmitting file is in the first files
segment can be scheduled in the first time slot, and stays muting in another time
slot. While the D2D link whose transmitting file is in the second files segment
will be scheduled in the second time slot. That means, the transmitting file of a
D2D link decides the time slot that the D2D link will be scheduled. For example,
assume that a D2D link (ut, ur) ∈ L transmits the file fi, (i = 1, 2, ...,M). Then,
according to the partition of the popular files, if the file fi is the top θ1M files,
the link (ut, ur) will be scheduled in the first time slot, otherwise it will be
scheduled in the second time slot.

We assume that the links scheduled in the first time slot belong to the link
set L1, and the others belong to the link set L2. Both of these sets are subsets
of the schedule links set L. The relationships between these sets are given by

L = L1 ∪ L2, (9)

and
L1 ∩ L2 = ∅. (10)

Based on the aforementioned contents, we can rewrite SINRut,ur
of (ut,ur) ∈

Li (i = 1, 2) as

SINRut,ur
=

Ptd
−α
ut,ur∑

um∈UTi
,i=1,2

Ptd
−α
um,ur + Pn

, (11)

where UTi
is the set of DTs in i-th time slot.

Then, according to [6], the data rate of the D2D link (ut, ur) in the i-th time
slot is

Rut,ur
= θiW log2(1 + SINRut,ur

). (12)

With the growth of θ, the data rate of the D2D links in the first time slot increases
according to (12). Due to the higher ranking files have a higher probability to
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be requested, the number of links in the first time slot is more than the second
time slot. Thus, in order to obtain the maximum system throughput, we have
the following expression as

θ1 > θ2. (13)

When θ reaches a certain point, the number of D2D links scheduled simultane-
ously in the first time slot is too large, leading to more interference. This will
cause the data rate of the first time slot to decrease, so the optimal θ needs to
be obtained.

Based on the schedule D2D links that we obtained in the phase 1, the problem
can be expressed as

max ST =
∑

i=1,2

∑

(ut,ur)∈Li

θiW log2(1 + SINRut,ur
)

s.t. Rut,ur
≥ R0,∀(ut, ur) ∈ L,

L=L1 ∪ L2, L1 ∩ L2=∅,
θ1 = θ, θ2 = 1 − θ, θ ∈ { 1

M , 2
M , ..., 1},

θ1 > θ2.

(14)

The overall system throughput consists of the throughput of the two subsets.
As mentioned above, the file library has M files, due to (13), we start the search
at the (M

2 + 1)-th file, i.e.,

θ =
M
2 + 1
M

. (15)

Although D2D links are scheduled in different time slots, there are still some
links may not meet the requirement on QoS. If this happens, they cannot be
scheduled finally and have to be removed. However, instead of removing these
links together, we remove them one by one. The link that has the minimum data
rate will be removed from the set of schedule links successively, until all scheduled
D2D links can meet the QoS requirement. Suppose that there are Qi D2D links
in Li cannot meet the Qos requirement, then the D2D link (ut, ur)j ∈ Li which
should be removed according to the following expression,

j = arg
1≤j≤Qi

min{R(ut,ur)j
}, (ut, ur) ∈ Li. (16)

In this way, the co-channel interference can be reduced. After removed some
links, the links that originally cannot be scheduled may finally meet the QoS
requirement.

Algorithm 2 provides the details on how to obtain the optimal θ to maximize
the system throughput. Specifically, we start searching at a certain θ, under
which we calculate the data rate of scheduled D2D links that meet the QoS
requirement. In the meantime, we remove the D2D links which cannot satisfy
the requirement one by one based on (16), until all D2D links satisfy the QoS
requirement. Then, we obtain the overall system throughput and the number of
scheduled D2D links. Next, we conduct the search by repeating the above steps.
As a result, we can obtain the optimal θ that maximizes the system throughput.
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Algorithm 2. Link Scheduling Algorithm.
1: After user pairing phase: (ut, ur) ∈ L
2: Initialization: R0, STemp = 0, NTemp = 0

3: For θ = (
M
2 +1

M
) : 1

M
: 1 do

4: θ1 = θ, obtain the links set L1

5: While ∃(ut,ur) ∈ L1, Rut,ur < R0 do
6: calculate Rut,ur = θ1W log2(1 + SINRut,ur )
7: remove (ut,ur) ∈ L1 that has the minimum data rate
8: end while
9: θ2 = 1 − θ, obtain the links set L2

10: While ∃(ut,ur) ∈ L2, Rut,ur < R0 do
11: calculate Rut,ur = θ2W log2(1 + SINRut,ur )
12: remove (ut,ur) ∈ L2 that has the minimum data rate
13: end while
14: calculate the system throughput ST and the number of scheduled links NSchedule

15: If ST > STemp then
16: STemp = ST

17: NTemp = NSchedule

18: end if
19: end for

4 Simulation Results

In the simulation, we assume that each user caches a file according to Zipf
distribution with the exponent γc. The main simulation parameters are listed
in Table 1. For comparison, we provide the simulation results to demonstrate
the performance of the cached ITLinQ algorithm in [4] as well as the CTLinQ
algorithm in [5].

Table 1. Parameter settings

Parameters Values

The coverage radius of the BS: RB 600m

The D2D help distance: RD2D 100m

The number of users in the coverage of the BS: N 500

The number of files in the networks: M 1000

The cached Zipf exponent: γc 1.2

The requested Zipf exponent: γr 0.6

The path loss exponent: α 4

The D2D transmit power: Pt 20 dBm

The noise power density: Pn −170 dBm\Hz

The bandwidth: W 1 MHz
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Figure 3 compares the number of scheduled D2D links versus the data rate
threshold. Here, we assume that the number of files is 50, i.e., M = 50. From the
figure, the number of scheduled D2D links decreases as the data rate threshold
increases. This is because if the QoS requirement get stricter, the number of
the D2D links which meet the requirement would decrease, then less D2D links
can be obtained. We can observe that the performance of the three schemes are
better than the CTLinQ and the cached ITLinQ schemes, and the schemes of
different segment reach the similar performance. In particular, the complexity
of the algorithm will increase as the number of segments grows. Then, it is more
efficient to choose the two-segment scheme than the others.
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Fig. 3. Performance comparison of different segment schemes in terms of the number
of scheduled D2D links, where RD2D = 100 m, γr = 0.6.
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Fig. 4. Performance comparison of different schemes in terms of the overall system
throughput, where RD2D = 100 m, γr = 0.6.
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Figure 4 shows the comparison of the overall system throughput between the
three methods. From the figure, as the data rate threshold R0 increases, the
system throughput in three methods first increases and then decreases. This is
reasonable because as the data rate threshold increasing, there are more D2D
links cannot meet the QoS requirement which will be removed in the phase 2.
The interference to the existing links will decrease, then the system throughput
first increases. As the data rate threshold increasing continually, the number
of D2D links which can meet the Qos requirement is decreasing. As the figure
shows, while R0 ≥ 2, the system throughput starts to drop.

Fig. 5. Performance comparison of different schemes in terms of the number of sched-
uled D2D links, where RD2D = 100 m, R0 = 1 Mbps.

The impact of the request Zipf exponent is shown in Fig. 5. From the figure,
as γr increases, the requests are more concentrated on high ranking files, which
leads to a higher probability of finding their the requested file in the nearby
users’ cache. Thus the increasing γr raises the number of scheduled D2D links.

5 Conclusions

In this paper, we proposed a segment-based link scheduling method in cache-
enabled D2D wireless networks considering the QoS requirement of each D2D
link. The first phase obtains the schedule D2D links, and the second phase
designs a segment factor to maximize the overall system throughput. Simulation
results showed that the performance of the proposed method outperforms the
existing cached ITLinQ and CTLinQ methods.
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Abstract. In the field of human action recognition, some existing works are
mainly focused on macro actions, e.g., the requirements for action recognition is
walking or jumping, while others are concentrated on micro actions, e.g., hand
waving or leg raising. However, existing works rarely consider the recognition
effect of different sensor wearing schemes with various requirements. In this
work, the influences of the wearing scheme on action recognition effect are
taken into account, a universal action recognition method to adapt different
recognition requirements is developed. First, we present an action layered ver-
ification model which includes static action layer, dynamic action layer and joint
presentation layer, which is used to provide an optional wearing scheme for each
layer and to prevent wrong classification problems. Second, we verify the
recognition effect of various wearing schemes under different layers. Finally, an
action recognition method based on decision tree is introduced to adapt different
requirements. The experiments show that the proposed method achieves a
desirable recognition effect in comparison to existing ones.

Keywords: Action recognition � Wearable sensors � Wearing scheme

1 Introduction

Human action recognition is a hot topic in the field of human-computer interaction
(HCI) and has received widespread attentions as the techniques of HCI and commu-
nication are making continuous improvement [1]. Some existing works are mainly
focused on macro action recognition, e.g., the requirements for action recognition is
walking or jumping, while others are on micro actions, e.g., hand waving or leg raising
[2–5]. Moreover, the earlier technologies to recognize actions by image analysis,
captured by the pre-installed cameras [6–9], which is severely affected by the camera
accuracy and also incurs privacy concerns. Recently, the wearable sensor-based
recognition are coming into interest due to the merits of the sensors, including small
size, easy wearing, privacy-protecting, etc. [10–12].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
J. Zheng et al. (Eds.): ADHOCNETS 2018, LNICST 258, pp. 202–211, 2019.
https://doi.org/10.1007/978-3-030-05888-3_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05888-3_19&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05888-3_19


To recognize different kinds of human actions, placing a variety of sensors on
different positions is usually employed, e.g., accelerometers on the abdomen for elderly
fall detection [13], acceleration and pressure sensors on the sole for recognizing
walking, sitting and standing [2], accelerometers in thigh pockets for recognizing
athlete’s swimming [14], mobile phones with acceleration sensors on leg for recog-
nizing climbing stairs [3], etc. The influences of sensor positions on action recognition
are also considered by some researchers. For example, the accelerometer placed on
chest has slight advantages on gesture recognition and fall detection [15]. Moreover,
the work [16] studies the sensor position calculation for improving the recognition
accuracy. In the above studies, the positions and numbers of sensors used to recognize
actions are different, which shows that the sensor arrangement is significantly crucial.
Although these studies have achieved good results in specific areas, however, the
recognition effect of different sensor wearing schemes under different requirements is
rarely considered.

In reality, people have different requirements for the action recognition, such as
static, dynamic and mixed actions, which is the main problem considered in this work,
i.e., designing an action recognition method to adapt different recognition require-
ments. First, a layered verification model is developed to distinguish different layer
actions and verify the recognition effect of the sensor wearing schemes under different
layers. Then, we present a universal wearing scheme for actions by comparing the
wearing schemes at different layers. Finally, an action recognition method is designed
to adapt different requirements.

2 System Model

Figure 1 shows the proposed recognition framework, including data processing, action
layered verification model and action recognition model. In the framework, a layered
verification model is designed based on the random forest classifier, which can be used
to examine various wearing schemes of action recognition on different layers. On this
basis, a universal action recognition method after analyzing the sensor for wearing
scheme on different layers is developed.

2.1 Data Processing

2.1.1 Data Collection
The Ubisense positioning platform and positioning tags are used for data collection
[17]. The platform consists of three components: sensors, positioning tags and posi-
tioning platform iLocateTRM, where the positioning tags transmit position information
to the sensors via Ultra Wideband (UWB) pulse signal. After receiving the signal, the
sensor adopts TDOA and AOA positioning. The algorithm analyzes the tags location
and finally transmits it to the iLocate server via wired Ethernet. In an indoor envi-
ronment, the platform can stably achieve a 3D positioning accuracy of 15 cm.

We place position sensors at 10 positions, including chest (P1), abdomen (P2), left
upper arm (P3), left forearm (P4), right upper arm (P5), right forearm (P6), left thigh
(P7), left lower leg (P8), right thigh (P9) and right lower leg (P10). Then we build a
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data set which includes crouch(A1), lying (A2), sitting (A3), standing (A4), walking
(A5), tiptoe (stepping on the tip of the toe, (A6), body turn (A7), squat downward (A8),
bending arm (A9), raising hand (A10), lifting the leg (A11) and lifting heavy objects
(A12). The data set is collected from ten males and ten females. The participants range
in height from 1.60 m to 1.78 m, and their weights vary from 50 kg to 85 kg. We
continuously collect each action for ten minutes. The Ubisense positioning platform
reports the position information of each tags at the frequency of 10 Hz, and the data is
saved in the format of <ID, T, X, Y, Z> .

2.1.2 Data Preprocessing and Feature Extraction
Considering the unavailable noise of raw data, a median filter with a window size of 3
is used. The overlapping time window is a common way to extract features from a
time-based data stream. In this paper, we verify the window of 1 to 2 s in consideration
of the completeness of actions. Finally the time window size is determined as 1.4 s.

We consider three types of features that include action features, relative features,
and statistical features, as shown in Table 1, in which the relative features represent the
relationship between any two sensors.

Experimenter 
wears sensors

Data 
Collection

Data 
Preprocessing

Feature 
Extraction

The Action 
Recognition 

Model

Training Phase

Data 
Collection

Data 
Preprocessin

g

Feature 
Extraction

Testing Phase

Sensors Wearing 
Scheme

Results

The Action Layered 
Verification Model

layered Verification Phase

Fig. 1. Action recognition framework.

Table 1. Features in detail.

Features

Motion features Speed, acceleration, displacement, displacement in the time window,
height

Relative features Relative speed, relative acceleration, relative displacement,
relative height

Statistical
features

Mean of displacement, standard deviation of displacement,
mean of displacement between two sensors,
standard deviation of displacement between two sensors
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2.2 The Action Layered Verification Model

We design static action layer, dynamic action layer, and joint presentation layer
according to the difference in action amplitude and the relationship between limbs. The
layers are shown in Table 2.

The action layered verification model serves the action recognition model. In
previous studies, sensor wearing schemes are subjective and empirical. The action
layered verification model attempts to explain the effect of the position more objec-
tively. The model provides an optional wearing solution for each layer of action. Then
we can adjust the wearing schemes to adapt the requirements (i.e., the requirement for
action recognition in the traditional model is to recognize only static actions such as
sitting, standing and lying.) of different action recognition.

The data used in this paper is processed during the training phase. First, we use the
random forest classifier to layer it in accordance with Table 2. Then the separate
classifier is designed for each layer. Under each classifier, we extract a combination of
different wearing schemes from the data set to verify a better wearing scheme for each
layer. We use four or less sensors to carry out this experiment here, because too many
sensors may cause signal interference and waste of resources.

2.3 The Action Recognition Method

The action recognition method includes an action layered model and an action clas-
sification model. In the initial stage, the action layered model is used to avoid wrong
action classification. Then action classification models are designed for each layer. In
action recognition method, the training data set is D = {X1, X2, X3, …, Xn}, and
feature set is A = {A1, A2, A3, .., Av}. D belongs to a group of classes C = {C1, C2,
C3, …, Cw}, and also belongs to a group of classes L = {L1, L2, …, Ls}. Here, C is
the class of the action, and L is the layer of the action.

The random forest is used as the action layered model, which includes model
training and action layering. The processes of model training is as follows: (1) select N
samples from the training data set by putting back random samples. (2) Use K features
selected randomly to establish a decision tree. (3) Repeat the above two steps m times

Table 2. The layers.

ID Layer Action ID Layer Action

A1 Static action layer Crouch A7 Dynamic action layer Body turn
A2 Lying A8 Squat downward
A3 Sitting A9 Joint presentation layer Bending arm
A4 Standing A10 Raising hand
A5 Dynamic action layer Walking A11 Lifting the leg
A6 Tiptoe A12 Lifting heavy objects
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to generate m decision trees to form a random forest. The processes of action layering
is: (1) for the test data, all decision trees are classified one by one. Then we vote to
determine the layering result. (2) The layering result L is added as a feature to the raw
training data set to form a new training set for action classification. The feature set is
represented as A = {A1, A2, A3, .., Av, L}.

In action classification model, L is only used to distinguish the layer to which the
action belongs. A C4.5 decision tree based classification model is created for each
action layer L. The action classification model is constructed as follows: Select the best
feature and segmentation point according to the information gain rate, and then split the
root node into several sub-nodes according to the best feature and segmentation point.
Second, split the sub-node into several sub-segments according to the best feature and
segmentation point similarly. The child nodes are recursively split until the recursion
end condition is satisfied. There are several cases of recursion end condition: (1) the
sample categories in the child nodes are of the same category, (2) the attribute is an
empty set, and (3) the feature information gain rate is less than the threshold.

3 Experiment Analysis

In this part, we first analyze and verify each layer of wearing scheme. Then we
combine the characteristics of each layer in wearable scheme to verify the action
recognition method that applies to all actions. Finally, we validate our scheme on Naive
Bayes (NB), Support Vector Machine (SVM) and Artificial Neural network (ANN).

3.1 Action Layered

Table 3 shows that the effects of layered performs very well (99%) and explains the
feasibility of the model we proposed. We use the following metrics to show the
classification effect: Precision (P), Recall ratio (Recall/R), False Positive Rate (FP
Rate), F-Measure. F-Measure is defined as follow.

F �Measure ¼ 2 � P � R
PþR

ð1Þ

Table 3. Layered effects of random forest classifier.

Action layer Precision Recall FP rate F-measure

Static action layer 0.997 0.996 0.001 0.996
Dynamic action layer 0.990 0.986 0.005 0.988
Joint presentation layer 0.983 0.988 0.009 0.985
Average 0.990 0.990 0.006 0.990
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3.2 Layered Verification

3.2.1 Static Action Layer
Static action layer contains four actions A1-A4. We train classifiers for each wearing
scheme separately. Figure 2 outlines the results that the positions of wearable sensor
have great effect on the recognition quality of the static action layers. It shows that
chest and abdomen have the highest recognition rate (96%), arm (P3-P6) performs well
(91%) and leg (P7-P10) is the worst (74.8%/67.8%). We examine the feature set and
find that the height feature provides useful information, and it performs well when
wearable sensors locate in upper body.

3.2.2 Dynamic Action Layers
Dynamic action layers contain four actions A5-A8. We train classifiers for each
wearing scheme separately. Figure 3 shows the performance comparison using single
sensor under dynamic action layer. The result (� 70%) is not satisfactory when we use
a single sensor to recognize the action of this layer. Therefore, we combine sensor in
the best position P1 with other positions, which has a satisfactory effect (Fig. 4). The
chest, arm and thigh have a higher recognition rate (� 88.6%), and the standard
combination of chest and crus is relatively poor (85.9%). The results show that the
increase in the number of sensors and the introduction of relative relationship can
improve the recognition performance effectively.

Fig. 2. Static action layers: comparison of performance under different wearing scheme.

Fig. 3. Dynamic action layer: performance comparison using a single sensor.
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3.2.3 Joint Presentation Layers
Joint presentation layer contains four actions A9-A12. We train classifiers for each
wearing scheme separately. Using a single sensor cannot represent the complete action
of the joint presentation layer, such as raise hand. We directly use the combination of
torso, upper extremity and lower extremity position to recognize the action of the joint
presentation layer. Because the action includes both upper and lower extremities.
Figure 5 shows that combination of three sensors represents the joint presentation layer
action well (� 80%). Besides, the combination of the left arm (P3, P4) and lower
limbs (best 91.7%) is almost higher than that of right arm (P5, P6) and lower limbs. To
ensure stability, it is recommended to use the sensor combination on the left body when
recognizing the action of the joint presentation layer.

3.3 Universal Recognition Method

In the above experiments, we validate the sensor wearing scheme for each layer. We
find that there are similarities among each layer’s wearing scheme. P1 is an absolutely
necessary position in all well-performed wearing schemes. P3, P4, and P7 also perform
well in the dynamic action layer and the joint presentation layer. Besides, we find that
the combination of {P1, P3, P7} is the best when we choose three sensors in {P1, P3,
P4, P7}, and P1 must be chosen. The result is shown in Table 4.

Fig. 4. Dynamic action layer: performance comparison using a combination of two sensors.

Fig. 5. Joint presentation layers: performance comparison using a combination of three sensors.
(Remark: a:{P1, P3, P7}, b:{P1, P3, P8}, c:{P1, P4, P7}, d:{P1, P4, P8}, e:{P1, P3, P9}, f:{P1,
P3, P10}, g:{P1.P4, P9}, h:{P1, P4, P10}, i:{P1, P5, P7}, j:{P1, P5, P8}, k:{P1, P5, P9}, l:{P1,
P5, P10}, m:{P1, P6, P7}, n:{P1, P6, P8}, o:{P1, P6, P9}, p:{P1, P6, P10}).
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The table shows that the static action layer except standing (A4) has well perfor-
mance under our wearing scheme (� 95%). Standing is wrongly classified into {A6,
A7, A9, A12}, and these actions are not recognized well (� 80%). The reason is that
these actions are all based on standing with tiny differences. Besides, we demonstrate
that increasing sensors can improve the recognition performance effectively. In
Table 5, we analyze the wearing schemes with 4 sensors and give the confusion matrix
of the best wearing scheme {P1, P3, P5, P7}.

Table 4. The confusion matrix under the specific wearing scheme.

A1 A2 A3 A4 A5 A6 A7 A8 9A A10 A11 A12

A1 561 3 4 0 2 0 0 8 0 0 5 0
A2 20 558 0 0 0 0 0 0 0 0 0 0
A3 2 0 550 0 0 0 0 18 0 0 13 0
A4 0 0 0 506 4 27 18 2 27 1 0 10
A5 2 0 1 0 523 10 27 10 0 5 0 5
A6 0 0 0 29 10 455 9 5 27 5 0 25
A7 0 0 0 15 19 16 460 4 21 44 0 12
A8 5 1 12 2 7 3 3 542 0 8 8 6
A9 0 0 0 9 0 23 20 0 472 9 0 40
A10 0 0 0 6 6 5 38 5 5 513 0 15
A11 1 0 15 0 0 0 0 15 0 0 553 0
A12 2 0 0 15 7 31 13 2 102 14 0 399
Precision 0.95 0.99 0.95 0.87 0.91 0.80 0.78 0.89 0.72 0.86 0.96 0.78

Table 5. Confusion matrix of the best wearing scheme.

A1 A2 A3 A4 A5 A6 A7 A8 9A A10 A11 A12

A1 568 1 1 0 1 0 0 10 0 0 1 0
A2 16 575 0 0 0 0 0 0 0 0 0 0
A3 1 0 574 0 0 0 0 7 0 0 11 0
A4 0 0 0 534 4 18 11 2 2 1 0 8
A5 2 0 1 6 518 11 26 12 0 1 0 5
A6 0 0 0 13 9 513 11 7 22 4 0 26
A7 0 0 0 15 20 7 466 5 4 19 0 23
A8 4 1 7 2 7 6 4 537 1 5 6 5
A9 0 0 0 2 0 8 9 0 522 9 0 52
A10 0 0 0 4 1 9 36 6 6 540 0 9
A11 3 0 5 0 0 0 0 9 0 0 568 0
A12 0 0 0 7 3 26 15 5 62 12 0 474
Precision 0.96 0.99 0.98 0.92 0.92 0.86 0.81 0.90 0.84 0.91 0.97 0.79
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3.4 Comparison with Other Classification Methods

In order to show the benefits of our wearing scheme, we compare the performance
under the classifiers including DT, ANN, NB and SVM. Figure 6 shows that our
wearing scheme outperforms other schemes. Meanwhile in our wearing scheme, the
other classifiers perform worse than our DT classifier. Figure 6 shows clearly that DT
(90.3%) outperforms other classifiers.

4 Conclusion and Future Work

In order to adapt different requirements for action recognition, we propose an action
layered verification model. It is based on the random forest classifier, which can
achieve 99% accuracy of layering. Then we verify wearing schemes of each layer. The
experiments show that sensors in chest position provide reliable information in the
static action layer, and the recognition rate reaches 96%. It fails to achieve a satis-
factory result when we use single sensor to recognize the actions of dynamic action
layer. However, using a combination of two sensors located on the chest and arm
achieves a recognition rate more than 89%. Besides, three sensors are required at least
to recognize the action of the joint presentation layer. Because using a combination of
two sensors on the left side of the body and chest, the recognition rate only reaches
86%.

Subsequently, experiments are conducted to identify the overall actions. After a
comprehensive analysis of the wearing scheme each layer, we propose an action
recognition model based on four sensors. The recognition rate reaches 90.3%. Mean-
while, we verify our wearing scheme on other classifiers. The experiments show that
our wearing scheme is also applicable to other classifiers, and the performance of action
recognition improves by our wearing scheme.

In the future work, we will find more effective approaches to recognize similar
actions and build a complete action recognition system.

Fig. 6. Comparisons of proposed wearing scheme and classifier.
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Abstract. The deployment of connected and autonomous vehicles is
expected to increase rapidly in the coming decade. For successful oper-
ation, it is critical to maintain the security and privacy of the com-
munication messages exchanged among such vehicles. One important
aspect of this is to maintain the location privacy of vehicles/users that
use unencrypted basic safety messages (BSM) to exchange information
with nearby vehicles. The use of temporary identifiers called pseudonyms
have been proposed for protecting location privacy. A pseudonym change
strategy (PCS) determines the conditions under which pseudonyms
should change. The goal is to change pseudonyms in a way that pre-
vents an attacker from linking multiple pseudonyms to the same vehicle.
In this paper we explore how an intelligent attacker placement scheme
can impact the success rate for linking pseudonyms. We propose a new
speed-based attacker placement algorithm that can be used to evaluate
different PCS. Simulation results indicate that the proposed scheme is
able to increase the rate for successfully linking vehicle pseudonyms.

Keywords: VANET security · Pseudonym change
Attacker placement · Location privacy · Vehicle tracking

1 Introduction

A vehicular ad-hoc network (VANET) [1] consists of a network of vehicles, that
exchange relevant information e.g. current vehicle position, vehicle state, traffic
conditions, road conditions etc. to improve road safety, reduce traffic congestion
and provide a variety of additional services to users. Safety applications require
rapid, real-time processing of basic safety messages (BSM) sent by neighboring
vehicles. In the USA, BSMs are broadcast using the IEEE 1609 WAVE protocol
stack [2], built on the IEEE 802.11p [3] and are unencrypted to reduce processing
time. So, anyone in the vehicles transmission range is able to receive BSMs from
nearby vehicles and can use the information in successive messages to build a
history of previous locations of a vehicle. Such tracking can reveal frequently
visited places such as home or office location corresponding to a vehicle and
compromises the privacy of the vehicle [4]. The concept of location privacy has
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been defined in the literature as a special type of information privacy which
concerns the claim of individuals to determine for themselves when, how, and
to what extent location information about them is communicated to others [5].
Protecting location privacy is one of the main security challenges in VANETs
[6]. To address this issue, a number of researchers have proposed the use of
pseudonyms to make vehicle tracking more difficult and improve location privacy
[7]. A pseudonym is a temporary identifier issued by a trusted authority. Each
vehicle is issued a pool of pseudonyms and corresponding certificates that can
be used, when communicating with other vehicles. The temporary certificates
associated with pseudonyms also help authenticate messages sent by a vehicle.

Pseudonyms can be effective in hindering vehicle tracking only if they are
changed frequently. Otherwise, an attacker may be able to link pseudonyms
from the same vehicle based on its history of BSM transmissions. Furthermore,
the changing of pseudonyms must be carried out in a way that makes it difficult
to link 2 (or more) pseudonyms associated with the same vehicle. There has
been a strong research interest in recent years, in the development of effective
pseudonym change schemes (PCS) is to prevent such pseudonym linking and a
number of different approaches have been proposed in the literature to address
this issue [8–10]. These PCS should be evaluated not only with simplistic ran-
domly placed attackers, but also using more sophisticated, traffic-aware attacker
placement techniques.

In this paper, we propose a novel speed-based attacker placement strategy
that can be used to intelligently select the most advantageous eavesdropping
locations for attacking stations, based on traffic patterns and attacker capabili-
ties. We evaluate the performance of the proposed approach and compare it with
a uniformly spaced attacker placement for different road types, traffic conditions
and attacker capabilities.

The remainder of the paper is organized as follows. In Sect. 2, we discuss the
main types of Pseudonym Change Strategies (PCS) in VANET and some existing
approaches to vehicle tracking. In Sect. 3 we describe our proposed speed-based
attacker placement approach. We present our simulation results in Sect. 4 and
conclude in Sect. 5 with some directions for future work.

2 Review

The location information in the vehicular networks is broadcast with a rate of
10 times per second in the safety message. The safety applications rely on this
information to prevent potential collisions; however, the information broadcast
is in plain text. This allows others to listen the safety messages using the ded-
icated equipment. The aggregated location and information gives the overall
spatiotemporal resource to infer the personal information such as the personal
preferences, the workplace or the medical state based on the frequent visits.
The pseudonyms are used in place of the vehicle ID as these are temporary
identifiers with a limited lifetime. Changing the pseudonyms reduces the abil-
ity of the passive attacker to track the vehicle. However, the knowledge of the
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pseudonym changing scheme and the continuous stream of safety messages with
timestamped location updates allow the attacker to successfully correlate the
changed pseudonym.

A number of pseudonym changing schemes have been proposed in the last few
years. The fixed PCS allows the pseudonym change in a particular area, known as
mix zones, or based on fixed time slot, known as periodic PCS. In [9], the concept
of mix zone was first introduced and [11] implemented the cryptographic mix zone.
The unobserved area is considered as the mix zone where the vehicles change the
pseudonym. Also, the mix zone is the region where there are more number of vehi-
cles and more change in the vehicles direction. Such places are intersections, park-
ing lots or gas stations which provide enough confusion for the attacker to detect
the pseudonym change. This scheme forces more frequent pseudonym changes
which consumes the given set of pseudonyms in less duration. In order to prevent
the exhaustion of the pseudonyms, one approach is to reuse the pseudonym for cer-
tain time period. As proposed in the most recent standards [12], 20 pseudonyms
are valid for a week and the pseudonym change is periodic, i.e., after 5 min the
vehicle changes the pseudonym. These schemes have an extent of predictability
for the pseudonym change as these are limited to specific location or time.

The dynamic PCS change the pseudonym without predefined location or time
period, making it difficult for the attacker to analyze the change of the tempo-
rary identifier. Various dynamic pseudonym changing schemes, also known as
mix context schemes, are available in the literature. These schemes usually have
radio silence when there is a change of pseudonym, otherwise, the change can
be directly detected by the attacker. The triggers for changing pseudonyms vary
from speed [13] to vehicle density [14]. The trigger-based schemes are excellent
because these enable implicit trigger for a change of pseudonym. These are more
effective as the attacker is not aware when vehicles are changing pseudonyms and
it is not easy to correlate after an implicit trigger. Another advantage is that
even if the adversary is monitoring the information, the location and time are
not predetermined. Therefore, the prediction of such events is difficult, but is still
possible with significant related information such as traffic analysis for the target
region. The possible drawback associated with this scheme is that if there is not
sufficient number of vehicles, then adversary may trace the target vehicle. Such
schemes typically involve group formation for synchronous change to increase
the attackers confusion. In [15], a scheme called as synchronous pseudonym
change algorithm is proposed, where the status information of the vehicle and
the simultaneity of the pseudonym change are considered. The concept of Ran-
dom Encryption Periods for enhancing the location privacy is introduced in [16].
This PCS uses Public Key Infrastructure along with probabilistic symmetric key
distribution. The symmetric key is the group based secret key which is shared
among the neighboring vehicles. Weerasinghe [17] introduced the concept of a
group based synchronized pseudonym changing protocol. Here the group man-
ager decides the time to change the pseudonym and other group members are
informed and after changing the pseudonym, the group is dissolved. Also, the
signal strength is changed as the pseudonym is changed.
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The speed based changing scheme is one of the dynamic scheme that depends
on the speed threshold for the pseudonym change. SLOW was proposed for chang-
ing the pseudonym dynamically without predefined location or time. The speed
threshold was proposed as 30 Km/h. According to [13], as the vehicle slows down
and reaches this threshold, it changes pseudonym while maintaining the radio
silence. The radio silence is not desirable for the safety applications, but with
respect to the passive attacker, it prevents the continuous information broadcast
that reduces the success of the linking attack. The vehicle slows down more in the
city either at traffic light intersection or the stop sign causing significant rate of
pseudonym change in urban areas. But it is clear that SLOW prevents the disclo-
sure of the pseudonym change, thus, the tracking at the cost of the high number of
pseudonyms. VBPC [18] is another velocity-based PCS in which the vehicles are
grouped together based on the velocity within a certain transmission range and
then the pseudonyms are changed based on the random time period.

3 Proposed Placement Strategy

The performance of a PCS depends on a variety of factors, such as the type of
attacker (local or global), the number of attacking stations and the capabilities
and communication range of the attacking station. For a local adversary with a
limited number of attacking stations, the tracking success depends critically on
how the attacking stations are placed. Therefore, it is important to a PCS, with
a realistic and effective attacker placement. In our earlier work [19], we have
shown that even a simple distance-based placement algorithm is quite effective
against a periodic PCS. However, they are less successful when a dynamic PCS is
used. In this section, we present a new speed-based attacker placement (SBAP)
scheme that can be used for tracking vehicles using a dynamic, context-aware
PCS.

3.1 Adversary Model

In our work, we have considered the local passive adversary which has limited
capabilities in terms of the equipment. The communication range of the adver-
sary is 300 m. The equipment is also named as attacking or eavesdropping station.
The placement of these equipment in the simulation is according to the proposed
algorithm, which allows maximum coverage with the given number of equipment.
We compared the results of our placement algorithm to the uniformly distributed
fixed distance placement. The communication channel is assumed to be reliable.
The eavesdropping station is able to clearly listen to all the messages by the vehi-
cles within its range. We model the attacker with limited resources to observe the
maximum impact on the privacy protection. The eavesdropping stations provide
the information to the central vehicle tracker that records the safety messages and
correlate the location, time and pseudonym information from these messages. The
vehicle tracker correlates the safety messages of a vehicle by matching pseudonyms
based on the multi-target tracking algorithm [20].
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3.2 Speed Based Attacker Placement

Speed based PCS relies on the speed of the vehicles. When a vehicles speed falls
below a specified threshold, it changes the pseudonym. Such conditions often
arise at red light intersections and stop signs. In the remainder of this paper,
we refer to an intersection with a traffic light or stop sign as a Traffic/Stop
Intersection (TSI). Vehicle speed can also fall below the threshold along sections
of roads that experience high traffic congestion. We refer to such areas as high
traffic sections (HTS). TSI and HTS are excellent candidate locations for placing
attackers. However, it is infeasible wasteful to place attacking stations on all TSI
or very closely spaced along a HTS. Therefore, it is necessary to identify potential
attacker positions, such that fewer attackers are able to track the most number of
vehicles. Successful tracking is more likely to occur when a longer stretch of the
road is selected for correlation of the old and new pseudonyms of the vehicle.
Therefore, we consider segments that are relatively long (at least 15 km) and
have high traffic density.

Algorithm 1. Speed-based attacker placement (SBAP) algorithm
1: Initialize parameters: n=number of available equipment for tracking the vehicles,

rcomm= Communication range of attacking station
2: Perform traffic analysis to select a set S1 of potential urban road segments for

monitoring traffic, where |S1| = k and siεS is the ith road segment.
3: Repeat steps 4 and 5 until there is no more available attacker equipment
4: For siεS1:

a: locA = the location of the 1st TSI of si
b: Repeat steps i-iv until locAεsi == False:

i. Place attacker at locA
ii. dnext=distance from locA to the next TSI on si after locA
iii. dinter = max{dnext, 2.rcomm}
iv. locA= locA +dinter

5: For all HTSiεS2:
a: locA = the location of the first point in HTSi that is at a distance of 2.rcomm

from previous attacker on the road.
b: Repeat steps i-ii until locAεHTSi == False:

i. Place attacker at locA
ii. locA = locA + 2.rcomm

An overview of our proposed Speed-based attacker placement is given in
Algorithm 1. In step 1, we initialize relevant parameters such as the number of
attacking stations (n) to place in the network, the communication range (rcomm)
of each station. In step 2, we select certain road segments to monitor, based on
long term traffic patterns. Two types of road segments are selected:



220 I. Saini et al.

– A set S1 of urban roads segments where attackers will be placed based on
TSI locations and

– A set S2 of road segments (primarily highways, but may contain some urban
roads as well), where attackers will be placed based on traffic congestion.

In step 3, attackers are placed one by one on the selected road segments,
based on TSI (step 4) and HTS (step 5), until all positions of interest have been
covered or the maximum number of stations (n) have been used. Details of steps
4 and 5 are given below. In step 4, attacking stations are placed based on TSI
locations. For each selected road segment si on an urban road, the first attacker
is placed at the first TSI of the segment. If the distance from the current TSI to
the next one is greater than 2.rcomm, then an attacker is placed at the next TSI.
Otherwise, next attacker is placed a location 2.rcomm from the current TSI on
the road segment si. This placement strategy allows all the TSI along the road
segment to be covered using the fewest possible attackers. In step 5, high traffic
and/or congested road segments. Attackers are placed at intervals of 2.rcomm

along the entire segment.

4 Results

In our simulations, we considered the area in the city of Windsor, Ontario,
Canada. The simulation area contained a 15 Km stretch of Highway (H), as well
as Urban(U) areas with the road network consisting of 280 edges (roads) and 120
junctions (intersections) spread in the urban area. We varied the number of avail-
able equipment from 10 to 20. This variation is used to investigate the impact
of the attacker capabilities in accurately tracking vehicles for longer durations.
The vehicular traffic density is varied from low to high. Higher traffic density
causes traffic congestion, and this forces speed-based PCS to require more fre-
quent pseudonym changes. To observe the effects of traffic density, we considered
three levels of traffic density low (100 vehicles), moderate (200 vehicles) and high
(300 vehicles). The average trip time for each vehicle was set to 2 h. We have
simulated the highway and urban scenarios with separate synthetic traffics for
each scenario which are generated by SUMO [21]. We setup the simulation using
OMNET++ [22], SUMO, veins [23]. The trips in the urban scenario are ran-
dom which means that the vehicles are traveling from different starting points
to destination points.

To simulate the attackers and the privacy modules in veins [23], we have used
PREXT [24], which provides a unified framework for simulating the PCS used
to provide privacy in VANET. PREXT also specifies the attacking modules that
listen to BSMs transmitted by the vehicles. We have placed these modules at cer-
tain observation points based on preliminary traffic analysis. In our simulations,
we have compared the following four attacker placement schemes:
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– the proposed SBAP scheme for urban roads (SBAP-U)
– the proposed SBAP scheme for highways (SBAP-H)
– the fixed-interval attacker placement scheme for urban roads (FIAP-U)
– the fixed-interval attacker placement scheme for highways (FIAP-H)

Fig. 1. Comparison of TSR values for different number of attacking stations.

The performance of these approaches is evaluated in terms of the tracking success
rate (TSR), which is defined below. We map the location and time information
to the respective pseudonyms and predict the vehicles next potential position.
When a vehicle comes out of the silent zone, this prediction is used to identify
the vehicle by matching the predicted and actual spatiotemporal information. If
the matching is done correctly, we count it as a successful tracking event. When
the attackers predicted position fails to correctly identify the target vehicle, it is
counted as a failed tracking event. We measured the tracking success rate (TSR)
as the percent-age of successful tracking events for all vehicles during their trips.

Figure 1 shows how the TSR values vary with the number of available equip-
ment. With more number of equipment, the attacker is clearly able to track
more successfully for all placement schemes, as expected. However, the TSR
value of FIAP is considerably less than SBAP for both urban roads and high-
ways. This is because for FIAP more pseudonym changes occur out of the range
of the eavesdropping stations and hence remain undetected. For example, with
10 equipment in urban scenario, there are many TSIs which are not covered in
the range of any attacking station. This significantly reduces the traceability
as the vehicles change the pseudonyms while slowing down near TSI. Even as
the number of equipment increases, the TSR remains relatively low for FIAP-U,
because once a vehicle changes its pseudonym in an uncovered area, this vehicle
is classified as a new vehicle by the attacker. With SBAP-U, the traceability
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Fig. 2. Comparison of TSR values vs traffic density.

is higher as the stations are placed carefully after analyzing the traffic pat-
terns and the busy intersections, so pseudonym changes are more likely to occur
in areas being monitored by attacking equipment. The highways do not have
intersections, therefore, only the traffic congestion analysis is helpful in suitable
placement based on SBAP. As with urban roads, traceability increases with more
number of equipment for both approaches. But, TSR for FIAP-H is consistently
lower, since fewer congested areas are covered in the range of attacking stations.

The traffic density is closely related to the pseudonym change in the speed
based PCS. In Fig. 2, as the number of vehicles increases, the increased traffic
congestion causes the vehicles to slow down, which in turn forces the pseu-
donym change. If these changes occur in an area monitored by an attacker,
more pseudonyms can be linked to each other. This is the case with SBAP (for
both urban roads and highways) and therefore traceability increases with traffic
density. For FIAP-U and FIAP-H, the rate of pseudonym change also increases
with traffic density. However, many of these changes occur in unmonitored areas,
so the attacker interprets the new pseudonyms as belonging to new vehicles.
Therefore, the overall traceability actually decreases with traffic density. For all
road types and ranges of traffic densities, the overall traceability is significantly
higher (at least double) for SBAP compared to FIAP.

5 Conclusions

In this paper, we proposed a novel speed-based attacker placement (SBAP)
scheme for selecting the locations of attacking stations based on analysis of long
term traffic patterns. We have compared our approach to a traffic-unaware fixed
interval attacker placement (FIAP) scheme and have shown that the proposed
approach consistently outperforms FIAP with an average improvement of 60% in
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successful vehicle tracking. We conclude that attacker placement has a significant
impact on the tracking capability of an attacker, given the same number and
capability of attacking stations. The proposed approach can be used to evaluate
different PCS and help identify potential vulnerabilities prior to deployment.
The SBAP approach presented in this paper is most effective for PCS that use
a velocity threshold for triggering pseudonym changes. For our future work, we
plan to develop a robust attacker placement technique that be used for other
context-aware PCS.
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Abstract. The current architecture for VANET related services relies
on a Client-Server approach and leads to numerous drawbacks. Among
them, data privacy concerns and service availability are of prime impor-
tance. Indeed, user data collected and stored in servers by providers may
be used by third-party services. Particularly for navigation, users sub-
mit their GPS position in order to obtain road traffic information and
alternative paths. These services treat user privacy for their own pur-
pose (commercial or not) (Beresford and Stajano, 2004) even if GPRD
(European Parliament, 2014) is now enforced in Europe. We propose
an innovative approach using blockchain technology to avoid the use of
third parties services, which enable dynamic navigation rerouting within
a fixed geographic zone while ensuring user anonymity. Furthermore, the
approach will allow for legal authority to enable forensic analysis of the
ledger without unnecessary violation of the user anonymity and privacy.

Keywords: VANET · Raspberry Pi · Android
Navigation · Hyperledger Fabric · Privacy · Blockchain · Forensics

1 Introduction

While many services offer dynamic rerouting navigation based on collaborative
data (such as Google maps), none grants the user with a total control of its
data. The proof of concept presented in this paper focuses on the collaboration
of intelligent cars for determining the best driving route and avoiding traffic jams
similarly to what current services do, but without the use of a central Internet
service. By forbidding the use of centralized services like Google Maps or Tomtom
Go Mobile, the traffic state shared by every users is kept at every peer’s side in
the form of a shared ledger. This ledger is updated using a consensus algorithm
which guarantees that all peers share the same blockchain. Using the cellular
network, a user can submit a transaction containing the newly measured road
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speed in order to update the ledger. Besides, using the event system of the peers,
a user can listen for newly submitted transactions and, if necessary, updates its
current navigation instructions by computing the new shortest path given the
current road weight states. The proposed project is currently being implemented
using the IBM blockchain framework (IBM, 2017) on top of Hyperledger Fabric
developed by the Linux Foundation (linux Foundation, 2016), which enable an
extensive framework for blockchain technology implementation.

The challenge of this approach is the feasibility of the communication and
computing in the mobile device. Indeed, running a blockchain node requires
computations and communication capacities which can lead to difficulties in a
dynamic mobile network. We will discuss the pros and cons and propose a system
using an external device such as a Raspberry Pi to delegate the computing and
the storage of the peer client. A consequent part consists in designing an efficient
communication protocol between the mobile device and the computing unit.

To handle the geographic graph, OpenStreetMap (OpenStreetMap contrib-
utors, 2017) files, GraphHopper Java library (Graphhopper dev, 2017) and
OSMAnd Android library (OSMAnd dev, 2017) are respectively used for the
map file, the graph handler and the dynamic navigation UI on Android.

Finally, using this innovative approach, the application can enable forensics
capabilities. As a matter of fact, legal officers should access navigation path in
the immutable ledger without violating user anonymity. For instance, we can
foresee that in case of an accident, a user would have an interest to prove its
behaviour. This is possible using the data transaction chain.

2 Related Work

The problem of navigation in VANET using only local information has been
widely studied this last decade. For instance, the authors of (Wang et al., 2017)
propose an anonymous and secure navigation schemes in VANET. While they
satisfy all requirements for security and privacy, they still assume the use of third
parties as Trusted Authorities (TA) to de-anonymize the car ids. Furthermore,
they use direct vehicle communication (through Wifi or radio wave communica-
tion) within a dynamic ad-hoc network and as a result, only partial and local
information regarding the traffic is shared among moving nodes, as opposed to
a system that centralizes all road traffic information such as Google Map.

To the best of our knowledge, although the security in VANET is a well-
researched field (Raya and Hubaux, 2007), no paper fully addresses the forensics
concern. Indeed, no work already proposes a system enabling dynamic rerout-
ing and forensics for the mobile device using a fully implemented blockchain
technology. For instance, (Leiding et al., 2016) uses blockchain in VANET. How-
ever, they use it for monetary applications such as an automatic smart contract
for insurance or tolling and uses Ethereum to host the smart contracts (see
(Wood, 2014)). Without the need for a monetary support (and thus proof of
work through mining), our blockchain can achieve consensus without compu-
tationally expensive proof-of-work, for instance with Practical Byzantine Fault
tolerance (PBFT) algorithm.
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3 Hyperledger Fabric

Hyperledger Fabric (HF), developed by the Linux Foundation, proposes a frame-
work for developing permissioned blockchain technology. As opposed to bitcoin
network, the access to the blockchain is controlled by an entity called the Mem-
bership Service Provider, which grant access to users and peers with the crypto-
graphic material (certificate and keys) delivered by a certificate authority (CA).

The blockchain includes a ledger of transactions but also a representation
of the world state through a key-value database. Access, queries, modifications
and Smart contract are defined using the blockchain rule called Chaincode. This
allows efficiently querying and modifying the dataset without having to analyse
the whole chained data transactions.

We distinguish 3 different types of nodes:

– Peers: a basic node which stores an up-to-date copy of the ledger and chain-
code rules. It continuously keeps tracks of information through the gossip
protocol running among all peers, see (Shah et al., 2009).

– Client (user): Which consists of the end-user who owns an authorized cryp-
tographic material. It runs an SDK which grants him access to the peers API
functions. The client connects to a peer to submit transaction proposals.

– Orderer : The orderer is a special peer node, whose role is to gather and order
validated transactions until a block can be made and broadcasted to all peers.
It can either be running on a server (centralized) but can be chosen randomly
among peers (peer elected to act as the Leader peer).

To update the ledger, a client creates a transaction and sends it to one or
several peers for endorsement (depending on chaincode rules). Once the transac-
tion meets the endorsement policy, it is forwarded back to the client who sends
it to the orderer for verification and broadcasting. Upon verification, the orderer
broadcasts the transaction to all peers that will check it and update the ledger
accordingly. An extensive documentation of the Hyperledger Fabric framework
can be found in (linux Foundation, 2016).

4 System Model

Inside our system model, we distinguish the traffic congestion detector client,
which is the module in charge of detecting a traffic jam situation and submitting
speed changes to the shared ledger and the dynamic navigation rerouting server,
which is the module in charge of detecting a road speed change (from an HF
event) on a user’s path and recompute the route accordingly.

4.1 The Chaincode

The following listings show how the chaincode fits into our application. In List-
ing 1.2, we state the different assets accessible in the ledger. Note that all
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users are only identified with a unique random ID and that a road asset con-
tains an ID roadId, a list of submitted speeds speeds (and the correspond-
ing list of associated timestamps timestamps) and the edge segment default
speed defaultSpeed initialized from OpenStreetMap predefined tag informa-
tion. Finally, the transaction SubmitSpeedChange which, given a new speed
newSpeed and new timestamp newTimestamp for a road asset whose ID is
assetId, modifies the roadAsset using the function shown in listing 1.1.

Furthermore, in listing 1.1, we observe the transaction
onSubmitSpeedChange that fires an event SubmitSpeedChangeNotification
when submitted. Basically, it simply appends the new speed and timestamps to
the corresponding stored list within that asset. It ensures that the list size is
no longer than N , a predefined constant, defined in function of the number of
edges in the geographically bound map. Indeed, greater is N , more storage for
the initial state database will be required.

Last but not least, all aforementioned functions are accessible through a
REST API on the device storing the peer node, this allows cross-platform and
convenient communication in the local network interface between our graph han-
dler and the Hyperledger Fabric peer.
function onSubmitSpeedChange(x) {

push(submitSpeedChange.roadAsset.timestamps , x.newTimestamp , MAX_NUMBER);
push(submitSpeedChange.roadAsset.speeds , x.newSpeed , MAX_NUMBER);
return getAssetRegistry(’org.hacit.hes.RoadAsset ’)

.then(function (assetRegistry) {
var event = getFactory ().newEvent(’org.hacit.hes’, ’

SubmitSpeedChangeNotification’);
event.roadAsset = x.roadAsset;
emit(event);
return assetRegistry.update(x.roadAsset);

});}

Listing 1.1. Chaincode

event SubmitSpeedChangeNotification { --> RoadAsset roadAsset }
participant User identified by assetId { o String assetId }
asset RoadAsset identified by roadId {

o String roadId
o Integer [] timestamps
o Double defaultSpeed
o Double [] speeds }

transaction SubmitSpeedChange {
o Double newSpeed
o String assetId
o Integer newTimestamp
--> RoadAsset roadAsset }

Listing 1.2. Ledger Model

4.2 Traffic Congestion Detector Client

Given an accumulated list of the user’s GPS coordinates, we find the correspond-
ing edge and extracts its road ID r using a map matching algorithm provided
by the GraphHopper library (Newson and Krumm, 2009). Figure 1b shows the
process for a user to update its current speed cs measured at timestamps ts to
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the corresponding road asset r (in the ledger) and thus, the process to create
the proper corresponding transaction tx.

The challenge in this step is to decide whether or not the vehicle is in a
traffic jam, or simply stopped at the red light for example. Basically, it gathers
GPS coordinates until it detects that the road has changed. By computing the
average speed in the middle part of this GPS trace, we can apply a threshold to
decide if there is congestion.

4.3 Dynamic Navigation Rerouting Server

The other module is the dynamic navigation server, which listens for ledger
update (i.e. new events submitted by peers). Alongside the main algorithm,
we created a speed extractor, that given all submitted speed changes for a given
road, extract the current road speed while removing outliers, using unsupervised
clustering.

Algorithm. The process describing our dynamic navigation is shown in Fig. 1a
and can be summarized as follows:

– An event is fired for a given road id: The HF module connects to our OSM
graph handler with a POST request through the localhost interface, in order
to send the road id and the corresponding list of speeds S and timestamps T
(defined in Listing 1.2).

– The Graph Handler feeds the speeds and timestamp list to a speed detector,
which will perform Algorithm 1 in order to find the weight from the most
recent speed cluster centre while removing outliers.

– If the road modified is within the future road path, and if the change is
significant, the user recomputes the navigation path against the up-to-date
weighted graph.

Speed Extractor. The HF peer forwards the list of speeds S and timestamps
T contained within the road Asset whose is firing the event. The goal of the
speed extractor (described in Algorithm 1) is to cluster the 2D dimensional array
X = [T, S] and finds the earliest cluster using the DBScan algorithm, initially
proposed in (Ester et al., 1996), using the Java library (Apache Fondation, 2017).
Once the centre cx, cy is found, we forward cy (i.e. the speed) to the graph
handler.

If there is not enough data or if the clustering fails, we simply use the weighted
average Eq. (1) so that speed measurements with earlier timestamps have more
weight:

ŝ =
∑N

i=1 wisi
∑N

i=1 wi

with wi = 1 − ti
∑N

j=1 tj

⇒ ŝ =
∑N

i=1 si
N − 1

−
∑N

i=1 tisi

(N − 1) · ∑N
i=1 ti

(1)
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Peer forwards road as-
set r to graph handler
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Change
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(b) Schema for road traffic information up-
date to shared ledger

Fig. 1. Procedures

5 Communication System

This section aims to describe how the system communicates between all the
modules presented in the previous Sect. 4. Particularly, how and where are exe-
cuted the HF peer loop, the Graph handler loop and the UI client for dynamic
navigation in both the external device (i.e. Raspberry Pi) and mobile device
(i.e. Smartphone).

5.1 Peers on External Device

A Raspberry Pi is a small computer having a dedicated operating system running
Linux. The version 3 Model B contains 1 GB RAM, Wifi antenna and an external
SD card for storage, see (Upton and Halfacree, 2014). Therefore, it has enough
capabilities to run efficiently the HF peer node and the graph handler on such
device. It communicates with the mobile device through wifi as shown in Fig. 2a,
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Algorithm 1. Speed extractor algorithm
Require: X a 2-D array

1: function Extract speed(X)
2: cx ⇐ Null
3: cy ⇐ −Inf
4: if shape(X)[2] > 15 then
5: db ⇐ dbscan(X, eps : 4.5, min : 5)
6: labels ⇐ db.labels
7: for k in unique(labels) do
8: mask ⇐ (labels == k)
9: x ⇐ X[mask]

10: [cxx, cyy] ⇐ mean(X)
11: if cyy < cy then
12: cx ⇐ cxx
13: if cx is Null then
14: t ⇐ X[0, :]
15: v ⇐ X[1, :]
16: cx ⇐ weightedAverage(t, v) � “Equation (1)”

return cx

to exchange new road path to the UI, or new speed estimate alongside GPS
coordinate.

Then, we have two servers, the graph handler running on port 4567 and
the HF module running on port 8080 and we expose the REST client with the
following API:

– The mobile Android app:
1. updatePosition: PUT request to submit current speed and position.
2. getPathStatus: GET request returning true if path was modified since

last query.
3. getPath: GET request to retrieve the list of navigation instructions. It

will immediately update the current navigation instruction to the user
interface.

4. initializeJourney: POST request to initialize the graph handler with the
destination and starting point.

5. updatePath: PUT request to force the re-computation of the shortest path
using Dijkstra algorithm (Dijkstra, 1959), return the newly computed
navigation instruction.

– The HF module Client:
1. putRoadAsset: PUT request executed whenever the HF module detects

a new event (i.e. a road speed update) and forward the corresponding
road asset to the graph handler.

– The graph handler Client (to HF module server):
1. postTransaction: Executed by the graph handler whenever a traffic jam is

detected. It forwards the transaction to the HF module, in addition with
the road ID, new speed, and timestamp. After some time, this should fire
an event for all listening peers on the network.
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We assume that the initial ledger state contains all edges within the imported
OSM file. This can be done while creating and instantiating the production
chaincode by the administrator before deploying the peer’s network.

5.2 Internet Connection and UI Client on Mobile Device

A prerequisite for our system to work, the HF module needs to be connected to
the internet. Therefore, we share the connectivity of the Android device with the
raspberry pi and thus connect it to the internet through the Android Wifi Access
Point. The pre-configured device will automatically try to connect to the router
(i.e. The android device) and will obtain IP address 192.168.43.155 once the user
enables shared connectivity. This IP is then used to perform the REST client
calls, expressed in the previous part, between the two devices.

Finally, once initialization is completed and first navigation path instructions
are received, the application opens OSMAnd dynamic navigation (see Fig. 2b)
through Intent and the OSMAnd API. While the UI shows the navigation, a
background process is continuously checking for new path updates, and if any,
sends the updated path instructions to the OSMAnd UI. This causes OSMAnd
to drop the current instructions for the new ones, and thus, updating the UI.

(a) Communication between devices
(b) OSMAnd UI

Fig. 2. The system

5.3 Limitations

The presented blockchain application, running on the mobile device, leads to
several complications:

– The communication burden and latency:
The system relies on the cellular network shared by the mobile device to listen
to other peers and submit transactions. Therefore, we expect a fair use of the
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user’s cellular plan. Nowadays, it is common to have unlimited bandwidth
usages but most of the data will be synchronized through WIFI before the
user drives with the up-to-date system. Moreover, the responsiveness of the
system is bounded to the block broadcasting frequency, which can be tuned
to meet a trade off between resources usage and more frequent information
updates. We are confident that submitting a new block every few minutes is
feasible.

– The storage cost:
Table 1 shows the different ledger sizes regarding the size of the initial asset for
the transactions and road asset initialization. Overall, we expect a ledger of
around 842MB (317 + 525) for one day of utilization for the average Geneva
traffic per day (500000 transactions). By having a ledger pruning mechanism
inside the chaincode rules, we can guarantee that the data size does not exceed
a certain limit. Given the storage size available on our device, we can easily
extend these limits to more than dozen of gigabytes.

– The geographically bounded application:
In this project, we assumed the use of our system within the boundary of the
city of Geneva. Indeed, we realized that most traffic information is only useful
within close range for most of the users. From that conclusion, we assumed
the use of a chaincode (i.e. ledger) per geographically bounded zone (e.g.
city). In the future, other zones will be used and a system acting as CA to
assign dynamically users to the proper chaincode (i.e. area) will be studied
and implemented.

– User incentive:
As every dynamic navigation system, the efficiency of the routing is directly
related to the quality and quantity of the data. More user use the system,
more precise can the routing be. As for every blockchain application, the
principal of decentralization makes the system more complicated to use for
the end-user and is often the bottleneck for world-wide acceptance.

5.4 Case Study

Table 1. Ledger size per asset size

Asset Road Transactions
nb 1 68580 1 50000
size (MB) 0.48 317 0.11 525

Let’s imagine a person using our sys-
tem going to work in a croweded city.
At first, he will have to take the sta-
tion (external device), which was syn-
chronizing/charging at home, with him.
The station will automatically connect
to the mobile device while the user opens the specific system app. Upon naviga-
tion initial instruction, the station will listen for new transaction (i.e. road traffic
update) and if necessary, forward new instructions to the end-user through the
mobile application. In the background, the station will perform all processes to
keep the distributed ledger up-to-date and handle user’s GPS position (and thus,
traffic information). Upon arrival, the user will synchronize the station with the
local WIFI and charge it until next departure.
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Such scenario will be numerically simulated to assess the performance of the
overall system.

6 Forensics

The architecture of the proposed application allows any user to have access to
the history of transactions and thus, it enables forensics.

6.1 Ledger Back-Crawling

The architecture allows forensics capabilities for judiciary or insurance claims.
With a public shared and immutable ledger provided by the permissioned
blockchain, all users can access all submitted transaction and thus, the history
of road speed modifications. In another words, by crawling the ledger of chained
transactions and given a specific user ID, one can extract the transactions sub-
mitted by this user. Thus, given the list of all these submitted transactions, one
can extract the road segment ID alongside the corresponding timestamps and
speed to create a navigation timeline for this user. The user can then guarantee
that he had signed the extracted transactions using his private key.

The efficiency of the forensics system is directly related to the frequency at
which the user submits transactions. In another word, if the user does not submit
any transaction, there will be no possibility to backtrack his whereabouts. As
such, we only provide with this system a tool to help the judiciary or insurance
to make the decision, as an extension to the main application.

6.2 A Word on Privacy

Regarding our back-crawling algorithm and the confidentiality of our system
in general, we grant access to the application through cryptographic material
obtains from our CA. Even though the state database contains only the up-to-
date list of road asset, the ledger contains the transactions submitted by any
user, hidden behind his userId.

Although our approach is not anonymous, it is close to pseudonymous (sim-
ilar to the bitcoin network, see (Androulaki et al., 2013)). However, one can
analyse the ledger and extract meaningful pattern that can lead to the real
user’s identity.

Fortunately, Hyperledger Fabric will introduce in the version 1.2 a privacy
technology known as Zero-Knowledge (ZK) Proof-based implemented has an
Identity mixer (Au et al., 2006) and ZK-AT (Zero-Knowledge Asset Transfer).
As a result, the identity of the participant issuing the transaction will stay hidden
behind the identity mixer and thus, guaranteeing total privacy, similar as what
is used in cryptocurrencies such as ZCash.
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7 Conclusion

7.1 Summary

This project proposes an innovative variant for a decentralized system of nav-
igation that emancipates the user from using a centralized service. Instead of
communicating directly with nearby cars to retrieve only local traffic informa-
tion, the users submit through cellular network global information about the
traffic. This information is stored in assets within a permissioned ledger and can
be updated with transactions. A system of event listens for new transactions (and
thus, traffic update from other users) which forwards the information to another
module handling the locally stored weighted graph. If necessary, the shortest
path is recomputed and forwarded to the navigation user interface running on
the mobile device making the navigation dynamic.

By using an external device such as a Raspberry Pi to run the blockchain
and graph modules, we delegate the computing and storage cost to a unit able to
easily handle all processes and make the experience as user-friendly as possible.
The user can just plug the device to the car power and share his or her mobile
wifi connection.

Furthermore, every user can access the shared ledger and thus, retrieve the
list of submitted transactions for forensics purposes. By having a zero-knowledge
mechanism implemented in the next version of Hyperledger Fabric, we will be
able to guarantee that the identification of the user is not possible and thus,
protecting his or her privacy.

7.2 Future Works

Our work so far was to design and implement a system able to dynamically
route user using blockchain technology. However, a numerical simulation must
be undertaken in order to optimize several parameters such as the size of the
array in a road asset (currently equals to 100), the real latency, the storage cost
and the ledger pruning time, the bandwidth used or the percent of user using
our application in order to make it efficient.

In that manner, we are currently working on a numerical traffic simulation of
Geneva, where a percent of the agents (acting as a driver) use our decentralized
system. The simulation uses the framework Sumo (Krajzewicz et al., 2012).
After these parameters are optimized, we will perform a full-size test assessing
the functionalities of our system.

Moreover, an interesting variant would be to use a Road Side Unit (RSU) to
store the ledger. In other words, these units would act as a peer for the blockchain
network. The cryptographic material identifying a user and the graph would still
be stored on the user’s mobile side alongside the SDK to create transactions.
Once a user comes into range within the RSU, it will send the list of congestion
information as transactions and expect the RSU to sign them and send back
the list of transactions since the user last connects. However, as of now, the
feasibility of such system is not known and must be studied.



236 D. Kevin and B. David

References

Androulaki, E., Karame, G.O., Roeschlin, M., Scherer, T., Capkun, S.: Evaluating user
privacy in bitcoin. In: Sadeghi, A.-R. (ed.) FC 2013. LNCS, vol. 7859, pp. 34–51.
Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-39884-1 4

Apache Fondation: Commons Math Java library (2017). http://commons.apache.org/
proper/commons-math/userguide/ml.html

Au, M.H., Susilo, W., Mu, Y.: Constant-size dynamic k -TAA. In: De Prisco, R., Yung,
M. (eds.) SCN 2006. LNCS, vol. 4116, pp. 111–125. Springer, Heidelberg (2006).
https://doi.org/10.1007/11832072 8

Beresford, A.R., Stajano, F.: Mix zones: user privacy in location-aware services. In:
Proceedings of the Second IEEE Annual Conference on 2004 Pervasive Computing
and Communications Workshops, pp. 127–131. IEEE (2004)

Dijkstra, E.W.: A note on two problems in connexion with graphs. Numer. Math. 1(1),
269–271 (1959)

Ester, M., Kriegel, H.-P., Sander, J., Xu, X., et al.: A density-based algorithm for
discovering clusters in large spatial databases with noise. In: KDD, vol. 96, pp. 226–
231 (1996)

European Parliament: European Parliament legislative resolution of 12 March 2014 on
the General Data Protection Regulation. Technical report (COM(2012) 0011 C7–
0025/2012 2012/0011(COD)) (2014)

Graphhopper dev: Graphhopper Java Librairy (2017). https://www.graphhopper.com/
IBM: IBM Blockchain Platform (2017). https://ibm-blockchain.github.io/develop/.

Accessed 21 Apr 2018
Krajzewicz, D., Erdmann, J., Behrisch, M., Bieker, L.: Recent development and appli-

cations of SUMO - simulation of urban mobility. Int. J. Adv. Syst. Meas. 5(3&4),
128–138 (2012)

Leiding, B., Memarmoshrefi, P., Hogrefe, D.: Self-managed and blockchain-based vehic-
ular ad-hoc networks. In: Proceedings of the 2016 ACM International Joint Confer-
ence onPervasive and Ubiquitous Computing, pp. 137–140. ACM (2016)

Linux Foundation, T.: HyperLedger Fabric docs (2016). https://hyperledger-fabric.
readthedocs.io/en/release/. Accessed 21 Nov 2017

Newson, P. Krumm, J.: Hidden markov map matching through noise and sparseness. In:
Proceedings of the 17th ACM SIGSPATIAL International Conference on Advances
in Geographic Information Systems, pp. 336–343. ACM (2009)

OpenStreetMap contributors: Planet dump (2017). https://planet.osm.org. https://
www.openstreetmap.org

OSMAnd dev: OSMAND (2017). https://osmand.net/
Raya, M., Hubaux, J.-P.: Securing vehicular ad hoc networks. J. Comput. Secur. 15(1),

39–68 (2007)
Shah, D., et al.: Gossip algorithms. Found. Trends R© Networking 3(1), 1–125 (2009)
Upton, E., Halfacree, G.: Raspberry Pi User Guide. Wiley, Hoboken (2014)
Wang, L., Liu, G., Sun, L.: A secure and privacy-preserving navigation scheme using

spatial crowdsourcing in fog-based vanets. Sensors 17(4), 668 (2017)
Wood, G.: Ethereum: a secure decentralised generalised transaction ledger. Ethereum

Proj. Yellow Pap. 151, 1–32 (2014)

https://doi.org/10.1007/978-3-642-39884-1_4
http://commons.apache.org/proper/commons-math/userguide/ml.html
http://commons.apache.org/proper/commons-math/userguide/ml.html
https://doi.org/10.1007/11832072_8
https://www.graphhopper.com/
https://ibm-blockchain.github.io/develop/
https://hyperledger-fabric.readthedocs.io/en/release/
https://hyperledger-fabric.readthedocs.io/en/release/
https://planet.osm.org
https://www.openstreetmap.org
https://www.openstreetmap.org
https://osmand.net/


A Lightweight Security and Energy-Efficient
Clustering Protocol for Wireless Sensor

Networks

Guangsong Yang1,2 and Xin-Wen Wu2(&)

1 Jimei University, Xiamen 361021, FJ, China
2 Griffith University, Gold Coast 4215, QLD, Australia

x.wu@griffith.edu.au

Abstract. Most applications based on wireless sensor networks (WSN) have
devices with constraints of limited energy and computational/storage capabili-
ties. The traditional security mechanisms are not desirable to these applications.
A lightweight security and energy-efficient clustering protocol was proposed in
this paper to solve the security problem in the clustering-based sensor networks.
Firstly, a lightweight security algorithm is proposed to meet the security
requirements, which reduces the communication overload by using the trans-
mission key index. Secondly, in the process of clustering, the base station
(BS) and cluster head (CH) use lightweight authentication procedure to verify
the identities hierarchically, to reduce the risk of attacks from malicious nodes
posing as BS or CH. Thirdly, the proposed protocol is analyzed in the aspects of
security and energy consumption. Simulation results show that the proposed
protocol not only enhances the network security but also improves the energy
efficiency.

Keywords: Lightweight security � Energy-efficient protocol � Clustering
WSN

1 Introduction

Wireless sensor networks based on clustering methods have been proved to improve
system throughput, reduce system delay and save energy. Some clustering protocols,
such as Low-Energy Adaptive Clustering Hierarchy (LEACH) [1], solve the problem
of energy efficiency by selecting cluster heads periodically. However, the dynamic
nature of the topology also brings challenges to the existing security schemes.

Like most routing protocols in WSN, LEACH is vulnerable to a variety of security
attacks [2], including interference, deception, replay, and so on. However, because it is
a cluster-based protocol, it basically relies on CH for data aggregation and routing. If an
intruder pretends to be a CH, intrusion and selective forwarding can be carried out to
destroy the network. Moreover, the intruder may inject forged sensor data into the
networking in some way.

Many of the security schemes used in the classic computer networks are not
suitable for WSN. For example, the scheme based on public key distribution is easy to
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be cracked by malicious nodes because of the requirement of the global key. The
applications these schemes pose a significant security vulnerability.

There were lots of works about the security based on LEACH [2]. LEAP [3] is a
local key allocation scheme among neighbor nodes, which is very effective for static
networks. But in LEACH, each round may require a new Key distribution, which is
inefficient and infeasible.

S-LEACH is the first modified version of LEACH with cryptographic protection
against outsider attacks. In S-LEACH [4], each node has two symmetric keys: a pair of
keys shared with the BS, and the last key of the key chain held by BS for authentication
broadcast. BS authenticates the broadcast of CH through two simple steps. Each CH
broadcast advertising message named adv, which include ID of CH and MAC (generate
by the shared key between BS and CH), BS compiling a legitimate list of CH from
these adv, and broadcast it to whole network by using lTESLA scheme. Ordinary
member nodes can know which adv messages they receive from the legitimate nodes,
and then select correct CH.

Based on the S-LEACH, other two protocols have been proposed. One is Sec-
LEACH [5], another is MS-LEACH [6]. S-LEACH and SecLEACH were proposed by
the same authors. S-LEACH is improved by SecLEACH which is based on a random
key distribution scheme. In Sec-LEACH, the communication between nodes is pro-
tected by a key pre-allocation scheme. The main idea is to generate a large number of
keys and their ID when deploying the network, and then randomly assign a group of
keys to each node. Each node also is assigned a pair of keys shared with the BS, which
are used in nodes and BS. It used random-key pre-distribution and lTESLA for secure
hierarchical WSN with dynamic cluster formation. Sec-LEACH applied random key
distribution to LEACH, and introduced symmetric key and one way hash chain to
provide confidentiality and freshness. Sec-LEACH provides authenticity, integrity,
confidentiality and freshness to communications.

MS-LEACH [6] was proposed to enhance the security of S-LEACH by providing
data confidentiality to CH authentication using pairwise keys shared between CHs and
their cluster members. It does not provide authentication for join request message.
There is no key update provisioning for key. It requires multiple unicast communi-
cations. This way the energy of a CH can be depleted.

In this paper we proposed a lightweight security scheme for LEACH (which we call
LS-LEACH) based on our previous works [9, 10]. The scheme significantly reduces the
security overload and provides a higher level of security for distributed and dynamic
sensor networks.

The paper is organized as follows, in Sect. 2 the lightweight security protocol for
WSN was described. Section 3 proposed a LS-LEACH security protocol based on
LEACH. Section 4 presents LS-LEACH performance evaluation. Finally, the con-
cluding remarks and future work are given in Sect. 5.
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2 The Lightweight Security Method for WSN

2.1 The Light Weight Security Method

The lightweight security protocol we proposed in [9] based on the work [10] include
the process of lightweight encryption, key management and identity authentication, the
security is ensured by the procedure of one-key-for-one-file encryption and the security
of the key management. Encryption and decryption are executed using a probabilistic
encryption procedure or using hashed key.

Firstly, we should prepare a large key store for legitimate users in advance. The key
store seed can be stored in the device’s hardware security module [8]. When an attacker
physically disrupts the device and trying to extract it without successfully authenti-
cating, it will be deleted by the device automatically.

The Structure of proposed lightweight security algorithm is show in Fig. 1. Let S be
the sending party and R be the receiving party. Each key kðxÞ is efficiently generated
through the key storage seed K and index x shared by the users and devices (The key is
uniquely determined by x and the seed K in the storage pool). There is no need to
transfer keys or maintain them between devices. From the information theory point of
view, the key management program is safe, which means that no information about the
key is disclosed when the key index is transmitted. Key generation, allocation and
usage are specified as follows:

(1) To encrypt x, the sender first needs to pick a random key index x and seed K in
the key store, then generate an encryption key kðxÞ using an efficient algorithm.

k ¼ ðk1; k2; k3; . . .knÞ is a key with n bits, x ¼ ðx1; x2; x3; . . .xnÞ is information with
n bits, the method of Encryption and Decryption are,

Encryption : EkðxÞ ¼ ðfkðrÞ; x� hðrÞÞ
Decryption : Dkðy; zÞ ¼ hðf�1

k ðyÞÞ � z
ð1Þ

Keystore Seed K

S
R

1

( ) ( ) ( 1) ( 1)
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Fig. 1. Structure of proposed lightweight security algorithm
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Where, fkðxÞ ¼ ðk1 � x1; k2 � x2; k3 � x3; . . .kn � xnÞ, y ¼ EkðxÞðxÞ; r is a random
string (independent from the key and plaintext) and h is a random oracle implemen-
tation by using a hash function). The seed in key store K ¼ K 0ð ÞK 1ð Þ � � �K L� 1ð Þ is
an L-bit random string, which is used to generate cryptographic keys of length
l(l � L). Assume X ¼ ðm1;m2;m3; . . .mtÞ is a set of cardinality K, where t is a positive
integer, and 0�ðm1;m2;m3; . . .mtÞ� L. Let the elements of X act as key indices. For
any of 0�x ¼ ðm1;m2;m3; . . .mtÞ in X, the Key with length l can be expressed as
kðxÞ or kðm1;m2;m3; . . .mtÞ, show as

kðxÞ ¼ kðm1;m2;m3; . . .mtÞ ¼
Xt

i¼1

KðmiÞKðmi þ 1Þ � � �Kðmi þ l� 1Þ ð2Þ

Where,
Pt
i¼1

KðmiÞKðmi þ 1Þ � � � Kðmi þ l� 1Þ, is bit by bit binary addition.

Here, the sum of the integer m, and j, are related to the module L, so the key store
W ¼ fkðm1;m2; . . .mtÞ : 0�ðm1;m2;m3; . . .mtÞ� L� 1g, the number of available

keys here is K ¼ L
t

� �

(2) The key index x with ciphertext (can be placed on the head of the encrypted
message packet), are sent to the receiver and encrypted, then kðxÞ are deleted.

(3) The receiver uses x to regenerate key kðxÞ, using the same key index x and the
same key generation process, then used for decryption or authentication
verification.

2.2 Identity Authentication Process

When a new legitimate device joins a local network system for the first time, the system
administrator configures it through some security method (such as a manual method),
so that the device shares it’s unique and secret with the HUB or other devices. With this
configuration procedure, the new device is also know the identity of other devices.
These identities may then be maintained by a hardware security module.

(1) Identity Authentication
For any two device D1 and D2,with the unique and secret identity ID1 and ID2

respectively. They authenticate each other as follow

Step1. D1 sent the content to D2 as

ðx1;Fkðx1ÞðID1jjTSÞÞ ð3Þ

Where, x1 is a randomly selected key index, TS is a timestamp (used to prevent
replay), Fð�Þ is a valid cypher.
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Step2. Using the key index x1, D2 generates the key kðx1Þ and decrypts ID1

ID1jjTS ¼ F�1
kðx1ÞðFkðx1ÞðID1jjTSÞÞ ð4Þ

D2 verifies D1 (obtained from BS or CH) by comparing the decrypted content with
the identity of D1;
Step3. Randomly select the key index x2 and generate the key kðx2Þ, D2 will send
the following content to D1

ðx2;Fkðx2ÞðID2 � ID1jjTSÞÞ ð5Þ

Step4. Using the key index x2, D1 generates the key kðx2Þ and decrypts the ID of
D2

ID2jjTS ¼ ID1 � F�1
kðx2ÞðFkðx2ÞðID2 � ID1jjTSÞÞ ð6Þ

D1 thus obtains the identity of D2.

3 Security Clustering Protocol with Lightweight Method

In this section, a clustering algorithm named LS (Lightweight Security)-LEACH is
proposed, which is based on the classical LEACH algorithm combined with our
lightweight security method in the process of authentication and clustering.

LEACH protocol employs randomized rotation of the cluster-heads to evenly
distribute the energy load among the sensor nodes in the network. The operation of LS-
LEACH is similar to LEACH which divided into rounds show as Fig. 2. Each round
consists of two phases: a set-up phase and a steady-state phase. During the set-up phase
cluster-heads are determined and the clusters are organized. During the steady-state
phase data transference to the base station occurs.

Round

Setup phase Steady-state phase

Frame

Fig. 2. Timeline of LEACH
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The more detailed working process is shown in Table 1.

1. Setup phase

Step 1:
(1) At the beginning of each round, the BS broadcasts advBS(IDBS, xBS)to the

whole network. After each sensing node obtains xBS, it generates kðxBSÞ
and decrypts IDBS according to Eq. (2), them compared with IDBS in its own
memory at initialization phase, to determine whether it is a real BS.

(2) The self-recommended cluster head sends network access information
reqBSðIDCH ;xCH ; IDBS; SLÞ to the BS, and it also can be heard by its
neighbor nodes.

Table 1. LS-LEACH Protocol.

The algorithm of LS-LEACH Protocol.
Setup phase
Step1. BS ⇒ Λ : BSadv ( BSID , BSω )
CH ⇒ Λ  : ( , , , )BS CH CH BSreq ID ID SLω
BS: Authenticated CH, update CH List− and broadcast to the whole network. 

iA : Choose CH according to CHadv and BSadv . 
Step2. iA →CH :join_req(

iAID , CHID ,
iAω ) 

Step3. CH ⇒ Λ : CHID , sched (..., , ,...)
i iA AID t , 

Steady-state phase
Step4. iA →CH : (

iAID , CHID ,
iAd ,

iAω ) 

Step5. CH→ BS : CHID , BSID , (..., ,...)
iAG d , CHω

Symbols defined as below, 
iA ,CH, BS: An ordinary node, a cluster head, and the base station, respectively

Λ : The set of all nodes in the network
⇒ , →: Broadcast and unicast, transmissions respectively

XID : Node X’s id

Xd : Sensing report from node X

XID , Xit : Node X’s id and its time slot Xt in its cluster’s transmission schedule
adv, join_req, sched : String identifiers for message types
G : Data aggregation function
j : Reporting cycle within the current round
SL : Security level, it depend on the length of  ω
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(3) BS generate kðxCHÞ according to Eq. (2), decrypt out IDCH , and compare
with legitimate users in its own database. If an IDCH is satisfied, it means
that it is a valid node, then it is listed in the legitimate CH�List of this round,
and broadcast advBSðIDBS;xBS;CH�ListÞ to the whole network.

Step 2: The normal node Ai chooses the closest CH within its coverage based on
the RSSI, generates kðxCHÞ by xCH , decrypts IDCH according to Eq. (3).
Similarly, it generates kðxBSÞ by xBS, decrypts CH�List. By comparing
decrypted IDCH and CH�List, it determine whether the cluster head is a legit-
imate CH. Then select xAi from the k-store, and send the join_req request to join
the cluster. If a node did not take part in any cluster, he will communicate to BS
directly.
Step 3: CH validates the Ai. Then send the TDMA scheduling information to its
member nodes.

2. Steady-phase

Step 4: Ai send the encrypted monitoring data dAi to CH by using xAi

Step 5: CH aggregate the information from Ai together, and send these data
Gð. . .; dAi ; . . .Þ and xCH to the BS. To ensure freshness, xCH should be updated
at each round.

4 Simulation and Evaluation

The security of proposed protocol has been verified in [9, 10]. In this section, we
evaluated the energy effectiveness of our scheme through simulation experiments. In
the simulation, 100 sensor nodes are randomly distributed in the square region of size
200 m * 200 m and the BS is in the center of this region. The parameters used in the
simulation are summarized in Table 2.

SecLEACH messages to be 36 bytes long (the default TinyOS message sizes) and
LEACH messages to be 30 bytes long. The difference is meant to account for the size

Table 2. Simulation parameters.

Parameter Meaning Value

n Size of data packet 4000bit
a Size of control packet 100bit
EDA Aggregation energy consumption 5nJ/bit/signal
Esedule Energy consumption of Schedule 5nJ/bit/signal
Einit Initial energy 10 J
Pr Receive power 1 mJ /bit
Bt Threshold of battery 1 J
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difference between the MAC (8bytes [16]) and CRC (2 bytes [12]) – the former present
in SecLEACH, but absent in LEACH; and the latter present in LEACH, but absent in
SecLEACH.

In our scheme, the additional energy consumption mainly from setup phase. We set
the length of l ¼ kðxÞ = 128(256) bits = 16(32) bytes. According the analysis in
Sect. 2.1, the length of x can be selected with different security level.

The average of ten times simulation results is show as Figs. 3 and 4.

Fig. 3. Dead nodes comparison of different protocol.

Fig. 4. Energy consumption comparison of different protocol.
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Figure 3 shows number of alive nodes using different protocols as rounds varies,
We can easily observe that the lifetime of LEACH is longer than that of LS-LEACH
and SecLEACH. It is due to some load must be added to ensure safety, nodes cost more
energy in certain round leads their death in advance. But LS-LEACH performance is
better compared to SecLEACH, because the overload is less than that in SecLEACH.

Figure 4 clearly depicts that LS-LEACH outperforms SecLEACH in terms of
energy consumption.

5 Conclusion

In this paper, we proposed a lightweight security leach protocol to enhanced the
security and minimize the energy consumption of sensor nodes.

Our contribution in this paper are show as bellow,

(1) We propose a Lightweight Security LEACH (LS-LEACH) protocol, to reduce the
overload (both encryption, Decrypt, identity authentication and transmission).
Due to the lightweight encryption method, only a few indices need to be sent
during node authentication process, so the load is reduced and energy efficiency is
improved. Through the node authentication, the multiple ID Sybil attacks and
wormhole attacks by malicious node are avoided.

(2) The introduced security mechanism is suitable for distributed scenarios, which
enhance the security between nodes authentication, meanwhile avoids energy
consumption of distant nodes due to direct transmission.

(3) The level can be controlled by adjust the length of index and key, neighbor nodes
can communicate between each other based on the security level.

(4) Due to the network password are update in every round, the freshness is Ensured.
Future research work includes how to further to improve the energy efficiency of
this protocol by using multi-hop and other method.

Acknowledgement. This research is supported by Science Foundation of Fujian Province
(No. 2015J01267), Training Program of FuJian Excellent Talents in University.
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Abstract. Physical layer security technologies are used to ensure the
secure communication when eavesdroppers use infinite computing capa-
bilities to launch brute force attacks. Traditional physical layer secu-
rity technologies utilized the difference between legitimate channels and
eavesdropping channels. However, in certain scenarios, the legitimate
channels are similar to eavesdropping channels so that the communi-
cation become insecure. In this paper, we especially studied the physical
layer security communication among similar channels. An interference
relay model was proposed to ensure the security of communication and
at the same time, optimize the power allocation by maximizing the lower
bound of the secrecy outage probability. The theoretical secrecy outage
probability of the proposed power allocation scheme was derived. Simula-
tion results show that the proposed scheme is superior to a uniform power
allocation scheme on channel security performance under the same condi-
tion. Furthermore, using simulation, we demonstrated that the derivation
of secrecy outage probability for the proposed power allocation scheme
is valid.

Keywords: Physical layer security · Similar channels
Power allocation · Interference relay

1 Introduction

Physical layer security is an information theoretical approach to achieving con-
fidentiality at the physical layer [1]. Physical layer security technologies can
resist quantum attack and play a key role in secure communications. Currently,
there are several studies discussing physical layer security technologies. Precod-
ing/beamforming technologies played a vital role physical layer security. In paper
[2], two novel schemes were proposed to enhance the security performance using
precoding-aided spatial modulation (PSM): one used the random antenna selec-
tion (RAS) technique to generate zero-forcing precoding matrices with randomly
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activated transmit antennas; the other was an improved version of RAS-PSM
by introducing the time-varying artificial noise into RAS-PSM. Another precod-
ing scheme was proposed for multiple input multiple output (MIMO) system [3]
where two cases were analyzed as: (1) all CSI (Channel State Information) with
legitimate channels at the transmitter could maximize the signal to noise ratio
(SNR) of the receiver and the secret rate: (2) the transmitter used an improved
Lloyd algorithm to construct the codebook. This scheme quantified the precod-
ing and finally obtained a low-complexity postcode scheme to offset the SNR
loss. Moreover, in recent years artificial noise technologies became more impor-
tant in physical layer security communication. Artificial noise tech-nologies can
jam the eavesdropper so as to improve the security capacity. Nowadays, artificial
noise technologies mainly included zero-space noise based on MIMO and noise
base station deployment based on random geometric model [4]. Artificial noise
technologies were often combined with beamforming [5,6]. By jointly optimizing
beamforming and the artificial noise vector of all base stations, they minimized
the total transmit power, ensured the QoS (Quality of Service) of authorized
users and prevented unauthorized users from intercepting information. Some
existing conclusions about single antenna eavesdroppers were extended to multi-
antenna eavesdroppers. It has been proved that the traditional zero-space arti-
ficial noise scheme is the best choice given any system parameters. Random
beamforming technology is also used for physical layer security in some cases
since it only used partial CSI but can effectively improve the system security.
Exploiting full duplexity to enhance physical layer security has received con-
siderable attention [7]. Besides, physical layer security is studied for the fifth
generation communication system (5G), where beamforming based on massive
MIMO [8] and secure transmission for millimeter wave systems [9] were both
studied.

Physical layer security technologies make the information transmit securely
by modelling the difference of channel status information (CSI, you should move
this to the place where CSI was mentioned for the first time) between legitimate
channels and eavesdropping channels. However, if the distance from legitimate
receiver to the eavesdropper is too short compared to the distance between the
transmitter to legitimate receiver or eavesdropper, the CSI of the legitimate
channel will be very similar to that of the wiretap channel. In such cases, existing
physical layer security schemes cannot perform transmission securely any more.

In this paper, to solve the security transmission problem when legal channels
are similar to wiretap channels, we proposed a power allocation scheme based
on a physical layer security model with interference relays. Key performance
measurements of physical layer security include the ergodic secrecy capacity
and the secrecy outage probability. We derived the expression of optimal power
allocation parameters by maximizing the lower bound of ergodic secrecy capacity.
In the meanwhile, the secrecy outage probability was also derived to evaluate
the performance of the proposed power allocation scheme.

The rest of this paper is organized as follows. The system model is provided in
Sect. 2. In section Sect. 3, power allocation to realize physical layer security com-
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munication among similar channels is optimized and a optimal power allocation
scheme is proposed. Theoretical analysis is performed in Sect. 4 and the secrecy
outage probability based on the proposed optimal power allocation scheme is
derived. Simulation results are provided in Sect. 5 to evaluate the secrecy perfor-
mance of the uniform power allocation scheme and the proposed power allocation
scheme. We also verify the accuracy of the secrecy outage probability based on
optimal power allocation scheme we derived. Section 6 draws the conclusion of
this paper.

Our notations are as follows. In this paper, we use x, x, X to denote a
scalar, a vector and a matrix, respectively. ||x||2 represent 2-norm of vector x. If
X ∈ C

N×M denotes that X is a N × M dimensional complex matrix. CN (0, σ2)
denotes the circular symmetric complex Gaussian distribution with zero mean
and covariance σ2. {x}+ = max(0, x). E (x ) denotes the mathematical expecta-
tion of x.

2 System Model

In order to bring difference to legal channels and wiretap channels, we consider
adding interference relays to the system, as shown in Fig. 1. The interference
node relays interfering signals, which are orthogonal to the channels from the
interference relay node to the legitimate receivers. Then, the interfering signals
will only reduce the eavesdropper’s signal quality.

S

D

E

R
hSE

hSD

xs

xs

xz

xz

hRE

hRD

Fig. 1. The physical layer security communication interference relay model for the
specific indifference channels

Figure 1 is the proposed physical layer security communication interference
relay model for the scenario when channels are not differential enough to ensure
secure communication. Source node S represents the transmitter, destination
node D represents the legitimate receiver, eavesdropping node E represents the
eavesdropping receiver, and relay node R represents the interference relay. The
distance from S to D or E is very long so that the distance between D and E can
be ignored. Then, S-D channel and S-E channel are very similar. In Fig. 1, we
assume that the distance between R and D or R and E is not that long such that
the distance between D to E is comparable with it. Then, S-D channel and S-E
channel are differential. hSD denotes the CSI vector from S to D, hSD ∈ C

Ns×1,
where Ns is the number antennas of transmitter S. hSE is the CSI vector from
S to E, hSE ∈ C

Ns×1. Especially, hSE = hSD. hRD is the CSI vector from R to
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D, hRD ∈ C
Nr×1. hRE is the CSI vector from R to D, hRE ∈ C

Nr×1. xs is the
useful signal which S transmits to D, ‖xs‖2 = 1. xz is the interference which R
transmits to E. xz is pseudo random complex Gaussian noise and is orthogonal
to hRD, namely hRDxz = 0. Besides, ‖xz‖2 = 1.

Assume that the total power constraint of the system is P which is the sum
of the transmitting power of S and R. We introduce a power allocation factor as
λ so that the power of S is λP and the power of R is (1 − λ)P. Assume that the
receiving antenna gain of E and D are the same. Then the signals received at D
and E can be respectively expressed as:

yd =
√

λPhH
SDxs +

√
(1 − λ)PhH

RDxz + nd, (1)

ye =
√

λPhH
SExs +

√
(1 − λ)PhH

RExz + ne, (2)

where yd is the signal received at the destination node D and ye is the signal
received at the eavesdropping node E. nd is the complex Gaussian random noise
received at the destination node D, nd ∼ CN (0, σ2

d). ne is the complex Gaussian
random noise received at the eavesdropping node E, ne ∼ CN (0, σ2

e).
Because hRDxz = 0, the signal to noise ratio γd at the destination node D

can be expressed as

γd =
λP‖hSD‖2

σ2
d

. (3)

And the signal to noise ratio γe at the eavesdropping node E can be expressed
as

γe =
λP‖hSE‖2

(1 − λ)P‖hRE‖2 cos θ + σ2
e

, (4)

where θ is the angle which obeys uniform distribution between hRE and xz,
θ ∈ (−π

2
,
π

2
).

Then the instantaneous secrecy capacity can be expressed as

Cs(λ) = [log2(1 + γd) − log2(1 + γe)]+. (5)

Due to hSE = hSD, σ2
d = σ2

e , (1 − λ)P‖hRE‖2 cos θ > 0, we can get γd > γe.
Hence, Cs > 0. Therefore, the system model can achieve physical layer security
communication among indifference channels.

3 A Optimal Power Allocation Scheme to Realize
Physical Layer Security Communication Among
Similar Channels

3.1 Power Allocation Optimization

The secrecy performance of system is relevant to the secrecy outage probability.
The bigger the secrecy outage probability is, the better the secrecy performance
is. Hence, it is meaningful to optimize secrecy outage probability.
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Assume that the minimum transmission rate that ensures normal system
secure operation is Rs, the secrecy outage probability can be expressed as

Pout (Rs) = Pr[Cs(λ) < Rs]. (6)

Let γSD =
P‖hSD‖2

σ2
d

, γRD =
P‖hRD‖2

σ2
d

, γSE =
P‖hSE‖2

σ2
e

and γRE =

P‖hRE‖2 cos θ

σ2
e

, then the Eqs. (3) and (4) can be expressed as

γd = λγSD, (7)

γe =
λγSE

(1 − λ)γRE + 1
. (8)

Submitting Eqs. (3), (4) and (5) into Eq. (6) and simplifying, the secrecy
outage probability can be rewritten as

Pout(Rs) = Pr[g(λ) < 2Rs − 1]. (9)

where

g(λ) = (1 − 2Rs)λγSD + (1 − 2Rs)(1 − λ)γRE + λ(1 − λ)γSDγRE.

In [10], Pr[g(x) ≤ t] ≥ 1 − E(x)/t. Hence, we can get

Pout(Rs) ≥ 1 − E[g(λ)]
2Rs − 1

. (10)

The lower bound of the secrecy outage probability can be expressed as 1 −
E[g(λ)]
2Rs − 1

. Because it is difficult to maximize the secrecy outage probability, we

try to maximize the lower bound of the secrecy outage probability. Then, the
optimal power allocation factor λ∗ should make the secrecy outage probability
maximum, which can be expressed as

λ∗ = arg min
0<λ<1

(1 − E[g(λ)]
2Rs − 1

). (11)

The Eq. (11) is equivalent to

λ∗ = arg max
0<λ<1

E[g(λ)]. (12)

Above all, the E[g(λ)] can be expressed as

E[g(λ)] = −E[γSD]E[γRE]λ2 + [(1 − 2Rs)(E[γSD] − E[γRE])
+E[γSD]E[γRE]]λ + (1 − 2Rs)E[γRE]. (13)

According to Eq. (13), E[g(λ)] is a quadratic function. The maximum point is
its extreme point. Namely, the optimal power allocation factor λ∗ is the extreme
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point of E[g(λ)]. Hence, the optimal power allocation factor λ∗ can be expressed
as

λ∗ =
1
2

+
2Rs − 1

2P
(

1
E[‖hSD‖2] − π

E[‖hRE‖2] ). (14)

From Eq. (14), we can see that the optimal power allocation factor λ∗ is
relevant to E[‖hSD‖2], E[‖hRE‖2], P and Rs. Hence, when P and Rs is fixed,
the optimal power allocation factor λ∗ will not change until the statistics chan-
nel state information of channel hSD and hRE change. Besides, when P → ∞,
2Rs − 1

2P
(

1
E[‖hSD‖2]−

π

E[‖hRE‖2] ) → 0, λ∗ → 1
2
. Therefore, when the total power

constraints P is large enough, this optimal power allocation based on the lower
bound of secrecy outage probability has the same secrecy performance on secrecy
outage probability as the fixed uniform power allocation scheme of which power
allocation factor λ∗ is equal to 0.5.

3.2 A Power Allocation Scheme

According to the optimal power allocation factor λ∗, a power allocation scheme
is proposed which is summarized in the following procedure.

1: Source node S gets the channel state information from S to D (E[‖hSD‖2]). Relay
node R feeds back the channel state information from R to E (E[‖hRE‖2]) to the
source node E.

2: Source node S calculates the power allocation factor λ∗ according to the equation
(14).

3: Source node S infroms the λ∗ to the Relay node R.
4: Send the useful data safely. The transmitting power of the source node S is λP

and the transmitting power of the interference relay is (1−λ)P. Meanwhile, Source
node S checks whether the statistics channel static information has changed.

5: If the statistics channel static information has changed, return to perform step 2.
channel static information has changed.

The power allocation factor λ∗ is determined at S with the statistics CSI.
Then the power allocation factor is fed back to R. The system conduct the
transmission in a secure way and check if the statistics CSI has changed at the
same time. S will update λ∗ if the statistics CSI has changed.

This proposed power allocation scheme has the following characteristics.
First, this scheme achieves the physical layer security communication when
the distance between a legitimate receiver and a eavesdropping receiver is
too short if compared to the distance between a transmitter and a legitimate
receiver/eavesdropping receiver. It solves the security issue when legal channels
are similar to eavesdropping channels. Second, it can get a better security per-
formance on erodgic secrecy capacity and secrecy outage probability compared
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to the uniform power allocation scheme (as demonstrated in the next section).
Third, compared to the power allocation scheme using instantaneous CSI, this
scheme only requires the statistics CSI, which is available in most applications.
Finally, this scheme only updates the power allocation factor when the statistics
CSI changes. It will save signaling overhead.

4 Performance Theoretical Analysis

Due that the optimal power allocation is based on the lower bound of secrecy
outage probability. Hence, it is meaningful to derive the secrecy outage proba-
bility under this power allocation scheme.

The expression of secrecy outage probability has been given in Eq. (9). Let

γSD =
P‖hSD‖2

σ2
d

, γRD =
P‖hRD‖2

σ2
d

, γSE =
P‖hSE‖2

σ2
e

and γRE =
P‖hRE‖2 cos θ

σ2
e

,

the power allocation can be rewritten as

Pout (Rs) = Pr[ax1 + bx2 cos θ + cx1x2 cos θ < t], (15)

where

a =
(1 − 2Rs)λP

σ2
d

, b =
(1 − 2Rs)(1 − λ)P

σ2
e

c =
λ(1 − λ)P2

σ2
dσ

2
e

, t = 2Rs − 1

x1 = ‖hSD‖2, x2 = ‖hRE‖2
(16)

Obviously, a < 0, b < 0, c > 0, t > 0. Besides, they are all const. Hence, the
secrecy outage probability can be triple integrals which is

Pout(Rs) =
∫∫∫

Q

p(x1)p(x2)p(θ)dx1dx2dθ, (17)

where Q is the restrictions and follows

Q : ax1 + bx2 cos θ + cx1x2 cos θ < t, (18)

p(x1), p(x2) and p(θ) are respectively the probability density functions of x1,
x2 and θ. Furthermore, We can get the integration interval more intuitively in
Fig. 2.

Due to each element in hSD and hRE obeys the complex Gaussian random
distribution, ‖hSD‖2 and ‖hRE‖2 follow χ2 distribution. Assume that θ follows
uniform distribution. Then the probability density functions of x1, x2 and θ can
be expressed as

p (x1) =

⎧
⎪⎨

⎪⎩

1
2NrΓ (2Nr)σ2Nr

SD

x1Nr−1e
−

x1
2σ2

SD , x1 > 0

0, x1 ≤ 0

(19)



254 X. Tai et al.

Fig. 2. The integration interval Q

p (x2) =

⎧
⎪⎨

⎪⎩

1
2NrΓ (Nr)σ2Nr

RE

x2Nr−1e
−

x2
2σ2

RENr , x2 > 0

0, x2 ≤ 0

(20)

p(θ) =

{ 1
π

, θ ∈ (−π

2
,
π

2
)

0, otherwise
(21)

where σ2
RE =

E[||hRE||2]
2Nr

and σ2
SD =

E[||hSD||2]
2Nr

.

Then the final expression of the secrecy outage probability is

Pout (Rs) =
1
π

∫ π
2

− π
2

(1 − e�1

Nr−1∑

k=0

1
k!

(−
1)
kdθ

+
1
π

∫ π
2

− π
2

∫ ∞

− a
c cos θ

p(x2)[1 − e−�2

Nr−1∑

k=0

1
k!


2
k]dx2dθ,

(22)

where 
1 and 
2 are respectively


1 =
a

2c cos θσ2
RE

, (23)


2 =
t − bx2 cos θ

2(cx2 cos θ + a)σ2
SD

. (24)

5 Numerical Results and Analysis

In this section, we conduct simulations and evaluate the erodgic secrecy capacity
and the secrecy outage probability of the proposed physical layer security scheme.
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The secrecy outage probability of the system using the optimal power allocation
scheme (λ = λ∗) has been compared to the fixed uniform power allocation scheme
(λ = 0.5).

5.1 Analysis of Secrecy Outage Probability

Figure 3 shows the erodgic secrecy capacity performance against total transmit
power P for the proposed power allocation scheme (λ∗ = 0.5) and the fixed
uniform power allocation scheme (λ = 0.5). We assume that Ns = Nr = 2, 4, 8,
Nd = 1 and Ne = 1. All the channels of the system are the Rayleigh fading
channels. The noise power at D or E is normalized, as P = P/σ2. Hence, the
signal-to-noise ratio of the total transmitted power varies from 1 dB to 15 dB.
We set the minimum transmission rate Rs=1.5 bit/s/Hz.
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Fig. 3. Secrecy outage probability against total transmit power P for the proposed
power allocation scheme and the fixed uniform power allocation scheme

In Fig. 3, it can be seen that the total power constraint P has a positive effect
on the secrecy outage probability. When the total power constraint P is fixed,
the secrecy outage probability of the system using the optimal power allocation
scheme is smaller than the system using the uniform power allocation scheme.
And for our power allocation scheme, the secrecy outage probability curve of the
simulation results fits the one of Eq. (22) theoretical numerical results, based on
which, it can be derived that the theoretical result of secrecy outage probability
is correct.

5.2 Analysis of Ergodic Secrecy Capacity

Simulation conditions are the same as those in section A. Here, the minimal
data rate Rs to ensure the system communication keeping secret is set to 1.5
bit/s/Hz, which also means if the data rate is smaller than Rs, the system
cannot communicate in secure way. The secrecy outage probability against total
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Fig. 4. Erodgic secrecy capacity against total transmit power P for the proposed power
allocation scheme and the fixed uniform power allocation scheme

transmit power P for the proposed power allocation scheme (λ∗ = 0.5) and the
fixed uniform power allocation scheme (λ = 0.5) are shown in Fig. 4.

We can see that the greater the total power constraint P, the better the
erodgic secrecy capacity performance of the system will be. Moreover, when the
total power allocation constraint P is fixed, the optimal power allocation scheme
we proposed can ensure a bigger erodgic secrecy capacity than the uniform power
allocation scheme. Hence, as for the erodgic secrecy capacity performance, our
proposed power allocation scheme is better than the fixed uniform power allo-
cation scheme.

6 Conclusion

In this paper, we solved the challenging problem existing in traditional physical
layer security communications, when the difference between legal and eavesdrop-
ping channels is not enough to meet the security requirement for information
transmission. We specifically studied the power allocation between source node
and interference relay node in physical layer security communication with inter-
ference relay. We optimized the power allocation through the minimization of
lower bound of secrecy outage probability. Further, we developed a power alloca-
tion scheme, analyzed its advantages and derived its theoretical secrecy outage
probability. Simulation results demonstrated that the proposed power alloca-
tion scheme has a better ergodic secrecy capacity and a lower secrecy outage
probability than a uniform power allocation scheme.



Power Allocation for PLS Among Similar Channels 257

References

1. Liang, Y., Poor, H.V., Shamai (Shitz), S.: Information theoretic security. Found.
Trends Commun. Inf. Theory 5(4–5), 355–580 (2008)

2. Huang, Y., Zheng, B., Wen, M., et al.: Improving physical layer security via random
precoding. In: IEEE GLOBECOM Workshops, pp. 1–6 (2017)

3. Geraci, G., Egan, M., Yuan, J.H., et al.: Secrecy sum-rates for multi-user MIMO
regularized channel inversion precoding. IEEE Trans. Commun. 60(11), 3472–3482
(2012)

4. Wang, H.M., Wang, C., Zheng, T.X., Quek, T.Q.S.: Impact of artificial noise on
cellular networks: a stochastic geometry approach. IEEE Trans. Wirel. Commun.
6(99), 1–5 (2016)

5. Lu, Y., Xiong, K., Fan, P., Zhong, Z.: Optimal coordinated beamforming with
artificial noise for secure transmission in multi-cell multi-user networks. In: 2017
IEEE International Conference on Communications (ICC), France, Paris, pp. 1–6
(2017)

6. Mei, W., Chen, Z., Fang, J.: Artificial noise aided energy efficiency optimization in
MIMOME system with SWIPT. IEEE Commun. Lett. 21(8), 1795–1798 (2017)

7. Li, Q., Zhang, Y., Lin, J., et al.: Full-duplex bidirectional secure communications
under perfect and distributionally ambiguous eavesdroppers CSI. IEEE Trans. Sig.
Process. 65(17), 4684–4697 (2017)

8. Yaacoub, E., Al-Husseini, M.: Achieving physical layer security with massive
MIMO beamforming. In: 2017 11th European Conference on Antennas and Prop-
agation (EUCAP), Paris, France, pp. 1753–1757 (2017)

9. Ying, J., Wang, H.-M., Zheng, T.-X., et al.: Secure transmissions in millimeter
wave systems. IEEE Trans. Veh. Technol. 66(9), 7809–7817 (2017)

10. Abramowitz, M., Stegun, L.A.: Handbook of Mathematical Functions with Formu-
laes, Graphs, and Mathematical Tables. Dover Publications Inc., New York (1974)



Miscellaneous Topics in Wireless
Networks



A Decision Tree Candidate Property Selection
Method Based on Improved Manifold

Learning Algorithm

Fangfang Guo, Luomeng Chao, and Huiqiang Wang(&)

Computer Science and Technology, Harbin Engineering University,
Harbin 150001, China

{guofangfang,wanghuiqiang}@hrbeu.edu.cn

Abstract. When the traditional decision tree algorithm is applied to the field of
network security analysis, due to the unreasonable property selection method,
the overfitting problem may be caused, and the accuracy of the constructed
decision tree is low. Therefore, this paper proposes a decision tree selection
method based on improved manifold learning algorithm. The manifold learning
algorithm maps the high-dimensional feature space to the low-dimensional
space, so the algorithm can acquire the essential attributes of the data source.
According to this, the problems of low accuracy and overfitting can be solved.
Aiming at the traditional manifold learning algorithms are sensitive to noise and
the algorithms converges slowly, this paper proposes a Global and Local
Mapping manifold learning algorithm, and this method is used to construct a
decision tree. The experimental results show that compared with the traditional
ID3 decision tree construction algorithm, the improved method reduces 2.16%
and 1.626% in false positive rate and false negative rate respectively.

Keywords: Network security � Decision tree � Manifold learning algorithm

1 Introduction

Decision tree is an inductive learning algorithm that is widely used in security analysis,
data mining and other fields. Because it is a heuristic algorithm, the unreasonable
selection method of the property will directly result in a large deviation of the decision
tree results, and it will easily lead to overfitting problem. This is also one of the key
issues of the decision tree algorithm [1]. In the field of security analysis, the above
problems are particularly evident, which will lead to high false negative rate and false
positive rate in network security monitoring systems.

At present, the research on the decision tree mainly focuses on the following two
aspects. The first is how to combine other algorithms to improve the accuracy of the
algorithm [2]. The second is how to improve the performance of the algorithm by
improving the property selection method in the decision tree construction process
[3–5]. In the field of network security analysis, data source usually uses log data.
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Because the log data has a large number of features, the complexity of the traditional
decision tree algorithm is high and training model will take a long time. Therefore, the
traditional algorithm cannot meet real-time requirements of the complex network
environment security monitoring system represented by the cloud.

Manifold learning is an unsupervised learning algorithm, which is mainly used to
reduce the dimension of high-dimensional data. The features extracted after the man-
ifold learning process represent the important and essential features of the dataset [6].
Its characteristics can solve the problem of property selecting of the decision tree, and it
can help decision tree algorithm select the proper feature to reduce the probability of
overfitting. However, the manifold learning algorithm’s convergence speed is slow and
sensitive to noise data. Therefore, this paper proposed a Global and Local Mapping
manifold learning algorithm (GALM) to improve the performance of the manifold
learning.

According to this, this paper proposed a decision tree candidate property selection
method based on GALM. The rest of the paper is structured as follows. In the second
part of the article, the improved manifold learning method GALM is introduced; The
third part introduces how to use GALM algorithm to construct decision tree, and the
fourth part analyzes its advantages; In the last part, the effectiveness of the proposed
algorithm is verified through experiments.

2 Global and Local Mapping Manifold Learning Algorithm

Manifold learning is an unsupervised learning method, which “manifold” represents the
space homeomorphic with Euclid space in the local. Its main idea is the points in the
high-dimensional observation space can be regarded as a manifold formed in the
observation space by a few independent variables. Therefore, if one method can
effectively find the internal main variables, it can reduce the dimension of the data set.
Manifold learning can be divided into two categories: one is based on global consid-
erations, such as Isometric Mapping [7] (ISOMAP); the other is based on local con-
siderations, such as LLE [8] and LE [9]. LE is a locally embedded Laplacian-
eigenmaps. Compared to LE, LLE algorithm tries to maintain the linear relationship
among samples in the neighborhood. However, both types of algorithms have their
own advantages and disadvantages. The first type of manifold learning algorithm has a
slow convergence rate and it is not suitable for tasks with large data volumes. Although
the convergence speed of the second manifold learning algorithm is faster, it is more
sensitive to noise data. In order to solve the above problem, this article proposed Global
and Local Mapping manifold learning algorithm (GALM).

The main ideas of GALM are as follows: First, local low-dimensional data rep-
resentations are generated using a highly efficient local embedding method. Then, this
method uses the global high-dimensional data to adjust the local low-dimensional data
topology. Several definitions are given before describing the algorithm.
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Definition 1 Geodesic: The geodesic distance is the shortest distance between two
points on the manifold. The geodesic calculation uses Euclidean distance, the definition
of Euclidean distance between two points is as follows:

G Xi;Xj
� � ¼Xn

k¼1

Xik � Xjk
� �2 ð1Þ

where Xi and Xj represents the position of the point in space, Xi ¼ Xi1;Xi2; . . .;Xinð Þ,
Xj ¼ Xj1;Xj2; . . .;Xjn

� �
.

Definition 2 Harmonic average normalization: Before reducing the data dimension,
it is necessary to normalized the average of geodesic. The formula is as follows:

dis Xi;Xj
� � ¼ G Xi;Xj

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H ið ÞH jð Þp ð2Þ

where

H ið Þ ¼ n� 1Pn
k¼1

1
G Xi;Xkð Þ

; k ¼ 1; 2; . . .; n ð3Þ

where G Xi;Xj
� �

is the geodesic distance between the two points Xi and Xj, and H ið Þ and
H jð Þ are the harmonic mean values of the two points Xi and Xj.

The main step of the improved manifold learning algorithm proposed in this paper
is as follows:

➀ The k-order neighboring matrices are established by the neighboring rule,
the Euclidean distance is used as a measure in this process, If the Euclidean
distance between two points is less than e, then define two points as
neighbor, e represents a threshold;

➁ For each sample point, it is reconstructed using its neighbors, and the
minimum linear reconstruction weight is calculated by formula (4).

Vmin ¼ Xj �
X

j
WijXj

��� ��� ð4Þ

where Wij is the linear reconstruction weight and the formula is shown in
(5).

Wi;j ¼ e�
Xi�Xjk k2

2d2 ; Xj 2 N ið Þ;
0; else:

8<
: ð5Þ
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where N ið Þ represents the neighboring point of the point Xi. d is a tuning
parameter, it makes Wij meet condition (6).

X
j

Wij ¼ 1 ð6Þ

➂ Low-dimensional embedding £ yið Þ of the input sample is calculated by
formula (7), yi represents the mapped node position;

£ yið Þ ¼ yi �
X

j
Wijyi

��� ���2 ð7Þ

➃ In order to make the low-dimensional embedded geodesic lines close to the
real geodesic lines, this method use global information to adjust the position
of the sample after mapping. The movement of each node satisfies that 1=h
of dis xi; xj

� �
is the distance between the low-dimensional embedded node xi

and xj (as shown in Fig. 1), where h depends on the feature scaling,
xj 2 N ið Þ. 1=h of dis xi; xj

� �
is the distance between the low-dimensional

embedded node xi and xj, where h depends on the dimension scaling,
xj 2 N ið Þ. Dsource

i is the source node and Pi;j represents neighbor node of
Dsource

i . Pnew
i;j is the position after mapped, which is obtained by formula (8).

In order to make Pi;j select the mapped low-dimension u xið Þ, the top k
neighboring nodes with the smallest distance loss are selected by formula
(9), where pij represents the weight of each neighboring point.

Pnew
i;j ¼ Pi;j �

Pi;j � Dsource
i

� �
Pi;j � Dsource

i

�� ��� dis
h

ð8Þ

minh Yð Þ ¼
Xn
i¼1

u yi �
Xk
j¼1

pi;ju yi;j
� � !�����

�����
2

ð9Þ

➄ Reconstruct W through new neighbor node and calculate M according to
formula (10), where the first d features of M represent the mapped low-
dimensional space coordinates, d represents the scaled spatial dimension.

M ¼ ðI �WÞTðI �WÞ ð10Þ

264 F. Guo et al.



The GALM algorithm is shown in Algorithm 1.

Algorithm 1: GALM 
Input: Training set:
Output: Reduced dimension dataset: Y
begin 
Step1. For each ( ) ∈ X 

Generate  randomly 
End For 

Step2. For each ( ) ∈ X 
If  and G( ) < ε thenN i ←  N i

Compute  using formula (6) 
End

End For 
Step3. Get low-dimensional embedding ∅  using formula (7) 
Step4. Calculate  where 
Step5. Reconstruct and get  using formula (10) 
return Top d features in 
end

Since the geodesic distance estimated in the high-dimensional space is always
larger than the geodesic distance of the low-dimensional embedding manifold, a
parameter is required to dynamically adjust the distance between each embedded node
and the neighboring node. Since the original data has been reconciled and averaged
prior to embed, the low-dimensional embedding manifold is calculated using the dis-
tance after the reconciliation. Therefore, the embedding manifold effectively avoid the
“point aggregation” problem.

3 Decision Tree Construction Method Based on GALM

The first step in the construction of the decision tree is to use the GALM algorithm to
reduce the dimension. It requires that the manifold after the reduction can be spread
evenly, thereby reflecting the nature of the feature.

After selecting one feature, the improved method will remove it, and it iteratively
select the feature to test. However, this method is also limited, when an evenly dis-
tributed manifold cannot be found which can mapping high-dimensional data, tradi-
tional entropy calculations need to be performed on the remaining features. The
decision tree construction process is shown in Algorithm 2.
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Algorithm 2: Construct decision tree method 
Input: Training set: ,Feature set: F = {

}
Output: Decision tree model 
begin 
Step1. While Low-dimensional manifold F = { } not clear do

Run GALM on F = {  } 
Step2. ClassMap <key, value>←0; // randomly initialize 
Step3. While F not Null do

Compute attributesSet( ) on F 
For each attributes ∈ attributesSet( ) do

String key←attributes.get(row, columnIndex, destination); 

if(key ∈ ClassMap)

classmap ← (key, value + 1); 

else
classmap ← (key, 1); 

End For 
F ← F – {key}; 

return classMap(<key, value>); 
end

4 Complementarity Analysis of Manifold Learning
Algorithm and Decision Tree Algorithm

Decision tree is an inductive algorithm, which has the advantages of strong anti-noise
ability, high efficiency, etc. However, traditional decision tree generation methods often
lead to overfitting. As a data dimension reduction method, the manifold learning
method can help the decision tree to select important features, thereby reducing the
possibility of overfitting. The comparison between the two algorithm is shown in
Table 1.
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5 Simulation Experiment and Performance Analysis

5.1 Experimental Design and Experimental Parameters

(1) Experimental environment

In order to analyze the performance and effectiveness of algorithm proposed in this
paper, we use the Toolbox toolkit and the classic Swiss roll data source to perform
experiments on the MATLAB simulation platform.

As shown in Fig. 1, using the existing equipment in the laboratory, cloud moni-
toring data fusion analysis system based on the log data is set up. The object of analysis
is multi-source log data, the specific information of the collected data will be described
in detail later. In the experiment, four infrastructures were configured in the Hadoop
cluster environment. One of them is set as Master node and the others are Slave nodes.

(2) Data source

The multi-source log collection is provided by Hadoop’s Flume, an acquisition
component. After collection, the log data are aggregated to the log receiving server for
storage. The log used for security analysis are divided into IDS log, firewall log, and
DNS log. The Kali Linux penetration test is used to perform corresponding security
event attacks on the target host. The attacks used in this paper include SYN Flood,
ICMP Flood, TCP Flood, DNS Flood, and ARP Spoofing. This paper will use the
Swiss roll data source to make usability analysis of the GALM algorithm, and to do
comprehensive verification in the final analysis stage.

Table 1. Comparison of Decision Tree and Manifold Learning

Disadvantages of decision tree Advantages of manifold learning

➀ When the number of features is large, the
unreasonable feature selection rules will lead
to deviations in the results of the decision
tree model

➀ Manifold learning algorithms can map
high dimensions to lower dimensions,
revealing the essential characteristics of the
data

➁ Because it relies on axis-parallel
segmentation, it can be difficult to model
some relationships

➁ Manifold learning algorithm improves the
efficiency of data analysis by reducing
dimensions and reducing some insignificant
features

➂ When the sample set changes, the decision
tree constructed by the algorithm will also
change due to changes in the sample set

➂ Manifold learning algorithm can select
stable and critical feature through dimension
reduction measures
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The evaluation of experimental results is divided into two aspects: efficiency and
accuracy. In terms of efficiency, the proposed method is compared with LLE, LE, and
ISOMAP algorithms, and the improved decision tree algorithm is compared with the
ID3 decision tree algorithm. In the aspect of accuracy, the improved decision tree
algorithm and ID3 decision tree algorithm are compared in terms of false negative rate
and false positive rate.

5.2 Experimental Results and Algorithm Performance Analysis

(1) GALM algorithm performance analysis

The selected Swiss roll data source is processed by GALM algorithm, traditional
LEE algorithm, LE and ISOMAP algorithm respectively. Through the analysis of the
processing results, the effectiveness of the low-dimensional manifold formed by
dimension reduction through GALM algorithm is verified, then the computational
efficiency of GALM is verified.

Figure 2 shows a 3-dimensional manifold image generated by a Swiss roll data
source with a quantity of 2000, noise of 0.05. This experiment use GALM algorithm to
reduce dimensionality of manifolds to form 2-dimensional manifold respectively.
Figure 3 shows the embedded manifold Formed by GALM.

Figure 4 shows a comparison of the running time of GALM, LLE, LE and
ISOMAP. It can be seen that at the beginning, the GALM runtime is close to the LLE
and LE. As the amount of data increases, the running time of the GALM algorithm will
gradually approach the ISOMAP.

Fig. 1. Experimental environment design
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Fig. 2. Swiss roll data Source: 3-dimensional manifold formed by 2000 nodes

Fig. 3. 2-Dimensional Embedded Manifold Formed by GALM
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(2) Algorithm accuracy rate assessment

The log source obtained from the log receiving server is 2.1 GB. The method of
constructing the decision tree based on GALM algorithm presented in this paper is
compared with the ID3 decision tree construction algorithm.

Figure 5 compares the misjudgment rates of the two algorithms. The experimental
results show that compared with the ID3 algorithm, the method proposed in this paper
reduces the misjudgment rate by 0.323%, 0.365%, 1.079%, 0.597% and 1.128%
respectively for ARP, DNS, UDPS and SYN. Especially for SYN Flood and UDP
Flood, it can be seen that the decision tree construction method based on manifold
learning shows a good detection effect in terms of false positive rate, so the accuracy of
the improved decision tree detection algorithm has been improved overall.

6 Conclusion

The manifold learning method has a obvious dimensionality reduction effect on non-
linear data, and it can get the nature of the data. This feature can be combined with the
classic decision tree algorithm to reduce the overfitting problem. Based on the above
ideas, this paper proposes a GALM algorithm, it can select the nature of the data to
build a decision tree. The experimental results show that the decision tree constructed
using the algorithm proposed in this paper has been improved in accuracy and effi-
ciency of model. The next step will focus on how to combine multi-manifold learning
with other security analysis algorithms to effectively solve security monitoring issues in
the field of network security situational awareness.
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Abstract. In this paper, we propose a novel repairable fountain codes
(RFC) used in D2D data storage systems for failure data recovery. This
RFC has the priority of unequal repairing locality (URL), which can pro-
vide unequal data protection for different nodes’ bandwidth and power
in different areas. The lower locality of URL-RFC can reduce the repair
bandwidth in D2D storage system, and tradeoff different nodes’ capa-
bilities of transmitting. We firstly give the heterogeneous D2D storage
network model, and analysis the communication cost for data download
and node repair. Then, the construction method of URL-RFC is given
based on generated matrix. Simulation results show that, URL-RFC sig-
nificant outperforms conventional distributed codes on communication
cost in heterogeneous D2D storage system.

Keywords: D2D data storage system · Repairable fountain codes
Unequal repairing locality · Repair and download bandwidth

1 Introduction

The rapid growth of mobile data traffic has caused tremendous pressure on dis-
tributed storage systems (DSS) and cellular base stations (BSs). A rising tech-
nique called device-to-device (D2D) distributed storage, is proposed to relieve
the pressure of BS, which also takes advantage of the increasingly powerful stor-
age capacity of mobile devices [1,2]. Presently, the redundancy has been brought
into DSS, such as replication scheme, MDS codes and regenerating code, which
have derived some crucial research achievements in the application DSS in D2D
networks [3–5]. The focus of these research is on how to reduce the repair cost
and download cost of the system.

Repairable fountain code (RFC) is a new family of fountain codes that can
be applied to DSS, that is a rateless and systematic code and has low local-
ity [6]. Therefore, this new family of RFC has great application potential in
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the D2D distributed storage system with large network heterogeneity (nodes’
bandwidth, communication distance, or device reception or transmitting signal
power). However, the problem of further reducing the communication cost for
the heterogeneous network of D2D distributed storage is still difficult to solve.
The research of fountain code in the field of unequal error protection (UEP)
in broadcast transmission has been extensive [7,8], and the local reconstruction
code have also been studied preliminarily in terms of unequal failure protec-
tion [9] in file storage system.

This paper proposes a novel RFC for D2D distributed storage systems, which
is mainly used for the repair of failure data. Our new RFC has different priorities
for repairing locality (URL) and can provide different data protection for nodes
with different bandwidth and power in different areas. The lower locality of URL-
RFC can reduce the repair bandwidth cost in D2D storage systems and tradeoff
transmission capacity of different nodes. We first give a heterogeneous D2D stor-
age network model and analyze the data download and repair communication cost.
Then, based on the generator matrix, the URL-RFC construction method is given.
Simulation results show that, in heterogeneous D2D storage systems, the commu-
nication cost of URL-RFC is better than that of traditional distributed systems.

The structure of this paper: Sect. 2 gives the system model of heterogeneous
D2D distributed storage. In Sect. 3, the constructions method of RFC and the
URL-RFC are introduced. In Sect. 4, we analyze the communication cost of the
URL-RFC scheme. In Sect. 5, simulation results show that URL-RFC can reduce
communication cost. Finally, the Sect. 6 is the summary of the main research in
this paper.

2 System Model

We consider the D2D distributed storage system shown in Fig. 1. A base station
(BS) can cover two areas at the same time. The mobile devices in the red area
have a stronger D2D communication capability than the mobile devices in the
green area, because the antenna size and power amplifier capability of the devices
in the two areas are different. The yellow cell phone represents the node that
requested the file (requester), the blue cell phone represents the new storage
node (empty), and the red and green cell phones represent nodes that store the
data (helper).

The Working Process of the System is as Follows:
As the nodes enter and exit (Poisson process) the coverage area of the BS ran-
domly, the number of storage nodes in the system may be insufficient, that is,
the file data may be lost. The requester will request to download all data with
a certain probability, so the lost node (data) must be repaired. When the D2D
communication capability is insufficient or does not have the enough number of
nodes to repair data, it is necessary to rely on the BS for data download and
repair. Due to the differences in device capabilities between heterogeneous areas,
there will be differences in the energy costs of downloading data and repairing
data between the two areas.
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Fig. 1. Heterogeneous D2D distributed storage system model. (Color figure online)

The research work in this article is based on the following basic assumptions:

1. Assume that the data storage space of each node is infinite, and we consider
that there is a single file, of size M bits, stored at the BS.

2. We denote by ρBS the cost of transmitting one bit from the BS, ρr the
cost of transmitting one bit between nodes in the red area and ρg the cost
of transmitting one bit between nodes in the green area. We assume that
ρr > ρg. The cost for one bit inter-area transmission is set to be the same,
which is ρrg = ρgr.

3. According to pass loss of wireless signals, i.e. lager distance is required, more
power is consumed. Therefore, the distance between the nodes of one area is
smaller than the distance between the nodes of different areas, and the both
are less than the distance from BS to nodes, i.e. ρBS > ρrg = ρgr ≥ ρr > ρg.

4. The expected numbers of nodes in red and green areas are Nr and Ng, respec-
tively. The incoming rates of nodes in the two areas are Nrλ and Ngλ, respec-
tively. The instantaneous number of nodes can be described by the M/M/∞
Markov model. The probabilities that the number of nodes in the two areas
are i satisfy Eqs. (1) and (2), respectively [10].

πr(i) =
Nr

i

i!
e−Nr (1)

πg(i) =
Ng

i

i!
e−Ng (2)

Data Storage: The file is divided into k packets, and k is composed of two
parts, kr and kg. Then, the two parts are encoded by RFCs with parameters
(nr, kr, d(kr)) and (ng, kg, d(kg)), respectively. Moreover, n is the number of
encoding symbols, k is the number of input symbols and d is the repair locality.
Finally, the encoded data generated by the two parts of packets are respec-
tively stored in the nodes of red area and green area. For simplicity, we assume
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nr � Nr, ng � Ng, that is, the number of storage nodes is much less than

the number of expected nodes, then
nr−1∑

i=0

πr(i) � 1,
ng−1∑

i=0

πg(i) � 1. Therefore,

the probability that the number of nodes in the red area is less than nr can be
negligible, while the probability that the number of nodes in the green area is
less than ng can also be negligible.

We consider a uniform allocation in our system model. Hence, each storage
node stores α bits, then α is

α =
M

kr + kg
. (3)

File Download: Assume that the rate of each node requesting a file is ω, and
the interval between the requests for the file in the red area and in the green
area is 1

Nrω , 1
Ngω , respectively. When the number of storage nodes in the system

is greater than or equal to (1 + ε)(kr + kg), the file download can be performed
through D2D links, i.e. the download requires slightly more data than M bits.
Otherwise, the entire file must be downloaded from the BS.

Data Repair: Assume that the departure rate of a node is λ. When the storage
node leaves the system, the data stored in the node will also be lost. In order to
reduce the power cost of repairing data, we consider to use the nodes in the same
area to repair the lost data as much as possible. When the number of storage
nodes in the same area is insufficient, the nodes in different areas can be used
for repair. If the number of helper nodes is still insufficient, then we can use the
BS to repair the data.

We consider the ideal conditions: When a storage node leaves, data repair
is performed immediately and there is no repair delay. Because the probability
that the number of nodes in the red area is smaller than nr and the probability
that the number of nodes in the green area is smaller than ng are negligible. So,
the storage nodes that can connect to when repairing in both of the two areas
are sufficient, that is, the participation of nodes in another area and BS are
not needed. In this case, the files can always be stored in the D2D distributed
storage system and there is no need to download file from the BS. Therefore,
the bandwidth costs of repairing one node’s data in the red area and the green
area are described as formula (4) and (5), respectively, where β = α.

γr = d(kr)β (4)

γg = d(kg)β (5)

3 RFC and URL-RFC

3.1 Construction of RFC

Repairable Fountain Code (RFC) inherit the rateless property of classical foun-
tain codes, so we do not need to pre-determine the number of coded symbols.
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Unlike classical fountain codes, the RFC is a systematic code and its parity
symbols also have logarithmic sparseness [6].

The repair fountain code divides the source file into k input symbols. The
input symbols are encoded by a k × n generator matrix, resulting in n encoded
symbols containing copies of k input symbols and n-k parities symbol. Each
parity symbol is generated by a linear combination of d(k) = clogk input symbols
selected uniformly at random. The coefficient ω of the linear combination is
selected from the finite field Fq, and c is a constant. Therefore, the generator
matrix can be represented as G = [Ik|P], as shown in Fig. 2. The identity part
of G corresponds to the systematic symbols, and the matrix P corresponds to
the parity symbols.

Fig. 2. Generator matrix of RFC.

A parity symbol along with the systematic symbols covered by it form a
local group. Any symbol in the local group can be reconstructed by the lin-
ear combination of other symbols in the local group, and the local goup size is
d(k) + 1. The RFC trades its low locality with its MDS property, but it still
possesses near-MDS property. When downloading the entire file, a very small
decoding overhead ε > 0 is required, so that any subset of k′ = (1 + ε)k sym-
bols can reconstruction the file. The maximum likelihood decoding method can
be used for decoding, which is equivalent to solving the solutions of k′ linear
equations.

3.2 Unequal Repairing Locality Based on RFC

In D2D distributed storage systems, the repair cost is an important component
of communication cost. If we do not consider the difference in the D2D commu-
nication capabilities of the nodes, the repair cost of the nodes in the red area of
the Sect. 2 will be particularly large. Therefore, based on the RFC, this paper
proposes an unequal repair locality code based on RFC (URL-RFC). This URL-
RFC can reduce the repair cost of red area and reduce the overall communication
cost. The specific plan is designed as follows:
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The k input symbols are divided into kr and kg groups in a certain proportion.
Let u1 ∼ ukr

represent the first set of input symbols, and u′
1 ∼ u′

kg
represent

the second set of input symbols. Two sets of encoded symbols are generated by
the two sets of input symbols and stored in the nodes of the red area and the
green area, respectively, as shown in Fig. 3. The first set of nr encoded symbols
contains systematic symbols v1 ∼ vkr

and parity symbols with degree d(kr). The
second set of ng encoded symbols are similar to the first set. Based on the fourth
assumption in Sect. 2, it is not necessary to generate the global parity symbols.
The generator matrix G[Ik|Pr|Pg] in Fig. 4 is composed of three parts, namely
a identity matrix corresponding to systematic symbols, Pr corresponding to the
first set of parity symbols, and Pg corresponding to the second set of parity
symbols. The encoding process can be expressed as

v = uG[Ik|Pr|Pg]. (6)

Fig. 3. URL-RFC encoding process. (Color figure online)

Fig. 4. URL-RFC generation matrix.

When decoding, the new generator matrix GS is composed of the columns
of the symbols in the available helper nodes, it is a sub-matrix of G[Ik|Pr|Pg].
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If GS is full rank, then we can use u = vGS
−1 to decode the input symbol. The

condition for GS full rank is that the number of helper nodes both in the red
area and the green area are equal to or greater than (1 + ε)kr and (1 + ε)kg

respectively. The encoded symbol vj can be written as

vj = uG(j) =
∑

ωijui, (7)

where G(j) represents the jth column of the generator matrix G[Ik|Pr|Pg].
When repairing an encoded symbol, we can connect the other symbols in the
local group to reconstruct the encoded symbol by formula (7).

4 Repair and Download Cost

In this section we derive the analytical expressions for repair cost (Cr−URL),
download cost (Cd−URL), total communication cost (CURL) of URL-RFC and
the repair cost (Cr−ERL), download cost (Cd−ERL), total communication cost
(CERL) of Equal Repair Locality(ERL-RFC). Consider the system model in
Sect. 2, which has the following parameters: Nr, Ng, nr, ng, kr, kg, M , λ, ω, ε,
c, ρr, ρg, ρrg, ρgr,α, γr, γg. We let n = nr + ng, k = kr + kg and N = Nr + Ng.
Without loss of generality, let the file size M = 1. The cost is defined in cost
units per bit and time unit.

Average Download Cost: For ERL, the number of coded symbols in the red
and green regions is randomly assigned in proportion to Nr and Ng.

The average download cost of URL-RFC is:

Cd−URL = Nrω(1+ε)α(ρrkr+ρgrkg)+Ngω(1+ε)α(ρrgkr+ρgkg)
Nωkα

= (1+ε)[Nr(ρrkr+ρgrkg)+Ng(ρrgkr+ρgkg)]
Nk .

(8)

The average download cost of ERL-RFC is:

Cd−ERL = Nrω(1+ε)kα(ρr
Nr
N +ρgr

Nr
N )+Ngω(1+ε)kα(ρrg

Nr
N +ρg

Nr
N )

Nωkα

= (1+ε)[Nr(ρrNr+ρgrNg)+Ng(ρrgNr+ρgNg)]
N2 .

(9)

Proof: The total request rate of the red area and the green area is Nrω, Ngω
respectively. The amount of data to be transmitted using the D2D download
file is (1 + ε)kα bits. For URL, the transmitted data has (1 + ε)kr bits from
the storage node in the red area and (1 + ε)kg bit data from the storage node
in the green area.For ERL, the transmitted data has Nr

N k bits from the storage
node in the red area and Ng

N k bit data from the storage node in the green area.
Normalize the total download data Nωkα, we get the formula (8) and (9).

Average Repair Cost: Assuming only one lost data is repaired at a time, the
average repair cost of URL-RFC is:

Cr−URL =
nrλγrρr + ngλγgρg

nλα
=

krc log(kr)ρr + kgc log(kg)ρg

k
. (10)
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Proof: The number of storage nodes leaving the red and green areas in unit time
is nrλ, ngλ respectively, and the bandwidth cost of repairing a lost data is γrρr,
γgρg respectively. Normalize the total repair data nλα to get the formula (10).

The average repair cost for ERL-RFC is:

Cr−ERL =
nrλγ(nr−1

n−1 ρr+
ng
n−1ρgr)+ngλγ(

ng
n−1ρrg+

ng−1
n−1 ρg)

nλα

= d(k)[ρrNr(Nrk−RN)+2ρgrNrNgk+ρgNg(Ngk−RN)]
N2(k−R) .

(11)

where, γ = d(k)β = d(k)α = c log(k) · M
k , R = k

n .

Proof: The amounts of data to be transmitted using D2D repair both in the two
area is γ bits. When the storage node in the red area leaves the system, it needs
nr−1
n−1 parts of data from the red area with a cost of ρr and ng

n−1 parts of data
from the green area, with a cost of ρgr. When the storage node in the green area
leaves the system, it is similar to the red. Normalizetotal repair data nλα to get
the formula (11).

Total Average Cost: The total average cost is defined as the sum of the average
download cost and the average repair cost.

The total cost of URL-RFC is:

CURL = Cd−URL + Cr−URL, (12)

CERL = Cd−ERL + Cr−ERL. (13)

5 Simulation and Results

This section compares the total cost of URL-RFC and ERL-RFC under different
conditions. In the simulation, the common parameter values are given as follows.
Code rate is R = 1

2 , and input symbols number is k = 100. The constant c = 4
in the encoding symbol degree of RFC, and the decoding overhead ε = 0.1.

In Fig. 5, we select three different communication power cost ratios ρgr : ρr :
ρg, which are 3:2:1, 5:3:1 and 10:5:1. We can see that, the communication cost of
URL-RFC is less than ERL-RFC at three different ratios. As the ratio increases,
the gain difference of the URL-RFC compared to the ERL-RFC also increases.

In Fig. 6, we change the ratio of the number of input symbols allocated in the
two areas under the total input symbols fixed, and consider the influence of the
number of nodes in the two areas on the communication cost. When the number
of encoded symbols in the green area increases and the coded symbols in the red
area decrease correspondingly, it can be seen that the overall communication
cost is continuously decreasing. This is because kg increases the kr reduction,
which reduces the locality of the encoded symbols in the red area, so that the
repair cost of the red area nodes is reduced. Since we calculate the average cost
of transmitting unit bits, the change in the number of nodes in the two areas
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Fig. 5. Comparison of communication cost between URL-RFC and ERL-RFC under
different power cost.

Fig. 6. Comparison of communication cost of URL-RFC under different ratio of kg : kr.
(Color figure online)

has little effect on the result. However, it can be seen that when the number of
nodes in the red area is large, the communication cost is larger than the other
two cases.

In summary, URL-RFC can reduce the overall communication cost of the het-
erogeneous D2D distributed storage network. When using URL-RFC, in order to
reduce the communication cost of the network, we should allocate input symbols
as many as possible to the green area if the number of nodes in the green area
is sufficient.
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6 Conclusions

In this paper, we introduce an unequal repairing locality code based on repairable
fountain codes (URL-RFC) used in heterogeneous D2D data storage systems. It
can provide unequal data protection for different nodes transmission capacity
in different areas. The lower locality of URL-RFC can reduce the repair cost in
D2D storage system, and tradeoff different node capabilities of transmitting. We
firstly give the heterogeneous D2D storage network model, and analysis the com-
munication cost for data download and repair. Then, the construction method
of URL-RFC is given based on generated matrix. Simulation results show that,
URL-RFC significant outperforms conventional distributed codes of communi-
cation cost in heterogeneous D2D storage system. And we show that assigning
symbols to green areas as much as possible will have lower communication cost.
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Abstract. A novel statistical channel impulse response model at 2.6 GHz is
proposed for the indoor stairs and corridor environment. The model is based on
the frequency domain auto-regressive (AR) process. The samples of the com-
plex frequency response can be described as the output of the AR transfer
function driven by a Gaussian white-noise process. In this model, the number of
poles of the AR transfer function is determined by the significant paths of radio
propagation. The paths depend on the reflectors of different propagation envi-
ronment. The accuracy of the AR modeling has been verified by utilizing the
root-mean-square error and root-mean-square delay spread as metrics. The
model is also compared with the conventional tapped delay line model. The
proposed model can be useful for the development and design of future
communication.

Keywords: Channel impulse response � Stairs and corridor
Auto-regressive process � Radio propagation

1 Introduction

The stairs and corridor are not only an entrance/exit in our daily lives, but also an
integral part of communication integration in future intelligent buildings. Furthermore,
these areas can be utilized for deploying emergency communications and monitoring
systems. Therefore, it is necessary to design a communication system that satisfies the
requirements of data transmission in terms of quantity, quality and speed. Also,
understanding the comprehensive and complex characteristics of channel in the stairs
and corridors is very important for the communication system design [1–4].

The propagation characteristics of stairs and corridors are researched in [5–7] by
using image-based ray tracing methods. In fact, the wireless propagation channel can
be modeled by channel impulse responses (CIRs), which can be described as a time-
varying linear filter. The CIR is an important characteristic of the channel. It can be
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used to predict and compare the performance of different communication systems, and
provide many important channel parameters, such as root-mean-square (RMS) delay
spread and coherent bandwidth. In general, researchers tend to describe the CIRs as a
tapped delay line (TDL) in time domain [8, 9]. Some researchers successfully applied
the concept of clusters to the multipath arrival of channels [10, 11], and suggested that
the formation of clusters is related to the spatial structure of buildings. However, in
order to accurately describe the original channel of measured environment, a large
number of delay taps and complex parameters are needed. For ray tracing methods, the
deterministic modeling method requires a very accurate input database, which includes
many details and parameters of the measured site.

In this paper, we put forward a novel frequency domain autoregressive statistical
model at 2.6 GHz. The selected band is intended to mimic the band 41 in the time
division duplexing-long term evolution (TDD-LTE) system. This model is based on
three different indoor conditions: the line-of-sight (LOS) stairs environment, the non-
line-of-sight (NLOS) stairs environment and the corridor environment. In the auto-
regressive (AR) modeling process, it is found that the distribution of poles is related to
the structure and reflectors of the indoor environment. At the same time, we will also
use the traditional TDL model to verify the accuracy and superiority of the proposed
model.

In Sect. 2, the measurement environment and the frequency domain measurement
system are described. Section 3 proposes a frequency domain autoregressive model for
the indoor stairs and corridor environment. In Sect. 4, the results of AR modeling are
compared with the TDL model, and the relationships between the poles of AR transfer
function and reflectors of measurement environments are analyzed. The conclusions of
the study are summarized in Sect. 5.

2 Measurement Environment and Settings

The selected stairs in our measurement campaign is located in a typical office building.
The structure of the stairs measurement is shown in Fig. 1(a). We select two consec-
utive stairs for measurement in the building. There are 14 and 9 stair steps in the down
direction and up direction, respectively. The size of each stair step is 120 � 28
15 cm, as shown in Fig. 1(a). What calls for special attention is that there is a
crossbeam made of concrete over the second stair step in the up direction. The height of
transmitting (Tx) antenna is 1.9 m. Further, the height of receiving (Rx) antenna under
LOS circumstance (Rx1–Rx14) is 1 m, while the NLOS measurement is operated on
the eighth and ninth stair steps in the up direction (Rx21 and Rx22) and the height of
receiving antenna is 1.9 m. As shown in the Fig. 1(b), the position of corridor is at the
exit of the stairs. The transmitter is fixed on the corridor while the receiver is moved
along the corridor with the interval of 2 m at each receiving point (indicated as Rx31–
Rx35) among the measurement campaign. The ceiling made of plaster is 3.2 m above
the floor and the floor is made of marble. Both of the measurements for the transmitting
and receiving antennas in the corridor are 1.5 m. What’s more, there is no movement
during all the measurements to make sure the channel can be considered to be time-
invariant.
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Figure 2 displays a rough diagram of the measurement system. The core equipment
of the entire system is an Agilent 8720ET vector network analyzer (VNA). The detailed
information of the frequency domain measurement system can be referred to in [12].
For convenience, the experiments were divided into two groups: stairs measurement
and corridor experiment. The stairs measurement is conducted at 2.5–2.69 GHz with
201 frequency domain sweep points, while the corridor experiment has 801 sweep
points in 2.35–2.85 GHz band.

Fig. 1. The experimental environment. (a) The structure of the measured stairs environment.
(b) The geometry of the measured corridor environment.
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3 Frequency Domain Autoregressive Modeling

The frequency response of stairs channel at frequency H(fn) measured in Sect. 2 can be
considered as a random process, which is described by an AR process. The frequency
domain AR model of order P is given by the following:

H fnð Þþ
XP
k¼1

akH fn�kð Þ ¼ W fnð Þ; n ¼ 1; 2; . . .;N ð1Þ

where H(fn) is the sample of the complex frequency response at frequency fn, n = 1,
2…, N, N represents the number of sweep points of the measurement system. The
symbol ak, k = 1, 2…, P signifies the complex coefficients of AR model. W(fn) is a
zero-mean complex Gaussian white-noise process.

In general, the frequency response can be regarded as the output of a linear filter
with transfer function G(z) driven by the excitation signal W(fn). The AR transfer
function can be obtained from the z-transformation of Eq. (1).

GðzÞ ¼ 1

1þ PP
k¼1

akz�k

¼ 1
QP
k¼1

1� pkz�1ð Þ
ð2Þ

The AR model can be seen as an all-poles model with parameters pk in Eq. (2). To
characterize the complex model, the P parameters and the variance of excitation signal
need to be identified. Many algorithms can be used to achieve the coefficients ak, for
instance, the Levinson algorithm, Burg algorithm, and so on. The coefficients are the
result of the Yule-Walker equations in this paper:

XP
k¼1

akR k � lð Þ ¼ �RðlÞ; l ¼ 1; 2; . . .;P ð3Þ

where R(k) is the frequency autocorrelation function defined as follows:

Fig. 2. The diagram of the measurement system.
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RðkÞ ¼
1
N

PN�k

n¼1
H fnþ kð ÞH� fnð Þ; k� 0

R� �kð Þ; k\0

8<
: ð4Þ

The autocorrelation function is vital in this process. The average received power
can be calculated by using the function in Eq. (4). The variance of the zero-mean white
noise can be calculated through the minimum mean square error criteria (MSE).

r2
v ¼ Rð0Þþ

XP
k¼1

akRðkÞ ð5Þ

In the paper, there are many methods to determine the order of AR model.
Specifically, the Akaike information criterion (AIC) and Final Prediction Error
(FPE) methods are currently the most widely used methods. The AICs [13] of different
frequency responses are calculated by:

AIC ¼ 2L� 2 lnðKÞ ð6Þ

where L represents the number of estimated parameters, and K is the maximum like-
lihood function in this model. The minimum AIC is selected as the order of AR model.

4 Statistical Result and Analysis

The results of power delay profile (PDP) of stair step 1 (Rx1) from AR modeling, the
conventional TDL model [8], and the measured data are shown in Fig. 3. The
goodness-of-fit of AR modeling and the TDL model are verified by the root-mean-
square error (RMSE) evaluation criterion between simulated value and measured data.
The algorithm of RMSE is provided as follows:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

Xsimu;i � Xmeas;i
� �2

Pn
i¼1

X2
meas;i

vuuuuut ð7Þ

The RMSE of PDP of AR modeling and the TDL model for stair step 1 is 0.037 and
0.108. The graph of the cumulative distribution functions (CDFs) of the RMS delay
spread for measured data, AR modeling, and TDL model is shown in Fig. 4. The
number of delay taps of TDL model is set to be the same as the order of AR model for
the LOS stairs measurement. Both the RMSE and the RMS delay spread prove that AR
modeling is in better agreement with the measured data than the TDL model. In
addition, the frequency selectivity can be observed from the simulated channel, which
is a characteristic that the TDL model does not have. High delay resolution is
responsible for the AR model being better than the TDL model.
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The scatter plot of the poles of the fourth quadrant from the transfer function in the
stairs measurement is shown in Fig. 5. In this paper, the delay of the significant paths in
the time domain is related to the angle of pk and the arrival time can be calculated by
Eq. (8):

s ¼ � argðpkÞ
2pfs

ð8Þ

Fig. 3. The time response of the measured data, AR modeling, and TDL model for stair step 1
(Rx1) in the first 100 ns.

Fig. 4. The distributions of the RMS delay spread for measured data, AR modeling, and TDL
modeling in the LOS stairs environment.
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where fs is the frequency resolution. In the stairs measurement, the resolution in the
frequency response is 0.95 MHz. Then the observation window of maximum delay is
1052.6 ns. However, too much redundant information (e.g., the noise and weak sig-
nals) is included in the channel impulse response. It is found that the obvious multipath
components are unable to be observed when the delay surpasses a certain value. In the
LOS stairs measurement, the specific value is determined to be 100 ns in order to
reduce the complexity of data. At the same time, we only analyze the distribution of
poles in the fourth quadrant of the unit circle. For the 14 stairs steps in the case of LOS,
most of stairs have 3 poles in the first 100 ns and there are 5 steps with 4 poles. Pole 4
can be ignored because it is relatively small. Based on the above analysis, there are
three, one, and two poles, respectively, for the stairs of LOS, the stairs of NLOS, and
the corridor.

Figure 6 shows a graph of the delay of the first three poles in the first 100 ns for the
LOS stairs environment. For the analysis reported in [14], the poles close the unit circle
can be seen as the significant clusters in multipath propagation. The delay of the first
pole is proportional to the distance of the direct path. The time required for the signal to
reach the receiving antenna is almost the same as the time for the rays to propagate in
free space. However, errors due to the measurement system may have an effect on this
result.

Electromagnetic wave propagation in the indoor stairs environment is a fairly
complex problem, but the mechanism of signal propagation is of interest for some
researchers [7, 15]. In the LOS stairs measurement, the reflectors that cause the paths of
signal propagation change are the wall on the left side (on the right of the Rx is the stair
handrail), the stairs oblique beam above the Rx, the steps of stairs, and the wall behind
the Rx. The delay of the second pole is between 21.74 ns and 42.57 ns, and it increases
with the distance of the receiving antenna. The trend caused by the last 4 steps (11, 12,

Fig. 5. The scatter plot of poles of AR transfer function in the fourth quadrant for the LOS stairs
measurement.
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13, and 14) is because of the rays from both of the walls on the left and right sides.
Thus, this indicates that the rays reflected from the wall on the left side mainly con-
tribute to the received power. Those rays are unable to directly reach the receiver after
one reflection from the steps because of the geometry of measurement environment,
unless they are reflected multiple times. However, the final signal to the receiver will be
weak and the delay will increase. For pole 3, longer delays (50–60 ns) and smaller
modules relative to the first two poles indicate the signals experience at least two or
three reflections. The result of the LOS stairs measurement is in disagreement with the
observations of other researchers [14, 16]. A two-pole model is applied to describe the
indoor radio channel in their research work. The difference can be explained as that
even after multiple reflections, the attenuated signal can still reach the receiving
antenna because of the special structure of the stairs environment, and it contributes to
the received power.

For the NLOS stairs (Rx21, Rx22) measurement, it is reasonable that there exists
only one pole within the first 100 ns because there is no direct path. The most obvious
path is reflected from the floor in front of the steps to the receiver. In the corridor
measurement, there exists two obvious paths: a direct ray similar to the propagation in
free space and rays reflected from surrounding walls, ceiling, and floor (wave-guide
effect). Accordingly, two significant poles can be seen in the first 200 ns, which is in
agreement with the conclusion from [5, 6].

5 Conclusion

The CIR of indoor stairs and corridor at 2.6 GHz is described as a novel frequency
domain auto-regressive model, which has higher accuracy than the traditional TDL
model and lower complexity compared to ray-tracing methods. The RMSE evaluation
criterion and the CDFs of the RMS delay spread are utilized to verify the results. The

Fig. 6. The graph of the delay of the first three poles in the first 100 ns.
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measured channel frequency response can be interpreted by the location of P poles of
transfer function. The locations and magnitude of the poles are related to the reflectors
of measurement environment and the mechanism of signal propagation. The number of
poles representing the significant paths (clusters) depends on different measurement
environments (the LOS stairs, the NLOS stairs and the corridor). The first pole in the
LOS case can determine the formation of the first cluster caused by the direct ray. The
determination of the second and third cluster depends on single reflected and double
reflected (or higher order reflected) rays. These studies are expected to be applied in the
development and design of the indoor communication system for stairs and corridor.
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Abstract. WebRTC is an open source project which enables real-time
communication within web browsers. It facilitates web-based multimedia
applications, e.g. video conferencing and receives great interest from the
academia. Nevertheless understanding of quality of experience (QoE) for
the WebRTC video applications in wireless environment is still desired.
For the QoE metric, we focus on the widely accepted video freezing
event. We propose to identify a freezing event by comparing the interval
of receiving time between two successive video frames, named F-Gap,
with a threshold. To enable automatically tracking of video freezing, we
modify the original WebRtc protocol to punch receiving timestamp on
the frame overhead. Furthermore, we evaluate the correlation between
video freezing and quality of service (QoS) in WiFi network based on
experiments in typical indoor environment. We build a machine learning
model to infer whether QoE is unacceptable or not in the next time
window based on current QoS metrics. Experiments verify that the model
has good accuracy and the QoE state is mainly relevant to quality metrics
of Round-Trip Time, Link Quality and RSSI. This model is helpful to
highlight the providers in system design and improve user experience via
avoiding bad QoE in advance.

Keywords: WiFi · WebRTC · QoS · Freezing · Machine learning

1 Introduction

Wireless video real-time communication (RTC) is becoming a killer applica-
tion on mobile devices, such as Apple Facetime, Google Hangout, and Microsoft
Skype, etc. Evaluation results of these applications are reported in [1]. Recently,
the open source project WebRTC which enables RTC within webpages, has
received great interest from both academic and industry. Most popular web
browsers support WebRTC without the needs of installing extra software or
plugin.
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WebRTC also attracts academic interest, such as implementation schemes
of WebRTC [2], the congestion control mechanism for WebRTC [3], and video
conferencing system design [4,5] based on WebRTC for general realtime com-
munication or specialized purpose like tele-health. However, understandings of
QoE for WebRTC video or RTC video is still limited [6] due to tediousness of
the traditional methods of measuring user experience (e.g., MOS) corresponding
to video quality (e.g., Peak Signal-to-Noise Ratio). Nowadays with the previl-
lance of online service, it is widely accepted to characterize QoE with objective
quality metrics, e.g., buffering rate or bitrate [7], which are easily to obtained in
a large scale. Authors of [8] analyzed performance of WebRTC video in terms of
throughput, jitter, and packet loss under different LTE scenarios. Authors of [9]
focused on the comparison of smartphone configurations (e.g., CPU) on quality
ratings under WiFi network. A recent study reported that the freezing event is
an indicator of QoE that users care most [10]. Thus, in this paper, we focus on
the occurence possibility of freezing event as a metric of WebRTC video QoE.

To predict WebRTC video freezing in WiFi networks, we need to answer the
following three questions:

(1) How to identify and track WebRTC video freezing? Answer to this question
is the first step for the prediction. We find that the time interval between
two successively received frames, named F-Gap, can serve as a proper metric
to identify a freezing event. However, it is non-trivial to obtain the value of
F-Gap as WebRtc provides sending timestamps instead of receiving ones,
but the sending time cannot be used due to the delay variance. Authors of
[11] proposed to camera video playing screen with a stopwatch setting aside
as timestamps and recover the timing text of each frame from the camera
records with OCR (optical character recognition) tool afterwards. Thanks
to the openness of WebRTC, we modify the original WebRtc protocol to
insert receiving timestamps at each frame to enable the metric F-Gap to be
obtained directly and the video freezing event to be identified in realtime.

(2) How to build comprehensive measurements to evaluate the correlation of
video QoE state with wireless quality? To make this evaluation effective,
we systematically design and conduct extensive measurement experiments
in a typical indoor WiFi environment. During the experiments, we collect
the values of F-Gap and two types of network QoS metrics: (a) wireless
signal/link quality metrics, including Signal Quality, received signal strength
indicator (RSSI), etc.; (b) network data transfer quality metrics, including
packet loss rate and Round Trip Time. QoE state can be further inferred
based on setting a proper threshold for the F-Gap.

(3) How to predict QoE state of whether WebRTC’s video freezing is unaccept-
able from wireless network’s QoS metrics? Based on the observation that
wireless network quality correlates with the QoE state of whether the freez-
ing ratio is unacceptable, we propose a practical model predicating video
freezing event in the next time window based on the quality in current time
window. This model can be used for the system to adjust service strategy in
real time during a video call or for the user to avoid to access to the service
if a freezing is predicted.
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Fig. 1. Indoor measurement environment

In a word, our freezing evaluation method, measurement observation, and
prediction model provide valuable insights for improving performance of wire-
less WebRTC-based video communication system. The remain of this paper is
organized as follows. Section 2 describes our experimental methodology. Section 3
introduces our measurement results and the correlation analysis of the wireless
network quality metrics and the proposed QoE metric in terms of video freezing
state. Section 4 presents the freezing prediction model. Section 5 concludes this
paper.

2 Measurement Methodology and Metrics

2.1 Testbed and Experiment Datasets

In this paper, we focus on the typical two-party WebRTC video chat widely
used by users in WiFi environment. We set up a testbed consisting of laptops
and a 802.11n wireless LAN AP. We modify the official open-source reference
protocol of WebRTC to enable monitoring of video freezing events and network
quality. We design another program to collect wireless quality. To ensure that
the transmitted video contents are consistent and repeatable, we choose a high-
definition (HD) video sequence Big Buck Bunny, widely used in video-related
research, as the video sourceas. We inject this video sequence into WebRTC
clients with a virtual video camera tool1.

As most RTC communication takes place indoors with WiFi access, we con-
sider the typical office usage environment and multi-room home environment as
shown in Fig. 1. The AP is placed in room C. The white thick lines are the walls
between rooms, and the gray blocks are our experiment spaces. Room A to D
are typical office rooms with desks, chairs, computers, and other office supplies.
Besides, each room is covered by several other WiFi APs which work in channels
that different from our AP. We conducted independent experiments at each seat
in these rooms within the AP’s signal coverage range. We also divided the space
of corridor (i.e., area E) into 62 blocks with of similar size and conducted 10
1 e2eSoft. http://www.e2esoft.cn/vcam/.

http://www.e2esoft.cn/vcam/
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Fig. 2. Distribution of measured wireless network quality metrics.

experiments in each block. Totally we have 620 groups of basic experimental
data.

Moreover, we invited 10 volunteers to conduct extra experiments with the
following changes compared to the above basic experiments: (1) Use another AP
of different type; (2) Play another video sequence with plentiful facial expres-
sion change; (3) Each student conducted 20 groups of experiments in random
positions and accessed to the video sequence with his/her own laptop. Finally,
we choose 50 groups of data with freezing events among these 200 groups of
experiments as the extra dataset to verify our model.

2.2 Wireless Network Quality Metrics

To characterize the wireless network quality, we use the following metrics.

– Wireless signal/link quality metrics: We use all wireless physical layer metrics
reported by Microsoft Windows 7 OS through its API, including received
signal strength indicator (RSSI), Signal Quality (SQ), and Link Quality (LQ).

– UDP transportation quality metrics. As video transportation in WebRTC
uses RTP over UDP, we measure Packet Loss Rate (Loss) and RTT.

The cumulative distribution function (CDF) for each wireless network quality
metric is shown in Fig. 2. Our measurement covers a wide range of wireless
network conditions. For instance, Fig. 2(c) shows the RSSI ranges from −70 dB
to 0 dB, which is the general working range of WiFi network. Likewise, each of
other metrics covers working range respectively as shown. Such a result verifies
the effectiveness and generality of our measurement methodology.

2.3 QoE Metrics in Terms of Video Freezing

It is widely accepted that users of video services mainly care about the per-
cepted fluency and clarity of video. Video’s Structural SIMilarity (SSIM) index
of a received frame with the transmitted frame is newly accepted metric of video
clarity. However it is impossible to measure SSIM at a receiver client in a real-
time scenario. On the other hand, video fluency in terms of freezing ratio is
feasible to be measured with our modification of the WebRtc protocol by adding
a timestamp of receiving time at the receiver side.
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To identify a video freezing event, we first propose a metric F-Gap. We define
F-Gap to be the time interval or gap between two consecutively received video
frames. Then we compare it with the visual quality metrics. We find that the
F-Gap is a good video freezing indicator. For a WebRTC video with frame rate
of 30 frames/second, the regular interval of two successive frames is 33 ms. When
the F-Gap is longer than 33 ms, there are some frames delayed or lost. Due to
the limited visual sensitivity of human, short pause between two consecutive
frames cannot be sensed by human. Therefore, the detection of freezing event
is equivalent to find when the F-GAP is larger than a threshold. Specifically, to
determine this threshold value, we ask volunteers to label freezing events they
felt, and find that F-Gap of 1 s can be felt visually by human. Thus, We say it
is “Freezing” when F-Gap >1 s, otherwise, we say it is “No Freezing”.

We find that the F-Gap is correlated to video’s Structural SIMilarity (SSIM)
index.the freezing time approaches 20% of a session, SSIM would degrade about
0.172. This is because when the network condition is worsen, the video sender will
decrease its video encoding rate to ensure the communication smooth. Besides,
we change the threshold for F-Gap to 0.5 s, 2 s, 3 s, . . . , 10 s, and find that such
correlation between F-Gap and SSIM remains the same. This reveals that the
F-Gap metric reflects the visual quality partially. Hence it is proper to choose
the F-Gap to as the metric to identifying freezing.

Furthermore, the duration of freezing events in a time window above a frac-
tion, say 10% or 30%, of the window is often considered unacceptable QoE. For
the prediction of QoE, it is not feasible to make an realtime estimation of the
exact time when a freezing occurs. Instead, we will show that it is feasible to
make an prediction about whether the QoE is unacceptable or not in the next
time window of some length, say 10 s.

3 Correlation Between Wireless Network QoS and Video
Freezing

3.1 Statistical Perspective

In this section, we intend to find proper perspective to evaluate the relationship
between WebRTC’s user freezing and wireless network’s quality metrics. Figure 3
plots the temporal variance of the five QoS metrics for an experiment conducted
at a position in room B for 5 min. For clearness, we show parts of the result
from 210 s to 260 s. The Freezing and No Freezing events are marked with blue
‘*’ and black ‘o’, respectively. As shown in Fig. 3, the occurrence of Freezing
event seems correlated with wireless network QoS. For instance, the Freezing
seems correlated with wireless network QoS degradations, e.g. low RSSI and
link quality (LQ). However, such a perspective on a single experiment cannot
support drawing significant observation.

We then evaluate the correlation of wireless network quality metrics with
video freezing statistically in all experiments. To obtain a macroscopic analy-
sis of all experiments, we define a session (or a time window) of a video is of
unacceptable QoE if the ratio of freezing time is greater than 30% of the whole
session (or window).
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Fig. 3. Variances of wireless network QoS metrics in one experiment.

3.2 Feature Importance: Relative Information Gain

We then calculate the relative information gain [10] of the mean and variance
of the five wireless network QoS metrics to F-Gap unacceptable indicator of all
experiments, respectively. More specifically, Y denotes the random variable of
QoE state (unacceptable, acceptable), X denotes the random variable of a QoS
metric. For each random variable X for a QoS metric, we calculate the relative
information gain (RIG) of Y against X as

RIG(Y |X) =
H(Y ) −H(Y |X)

H(Y )
,

where H(Y ) is the entropy of random variable Y and H(Y |X) is the conditional
entropy of Y given random variable X. The relative information gain quantifies
how much uncertainty of knowing the F-Gap is unacceptable or not is reduced
by wireless network QoS metrics. The higher the information gain, the more
correlated the QoS metric is to the QoE state. Table 1 shows the result.

As shown in Table 1, the relative information gain of QoE state against the
variance of RTT, the mean of RTT and variance of link quality are 0.136, 0.087
and 0.082 respectively. Thus, we conclude that the video freezing relates to the
wireless network quality metrics, in particular the variance of RTT. Such a result
suggests that the current WebRTC’s video freezing problem is mainly due to
the volatility of RTT. This finding is reasonable. Although WebRTC congestion
control algorithm adjusts the video streaming rate for fluency partially based on
variance of network latency, it cannot remedy excessive churns. However, none
single QoS metric is strong enough to predicet QoE state so that we will choose
to use these metrics integratedly to predict QoE state.
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Table 1. RIG of network QoS
metrics vs. QoE state.

Feature RIG

RTT−V ariance 0.136

RTT−Mean 0.087

Link Quality−V ariance 0.082

RSSI−Mean 0.040

Link Quality−Mean 0.035

Signal Quality−V ariance 0.031

RSSI−V ariance 0.026

Signal Quality−Mean 0.017

Packet Loss−Mean 0.012

Packet Loss−V ariance 0.009

Table 2. Feature importance of QoE
models.

Feature Importance

RTT−V ariance 0.23

RTT−Mean 0.22

RSSI−Mean 0.15

Link Quality−Mean 0.13

Link Quality−V ariance 0.07

Signal Quality−Mean 0.07

RSSI−V ariance 0.05

Packet Loss−V ariance 0.04

Packet Loss−Mean 0.03

Signal Quality−V ariance 0.01

4 WebRTC Video Freezing Prediction Model

4.1 Model

We intend to build a machine learning model to predict the video freezing of a
user’s WebRTC video communication session from the wireless network quality
metrics. An intuitive idea is to map the QoS metrics into the QoE state in same
time window via training a classifier. However, such mapping is not effective in
practice as it leave no time for making a scheduling decision accordingly and
further deploying it. Hence, to make the prediction feasible and helpful in the
network scheduling in practice, we intend to design a model to predict the QoE
state in the future with present QoS condition considering the self-correlation of
each metric to itself.

We propose a video freezing prediction model as follows. We use the measured
wireless network QoS metrics in a current time window (say window A) to predict
the video F-Gap unacceptable event in the next time window (say window B), as
shown in Fig. 4. In Window A the wireless network quality metrics is collected
historically for predicting the QoE in the next window, i.e. the Window B. As
WebRTC use a 10-s video jitter buffer at the receiver side, we use 10 s as the size
of window B. We can investigate the size of window A to obtain best prediction
performance in our model training. The training and prediction can be done
online. During a user’s video communication process, we can keep collecting
wireless network quality metrics, predicting freezing extent in the next time
window, which can be used to in WebRTC’s rate control algorithm to improve
video playback continuity. Moreover, a WebRTC video call is started up at the
magnitude of seconds for establishing connection. Therefore we can use the short
window in the maganitude of seconds to estimate the QoE state for users and
even make a space for making scheduling decision. This will be verified with the
experiment results shown in Fig. 5.
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Fig. 4. Prediction window mechanism.

4.2 Performance

We use the wireless network quality features listed in Table 2 to train our video
freezing model. For each window, we calculate the mean and variance of each
metric, and then use them as the features. Thus, we totally have 10 features.
Besides, we mix the basic dataset and the extra-dataset into an integrated
dataset, 80% data are randomly selected as the training set and the remain-
ing are used as testing set.

We use Decision Trees (DTs), Random Forests (RandF), Support Vector
Machines (SVM) and Extra-Trees classifier (ExtraT) to train our models and
compare their performance. We evaluate the effectiveness of classification meth-
ods in terms of the following indexs: Precision, Recall and F 1 score [12]. Among
them, we use F1 score as the main metric, as it is a comprehensive index which
includes precision and recall. Moreover, the prediction accuracy of QoE bad is
more important to avoid users’ frustration of wrong prediction. Thus, we mainly
compare the algorithms’ F1 score of QoE bad prediction results, and our results
show the Random Forests method has the highest F1 score for QoE bad pre-
diction. After extensive experiments, we find that F1 score returned by SVM is
always below 0.3 and the performance of Extra-Trees and Decision Tree fluctu-
ates widely with the size of sliding window A. Based on comparison, Random
Forests method performs well and stably. Such a result is reasonable as Random
Forests is ensembles of a number of decision trees and is the most successful
general-purpose algorithm [13]. Thus, we finally select Random Forests model.

Figure 5 plots the performance of the Random Forests model against the size
of sliding window. As shown in Fig. 5, as the size of sliding window A increases
from 5 s to 120 s, the F1 score of the prediction model gradually increases, mean-
ing the model performs better when using more historical data. When the win-
dow size is of 5 s, the precision, recall and F1 score are 87.3%, 60.8% and 7.21
respectively. When the widow size is larger than 17 s, the precision, recall and F1

score keep relatively stable and larger than 90%, 80% and 0.8, which means the
model is of high accuracy. For instance, when the window size is 20 s, the preci-
sion, recall and F1 score of the model are 99.6%, 74.4%, and 0.84, respectively.
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Fig. 5. Performance of QoE prediction model versus the size of Window A.

Thus, in practice, we suggest that the size of sliding window can be selected in
the range from 20 to 30 s.

We list the features’ importance of the Random Forests model in Table 2.
As shown in Table 2, the RTT mean and variance are of top importance. Link
quality and RSSI are also important metrics which represent quality on network
level and physical level respectively.

5 Conclusions

In this paper, we studied the problem of accurate prediction of user video QoE of
WebRTC in WiFi networks. First, we proposed a new, simple, and efficient QoE
metric which is based on the time interval between two successive video frames.
Second, we conducted 620 basic experiments and some extra experiments in an
indoor WiFi environment and showed the strong correlation of WebRTC user
QoE with wireless network QoS metrics. Finally, we built a machine learning
models to predict a user’s WebRTC video communication QoE state based on
the current wireless network measurement results. The model can be used by a
system to adjust its servicing strategy in real-time during a video call. Exper-
imental result demonstrated that the model is accurate, with F1 scores above
0.7 with 5 s of measurements and .84 with 20 s of measurements. Moreover, our
analysis results and models clearly show that the current WebRTC implemen-
tation’s QoE problem is mainly due to volatility of RTT. Our QoE evaluation
method, analysis results, and prediction models provide valuable insights for
wireless WebRTC video communication system design.

For more parameter settings, such as values of several thresholds, and the
model targetted for multi-party meeting senario, we plan to make more investi-
gation in the future work.
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