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Abstract. Artificial bee colony (ABC) algorithm is recent swarm intelli-
gence based meta-heuristic that is developed to solve complex real prob-
lems which are difficult to solve by the available deterministic strate-
gies. It mimics the natural behaviour of real honey bees while searching
for food sources. The performance of ABC depends on the size of step
during position update process, that is a combination of the arbitrary
component ¢;; and a difference vector between the current solution and
an arbitrarily identified solution. The high value of ¢;; and high differ-
ence between the vectors in the step generation process may generate
the large size step which may leads to the skipping of true solution.
Therefore, to avoid this situation a logarithmic spiral based local search
strategy, namely logarithmic spiral local search (LSLS) is planned and
incorporated with the ABC. The proposed hybridized ABC is named as
logarithmic spiral based ABC (LSABC). To demonstrate the efficiency
and accurateness of the LSABC, it is tested over 10 popular benchmarks
functions and outcomes are equated with ABC, Modified ABC, and Best-
so-far ABC. The reported results showed that the proposed LSABC is a
new viable variation of ABC algorithm.

Keywords: Nature Inspired Algorithms + Swarm intelligence
Population based optimization algorithm

1 Introduction

Nature continuously provide some of the well planned way to solve the real life
problems. The nature has progressed for the period of thousands of year elevating
with innovative models, techniques and tools and established into well-defined
disciplines of scientific aspire. Humankind has been continuously annoying to
apprehend the nature from the time when by evolving some innovative techniques
and tools day by day. The area of nature-inspired computing is a combination
of computing science with knowledge from different streams like mathematics,
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biology, chemistry physics and engineering. The algorithms simulating processes
in nature or inspired from some natural phenomenon are called Nature Inspired
Algorithms (NTAs). According to the source of inspiration they are classified in
different classes. Most of the NIAs are motivated by working of natural biolog-
ical systems, swarm intelligence, physical and chemical phenomenon. For that
reason, the name biology based, swarm-intelligence based, physics and chem-
istry based, according to their sources of stimulation. Basically main source of
inspiration is nature and thus they called nature-inspired. More than hundred
algorithms inspired by nature are now a day available and ABC is one of them.
The ABC algorithm is capable to realize better results very quickly however
like other stochastic population based approaches, it is not better in terms of
exploration of search space. The performance of ABC algorithm is critically ana-
lyzed and concluded that it is better than some other NIAs most of the times
[1,2] but it has some drawback also. It is revealed in study that original ABC
[3] sometimes halt while inching ahead in the direction of the global optimum
despite the fact the population has not converged to a local optimum [4]. Tt
happens due to it’s position update equation that is really good in exploration
but pitiable at exploitation [5]. Thus it can be concluded that ABC has no
proper balancing between exploration and exploitation process. For that reason
these weaknesses require an amendment in position update process in ABC. To
boost the exploitation, in this paper, a local search strategy namely, logarithmic
spiral local search (LSLS) is anticipated and assimilated with ABC to magnify
the exploitation potential of the ABC algorithm. The proposed LSLS is inspired
from the equation of logarithmic spiral. The hybridized ABC algorithm is named
as logarithmic spiral based ABC (LSABC) algorithm.

Financial system and growth of a country is highly reliant on the agricultural
products. A large number of people are concerned in agricultural production
where various categories of plants are cropped on a variety of lands based on
the ecological circumstances. However, maintaining these plants suffers with a
number of problems which are faced by the farmers such as plant diseases, quality
of soil, selection of crop and many more. The plant diseases must be detected and
prevented well on time to enhance the production. For that reason, an automated
plant disease identification system can be very helpful for monitoring the plants.
Leaves are primary part of the plants where the effect of a disease is generally
visualized and may be identified for required prevention. Similarly in order to
enhance productivity a farmer must be aware about quality of soil, so that he/she
can use suitable seeds and pesticides. These two things, identification of plant
diseases and prediction of soil quality can be easily done using LSABC. The
LSABC may be used for clustering of images (images of plant leafs and different
soil) while identifying different classes of leafs and soil.

2 ABC Algorithm

The ABC algorithm is invented by Dervis Karaboga in 2005 [3] inspired by
extraordinary conduct of honey bees while piercing for food sources with best
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characteristics. Analogous to natural honey bees the ABC algorithm divided all
bees in three different groups according to their behavior and nature of task
performed. The whole population composed of three types of bees: employed,
onlooker and scout bee. The employed bees are accountable for searching for new
food sources and providing useful information regarding food sources to bees that
residing in hive (onlooker bees). Based on information received from employed
bee, onlooker bees start exploiting these food sources. If a food sources exhausted
due to exploitation it is considered as abandoned and replaces by scout bee. The
bees are continuously trying to improve solutions using greedy search strategy
till the termination criteria meet and memories the best solution established
till now. The success of ABC algorithm depends on balance between these two
processes. Initialization of swarm also play important role in deciding direction
of solution search process. The ABC algorithm modified number of times to
improve its performance like memetic search in ABC [6], levy flight ABC [7],
modified gbest ABC [8], lbest gbest ABC [9], fitness based position update in
ABC [10] and memetic search in ABC with fitness based position update [11].
The practical implementation of ABC is easy, and has only three parameters.
The complete ABC algorithm spliced into three phases. The Algorithm 1 revealed
the core steps of ABC algorithm.

Algorithm 1. ABC Algorithm

Parameter Initialization;

while Stopping criteria is not fulfilled do
Phase 1: New food source engendered using employed bee phase
Phase 2: Onlooker bee for apprising the food sources conditional to the quantity
of nectar;
Phase 3: Scout bee for determining the new food sources in place of rejected food
sources;
Phase 4: Remember the most feasible food source established till now;

end while

Yield the most favourable solution identified till now.

2.1 Steps of ABC Algorithm

Initialization: The first phase in ABC is initialization of parameters (Colony
Size, Limit for scout bees and maximum number of cycles) and set up an initial
population randomly using Eq. 1.

pij = LBJ —+ rand X (UBJ — LB]) (1)

Where, i = 1,2, .., (Colonysize/2) and j = 1,2.., D. Here D represent dimen-
sion of problem. p;; denotes location of it" solution in j** dimension. LBj and
UB; denotes lower and upper boundary values of search region correspondingly.
rand is a randomly selected value in the range (0, 1).
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Employed Bee Phase: This phase try to detect superior quality solutions
in proximity of current solutions. If quality of fresh solution is enhanced than
present solution, the position is updated. The position of employed bee updated
using Eq. 2.
S
—_—~
Vij = pij + ¢ij X (pij — Prj) (2)
Where, ¢;; € [—1,1] is an arbitrary number, k € 1,2, .(Colonysize/2) is a
haphazardly identified index such that k& # ¢. In this equation s denotes step
size of position update equation. A larger step size leads to skipping of actual
solution and convergence rate may degrade if step size is very small.

Onlooker Bee Phase: The selection of a food source depends on their proba-
bility of selection. The probability is computed using fitness of solution with the
help of Eq. 3.

fitness;

colonysize/2 1.
Yoo Fitness;

Prob; = (3)

Scout Bee Phase: An employed bee become scout bee when the solution value
not updated till the predefined threshold limit. This scout bee engenders new
solution instead of rejected solution using Eq. 1.

3 Motivation

In most of the swarm based stochastic meta-heuristics, the potential to explore
the divergent unidentified areas in the solution search region to identify the
global optimum is denoted as the process of exploration, whereas the capability
to process the information about the earlier good solutions to find best feasible
solutions is termed as exploitation. When it comes down to it these two process
(exploration and exploitation) are contradictory to each other in nature. It is
essential to maintain proper balancing between these two process so that it may
attain excelling performance while performing optimization.

The swarm in ABC update its position by the means of two essential pro-
cesses: the process of exploration, which legitimize discovering diverse areas of
the search reason, and the identification of best solution, that make sure the
exploitation of the previous experience. Though, some research pointed out that
the ABC sometimes not able to continue for the global optimum despite the fact
that the swarm has not congregated to a local optimum [4]. It can be perceived
that the process of solution searching in ABC is very efficient in exploration but
not up to the mark in exploitation [5].

One of the simplest way to embellish the exploration potential of the swarm
based algorithm is to increase the size of swarm [12,13]. In this way, to circumvent
the condition of premature convergence annexation of certain peripheral budding
solutions are useful in avoiding trapping into local optima and sometimes removal
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of several individuals may help to accelerate the rate of convergence, if it is taking
excessively large time to converge.

Further, the step size in position update equation of ABC has significant
impact on the superiority of the updated solution. The high absolute value of
¢;; and large difference between current solution and arbitrarily chosen solution
leads to large step size and it results in skipping the true solution and very small
step size results in low convergence rate. A balanced step size can maintain
proper balancing between exploration and exploitation potential of the ABC
meanwhile. This balancing is not possible by hand as this step size involves
some random component. For that reason, a self-adaptive strategy, which can
adaptively modify the step size of an individual may also help for balancing the
exploration and exploitation competencies of the algorithm.

The size of step during position update process in ABC is the combination
of an arbitrary element ¢;; and a difference vector between the current solution
and an arbitrarily identified solution. The high value of ¢;; and high difference
between the vectors in the step generation process may generate the large step
size which may leads to the skipping of true solution. Therefore, to avoid this
situation and to embellish the exploitation competence of ABC algorithm, loga-
rithmic spiral based local search strategy, namely logarithmic spiral local search
(LSLS) is anticipated and assimilated with the ABC. The anticipated hybridized
ABC is named as logarithmic spiral based ABC (LSABC). To demonstrate the
efficiency and trustworthiness of the LSABC, it is implemented for 10 established
benchmarks problems and equated with ABC, Best-so-far ABC, and Modified
ABC. The reported results showed that the proposed LSABC is a new worthy
variation of ABC algorithm.

4 Logarithmic Spiral Based ABC

A local search strategy inspired by the equation of logarithmic spiral is incorpo-
rated in basic ABC. A logarithmic spiral is a self-similar spiral curve which over
and over again give the impression in nature [14]. As the solution search process
of ABC algorithm is highly depends on a combination of random component ¢;;
and a difference vector (refer Eq.2). Hence, the high value of random compo-
nent ¢;; and the difference vector results in more chances to avoid the actual
solution. For that reason, a new approach is projected, which helps the current
best solution in the swarm to exploit the search reasons in its locality in this
article. The anticipated new local search algorithm is described in Algorithm 2.
The equation of logarithmic spiral is shown in Eq.4. Logarithmic spiral is
the locus of points analogous to the positions with time of a point moving away
from a static point with a fixed speed beside a line which revolves with fixed
angular velocity. Unvaryingly, in polar coordinates (r,6) as designated by the

Eq.4 [14].
r=axe? (4)

Here, a and b denotes some randomly generated positive real numbers while
e is the base of natural logarithms. The parameter a used for turning the spiral,
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whereas the distance between consecutive turnings controlled by b as depicted
by Fig. 1.

Fig. 1. Logarithmic spiral represented on a polar graph [14]

In the anticipated local search the most feasible solution in the current pop-
ulation is eligible for location update. The location update equation is developed
by taking inspiration from the logarithmic spiral as shown in Eq. 5.

Tnew = Thest + Step (5)
Iter sin(Iter)

) x e (6)

Here, ¢, is the new location of the solution going to update, xp s+ denotes
the highly fitted solution in the present population, Iter is the local search
iteration counter, T'I denotes total iterations in local search, sign is the addition
or subtraction sign which is according to the fitness of the newly engendered
solution. The step size is computed with the help of Eq.6 which is developed
by modification of logarithmic spiral equation. In this equation a = 2 X sign x
U(0,1) x (1 — £) while b = 7 and 6 = sin(Iter). The step size is used
to provide distance to the most suitable individual solution all along the local
search process. The anticipated local search is elucidated in Algorithm 2.

In Algorithm 2, U(0, 1) denotes an arbitrary number that is evenly distributed
in the range (0, 1) and D denotes the dimension of particular function.

Additional, the equation for position update in ABC algorithm is also
improved. The original ABC updates the location of food sources using Eq. (2).
The position update equation narrated by Eq. (2) is reformed as shown below
with motivation from Gbest-guided ABC (GABC) [5] algorithm:

where, step = 2 x sign x U(0,1) x (1 —

vij = pij + Gij(Pij — Prj) + Vij(Poestj — Pij)s
here, v;; is an arbitrarily generated evenly distributed number from 0 to C, with
a positive constant C.
The pseudo-code of the newly anticipated hybridized LSABC algorithm is
depicted in Algorithm 3.
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Algorithm 2. Logarithmic Spiral Inspired Local Search Strategy

Input optimization function Minf(x) and T'I;
Identify the most feasible solution xpest in the population;
Initialize Iter = 1.
while (Iter < TTI) do
Generate a new solution e, as follows:
Select a random dimension j = U(1, D)
Tnew 18 generated through equations 5 and 6;
Compute f(ZTnew);
if f(Znew) < f(Tbest) then
Thest — Tnew
else
sign = —sign;
end if
Iter = Iter + 1;
end while

Algorithm 3. Logarithmic Spiral Inspired Artificial Bee Colony (LSABC) Algo-
rithm:
Parameter initialization;
while Stopping criteria do
Step 1: Generation of new food sources using Employed bee phase.
Step 2: Position of food sources updated using Onlooker bees phase depending on
their nectar quality.
Step 3: Scout bee phase to replace abandoned food sources with new food sources.
Step 4: Identify the best solution;
Step 5: Apply local search algorithm (LSLS) using Algorithm 2
end while
Print best solution.

5 Experiential Setup and Result Analysis

The performance of newly developed variant (LSABC) evaluated over ten unbi-
ased standard problems and analysed here in terms of precision, efficacy and
trustworthiness.

5.1 Considered Test Problems

A set of ten mathematical optimization problems (f1 to fi0) with diverse degree
of complexity are selected to confirm the efficiency of the planned LSABC algo-
rithm. These functions are displayed in Table 1. All the selected functions are
continuous in nature. These problems are minimization problems and solutions
of the most of the functions does not exists on the origin, diagonal and axis.
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Table 1. Test problems, AE: acceptable error

Objective function Search range |Optimum value D AE
fi(@) =1+ 1 Z2, 07 - 11, cos(z—ii) [—600 600] |f(0) =0 301.0E — 05
2 2
—(zf+x? +0.5z;x;

fo(z) = - ¥ 27! ( exp < S Tl ”’1““)) x 1) (-5 5] f(0)=-D+1 [101.0E — 05
where, I = cos (4\/z12 + z?+1 + 0»51i$z‘+1)
fa(@) = o (@i — 1) - TP wimia [=D% D?]  |fmin = 101.0E — 01

_(D(D+44)(D—1))

6
fa(z) = [1.5 —x1(1 — z2)]? + [2.25 — 21 (1 — 22)]% + [2.625 —|[—4.5, 4.5] |f(3,0.5) =0 21.0E — 05
3y\12
z1(1 — 992)]
f5(z) = 100[za — 222 + (1 — 1)2 + 90(zq — 22)? + (1 — [—10, 10] Ff(1)=0 41.0E — 05
z3)% + 10.1[(w2 — 1)% + (24 — 1)2] + 19.8(zy — 1)(z4 — 1)
2y
fo(z) = 1 [a; — %]2 -5, 5] £(0.192833, 41.0E — 05
@ T3 0.190836,0.123117,

0.135766) =

0.000307486
fr(2) = £7251 (100023 — 2i41)2 + (25 — D) + friass [~100, 100] |f(0) = fpiqs = 390[101.0E — 01
z=z—o0+1, z =[z1,z2,....cp], 0 = [01,02,...0p]
fs(@) =S, 22 + foias, 2 =2 — 0, x = [z1, 32, ....xp], [—100, 100] |f(0) = fpias = 101.0E — 05
o= [o1,02,...0p] —450
fo(x) = a(xg — b:):% +exy —d)Z+e(l — f)coszy + e —5< 21 < |f(—m7,12.275) = 21.0E — 05

10,0 < @ < [0.3979
15

fio(z) = (14 (z1 + x2 + 1)% - (19 — 12y + 327 — 1das +  [[-2, 2] f£(0,—-1) =3 21.0E — 14

6z1x2 + 322)) - (30 + (221 — 3x2)2 - (18 — 3221 + 1227 +
48zo — 36z1x2 + 2723))

5.2 Experimental Setting

The newly developed LSABC algorithm is compared with basic ABC and its
two most recent variants, namely, Best-So-Far ABC (BSFABC) [15], and Modi-
fied ABC (MABC) [16] for the purpose of assessment to evaluate the efficiency,
robustness, and reliability. Simulation results of the newly developed LSABC
algorithm and the considered algorithms are presented in terms of average num-
ber of function evaluations (AFE), mean error (ME), and success rate (SR) as
mentioned in Tables 2, 3, and 4 respectively. Standard deviation (SD) also mea-
sured for analysis. The considered algorithms are examined with the following

experimental setting:

— Population size NP = 50 [17,18].
— Food source count SN = NP/2,
— Simulation count/run =100,

- C =150,

— Total local search iterations T = 11 (It was set through empirical experi-

ments).

— The termination for ABC,MABC and BSFABC is set to maximum number of
function evaluations = 200000 or permissible error (Table 1) whichever meets

first.

— Parameter settings for ABC [3] , MABC [16] and BSFABC [15] are taken

from their base papers.
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5.3 Analysis of Experimental Results

To evaluate the efficiency, an AFE based comparison is carried out in Table 2. It
can be easily observed from this table that the AFE of LSABC is less for most
of the functions i.e. the newly developed LSABC is converge to optima faster
than the other considered algorithms. Further, the Table 3 shows the results of
successful runs over 100 simulations. A simulation is considered successful, if
the algorithm achieves optima at the level of acceptable error as mentioned in
Table 1. The Table 3 elucidate that the newly developed LSABC is more reli-
able for most of the benchmark functions in terms of success rate as compared
to the considered algorithms. The robustness and accuracy of the newly devel-
oped LSABC algorithm is measured by the ME as shown in Table4. This table
show competitiveness of the purposed algorithm in terms of accuracy for the
considered Test Problems (TP).

5.4 Statistical Analysis

The comparison of LSABC with ABC, BSFABC and MABC is done on the basis
of AFE, SR, and ME. The results in Tables 2, 3, and 4 shows that LSABC is very
effective for 7 test problems (fa2, fs to fs, and fi9) while these problems are of
different nature, After observing these results it may be concluded that LSABC
is able to balance the process of exploitation and exploration very effectively.
MABC outperforms LSABC over test function f3 while BSFABC outperforms
LSABC over test functions f1 and fy.

The boxplot [19] analysis of AFE for LSABC, ABC, BSFABC, and MABC
have been presented in Fig. 2 to denote the distribution of outcomes. It is clearly
visible through the boxplots analyses of the results as shown in Fig.2 that
LSABC outperforms the considered algorithms. While observing the boxplots
of success rate, the median of LSABC is high whereas interquartile range is low

Table 2. Comparison based on AFE.

TP | ABC BSFABC | MABC LSABC
f1 | 75764 142277 199760.11 | 128080.67
f2 | 87819.17 | 126256.06 | 69666.93 | 65283

f3 | 197438.91 | 199276.24 | 126357.7 | 132566.87
fa 116725.62 |52087.08 | 10092.62 | 5862

f5 1199418.75 | 157990.69 | 135452.33 | 32653

fo | 186553.17 | 134165 180813.31 | 78254

fr | 177795.25 | 188112.09 | 161638.38 | 158374

fs 1120259.59 | 13107.29 | 14687.36 | 8556

fo 1189072.01 | 4524.29 197588.96 | 21596
f10131073.92 | 16246.31 | 8992.24 | 5312
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Table 3. Comparison of success rate out of 100 runs.

TP | ABC | BSFABC | MABC | LSABC
fi 100 | 96 1 95
fo | 93 | 81 100 100
fs 5 2 99 79
fia |100 | 92 100 100
fs 1 | 42 63 99
fo | 17 | 57 18 95
fr | 20 | 13 38 56
fs | 55 1100 100 100
fo | 13 1100 3 100
fi0 100 | 100 100 100

Table 4. Comparison of mean error.

TP | ABC BSFABC | MABC LSABC

f1 | 8.05bE—06 | 8.03E—06 | 1.07TE—03 | 1.34E—05
f2 |2.36E—02 | 8.77TE—02 | 8.40E—06 | 7.45E—06
f3 19.44E—-01 | 4.10E4-00 | 1.02E—01 | 1.03E—01
fa | 8.46E—06 | 2.42E—-05 | 4.96E—06 | 4.51E—06
fs | 1.58E—01 | 2.98E—02 | 1.15bE—02 | 6.59E—03
fe | 1.87TE—04|1.28E—04 | 1.92ZE—04 | 4.78E—05
f7 | 7.95E—01 | 2.85E4-00 | 6.68E—01 | 7.80E+4-00
fs 19.35E—-07|6.19E-15 | 5.12E—15 | 6.12E—15
fo |3.24E—05|4.49E—14|9.18E—04 | 4.32E—14
f10 | 1.95E—03 | 1.95E—03 | 1.94E—03 | 1.77TE—03

10°
e 0
15 H -
,
:
H

-

-
ABC BSFABC MABC LSABC

Average number of function evaluations

Fig. 2. Boxplots graph for AFE
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as compared to the other considered algorithms which proves the reliability of
the LSABC over the compared algorithms.

Further, some more statistical analyses, namely Mann-Whitney U (MWU)
rank sum test [20] and Acceleration Rate (AR) test are done on the AFEs. As
it is clear from the boxplots (refer Fig.2) that the AFE’s are not uniformly
distributed, so the MWU Rank sum test is done at 5% level of significance
(o = 0.05) as shown in Table5. The MWU rank sum test is applied for iden-
tification of the significant differences in function evaluations between LSABC-
ABC, LSABC-MABC and LSABC-BSFABC. In Table5, ‘+’ symbol indicates
the significant less function evaluations of LSABC, while ‘—’ symbol indicates
the significant high function evaluations of LSABC to the compared algorithm.
The symbol ‘=" shows no significance difference of the function evaluations of the
algorithms. The last row shows competitiveness of the proposed algorithm. As
Table 5 contains 26 ‘4’ signs out of 30 assessment. As a result, it can be declared
that the outcomes of LSABC are significantly better than ABC, BSFABC and
MABC over measured test problems.

Table 5. Comparison based on AFE and the MWU rank sum test [20].

TP | MWU rank sum test

with LSABC

ABC | BSFABC MABC
fi |- - +
f2 [+ |+ +
fz |+ + -
fa [+ [+ +
fs |+ |+ +
fo |+ |+ +
fr |+ |+ +
fs |+ |+ +
fo |+ - +
fio |+ + +

Further, a fair comparison in terms of the convergence speed is done through
AR analyses on the AFEs of the considered algorithms. The AR is calculated
by Eq.7.

AFEsrco
AR= ———— 7
AFFErpsapc Q

where, ALGO€ {ABC, MABC, and BSFABC}. It is clear from Eq. 7 that the AR
will be high for the algorithm having fewer AFEs and vice-versa. The calculated
AR is presented in Table 6. While observing the Table 6, the value of AR is more
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Table 6. Comparison of AR for LSABC with ABC, BSFABC, and MABC.

TP | ABC BSFABC MABC

fi 0.591533445 | 1.110838974 | 1.559642919
f2 1.345207328 | 1.933980669 | 1.067152704
f3 1.489353335 | 1.503212982 | 0.953161978
fa | 2.853227567 | 8.885547595 | 1.721702491
fs | 6.10721067 | 4.838473953 | 4.148235384
fe | 2.383944207 | 1.714481049 | 2.310595113
f7 1.12262903 | 1.187771288 | 1.020611843
fs | 14.05558555 | 1.531941328 | 1.716615241
fo | 8.754955084 | 0.209496666 | 9.149331358
fio | 5.849759036 | 3.058416792 | 1.692816265

than one for most of the function which shows that the newly developed LSABC
is fast convergent algorithm as compared to the other considered algorithms.

6 Conclusion

Here a logarithmic spiral inspired local search algorithm assimilated in basic
ABC algorithm to ameliorate its exploitation feature. The new local search is
named as Logarithmic spiral based local search (LSLS) and variant of ABC
is named as logarithmic spiral based ABC (LSABC). The performance of the
newly anticipated LSABC is measured over 10 complex benchmark problems
and results are compared with the ABC and its some state-of-art its variants.
While statistical analyses of the results, it may be declared that the newly devel-
oped LSABC is an efficient variant of ABC and give a better trade of between
exploration and exploitation abilities. In future LSABC may be implemented for
multi variable function optimization. Further, LSABC may be implemented to
classify the plant leaf and soil images into different categories.

Acknowledgement. This work was supported by Newton Prize 2017 and by a
Research Environment Links grant, ID 339568416, under the Newton Programme Viet-
nam partnership. The grant is funded by the UK Department of Business, Energy and
Industrial Strategy (BEIS) and delivered by the British Council. For further informa-
tion, please visit www.newtonfund.ac.uk.

References

1. Karaboga, D., Basturk, B.: A powerful and efficient algorithm for numerical func-
tion optimization: artificial bee colony (ABC) algorithm. J. Glob. Optim. 39(3),
459-471 (2007)


www.newtonfund.ac.uk

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Logarithmic Spiral Based Local Search in Artificial Bee Colony Algorithm 27

Karaboga, D., Basturk, B.: On the performance of artificial bee colony (ABC)
algorithm. Appl. Soft Comput. 8(1), 687-697 (2008)

Karaboga, D.: An idea based on honey bee swarm for numerical optimization.
Technical report-TR06, Erciyes university, engineering faculty, computer engineer-
ing department (2005)

Karaboga, D., Akay, B.: A comparative study of artificial bee colony algorithm.
Appl. Math. Comput. 214(1), 108-132 (2009)

Zhu, G., Kwong, S.: Gbest-guided artificial bee colony algorithm for numerical
function optimization. Appl. Math. Comput. 217, 3166-3173 (2010)

Bansal, J.C., Sharma, H., Arya, K.V., Nagar, A.: Memetic search in artificial bee
colony algorithm. Soft Comput. 17(10), 1911-1928 (2013)

Sharma, H., Bansal, J.C., Arya, K.V., Yang, X.S.: Levy flight artificial bee colony
algorithm. Int. J. Syst. Sci. 47(11), 2652-2670 (2016)

Bhambu, P., Sharma, S., Kumar, S.: Modified Gbest artificial bee colony algorithm.
In: Pant, M., Ray, K., Sharma, T.K., Rawat, S., Bandyopadhyay, A. (eds.) Soft
Computing: Theories and Applications. AISC, vol. 583, pp. 665-677. Springer,
Singapore (2018). https://doi.org/10.1007/978-981-10-5687-1_59

Sharma, H., Sharma, S., Kumar, S.: Lbest Gbest artificial bee colony algorithm.
In: 2016 International Conference on Advances in Computing, Communications
and Informatics (ICACCI), pp. 893-898. IEEE, September 2016

Kumar, A., Kumar, S., Dhayal, K., Swetank, D.K.: Fitness based position update
in artificial bee colony algorithm. Int. J. Eng. Res. Technol. 3(5), 636-641 (2014)
Kumar, S., Sharma, V.K., Kumari, R.: Memetic search in artificial bee colony
algorithm with fitness based position update. In: Recent Advances and Innovations
in Engineering (ICRAIE), pp. 1-6. IEEE, May 2014

Lanzarini, L., Leza, V., De Giusti, A.: Particle swarm optimization with variable
population size. In: Rutkowski, L., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M.
(eds.) ICAISC 2008. LNCS (LNATI), vol. 5097, pp. 438-449. Springer, Heidelberg
(2008). https://doi.org/10.1007/978-3-540-69731-2_43

Wang, H., Rahnamayan, S., Wu, Z.: Adaptive differential evolution with variable
population size for solving high-dimensional problems. In: Proceedings of IEEE
Congress on Evolutionary Computation (CEC), pp. 2626-2632. IEEE (2011)
Logarithmicspiral. https://en.wikipedia.org/wiki/Logarithmicspiral Accessedon04/
04/2018. Accessed 4 Apr 2018

Banharnsakun, A., Achalakul, T., Sirinaovakul, B.: The best-so-far selection in
artificial bee colony algorithm. Appl. Soft Comput. 11(2), 2888-2901 (2011)
Akay, B., Karaboga, D.: A modified artificial bee colony algorithm for real-
parameter optimization. Inf. Sci. 192(3), 120-142 (2010)

Diwold, K., Aderhold, A., Scheidler, A., Middendorf, M.: Performance evaluation
of artificial bee colony optimization and new selection schemes. Memetic Comput.
1(1), 1-14 (2011)

El-Abd, M.: Performance assessment of foraging algorithms vs. evolutionary algo-
rithms. Inf. Sci. 182(1), 243-263 (2011)

Williamson, D.F., Parker, R.A., Kendrick, J.S.: The box plot: a simple visual
method to interpret data. Ann. Intern. Med. 110(11), 916 (1989)

Mann, H.B., Whitney, D.R.: On a test of whether one of two random variables is
stochastically larger than the other. Ann. Math. Stat. 18(1), 50-60 (1947)


https://doi.org/10.1007/978-981-10-5687-1_59
https://doi.org/10.1007/978-3-540-69731-2_43
https://en.wikipedia.org/wiki/Logarithmicspiral Accessed on 04/04/2018
https://en.wikipedia.org/wiki/Logarithmicspiral Accessed on 04/04/2018

	Logarithmic Spiral Based Local Search in Artificial Bee Colony Algorithm
	1 Introduction
	2 ABC Algorithm
	2.1 Steps of ABC Algorithm

	3 Motivation
	4 Logarithmic Spiral Based ABC
	5 Experiential Setup and Result Analysis
	5.1 Considered Test Problems
	5.2 Experimental Setting
	5.3 Analysis of Experimental Results
	5.4 Statistical Analysis

	6 Conclusion
	References




