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Preface

This volume of CCIS contains the revised selected papers of SACLA 2018, the 47th
Annual Conference of the Southern African Computing Lecturers’ Association, held in
Gordon’s Bay (South Africa),1 during June 18–20, 2018.

SACLA 2018 provided a forum for the discussion of original research and practical
experiences in tertiary teaching and learning of information systems, computer science,
information technology, and related disciplines, as well as the use of software tools in
support of education more broadly.

The program of SACLA 2018 had a mixture of keynote addresses, contributed
papers, panel sessions, and workshops, to meet the needs of a diverse range of
attendees from across many different facets of computing education.

The keynote speakers were: Richard Baskerville, Professor of Information Systems
at Georgia State University and Professor in the School of Information Systems at
Curtin University, Perth, Australia, who spoke about cybersecurity in a digital world,
and Mark Horner, CEO of Siyavula, who spoke about adaptive and individualized
learning. The invited paper to Baskerville’s keynote lecture is included in this volume.

Contributed papers were selected through rigorous double-blind peer-review with
our international Program Committee. Every paper was peer-reviewed by at least three
members of the Program Committee. In all, 79 papers were initially submitted.

Though most of those came from within the Republic of South Africa, we also
received several international submissions with co-authors from (in alphabetical order)
Canada, UK, Germany, Kenya, Mauritius, Namibia, The Netherlands, the USA,
Zambia, and Zimbabwe. Whereas most of those papers were submitted by authors from
the above-mentioned disciplines, one submission came from a department of computer
engineering.2

Out of these initial submissions, the best 23 papers (� 29%) were accepted for
publication in this volume. A further 24 papers (not included in this volume) were
accepted for presentation at the conference. All papers in this volume were revised and
finalized after incorporating feedback from both the anonymous reviewers and the
discussions at the conference.

The Best Paper Award was presented to Douglas Parry and Daniel le Roux for their
paper titled “Off-task Media Use in Lectures: Towards a Theory of Determinants.”

The conference’s program included two affiliated workshops, which are summarized
briefly in the Appendix of this volume —one on the dividing line between schools and
universities in the teaching of IT, and another one about accreditation of IT diploma
programmes— as well as a tutorial to assist young authors to prepare publications (with
LaTeX) for Springer’s CCIS format.

1 https://sacla.uct.ac.za/.
2 Indeed the participation of computer engineers ought to be encouraged more strongly in future
editions of our conference: see Baskerville’s keynote paper on this topic.

https://sacla.uct.ac.za/


We wish to thank all members of the Program Committee and the additional
reviewers for diligently reviewing the submitted papers, as well as helping to solicit
submissions and publicize the conference in general. This year there were 42 members
on the Program Committee. Approximately half of them were from outside South
Africa, and 15 were from outside Southern Africa, the region of focus for the
conference.

We also thank conference session chairs, presenters of papers, invited speakers, and
staff who assisted with producing a high-quality program.

Last but not least, many thanks also to our sponsors, iitpsa, oracle, and sap, as well
as to the many staff members of our publisher, Springer, without the help of whom this
volume would not have appeared. Our publisher also donated several valuable com-
puter science and informatics textbooks for inspection; after the conference, these
books were handed over to academic libraries in South Africa for the benefit of the
local students and their lecturers.

July 2018 Salah Kabanda
Hussein Suleman

Stefan Gruner

The supporters and sponsors of SACLA 2018 are herewith gratefully acknowledged

VIII Preface



Organization

General Chair

Lisa Seymour University of Cape Town, South Africa

Program Committee Co-chairs

Salah Kabanda University of Cape Town, South Africa
Hussein Suleman University of Cape Town, South Africa

Local Arrangements and Technical Support

Stephan Jamieson University of Cape Town, South Africa
Aslam Safla University of Cape Town, South Africa
Pitso Tsibolane University of Cape Town, South Africa

Publications Chair and CCIS Proceedings Co-editor

Stefan Gruner University of Pretoria, South Africa

Program Committee

Millicent Agangiba University of Mines and Technology, Ghana
Tibebe Beshah Addis Ababa University, Ethiopia
Madhulika Bhatia Maharshi Dayanand University, India
Torsten Brinda* Universität Duisburg-Essen, Germany
Emma Coleman University of the Witwatersrand, South Africa
Donald Flywell University of Cape Town, South Africa
Peter Forbrig* Universität Rostock, Germany
Malcolm Garbutt University of Cape Town, South Africa
Kurt Geihs* Universität Kassel, Germany
Roelin Goede* North-West University, South Africa
Leila Goosen* University of South Africa, South Africa
Irene Govender* University of Kwa Zulu Natal, South Africa
Stefan Gruner* University of Pretoria, South Africa



Mmaki Jantjies University of the Western Cape, South Africa
Norbert Jere Walter Sisulu University, South Africa
Salah Kabanda University of Cape Town, South Africa
Eduan Kotzé* University of the Free State, South Africa
Herbert Kuchen* Westfälische Wilhelms-Universität Münster, Germany
Horst Lichter RWTH Aachen, Germany
Janet Liebenberg* North-West University, South Africa
Linda Marshall* University of Pretoria, South Africa
Matthew Mullarkey* University of South Florida, USA
Lakshmi

Narasimhan*
University of Botswana, Botswana

Liezel Nel+ University of the Free State, South Africa
Gabriel Nhinda* University of Namibia, Namibia
Brian Nicholson University of Manchester, UK
James Njenga* University of the Western Cape, South Africa
Benny Nyambo* University of Zimbabwe, Zimbabwe
Kwete Nyandongo* University of Johannesburg, South Africa
Vreda Pieterse* University of Pretoria, South Africa
Karen Renaud* Abertay University, UK
Markus

Roggenbach*
Swansea University, UK

Ian Sanders* University of South Africa, South Africa
Andreas Schwill Universität Potsdam, Germany
Lisa Seymour* University of Cape Town, South Africa
Hussein Suleman University of Cape Town, South Africa
Estelle Taylor* North-West University, South Africa
Mark van den Brand Technische Universiteit Eindhoven, The Netherlands
Marko van Eekelen* Radboud Universiteit Nijmegen, The Netherlands
Corné van Staden* University of South Africa, South Africa
Albert Zündorf Universität Kassel, Germany
Olaf Zukunft* Hochschule für angewandte Wissenschaften Hamburg,

Germany

PC members marked with * are continuing PC members from the previous year’s
conference, SACLA 2017 [Springer-Verlag: CCIS 730], and PC members marked with
+ had acted as additional reviewers for SACLA 2017.

X Organization



Additional Reviewers

Alagappan, Annamalai
Alexander, Peter
Barosan, Ion
Breytenbach, Johan
Cilliers, Liezel
Cleophas, Loek
Eickhoff, Christoph
Fredivianus, Nugroho
Fuchs, Andreas
Gabriels, Joost
Hacks, Simon
Hamunyela, Suama
Harun, Firdaus
Hooda, Madhurima
Huizing, Cornelis
Jakob, Stefan

Jokonya, Osden
Kumar, Nand
Lindel, Stefan
Maoneke, Pardon-Blessings
Ntinda, Maria-Ndapewa
Opfer, Stephan
Ossenkopf, Marie
Plewnia, Christian
Raesch, Simon-Lennert
Reischmann, Tobias
Rieger, Christoph
Schneegans, Lena
Venkata, Yugendra
von Hof, Vincent
Wrede, Fabian

“Prove all things; hold fast that which is good”
[Paul of Tarsus (�5 – �64…67 AD)].

Organization XI



Contents

Invited Lecture

Information Security: Going Digital (Invited Lecture) . . . . . . . . . . . . . . . . . 3
Richard Baskerville

Playfulness

Continuance Use Intention of a Gamified Programming Learning System . . . 17
Marisa Venter and Arthur James Swart

Robotics: From Zero to Hero in Six Weeks . . . . . . . . . . . . . . . . . . . . . . . . 32
Romeo Botes and Imelda Smit

Media and Classrooms

Off-Task Media Use in Lectures: Towards a Theory of Determinants . . . . . . 49
Douglas A. Parry and Daniel B. le Roux

An Evaluation of Social Media Use in the Classroom
at a Traditional University . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Obrain Murire, Liezel Cilliers, and Kim Viljoen

It Seems to Have a Hold on Us: Social Media Self-regulation of Students . . . 78
Lushan Chokalingam, Machdel Matthee, and Marié J. Hattingh

Academia and Careers

Research Barriers Experienced by South African Academics in Information
Systems and Computer Science. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Dhriven Hamlall and Jean-Paul Van Belle

Top IT Issues for Employers of South African Graduates . . . . . . . . . . . . . . . 108
Jean-Paul Van Belle, Brenda Scholtz, Kennedy Njenga,
Alexander Serenko, and Prashant Palvia

Towards a Knowledge Conversion Model Enabling Programme Design
in Higher Education for Shaping Industry-Ready Graduates . . . . . . . . . . . . . 124

Hanlie Smuts and Marie J. Hattingh



Teaching Programming

Contextualisation of Abstract Programming Concepts for First Year
IT Students: A Reflective Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Carin Venter and Tanja Eksteen

Syntactic Generation of Practice Novice Programs in Python . . . . . . . . . . . . 158
Abejide Ade-Ibijola

Motivational Value of Code.org’s Code Studio Tutorials in an
Undergraduate Programming Course . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Guillaume Nel and Liezel Nel

Adaptation and Learning

Towards a Context-Aware Adaptive e-Learning Architecture . . . . . . . . . . . . 191
George Wamamu Musumba and Ruth Diko Wario

Using Bayesian Networks and Machine Learning to Predict
Computer Science Success . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

Zachary Nudelman, Deshendran Moodley, and Sonia Berman

AgileTL: A Framework for Enhancing Teaching and Learning Practices
Using Software Development Principles. . . . . . . . . . . . . . . . . . . . . . . . . . . 223

Wai Sze Leung

Teamwork and Projects

The Last Straw: Teaching Project Team Dynamics to Third-Year Students . . . 237
Sunet Eybers and Marie J. Hattingh

A Reflective Practice Approach for Supporting IT Skills Required
by Industry Through Project-Based Learning . . . . . . . . . . . . . . . . . . . . . . . 253

Juanita T. Janse van Rensburg and Roelien Goede

Learning Systems

Enhancing Object-Oriented Programming Pedagogy
with an Adaptive Intelligent Tutoring System . . . . . . . . . . . . . . . . . . . . . . . 269

Methembe Dlamini and Wai Sze Leung

Interactive Learning of Factual Contents Using a Game-Like Quiz . . . . . . . . 285
Abejide Ade-Ibijola and Kehinde Aruleba

XIV Contents



Lecturers’ Perceptions of Virtual Reality as a Teaching
and Learning Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

Zhane Solomon, Nurudeen Ajayi, Rushil Raghavjee,
and Patrick Ndayizigamiye

Topic Teaching

Generating SQL Queries from Visual Specifications . . . . . . . . . . . . . . . . . . 315
George Obaido, Abejide Ade-Ibijola, and Hima Vadapalli

The Impact of Enterprise Resource Planning Education:
A Case Study of the University of Zambia . . . . . . . . . . . . . . . . . . . . . . . . . 331

Mampi Lubasi and Lisa F. Seymour

Qualifications and Skill Levels of Digital Forensics Practitioners
in South Africa: An Exploratory Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

Mannis Stenvert and Irwin Brown

Balancing Theory and Practice in an Introductory Operating
Systems Course . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362

Bennett Kankuzi

APPENDIX: Summaries of Affiliated Workshops

Workshop of the South African Computing Accreditation
Board (SACAB) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379

Sue Petratos and André Calitz

Workshop on the IT Dividing Line Between Schools
and Universities: Who Should Teach What. . . . . . . . . . . . . . . . . . . . . . . . . 381

Linda Marshall

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

Contents XV



Invited Lecture



Information Security: Going Digital
(Invited Lecture)

Richard Baskerville1,2(B)

1 Department of Computer Information Systems, Georgia State University,
Atlanta, USA

baskerville@acm.org
2 School of Management, Curtin University, Perth, Australia

Abstract. Because ‘going digital’ regards using digital technologies to
fundamentally change the way things get done, information security is
necessarily engaged in going digital. Society and science are going digital.
For the sciences, this digitalization process invokes an emerging model
of the science of design that incorporates the assembly of information
systems from a wide variety of platform ecosystems. According to prin-
ciples of bounded rationality and bounded creativity, this mode of design
requires more creativity to develop needed functionality from a finite set
of available platforms. Going digital requires more creativity in designers
of all types of information systems. Furthermore, the designers’ goals are
changing. The traditional model of information systems is representa-
tional: the data in the system represents (reflects) reality. Newer infor-
mation systems, equipped with 3D printing and robotics actually create
reality. Reality represents (reflects) the data in the system. This invited
paper explores the example of information security. Designers of secu-
rity for information systems not only must be more creative, they must
design for more goals. The security task is no longer just protecting the
digital system, the security task is protecting the products of the digital
system. These innovations have particular implications for information
systems curricula at university, too.

Keywords: Digitalization · Digital artifacts · Information systems
Information security · Information privacy · Education at university
Invited keynote lecture

1 Introduction

Going digital is an expression with differing meanings. For some, it is simply
a synonym for computerization: adopting a digital technology to communicate
or process data. But in the business world, the expression has a deeper mean-
ing. Going digital regards fundamentally changing the way things get done.
Going digital creates new frontiers, new experiences, and new capabilities [3]. So
inevitably, information security is going digital. This change in its nature does

c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-05813-5_1
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4 R. Baskerville

not imply that information security has not always been at least partly digital.
It is meant to imply that the information being protected is going digital in a
societal way [13]. It is also meant to imply that many things in the world are
going digital, among them societal information, and information security is now
charged with protecting them all.

Society is itself going digital. This unfolding event envelopes and engages
myriad aspects of information systems research such as digital natives, dig-
ital immigrants, ubiquitous information systems, pervasive computing, inter-
organizational information systems, IT diffusion and adoption, user acceptance
of IT, mobile computing, enterprise systems, IT and new organizational forms,
and the like [11].

As society goes digital, it is changing, and in keeping with this societal change,
the reasoning about security also has to change. Such changes demand a fun-
damental rethink of the theoretical basis of information security [1]. A form of
security reasoning has been common which could be regarded as security rea-
soning around the technology. As a result of the societal change, this reasoning
must shift to security reasoning through the technology. In order to understand
the shift in security reasoning, we will need to discuss what it means to be going
digital with information systems.

2 The Digitalization of Society and Science

Information systems [7] (Sect. 1.1) are going through a thrilling period. The cur-
rent period is thrilling because the rest of the world is discovering the marvels
of digital technology. Society began going digital as mobile telephone technology
began to operate in a digital mode. It quickly became obvious that information
systems were being used as much for communications as they were for infor-
mation processing. Many started using ‘ICT’ (information and communications
technology) as a term instead of ‘IT’ (information technology). Soon after the
availability of digital services on mobile telephones, together with the availabil-
ity of personal computing, sparked the rise of myriad new kinds of applications:
online shopping, online banking, social media, the Internet of Things, big data,
FinTech, etc. As part of this emerging digitalization, science is going digital.

Gradually evolving scientific disciplines have become more and more promi-
nent. Examples of these new natural-science-related disciplines included com-
putational biology, computational physics, computational chemistry, computa-
tional neuroscience, and in silico medicine. Essentially every field of commerce,
social engagement, science, knowledge, etc. has either digitalized or developed a
digital counterpart.

The field of information systems has recognized that much of these digital
developments have been focused on the notion of a digital device broadly defined.
Such a digital device includes not just information processing, but networking,
and software applications or ‘apps’. It is an integrated, often personal, infor-
mation system within a single device. In the field of information systems, this
recognition has led us to become interested in developing Herbert Simon’s orig-
inal notions of the sciences of the artificial [9]. This interest has developed in
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information systems as Design Science Research. Information systems research
recognizes that, as society goes digital, more and more human activities are
organized with the aim of designing and creating digital artifacts. Thus the
list of societal arenas and scientific disciplines that are now engaged in digi-
tal operations has expanded. These have quietly become, perhaps unrecognized
by themselves, sciences of the artificial. Simon’s original notions were based on
an assumption that the natural sciences were different from the sciences of the
artificial. The digitalization of the natural sciences is increasing making this
assumption obsolete. For example with the development of biological science in
silico, computational biology and laboratory biology are fast growing indistin-
guishable; merging into one discipline. Many logical experiments can take place
within a computer. In this way digital biology is as much a science of the artificial
as it is a natural science.

3 Digitalization and the Science of Design

Unrecognized here is that all of these scientific fields, natural or otherwise, are
engaging in the science of design. That is, they are scientifically designing arti-
facts and studying the processes of design decisions. This form of design science
constitutes the branch of design science research within information systems.
This increasing engagement places information systems design science research
in a leadership position. This position could well serve as a model for the pro-
gression toward digital systems design in other disciplines.

These processes of design decisions have been consistently part of Herbert
Simon’s work across his career. Simons work in decision-making is best known for
what he called classical decision theory. Simon distinguished between classical
decision theory and design decisions:

“Classical decision theory has been concerned with choice among given
alternatives”
[10](p.172).

The decision process involved choosing from among alternatives that could be
found. But design decisions are quite different. Design decisions have a degree of
creativity. Design decisions are not only concerned with searching for alternatives
but also through the elaboration of these alternatives. These alternatives were
not just found, they were made:

“Design is concerned with the discovery and elaboration of alternatives”
[10](p.172).

These design decisions actually guide subsequent search to a certain degree.
Taking a design decision has the impact of confining future design decisions. It
is a form of bounded rationality in which the boundaries are created piecemeal
as a design progresses. Each design decision defines constraints on subsequent
design decisions. If the constraints prove overwhelming, it is always possible to
return to a previous design decision and rethink it:
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“The evaluations and comparisons that take place during this design pro-
cess are not, in general comparisons among complete designs. Evaluations
take place, first of all, to guide the search[, to] provide the basis for deci-
sions that the designs should be elaborated in one direction rather than
another”
[10](p.172).

This means that designers create their own future design prisons. All designs are
bounded by rationality. Bounded rationality means that individuals and orga-
nizations are limited by their collective knowledge, cognitive abilities, and the
constraints of finite resources. But because our design decisions guide the search
for future designs, and design decisions must be elaborated, design decisions are
also bounded by creativity. Because one design decision constrains future design
decisions, such constraints create a frame of reference, a confining box within
which new design decisions must be taken. Whenever you have such a frame of
reference, such as rational constraints, you actually have a more creative situa-
tion: all the constraints put new demands on human creativity in order to create
solutions to achieve goals in a highly constrained environment [6,12]. Individuals
are known to be more creative when given operating limits [4].

The growth of digitalization means that there are growing creative demands
being placed on people who are now engaged in digital design in all walks of soci-
ety. These creative demands are actually stronger than those that were placed on
the pioneers of information systems. This increasing demand strength is because
the pioneers of information systems had such a broad range of design decisions
that they could take; and they had so few constraints on these design decisions.
But today designers and disciplines of wide variety are constrained by the exist-
ing consumer devices and platforms from which they must work. Their creative
problem is, how to create a functional system that provides the means to their
goals [7], out of the existing panoply of digital devices and platforms.

This problem is well-known. It is similar to the design of junk art. Junk yards
offer domains of miscellaneous objects that have been thrown away, discarded,
or sold for scrap. The junk artist assembles works of beauty from these found
objects. They design and create junk art from the junk. While it is totally unfair
to suggest that the marvels of the digital devices we have available today can be
construed to be junk, the idea nevertheless is similar. The digital world is the
domain of miscellaneous digital found objects that are available to consumers
at very low cost. Across all walks of society and science, we are now assembling
marvelous information systems out of these found objects. It involves a higher
degree of rationality, and a higher degree of creativity, because of the boundaries
being placed on the ultimate designs by these pre-determined, and pre-defined
objects.

The notion that today’s computer information systems are junk art is not
new. Such agile mash-ups are a return to notions of bricolage. Information sys-
tems bricolage is the pulling together of just the right kinds of digital technologies
to solve the information problems [2]. In today’s rapid digitalization of society
and science, these found objects include digital platforms, ecosystems, apps,
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Fig. 1. Early 4-element information system

Fig. 2. Emerging ‘Digital’ information systems

devices, etc. Our design task in information systems is to assemble useful infor-
mation systems out of this constellation of digital platforms, ecosystems, apps,
devices, etc.

4 Descriptive Versus Prescriptive Information Systems in
a Digital Society

This progression of digitalization has not only changed the way we design sys-
tems, it has also changed the underlying systems themselves. Information sys-
tems have evolved. Yesterday’s information system essentially processed the data
into information which was then used by a human decision-maker. It was a sim-
ple four element system with input data, the information system, the output
information, and the decision-maker: see Fig. 1.

Tomorrow’s information system may be quite different. It is still a simple
four-part system, but now it includes a decision engine that makes many of our
decisions in silico. So the four parts are quite different in some cases, namely
sense, decide, instruct, and execute: see Fig. 2.
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This revised system comes about because we have the Internet of Things to
enable us to sense data as it is created (an event), we have artificial intelligence to
make the decisions within the digital system, and we have robotics to actually
execute, producing the system products without necessarily involving human
actors. In this way the information system must be designed to go from events to
products. The designs use found objects, and involve as little human interference
as possible. Such information systems are not that far in the future. These newer
kinds of information systems already decide what music we will hear and what
movies we will watch. They do this by sensing our listening and viewing patterns,
using artificial intelligence to decide what other music and videos we might wish
to watch, and then executing these by offering us those digitally determined
pre-selections for our enjoyment. With the increasing use of robotics and digital
printing it is not impossible today to create similar systems that themselves
create physical products as well as digital products. For such systems the stepwise
process is sense, decide, instruct, and execute. The digital process runs from event
to product.

As a result of this digitalization of information systems, many of our previ-
ous information systems research assumptions are inverted. Those assumptions
included the notion that information systems were a representation of reality
[7] (pp. 3–4, Fig. 1.1). For example, the data models are assumed to represent
information about the world. They have a semantic relationship that is descrip-
tive. Our notion of information quality relied on things like information accuracy,
objectivity, timeliness, etc. These venerated research assumptions no longer hold
in the digital world. Our new assumption ground holds that information systems
now create and shape reality. The real world is often a reflection of the system,
not the other way around. This inversion arises because information systems cre-
ate reality. They have a semantic relationship that is prescriptive. There is even
an ethical dimension: is it morally proper to create the reality that is digitally
determined? The implications for information security are profound. Information
security is no longer obligated to protect a representation of an existing reality.
It is becoming an obligation to protect a representation of a future reality. The
security task becomes one of protecting our next world. Information security is
thus moving from protecting the digital assets and is now becoming involved in
the digital consequences. In other words, today’s information security is protect-
ing not only the information system, but also protecting the products that it is
producing. For security this is a means-end inversion. When information systems
represented reality, that reality was the end, and the information system was the
means. When information systems create reality, the information systems is the
end, and reality is the means.

5 Security Around the System Versus Security Through
the System

The previous mode of information systems, that of reflecting reality, defines
the traditional information security goals of protecting the information and the
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Fig. 3. Case IH Magnum autonomous tractor in field with a planter implement

system that produces it. But the newer mode for information systems, that of
producing reality, forces us to ask: what exactly are we securing? Are we still
protecting the computer system itself? If so it means the security concept is
one of providing a protection perimeter around the information system. Alterna-
tively we can ask, are we protecting the digital consequences of this information
system? If the security concept is one of protecting not only the system but its
digital consequences, its digital and physical products, then now we must think
of providing a protection perimeter that encompasses not only the information
system but also the products of that system. Security protects the products
through the system rather than just around the system.

As a simple example, let us consider the Case IH Magnum autonomous trac-
tor of Fig. 3.1 It is a driverless robotic tractor designed to be released into a field
with whatever implements and attachments that are required for agriculture.
The tractor does its work under computer control that is guided by electronic
signals (such as GPS locations) and other Internet of Things devices. In previ-
ous times, the security mission would be that of protecting the computer system,
and the security mission would seek to provide security around the computer
system. The protection perimeter would extend around the computer, the com-
munications network, and the various data input devices. It is security around
the system.

But with newer modes of digital systems, the whole ag-robotic tractor
becomes part of the system. The tractor is conceptually the robotic endpoint of
the information system. This incorporation of robotic output extends the pro-
tection boundary to include the robotic tractor as well as the other information
elements. We would still provide security around computer system, the network
elements and now the ag-robotic tractor: see Fig. 4. But such security designs

1 http://www.cnbc.com/2016/09/16/future-of-farming-driverless-tractors-ag-robots.
html.

http://www.cnbc.com/2016/09/16/future-of-farming-driverless-tractors-ag-robots.html
http://www.cnbc.com/2016/09/16/future-of-farming-driverless-tractors-ag-robots.html
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Fig. 4. Security around the system, protecting the tractor system

are made problematic because of the increasing use of platforms in the design.
Security perimeters must account for the platforms and platform ecosystems
that become involved in ‘going digital’.

However, this system is not a traditional information system in which the
human decision-maker is receiving information. This artifact is an information
system that is producing agricultural products. In this case, this information
system (because of its links to sensors artificial intelligence and its robotics)
is producing a crop. The information in the system is creating a crop. In this
way the mission of information security is no longer just protecting the tractor,
its computer, and its communications. Now, the mission of information secu-
rity includes protecting the crop. It requires a reset in the goals of information
security. Information security now has the mission to protect the crop through
information security: see Fig. 5. This shift is a dramatic extension of the mission
of information security and extends the information security perimeter in order
to protect the system products.

For information security, going digital means a new set of design principles
to guide the convergence of information security and the security of its product.
The first of these principles is that when data integrity falls, so can the integrity
of our reality. When data is irrationally changed in an information system, it can
change reality in irrational ways. This consequence arises because reality is the
product that is an output of this information system. Because this product may
be either digital or physical, changing the data will change the real world. The
result arises from the inversion of the system-reality relationship in that data is
no longer representing reality, reality is representing the data.
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Fig. 5. Security through the system, protecting the crop

For example, suppose we gain access to change the viewing history data for
an online, on-demand entertainment system. If we can configure this history to
indicate that a happy and peaceful community prefers angry and violent films,
then the intelligence routine of the entertainment system may shift to one that
suggests only angry and violent films to the community. As a consequence, angry
and violent films may become ever so slightly more popular, and it may even
be possible that the community itself becomes ever so slightly more angry and
violent. Changing the viewing system can create a different reality.

6 Discussion

Going digital in information security also highlights how security is itself evolving
into a digital construction. Information security is no different than other aspects
of reality. This evolution means that security exists first in the digital world, and
this digital existence creates security in the physical world. Such an evolution
would mean that it is no longer possible to have physical security where there
is digital insecurity. As a result of such logic, digital security is now security of
the first kind. It is the antecedent of security in the other aspects of our world.
Physical security such as locks, fences, gates, and burly guards may become
ineffective if digital security is absent. They cannot operate correctly without
operating digital security correctly first.

Unfortunately, it appears to be the current case that our digital security is
growing less and less effective. We have tended to underinvestment in security, at
least partly because simply measuring security is difficult [8]. While our depen-
dence on digital security grows deeper and deeper, digital security is encountering
more and more issues. Currently, these problems surface as the inability of our
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information systems to prevent privacy losses that are a consequence of security
failures [1]. Digital perimeters are highly permeable and difficult to protect [5].
They are easily violated. There is also an asymmetry between the attacker and
the defender that makes attacks on digital systems easy. We currently have few
effective ways to adjust this asymmetry such that attacks become more difficult,
more dangerous, more costly, and more work.

These problems have fundamental implications for how we teach information
security at the university level. Our present curriculum is focused on security
systems such as the model in Fig. 1. Such courses only consider risks to a digital
system that has data inputs and information outputs. When digital systems are
modeling the physical world as it is about to become, the scope of the curriculum
must broaden to encompass the physical reality that will be generated by the
digital system.

Information security curricula must evaluate risks that the system generates
with its outputs. The subject of risk analysis is the outputs of the system as
well as the system. This means the risks to the physical realities affected by
the digital system should be inventoried and estimated. Information security
curricula must also ensure that the security control set encompasses the physical
realities created by the digital system. Designing information security controls
must consider their utility for protecting the physical realities generated by the
system. For example, if the system generates a classroom meeting for learning
security, the system must be designed not only to provide security for the system
(as traditional) but also for the classroom meeting. When dealing with incident
response and disaster recovery, information security curricula must now consider
detection and recovery not only of the digital system, but how that digital system
can regenerate an operational physical reality when this reality is interrupted.
For example, if the system generates a classroom meeting, and a fire disrupts
this meeting, security controls within the information system must be available
to detect the disruption and provide recovery mechanisms to restore classroom
operations.

Of course these examples assume that the information system is generating a
physical reality. In ‘going digital’, many previously physical realities themselves
grow more digital. For example, the physical classroom meeting used in the
examples above may indeed become online, existing only as a digital reality.
The extension of scope remains just as important. In previous curricula, we
have taught students how to recover the computing system. ‘Going digital’, we
must also teach students how to recover the digital realities generated by these
systems.

Because ‘going digital’ implies that information systems generating physi-
cal and digital realities will encompass myriad digital devices (large and small),
the task of information systems professionals will increasingly incorporate the
Internet of Things. Data capture devices, 3D digital printers, robotics, and pro-
cess control embedded in machinery grow increasingly under the purview of
information systems designers. As we have discovered with data scientists, it is
difficult to find single individuals with all of the skills necessary to perform such
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designs. Design teams must grow diverse to incorporate experts in the platforms
and devices being integrated into the information system. The socio-technical
world of the information systems security designer is gradually becoming the
techno-social world. ‘Going digital’ can shift the center of the information sys-
tems security designer’s world from the social to the technical. Of course it will
be impossible to create a ‘super-curriculum’ that will cover the traditional social
and economic focus of information systems security, plus the computer science,
plus the computer engineering that the new designers will encounter. But the
curriculum can extend to better prepare the information systems professionals to
work in teams made up not only of users, but also of more technical profession-
als with computing and engineering expertise. For example, student projects with
wider scope ‘gone digital’ topics could include a ‘mixture’ of team members from
students of information systems, computer science, and computer engineering.

7 Conclusion

Future research is needed into ways to overcome such fundamental problems.
The issues are in motion: both the issues of what information security is charged
to protect; and how information security must go about protecting it. In terms of
what information security is charged to protect, the security perimeter is moving
outward. First, to incorporate the (multiple) platforms and platform ecosystems
that are inevitably drawn into the digital system design. Second, to include
the digital consequences of information systems. These consequences include
an increasingly broad range of digital and physical products. In terms of how
information security goes about achieving such protection, our security mode is
shifting from one of security around the system to one of security through the
system. More creativity is required on the part of the security designer because
the platforms create more rational and creative boundaries, and because the
goals of information security have grown.

Currently, the provision of security on the basis of reasoning around the sys-
tem is growing less and less effective in proportion to the broadening demands
society is placing on its information systems. Such a system only provides secu-
rity for a representation of the world without providing security for the world
that the representation creates. Reasoning information security through the sys-
tem is growing more essential as we progressively increase our use of systems that
create reality. Reasoning about the protection of the world that is being created
by digital technology has potential to provide a more thorough approach.

This unfolding world of digitally generated realities broadens the scope of
information and computer security curricula. Students must be prepared for
this wider scope and the wider range of expertise that this scope will require.
This curricula not only must deliver concepts for protecting and recovering infor-
mation systems, but also deliver the additional concepts needed to enable the
information systems to protect, regenerate and recover any digital realities that
these systems have generated. Digital security designers will increasingly work
with more technical professions. Our curricula should also prepared students for
this new, more diverse work environment.
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Abstract. The gamification of education offers various advantages
including increased engagement of students. Limited research is currently
available that can shed light on the influence of various gamification ele-
ments in on-line learning environments on the engagement and continu-
ance use intention of students. The objective of the study was therefore
to investigate the influence of gamification elements in on-line learning
environments on the engagement of students and consequently on the
continuance use intention of students. The population of the study con-
sisted of 192 second-year Information Technology students enrolled at the
Central University of Technology (Free State). An on-line questionnaire
was used to collect data from students. The results indicated that the
rewards that students received, as well as their self-expression and status
in a gamified programming learning environment are very important to
enhance their engagement in these environments. Furthermore, the study
revealed that meaningful experiences in on-line learning environments is
the leading predictor of continuance use intention of students in gami-
fied programming learning environments. The results of this study could
assist instructors in information technology departments of higher edu-
cation institutions to incorporate gamified programming learning envi-
ronments into their learning offerings.

Keywords: Gamification · Online learning environments
Khan Academy

1 Introduction

Gamification of education is an emerging approach for increasing student engage-
ment and motivation in educational settings [9]. The excitement surrounding
gamification results from the belief in its potential to make monotonous tasks
more enjoyable [24]. The term ‘gamification’ has been defined in several ways,
such as ‘the phenomenon of creating gameful experiences’ [16], or ‘the use of game
design elements in non-game contexts’ [8]. Gamification in education refers to
the introduction of gameful experiences and game design elements in the design
of learning processes [9].
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Regardless of the widespread belief in the benefits of gamification, various
studies have stressed the difficulty of sustaining user engagement due to the
fact that effects of game elements are often short-lived [18,30]. A substantial
percentage of gamified information system users seemingly discontinue their
engagement with the system within a short period after initial system adoption
[15,31]. Therefore, it is essential to understand the mechanisms that explain why
users would continue to use gamified information systems in higher education
settings [9]. Without an understanding of how a gamified electronic learning sys-
tem engages students and encourages them toward continued system use, higher
education institutions will forfeit the opportunity to make productive use of
these emerging technologies [40].

The purpose of this paper is to investigate the influence of gamification ele-
ments in on-line learning environments on the engagement of students and con-
sequently on the continuance use intention (CUI) of students. The paper is struc-
tured to provide an overview of prior research conducted on CUI with regard to
e-learning contexts in Sect. 2, followed by an explanation of the gamified on-line
learning environment that was used in this study (called Khan Academy) in
Sect. 3. In Sect. 4, the development of the theoretical model for the study is dis-
cussed. Section 5 presents the research method, followed by the results in Sect. 6.
Discussions are given in Sect. 7 and the conclusions in Sect. 8.

2 CUI in the E-learning Context

While previous research in e-learning has focused on the initial adoption [43]
the ultimate success of an information system (IS) is really determined by the
continued usage thereof. Until the continuous usage of an IS can be confirmed, it
is premature to classify it as a success [44]. CUI can be defined as an individual
user’s intention to continue using a particular IS or the long term usage intention
of a technology [2]. A review of prior research that was conducted in the wider
e-learning domain in terms of CUI is summarized in Table 1, sorted according
to the year of study.

After analysing the tabulated CUI research from the broader e-learning
domain, the following trends were observed. Only two studies focused on game-
based learning environments [23,42], with other e-learning environments not
featuring any game based elements. Furthermore, studies focusing on the CUI
of e-learning systems have only been conducted in countries like Brazil, Canada,
Taiwan, USA and Turkey. It can be concluded that research on CUI in the
e-learning context has not yet reached maturity, since approximately only one
study per year was conducted over the last ten years. This study will therefore
contribute to the limited existing body of knowledge of CUI in the broader e-
learning context and specifically in a gamified electronic learning context in an
area that has not featured prominently in the literature.
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Table 1. Prior research conducted on CUI in the e-learning context

Reference Year Country of study Type of e-learning

[35] 2005 Canada On-line learning system

[33] 2006 International E-learning course

[42] 2009 Taiwan Business simulation games

[21] 2010 Taiwan Web-based learning system

[23] 2011 Taiwan Business simulation games

[5] 2012 USA Information-oriented mobile applications

[32] 2015 Brazil Learner management system (Moodle)

[7] 2016 Turkey On-line learning portal

3 Khan Academy

3.1 Learning Environment

Khan Academy originated as a set of YouTube tutorials which MIT graduate
Sal Khan made for his cousin who was struggling with mathematics. Today it
is a multi-million-dollar non-profit organization with the stated mission of ‘not-
for-profit with the goal of changing education for the better by providing free
world-class education for anyone anywhere’ [27]. It provides a comprehensive
set of resources, with over 5000 courses delivered in 65 languages. The Khan
Academy website has delivered more than 600 million lessons worldwide, with
four million exercises completed per day [27].

In addition to mathematics, Khan Academy covers many areas of science,
arts, humanities, computing and economics. The computer programming section
of Khan Academy offers the following subjects: Introduction to JavaScript and
Animation; Introduction to HTML/CSS: Making web pages; Introduction to
SQL: Querying and managing data; Advanced JavaScript: Games and Visual-
izations; Advanced JavaScript: Natural simulations [19].

The Khan Academy learning environment mainly comprises watching a video
explanation of the topic followed by self-assessments in the form of questions
(multiple choice or short answer). In contrast, the computer programming learn-
ing environment involves a code editor and execution window as shown in Fig. 1
[27]. The programming subject, from Khan Academy, that was investigated in
this paper was ‘Introduction to SQL: Querying and managing data’. The code
editor and execution window of one of the SQL lessons are shown in Fig. 1.

The left-hand frame comprises an editor with the SQL code that produces
the output in the right-hand frame. The video is a demonstration of how to code
the solution for a given topic. In this example, it is restricting group results with
HAVING in SQL [19]. The video contains a developer discussing the development
of the code. While the code is being generated, the output on the right changes
instantaneously to reflect the code that is added in the editor window [19]. At any
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Fig. 1. SQL programming environment

given time, the user can pause the video and start to change the code, and the
alterations are instantly reflected in the right-hand frame [19]. The SQL lessons
demonstrate various SQL topics and directly after the video demonstration on
a particular concept, the user is provided with the opportunity to complete
a challenge by typing SQL code into the editor window. Instead of compilation
errors, a character appears in the output frame with the explanation of the error,
along with a prompt to show the user where the error occurs in the code as shown
in Fig. 2 (on the left). Once the error has been corrected, and the challenge is
successfully completed, the user is rewarded with points and a character that
appears on the screen telling the user that all steps have been completed; see
Fig. 2 on the right.

3.2 Gamification

Khan Academy has implemented several specific gaming elements within its
on-line environment including badges, points, specific goals, leader boards and
progress indicators which will be discussed next. Khan Academy has five different
types of badges which can be earned while interacting with the learning material:
see Fig. 3 [19]. The most common badge is the Meteorite (viewed as entry-level)
with the Black Hole being the rarest (viewed as advanced-level). In addition,
completing activities will allow the students to earn energy points, which are
then displayed on their personalised dashboard, along with the number of videos
they have completed. Moreover, Khan Academy gives a student the opportunity
to enroll in a class with an instructor. The instructor can assign various goals to
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Fig. 2. Error condition (left), success condition (right)

students with due dates when these goals should be achieved. Goals can also be
suggested by the system, based on past performance, or may be defined by the
user.

Fig. 3. Badge types in Khan Academy

In order for users to see their status on a leader board in Khan Academy, they
must be enrolled in a subject with an instructor. The instructor has access to
the leader board consisting of a list of students and the number of energy points
they have gained and minutes they have spent on specified activities. In order
for users to see their rankings, the instructor should post the leader board for all
users to see. Furthermore, Khan Academy provides several different indicators
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for showing progress to the user. It will display information for achieving goals
(Fig. 4: on the left) as well as activity indicators (Fig. 4: on the right).

Fig. 4. Progress indicators in Khan Academy

Activity information is displayed through a bar graph indicating the amount
of activity within Khan Academy each day and how many energy points were
earned within a specific time period. Khan Academy also sends each registered
user an email once a week detailing the progress that was made during that
particular week.

4 Theoretical Model

A theoretical model was developed in order to predict the influence of gam-
ification elements in the Khan Academy on-line learning environment on the
engagement of students and consequently on the CUI of students. Gamifica-
tion research over the past decade provided many constructs that might predict
a user’s CUI, including social influence [13], attitude toward a gamified IS [14],
self-efficacy and satisfaction [40]. Flow experience (FE) is one of the predominant
constructs that has been used to explain the CUI of users in various gamifica-
tion and game-based learning environments [17,23]. Flow is a concept that was
recognised and named by [6] to describe the psychological state of operation in
which a person performing an activity is completely immersed in an emotion
of full immersion, energised focus and enjoyment [6]. This emotional state is
considered to be so rewarding that a person is inherently motivated to repeat
the activity for its own sake [12]. When studying the CUI of users, researchers
find this characteristic of flow particularly useful to predict the CUI of users.
According to [6], the characteristics of flow include a loss of self-consciousness, a
distortion of time, intense concentration, and a sense of being in control [37]. FE
is therefore the first construct that was included in the theoretical model in order
to predict the CUI of students towards a gamified learning environment. FE in
the current study was measured by a combination of four constructs namely
enjoyment, immersion, time distortion and control [1].
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FE has been used extensively in IS research as a construct that represents the
depth of engagement from a hedonic viewpoint. However, researchers presently
stress that a gamified IS should not rely solely on hedonic user experience that is
based on deep engagement, but it should also focus on the creation of pathways
that will assist users to discover meaningful relations between their own interests
and system use [30,39]. Meaningful engagement (ME) refers to a state of mind
in which a person experiences a sense of meaning and deeply comprehends the
essence of the experienced events [40]. ME derives its theoretical basis from the
Self-Determination Theory which is focused on what motivates an individual to
make choices without external influence [29]. In a ME state, people are constantly
aware of the contextual situation in which given tasks are performed, and people
actively discover new paths to achieve their goals and feel that they are utilising
power to meet environmental challenges [30]. Consequently, a users’ ME in the
interaction with the gamified IS has been proposed as a key determinant for the
continued use of the system [4]. ME was therefore selected as the second construct
that was included in the theoretical model in order to predict CUI. Drawing on
existing literature, ME was measured in the current study by a combination of
three constructs, namely self-expansion, meaning, and active discovery [40].

One of the key objectives of gamification is to make an activity more engaging
[9]. To identify the antecedents of FE and ME, a literature search was conducted
in order to identify frequently used gamification elements that influence user
engagement. Four gamification elements were identified from gamification litera-
ture, namely rewards, status, competition, and self-expression, that may increase
user engagement in the context of gamification [3,16,36,38]. The rewards con-
struct in this study refer to the perception of students that it is possible for
them to earn and accumulate points, and that they will have the possibility to
earn more points if they try harder [18]. In addition, the status construct refers
to the perception of students that it is possible for them to have a higher status
than others, and to be regarded highly by others, and that it is possible for
them to increase their status [47]. Moreover, the self-expression construct in the
study refers to the perception of users that it is possible for them to express
their identity through game elements in a way that is distinct from others [25].
Finally, the competition construct refers to the perception of students that it
is possible for them to compete with others and that it is possible for them
to compare their performance to other students and to threaten the status of
other students through their active participation [20]. These four constructs were
therefore entered into the model created for the study as antecedents of FE and
ME. The theoretical model that was developed for the study is shown in Fig. 5.

5 Method

The research instrument that was used to test the theoretical model of the study
is a survey. Multiple-item summated rating scales were used to measure each
construct that consisted of a 7-point Likert scale with two anchor points namely
(1) ‘Strongly Disagree’ and (7) ‘Strongly Agree’. The items in these scales were
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Fig. 5. Theoretical model for CUI of gamified on-line learning environments

adapted from existing literature in order to ensure content validity of the survey
instrument. The items were adapted by replacing the specific type of IS used in
the original wording of the item to ‘Khan Academy’. For example if the original
item was ‘I enjoy using the Web’ [1], the adapted item would be ‘I enjoy using
Khan Academy’.

Scales for CUI contained 3 items that were adapted from [22]. Scales for FE
contained 14 items and 4 sub scales, namely immersion (3 items), time distortion
(3 items), control (3 items) and enjoyment (3 items) that were adapted from
[1]. Scales for ME contained 9 items and 3 sub scales, namely self-expansion (3
items), meaning (3 items) and active discovery (3 items) that were adapted from
[40]. Scales for rewards contained 3 items and were adapted from [18]. In addition,
scales for status contained 3 items and were adapted from [47]. Scales for self-
expression contained 3 items and were adapted from [25]. Finally, the scales for
competition contained 3 items and were adapted from [20]. The reliability of each
scale of the survey instrument was evaluated by calculating Cronbach’s alpha
[11]. Acceptable values of alpha range from 0.70 to 0.95 [11]. Cronbach’s alpha
for the constructs were as follows: CUI (0.77); FE (0.85); immersion (0.70); time
distortion (0.78); control (0.70); enjoyment (0.75); ME (0.91); self-expansion
(0.75); meaning (0.75); active discovery (0.71); rewards (0.74); status (0.70);
self-expression (0.70) and competition (0.70). All scales fell into the acceptable
range and the data collection tool for the study was deemed to be a reliable
measuring instrument. Regression analysis using SPSS version 19 was used to
analyse the collected data.

The population for the study was limited to students enrolled for the subjects
Databases II (DBS216C) and Information Systems II (NIL20DB) at the Cen-
tral University of Technology in the Free State province. The content of these
subjects offered in the first semester are the same. The theory component of the
subjects focus on database design while the practical component focuses on SQL
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database programming. In the practical periods of these subjects, students were
exposed to the ‘Introduction to SQL subject on Khan Academy. The lecturer
of these subjects created a subject on Khan Academy (called Databases II) and
then enrolled all the students for this subject. The instructor assigned various
tasks to students in Khan Academy, which they had to perform in the Khan
Academy environment. All these assignments were part of the ‘Introduction to
SQL’ subject on Khan Academy.

Students were exposed to the Khan Academy on-line platform for the first
academic term. After this period, a survey was administered on-line by making
use of QuestionPro. The link to the questionnaire was placed in the learning
management system used by the students, and students were asked to voluntary
complete the questionnaire. Ethical procedures as stipulated by the Central Uni-
versity of Technology were adhered to.

6 Results

From Table 2 it can be seen that 72% of the students were male, and 28% female.
Furthermore, Table 3 shows that the majority of students (64.7%) accessed Khan
Academy two or three times a week, and that 15.7% of students accessed Khan
Academy more than three times a week.

Table 2. Gender

Gender n Percent

Male 139 72%

Female 53 28%

Total 192 100%

Table 3. Khan Academy Access per Week

Access per week n Percent

Not at all 3 1.5%

About once a week 31 15.2%

Two or three times a week 132 64.7%

More than three times a week 32 15.7%

Total 204 100.0%

Three regression models were constructed in order to test the theoretical
model of the study. These results are discussed next. The first stepwise multiple
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regression model was constructed in order to determine what predictive power
the four gamification elements (rewards, status, competition and self-expression)
had towards FE. Three gamification elements, namely rewards (β = 0.333, p <
0.001), self-expression (β = 0.317, p < 0.001) and status (β = 0.233, p <
0.001) made a statistical significant contribution to the prediction of FE and
were entered into the model. This resulted in a significant model R2 = 0.559,
F(3,192) = 84.53, p < 0.001, adjusted R2 = 0.552. The adjusted R2 value
indicates that approximately 55% of the FE construct could be accounted for
by the rewards, self-expression and status constructs. Competition (β = 0.018,
p = 0.789) was the only construct that did not make a statistically significant
contribution toward the prediction of FE. The following guidelines, presented by
[10], were used to interpret R2: very weak (0–4%); moderate (16–36%); strong
(36–64%) and very strong (64–100%). From these guidelines, it can be seen that
the model that was constructed had strong predictive power towards the FE
construct.

The second stepwise multiple regression model was constructed in order to
determine what predictive power the four gamification elements had towards
ME. The following three gamification elements, namely rewards (β = 0.492,
p < 0.001), self-expression (β = 0.266, p < 0.001) and status (β = 0.148,
p = 0.017) made a statistical significant contribution to the prediction of ME
and were entered into the model. This resulted in a significant model R2 =
0.606, F(3,192) = 102.41, p < 0.001, adjusted R2 = 0.600. The adjusted R2

value indicates that approximately 60% of the ME construct could be predicted
by the rewards, self-expression and status constructs. As with FE, competition
(β = 035.018, p = 0.567) did not make a statistically significant contribution
toward the prediction of ME. From the guidelines presented by [10], it can be
seen that the model that was constructed had a strong predictive power towards
the ME construct.

The last stepwise regression model was constructed in order to determine
what predictive power the FE and ME constructs had towards CUI. Both ME
(β = 0.464, p < 0.001) and FE (β = 0.276, p = 0.002) made a statistical
significant contribution to the prediction of CUI and were entered into the last
regression model. This resulted in a significant model R2 = 0.503, F(3,192) =
101.90, p < 0.001, adjusted R2 = 0.499. The adjusted R2 value indicates that
approximately 50% of the CUI construct could be predicted by the FE and
ME constructs. The resulting model had strong predictive power towards CUI,
according to [10]. The results of the stepwise multiple regression models are
shown in Fig. 6.

7 Discussion

When the results are investigated, it can be seen that the rewards gamification
element had the strongest predictive power towards FE and ME. This result is
consistent with research that found that rewards in mobile educational games
was one of the most important reasons learners wanted to continue playing these
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Fig. 6. Results of multiple stepwise regression

games [46]. Moreover, the strong motivational appeal of rewards found in this
study can be compared with research that found that learners enjoyed an educa-
tional game with in-game rewards twice as much as an educational game without
rewards [28]. The implication of this finding is that the rewards that students
earn in a gamified on-line learning environment could sustain engagement in
these environments which could lead to higher levels of CUI.

The self-expression construct had the second strongest predictive power
towards FE and ME. This finding is consistent with prior research that found
that providing users with opportunities to express their self-identity through
choosing the types and names of their avatars, increased their intrinsic moti-
vation and learning of the subject matter [34]. In Khan Academy, users can
customise their profiles by selecting their own avatar which develops and grows
as the user makes progress. The implication of this finding is that in a gamified
learning environment it is important to provide users the opportunity to express
their unique identity in order for them to distinguish themselves from others.

The status gaming element also made a statistical significant contribution
towards the prediction of FE and ME. Users will be able to observe a higher
status in a gamified environment if they notice that they can efficiently track
their performance and level-up when they achieve certain mileposts [41]. These
results can be compared to research conducted by [40] that indicated that the
status construct made a statistical significant contribution towards the predic-
tion of FE (β = 0.388, p < 0.001) and ME (β = 0.326, p < 0.01) in their study.
This implies that when users are able to effectively track their performance in a
gamified learning environment, it could improve the engagement of users.
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The only gamification element that did not make any statistical significant
contribution towards the prediction of FE or ME was the competition construct.
These results are similar to various findings in digital game-based learning envi-
ronments that showed that learners strongly preferred to collaborate with other
learners and did not want to compete with them [45,46]. Another reason could
be that some students at the bottom of the leader board become downtrodden
and disheartened, thinking that it is not possible for them to surpass their fellow
students, which lead them to disengage with the system [46].

The study lastly confirmed that the FE and ME are both statistical signif-
icant predictors of the CUI in gamified learning environments. What is note-
worthy in the current study is that ME had a much higher predictive power
(nearly twice as much) towards CUI than FE. This finding is in accordance with
an experiential study that found that users of a gamified IS consider FE to be
less important than ME for their CUI [26]. This study showed that users who
perceive their interaction with an IS as personally meaningful were more likely
to continue to use the IS [26]. This implies that it is more important for stu-
dents to perceive that they are meaningfully engaged by the system, as opposed
to experiencing a state of flow. Moreover, higher perceptions of ME will lead to
higher levels of CUI.

8 Conclusions

The contribution of this study is that it sheds lights on the influence that several
gamification elements have on sustaining a user’s engagement in a gamified pro-
gramming learning environment. Moreover, the theoretical model of the study
made a novel contribution to the literature on CUI by incorporating gamifica-
tion elements as predictors of FE and ME in a CUI model for an e-learning
context. The model developed for the study indicated that the rewards that stu-
dents receive, as well as their self-expression and status in a gamified learning
programming environment are very important to enhance their engagement in
these environments. Furthermore, the study revealed that ME in on-line learning
programming environments is the leading predictor of CUI of students in these
environments.

A shortcoming of the current study is that the population was limited to two
student groups in one province in South Africa with only one gamified learning
environment being investigated. Therefore, the results obtained from the study
cannot be generalised to the broader population of South Africa or to other
gamified learning systems. Suggestions for future research would therefore be an
invitation to researchers at institutions from other provinces to test the model
developed for the study in similar or other gamified learning environments in
order to validate the findings of the current study.
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45. Tüzün, H., Yilmaz-Soylu, M., Karaku, T., Inal, Y., Kizilkaya, G.: The effects of
computer games on primary school students’ achievement and motivation in geog-
raphy learning. Comput. Educ. 52(1), 68–77 (2009)

46. Venter, M.: Continuance use intention of primary school learners towards mobile
mathematical learning games. Dissertation: Computer Science Department, Uni-
versity of the Free State (2017)

47. Wang, Y., Fresenmaier, D.: Assessing motivation of contribution in online commu-
nities: an empirical investigation of an online travel community. Electron. Markets
13(1), 33–45 (2003)



Robotics: From Zero to Hero in Six
Weeks

Romeo Botes(B) and Imelda Smit

School of Computer Science and Information Systems, North-West University,
Vanderbijlpark, South Africa

{romeo.botes,imelda.smit}@nwu.ac.za

Abstract. In the Information Technology course offered at the North-
West University, students do two subject modules during their second
year on Information Systems Development. During their third year the
course scaffolds on this knowledge base by extending exposure to novel
technologies including robotics, cyber security, etc. The focus of this
paper is on the design and evaluation of the robotics project offered over
a six-week period. After the project a focus group interview with several
students provided feedback regarding their experience.

Keywords: Robotics · Project based learning · Learning tools
Arduino · JellyBeanBot

1 Introduction

During the exit year of study in the Information Technology (IT) degree offered
at the North-West University, students complete a project based subject module.
This module challenges students to explore new and unfamiliar technologies with
the purpose to prepare them for industry. Some projects are industry projects
provided by industry partners that are at times set up as a competition, with
scholarships or internships offered to the winning students. Other projects are
more focused on the introduction of new concepts such as mobile applications.
During 2017 the robotics interest group at the North-West University had the
opportunity to offer a six-week project course on robotics with the purpose to
expose students to the basic concepts of robotics. In this paper we describe and
discuss our experiences with this project.

2 Related Work

In education, robotics is applied in a variety of ways and for a multitude of
purposes [15]. Robotics may relate to education in one of two ways [15]: first,
robotics in education and, second, robotics for education. The latter refers to
robotics being used as an educational tool, whereas the first is goal orientated
using robotics to have fun while teaching something useful.
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Table 1. Core robotic concepts adapted from [2]

Core concept Sub-categories

Robotics and society History, application, manufacturing, ethics

Hardware Components, embodiment, mechanical design

Sensors/perception Distance/proximity, tactile

Types of error Sensors, thinking, acting

Planning/thinking/control schemes Remote control, autonomous control,
feedback control, behavior-based control,
navigation, localization, mapping

Acting Actuators, motors, manipulators, wheels,
gears, kinematics, forward, inverse

Algorithms Conditionals, loops, interrupts

Inexperienced lecturers would sometimes shy away from teaching with tech-
nology, because they are not aware of its uses and abilities [10]. Unfortunately,
such inexperience not only limits the use of technology in education and robotics
for education, but also poses a problem for robotics in education; since the inabil-
ity to use technological tools forms gaps in the knowledge acquired by students.
Consequently they do not have the necessary opportunities to utilize new tech-
nology in their learning and therefore do not become aware of advances prevalent
beyond textbook theory.

With the intention to provide students with some background knowledge
regarding key robotics concepts, the facilitators of the robotics course have drawn
on the research of [2] who proposed a list of core robotic concepts: see Table 1.

In the robotics course of [16] at university, LEGO kits were used which culmi-
nated in a contest in the context of a predetermined theme. Students collaborated
with a peer with the intention to ease frustrations and challenges accompanying
working with hardware [16]. In a similar course for a high school [20], students
designed and produced a feature-rich programmable robot that would be robust
for hundreds of hours of use.

Arduino1 includes software and hardware on a prototyping platform that is
electronics-based. The software is open-source and written in Java [23]; the hard-
ware is user friendly and usable in more than one context, making it attractive
to people working in interactive environments. The Arduino UNO includes the
following components: a microcontroller (ATmega328 microprocessor), a USB
to serial chip, and a DC power connector. An Integrated Development Environ-
ment (IDE) installed on a user’s computer allows such a user to program the
Arduino UNO. The IDE includes a number of features such as LEDs, sound, etc.
In Table 2, reasons are given for using Arduino as a learning tool according to
[8,11].2

1 http://www.arduino.cc/.
2 https://massimobanzi.com/.

http://www.arduino.cc/
https://massimobanzi.com/
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Table 2. Reasons for using Arduino as a learning tool

Reason Description

An active community of users exist A group of people who uses the
Arduino microprocessor makes up its
user community. They act as support
when problems are encountered by
the newcomers in this community.
The expert users also guide the
development of the open source code
and hardwarea

Developed in an educational environment The Arduino micro-processor was
developed in the context of education,
keeping students in mind in its design

The hardware is affordable The Arduino hardware is relatively
inexpensive, while designs are free to
obtain. Damaged components may be
replaced at a nominal fee. This allows
users to focus on tinkering

Hardware and software are both open-source Given the free license for Arduino
hardware and software designs, users
may make changes and build circuits
without paying Arduino [13,14]

Based on the processing IDE The development environment [19] in
the processing software was designed
to be easy-to-learn

Programmable via USB cable With the absence of serial ports from
computers and the introduction of
USB cables, the Arduino board
becomes accessible outside the formal
laboratory environment [9]

It is a multi-platform environment The Arduino IDE being written in
Java, it can run on various platforms,
including Windows, Linux and mac
OS X

ahttp://www.fastcolabs.com/3025320/howarduino-is-becoming-the-worlds-social-
network-for-hackers-and-makers

In the work environment of computer science or information systems profes-
sionals one expects that problems need to be solved, and that in many cases
these problems would be complex problems requiring a group of people with
a variety of skills to solve the problem jointly. When imitating such scenarios
at university, project-based and problem-based learning (PBL) is well-suited. To
distinguish between the two approaches it is sufficient to say that problem-based
learning would center around individual study units, while project-based learn-
ing would integrate a number of study units (possibly all the study units) of a

http://www.fastcolabs.com/3025320/howarduino-is-becoming-the-worlds-social-network-for-hackers-and-makers
http://www.fastcolabs.com/3025320/howarduino-is-becoming-the-worlds-social-network-for-hackers-and-makers
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subject module [22]. The constructionist approach to PBL, where students work
in teams to solve open-ended projects large enough to challenge a group [7],
enables such students to acquire knowledge, learn skills, and build confidence in
their abilities. Cappelleri and Vitoroulis, for example, replaced a semester-long
robotics competition with project-based learning tasks stretching over one week
periods [4]. They found that this changed approach made the course easier to
manage and more enjoyable for their students [4].

The course offering reported on in this paper was building on the strengths
and knowledge of the studies mentioned above; with the guidance of one robotics
expert three facilitators offered the robotics course. The course culminated in
a competition to stimulate students’ interest; the course utilized a robot that
was built in-house to save costs. The students worked in groups to draw on the
benefits of project-based learning within a constricted budget.

A focus group interview (FGI) uses interaction to generate data [17]. Carey
elaborates by classifying FGIs as a group interview guided by a moderator [5];
questions are semi-structured, the setting is informal, and data are collected on
a focused theme. Various authors are not in agreement regarding the nature of
the data collected. For example [3] claims that data gathered may be qualitative
and quantitative, while [1] classifies data to be qualitative. This study aims to
hear the students and understand their experiences, relating to qualitative data
and an interpretive stance towards the topic under discussion.

The number of groups to be used in research is also a point of contention
among various authors. As many as 12 are suggested by [12], while [18] deems 10
to be mostly redundant. As a minimum, [21] suggests that four FGI are sufficient,
whereas [24] claim that there are no rules when it comes to the optimum number
of FGIs; one FGI may already be enough. The notion of ‘saturation’ [17] may be
of much value here, since it may guide each study accurately. In the study under
discussion the fairly small group of students and the invitation to students to
willingly participate resulted in one FGI.

The size of the focus group influences the actual discussion [6]. Fern found
that a larger group of eight tends to generate more concepts than a smaller group
of four [6], but he also poses that it is easier to manage smaller focus groups.
Therefore focus groups should be large enough to provide a sufficient number
of concepts [17], but also small enough to allow all participants to participate
freely. In this study a group of three students participated with one facilitator-
researcher and one researcher.

3 Setting

The aim of the study is to establish a formalized robotics subject module to be
offered as part of the IT course. Towards this purpose a subject sub-module cov-
ering introductory robotics concepts along with a project, are suggested in this
paper. The offering was conducted during the first part of the second semester
of 2017. After the finalization of the offering students were invited to participate
in a focus group interview (FGI). The purpose of the interview was to learn from
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Fig. 1. (a) Robot used during the course. The playing field (b)

the student-experience and to gather data that may guide subsequent offerings
of the robotics project.

At the start of the FGI, participants were informed regarding the purpose
of the study, their privacy were assured, and they were allowed to ask ques-
tions. The moderators participated in the FGI along with the students, testing
their observations and opinions as well as guiding the conversation. Data were
gathered using an audio-recorder. The recordings were transcribed and analyzed.

A number of factors had an influence on the form the robotics project took on.
Within the confinements of the subject module, six weeks were allocated to the
robotics project. A strict budget was made available to attain the components
necessary to construct the robots to be used in the projects. The budget was not
sufficient to supply each of the 64 students enrolled for the module with his or
her own prebuild, ready to program, robot and students needed to form groups of
four members. Groups were formed by the facilitators based on students’ second
year Java marks to ensure groups include both stronger and weaker students.
As an example, the best Java student would form a group with the person in
the 16th position, the 31st, and the 46th. A large percentage of students from
the Vaal Campus, where this intervention took place, come from disadvantaged
families. For this reason, students were not expected to buy robots; the robots
were returned to be used in subsequent years. The intention is to extend the
number of robots to allow for future growth in the course, and accommodate
groups of at most three members and possibly only two in future offerings.

The set of robots that was constructed to be used in this course made use
of the Arduino platform which uses the Arduino Uno 3 as a microcontroller.
The microcontroller board were supported by a custom designed shield known
as JellyBeanBot. Two sensors were utilized as input for navigation purposes, a
3-line sensor and an ultra-sonic sensor, finally all this were fitted to a Romi-
Chassis which provided for a base for the robot, driving motors and wheels.
Figure 1(a) shows the complete robot used during the course.

Students were not allowed to remove the robots from the laboratory, and all
work needed to be completed in the 3 h per week over the six weeks allocated
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to the offering. Initially classes were started with an offering of the supporting
theoretical concepts before students worked on their robots. During the last
few weeks only practical work were done during class time. With this being a
first offering, some teething problems were experienced. Initially the groups of
students were not allocated a particular robot and picked the next one upon
entering class, but slight differences between the robots posed a problem with
this strategy and from week 3 it was decided that a robot will be marked for the
use of a particular group.

The final objective of this project was for the groups to complete a playing
field. Successful completion awarded a project pass. The playing field included
the aspects of line following, object detection and object avoidance. Figure 1(b)
shows the playing field designed to be completed by each robot.

Although three facilitators were tasked with the responsibility of this offering,
only one had the expertise to acquire and build components, and to construct
the robots. This route was taken because of the substantial saving that realized
from constructing robots from self-bought and 3D-built components, instead of
buying prepared kits. Unfortunately, a difference in opinion among the facilita-
tors resulted in 16 groups of four students being formed, instead of 10 groups of
six students. This was suggested by the facilitator responsible for building the
robots, based on the available funding which allowed for acquiring the compo-
nents for only 10 complete robots. The extra six robots were to be assembled by
using old equipment from other robotics projects and courses stripped for parts
to be re-used in creating six robots similar to the 10 already acquired.

4 The Robotics Course

The aim of the robotics project was to introduce students to the novel technology
of robotics. The associated concepts that was covered, include micro-processor
programming, movement, object detection and object avoidance. Providing the
groups of students with a constructed robotic, moved the focus of the inter-
vention from being inter-disciplinary (including both engineering and computer
science disciplines) to centering on programmatically preparing the robot for the
tasks set out. The practical preparation and testing of a preconstructed robot
to follow a simple line with some obstacles along the way was the end goal of
the project. The six-week project subject sub-module is discussed subsequently.

The components included in the construction of the robot allow students to
use programming code to prepare the robot for its tasks on the playing field.
These components are listed, described, and shown in Table 3. The completely
assembled robot is shown in Fig. 1(a). The discussion of the design and assembly
of the robot is beyond the scope of this paper. The cost incurred in acquiring the
components are listed as well. It may be noted that the cost incurred for a similar
project is in the region of R1400.00; this compares favorably to off-the shelf kits
ranging between R2256.00 (AfrikaBot) and R5800.00 (LEGO Mindstorms EV3).

As a tool to guide student groups through the project, continuous assessment
was utilized since its initiation. Every week groups were required to submit the
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Table 3. Planned six-week robotics group project

Romi-Chassis
Estimated
Cost: R447.35

The Romi-chassis is
a basic embodiment
kit

It includes basic
mechanical
components such as
motors and wheels,
making it an easy
setup to be used for
the course

JellyBeanBot
Shield
Estimated
Cost: R600.00

This shield is custom
designed and
developed by the
robotics expert as
facilitator to
facilitate easy
interaction

The board is use to
connect the
Romi-chassis motors
and the various
sensors to the board
for interaction with
the Arduino UNO

Sensor
Ultrasonic -
HC-SR04
Estimated
Cost: R67.85

The HC-SR04 is an
economical
ultrasonic sensor. It
provides a range for
detection from 2cm
to 400cm of
non-contact
measurement
functionality

The sonar sensor
provides a way of
detecting the
opponent

Line Follower
Module
Estimated
Cost: R28.75
(each, 3
needed)

This Infrared (IR)
reflective sensor
utilizes a TCRT5000
reflective optical
sensor to detect
color and distance

Infrared rays are
emitted and
returned to detect if
it reflects or not.
These sensors are
mostly used in line
following robots,
because this module
can sense if a surface
is white or black

Item and Cost Description Use Visual
Arduino
UNO
Estimated
Cost: R179.40

The Arduino UNO is
a micro controller
based on the
ATMEGA 328 Chip.
The Arduino UNO
R3 was used

This is the brain of
the robot and needs
to be programmed
to execute the
programmers
commands

code they generated, as well as a video clip of the accomplishments of their robot.
The facilitators used the code and videos to determine obstacles and bottlenecks
in the learning that took place that week. This action allowed the facilitators to
address these problems at the start of a subsequent class with the purpose to
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enhance the learning. In the subsequent sub-sections reference are made to these
components as they are introduced throughout the robotics offering.

4.1 Week 1: Introduction to Robotics

The objective of week 1 is to provide an overview of robotics, its place in soci-
ety and to introduce students to the Arduino UNO micro-processor board. An
overview on the functionality of Arduino UNO, focusing on the possibilities it
opens up for users are covered. Student are requested to reflect on possibilities
that are not available without using the Arduino micro-processor. Then they
are guided towards using the Arduino platform and the software associated with
the boards. The basic electronic concepts are discussed, along with what to do
and not to do in robotics, as well as tips and tricks. The basic concept of input
and output are discussed. An important focus during this session is on the com-
munication and coding of the Arduino UNO by using a USB-Type-B cable and
the software downloadable which students had to download from the Arduino
website. In addition to introducing concepts from a theoretical point of view, the
project groups are formed and a shield, the Arduino experimentation shield, are
introduced to students to facilitate the interaction with hardware. The shield
(see Fig. 2) is a simple interaction interface that was developed and used in the
first year IT extended undergraduate course. This shield features three buttons,
10 LEDs, a variable resistor, two servo motor output pins-sets, and a buzzer.
Project groups are prompted to interact with the hardware by being tasked to
illuminate a light-emitting diode (LED) by means of the push of a button. Also,
for each subsequent button push, another LED should light up.

4.2 Week 2: Motor Functions

The objective of week 2 is to provide an overview on movement functions asso-
ciated with robotics. Therefore, the focus is on motors responsible for enacting
movement. Three types of motors are introduced, namely stepper motors, direct
current (DC) motors and servo motors, covering the requirements, functional-
ity, advantages and disadvantages of each. Students were also introduced to the
JellyBeanBot shield, its functionality and how to utilize it correctly. From an
implementation point of view, project groups are challenged to do the coding
necessary to direct the motors to move around the outer skirts of a playing field.
The same playing field to be introduced in week 4 is used, but students use the
outer border of the field to practice on. This red outer border can be seen in
Fig. 1(b). The objective of this challenge is to show students that without the
use of sensors, navigating a straight line or making a 90-degree turn is not sim-
ple. Furthermore, students should understand that not all hardware components
such as motors are created equal and therefore differences may arise between the
same models of a motor.
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Fig. 2. Arduino experimentation shield

4.3 Week 3: Sensors

The objective of week 3 is to introduce two sensors, the line sensor and the ultra-
sonic sensor to project groups. Line sensors enable a robot to navigate around
a field, while a sonar-sensor detects obstacles with the purpose to avoid them.
After week 2 students should appreciate the value of using sensors as a means to
orientate and navigate a robot successfully. The project group challenge for this
week is similar to that of last week, but this week the groups are to make use
of line sensors to follow the black line all around the playing field. In a separate
task students have to use the ultrasonic sensors to avoid the wall by remaining
30 cm from it, while moving perpendicular to it.

4.4 Week 4: The Playing Field

The objective of week 4 is to introduce the complete playing field (Fig. 1(b))
to the students. Time is also spent on the expectations regarding the successful
completion of the line-following on the playing field, as well as obstacles to be
identified. The playing field requires the robot to follow the black line diligently,
and at indicated instances (Fig. 1(b)), stop to perform an action, specifically
to avoid an obstacle, this allows interaction with the ultrasonic sensor intro-
duced during week 3. From an implementation perspective, at this point, groups
are familiar with all components and are allowed time to refine their program
through practice during this session.

4.5 Week 5: A Working Robot

No new concepts are introduced at this point and project groups are using the
time to test and refine their robotic system. Since robots are not allowed out-
side the robotics laboratory, groups requested additional time in the laboratory.
This additional time was provided by utilizing a smaller laboratory. Students
could sign out their robot and returned it after the session. The following rules
and penalties were communicated to the students in preparation for the final
evaluation of the project:
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Fig. 3. Average results per assessment task

– Robot starts with a 5 s delay.
– Robot must follow the line to the end of the course (except at the wall and

at task 1).
– Robot must stop dead at the end of the course with no movement afterwards.
– The course may be restarted only once.
– Any robot available to the class may be used, but each group’s code needs to

be implemented.
– Any group found using another group’s code will be deemed as plagiarism.
– Code uploaded to the robot should be done with at least one assessor present.
– Time limit per group to complete assessment is 10 min.
– Every robot touch is a penalty.
– Removing the wall is a penalty.

4.6 Week 6: Game Time

The last class is allocated to the final assessment of the programming code. This
is done on the playing field, performing the explicit tasks (such as following the
line and avoiding obstacles) and implicit tasks (induced by the playing field, the
rules and penalties introduced). Marks allocated are indicated in brackets. The
assessment schedule is shown in Table 4.

The graph in Fig. 3 shows the average percentage of each task completed.
It shows that the line following task as the main outcome of the project had
the highest success rate. However, task two, object avoidance, were the least
successful. From the assessment of all groups only one of the 16 groups failed
the project (pass rate 93.5%) and the average mark obtained was 72.25%.

5 Discussion

At the end of the second semester the students were contacted and invited to
a FGI. Six students indicated that they would participate in the FGI, but only
three attended. The session was moderated by us. With the first cycle of anal-
ysis a coding table was compiled. Table 5 shows the suggested codes and its
corresponding descriptions.
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Table 4. Assessment schedule

Achieved Partly
achieved

Not achieved

Complete circuit

Explicit task 1:
Line following

Lost the line at
one turn
only (8)

Lost the line
several
occasions (5)

Could not
complete the
circuit at all (2)

Explicit task 2/Implicit
task 2:
Stop at two indicated
black blocks

Both targets
reached (2)

One target
reached (1)

No action (0)

Isolated implicit tasks

Implicit task 1:
Wall avoidance

Avoid the wall
successfully (2)

Avoid wall
but fails to
find line (1)

No action (0)

Implicit task 3:
Stop at and/or avoid
object

Stop and move
around
object (2)

Stop or move
around
object (1)

No action (0)

Implicit task 2:
Stop at line for 5 s

Successfully
stops at black
block for 5
seconds (2)

Stops at
black
block (1)

No action (0)

Time limit

Complete the circuit
within time limit

Complete
within
3min (2)

Complete
within
4min (1)

>4min (0)

Team spirit & documentation

Documentation Complete (2) Limited (1) No action (0)

Team spirit Enthusiastic,
everyone did
their part (2)

Not everyone
is enthusias-
tic (1)

No action (0)

It should be noted that since one FGI was conducted, only one discussion is
analyzed. This fact realizes the manifestation of short discussions on issues that
are not brought up more than once. In some cases, a challenge (as an example)
is mentioned, all participants agree, and the discussion moves on to a next topic
of discussion. Also, every participant is cognizant of what all other participants
says. In some limited instances, an issue will be discussed more than once, in
different contexts. These multiple conversation threads are all listed.

The small group did facilitate all participants to actively take part in the
discussion. In addition, from the discussion it was clear that discourses took
place during the robotics project offering, since participants mentioned chal-
lenges and issues that was not necessarily their own experience. For each of the
eleven codes identified in Table 5, a representative response is also listed with the
responsible participant (Pi) mentioned. The participants are numbered, where
P1 is the researcher-moderator who was not part of the facilitation team, P2 is
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Table 5. Encoding and description of FGI responses

Code Description and responses

Group formation < STU:GF> How groups were formed and the experience of participants regarding

group formation: P3 = We would also prefer it if we could choose our

own groups. I think it would have been a better experience if he had ten

complete fully functional robots and six members in a group. It would

have been a better experience, because there is not a lot of us third years

here. I’ve heard enough of everybody complaining about the robots. Some

of them are not working as they should, etc.

Team work < STU:TW> How well groups of students worked together in their teams: P5 =

If you tell group members they should help you with this and they never

come up with a solution: I feel like they were not committed to the project

Reflection < STU:R> Students reflecting on the success of their implementations: P5 = We

tested our code before we presented. Obstacle avoidance, read with num-

bers, sensors. After the facilitator placed the instrument to measure the

speed, our robot ended up seeing those as objects and tried to avoid them:

that’s why it couldn’t go through the line. So I think the manner in which

we coded the application was where the problem lies. I feel if we did know

those objects were going to be placed there, we could have found a solu-

tion to avoid those and not recognize the speed measuring instrument as

an object

Laboratory access < STU:LA> Students were not allowed to take robots out of the robotics laboratory,

their feedback regarding this limitation: P5 = Because of this, we only

got to work with them while we were on campus

Hardware malfunction < STU:HM> Identification of hardware malfunctions: P5 = Our sensors were not

working, or we could not find the right pins or where they are connecting

Time constraints < STU:TC> The time-constraints experienced with the project: P5 = If there were

enough robots and they would let us work not only on Mondays, I think

we could have accomplished a lot more with our project. We only found

out late that there was extra time to use

Variety of robots < STU:VOR> Project groups were receiving any robot at each subsequent class, while

robots differed which implied that the work done during a previous

week needed to be revised: P3 = I did not like the fact that some robots

had more on it than the others. Some of them had extra boards on it,

which I’m not exactly sure what for. On the top left side there was that

little board that restricted your view of the sensors or your sonar

Higher-orderthinking < STU:HOT> Challenging concepts encountered in completing the project: P3 = I

would have liked if we created the groups and build your own little robot.

The group knew the wiring and exactly how to do it, because if you know

how the circuitry works the coding is easy. In our group, one time we used

a mobile battery pack on it to get it to work

Job opportunity < STU:JO> A robotics job opportunity presented itself: P4 = I think robotics should

continue, because as I can say right now yesterday I went for an interview

and it was for a robotics company, so I think it has an advantage for us

Coding < STU:C> The experience regarding the coding, the main focus of the interven-

tion: P3 = I did learn that there are about ten different ways to just code

line-following

Learning < STU:L> According to the participants, did they learn, and how well? P3 = I

learned sort for the first time, that was kind of fun

the researcher-moderator who was the facilitator who acted as robotics expert,
whereas P3, P4 and P5 represent the student participants.
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Fig. 4. FGI response categories: network diagram

After extracting the responses per code, they were analyzed once more with
the purpose to categorize codes; resulting in three categories, namely challenges
experienced by students, obstacles that may be addressed in future to improve
the course, and the value of the robotics project. These three categories are
not isolated from one another, since some challenges may be perceived as an
opportunity to improve the next robotics project offering, a challenge may also
be perceived as an opportunity to learn about robotics, which may improve its
value. The three categories and their relation to the codes, as well as inter-code
relationships are shown in Fig. 4 which lists the network diagram for this study.
The three categories are used to guide the subsequent discussion of participant
responses.

Critically analyzing the responses of participants, it is clear that the differ-
ences in the construction of the robots posed the biggest challenge to students
<STU:VOR>. The experience during the first few weeks where each group
weekly received a different robot, provided much confusion due to minor dif-
ferences between the robots such as the wiring of components <STU:VOR>.
Although this was addressed later by labelling each robot and making sure each
group selects the robot they used before, it is important to note this for future
course offerings. To some extent this experience did prove valuable value since
groups were challenged to work with what they had <STU:HOT> and forced
to overcome these differences with their coding <STU:C>.

The second biggest challenge to students were the formation of groups and
the subsequent team work <STU:GF, STU:TW>. From their responses it is
clear that students would have preferred to select their own group members
<STU:GF> or even work alone <STU:TW>. This is mainly due to group mem-
bers not working together or not doing their assigned tasks. Unfortunately all
students do not share the same passion for learning and robotics. Juxtaposed
to this notion, having access to a complete and fully working robot was high
on the agenda of students and they would have elected to work in larger (than
four members) groups rather than having to work with malfunctioning robots
<STU:GF, STU:HM>. In future offerings this issue need to be addressed, even
with funding being limited: the standard components acquired from funding pro-
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vided to build the initial 10 robots should be expanded, since the six additional
robots were the ones causing much confusion.

Thirdly, students mentioned that working beyond the allocated sessions
would have enabled them to accomplish a lot more <STU:LA,STU:TC>. This
an important point for consideration in future offerings since the credits and the
accompanying notional hours worked by students need to be coordinated in this
16 credit project module.

It is encouraging that reflection occurred among participants <STU:R>. In
this particular case the participants’ group did not manage to complete all tasks,
but through reflection realized their mistakes. Students were grateful for the
exposure to robotics and found the course to be fun and enjoyable <STU:L>.
It even presented one of the students with a job opportunity <STU:JO>.

6 Conclusion

The six-week robotics project offering suggested and presented in a third year
project module at the North-West University provided a valuable learning oppor-
tunity. The 93% pass rate for the project groups makes the success of the offering
evident. Feed-back received during a FGI provided valuable feedback regarding
the offering. Students were exposed to new, unknown and novel concepts. The
course presented students with the opportunity to code actual programs to com-
municate with hardware while interacting with peers in a fun environment. The
course stretched over six weeks in which students had to prepare a robot to do
line following, stop at an obstacle, and pick up an object on the playing field.
In addition to these explicit tasks, implicit tasks also realized, such as starting
and stopping the robot, wall (of the playing field) avoidance, and completion
within a specified time. To gain insight into the students’ experiences during
the project offering, the evaluation of the course were done by a FGI. Feedback
received included both valuable and challenging aspects, indicating what stu-
dents gained from doing the project offering, as well as aspects for improvement
to be considered for the next iteration. Some of the challenges faced by students
were group dynamics and associated team work, but also the differences in the
construction of the robots due to challenges in funding this offering. It is clear
that more funding is required to purchase more robots. Lastly, students indicated
that they did learn much about robotics and that the project was an enjoyable
way to learn new concepts.
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Abstract. A growing body of evidence indicates that university stu-
dents frequently engage in off-task media use (OTMU) during lectures.
While the bulk of research in this area has considered the frequency
and impact of such behaviour, little work concerning the subjective and
contextual factors that determine OTMU in academic settings has been
conducted. In this study we adopt a qualitative approach to consider the
determinants of this behaviour. Seven key factors that determine stu-
dents’ OTMU in lectures are identified: OTMU policy, OTMU norms,
Fear of missing out, Grit, Control over technology, Quality of lecture,
and Visibility of peers’ OTMU. We propose a model which specifies the
relationships between these factors and discuss how institutions and lec-
turers can navigate the challenges posed by OTMU in lectures.

Keywords: Off-task media use · Cyber-slacking · Media multitasking

1 Introduction

Extensive use of digital media has become a distinguishing feature of today’s uni-
versity students [20]. A growing collection of studies investigate the influence of
this behaviour on students’ academic activities [15,19,22,34]. From these studies
a body of evidence has emerged indicating, firstly, that students frequently inter-
act with a variety of digital media while engaging in academic activities, secondly,
that these interactions are mostly off-task (unrelated to their academic work),
and finally, that they have come to change how students approach learning.
Fried, for example, reports that during a 75-min lecture students used their lap-
tops for off-task activities for an average of 17 min [15]. Junco reports that 69%
of students engage in texting during lectures [19], while Roberts and Rees found
that 66% of students engage with email, instant messaging and social networking
during lectures [31]. In a subset of these studies researchers have investigated
the implications of media use for academic performance [19,20,22,35]. Van der
Schuur et al., through a review of studies examining the effect of media use on
academic performance, found evidence of a negative correlation between media
use in academic settings and academic performance [38]. While these findings
underscore the importance of understanding the dynamics of students’ behaviour
c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 49–64, 2019.
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with media in learning settings, there remains uncertainty about how learning
processes are influenced by media use.

While many studies consider the frequency of media use in academic set-
tings [15,19,20], or the relationships between this use and academic performance
[19,20,22,35], little work concerning the subjective and situational factors that
determine off-task media use (OTMU) or cyber-slacking [40] in academic set-
tings has been conducted. This is particularly the case in developing countries.
Additionally, with few exceptions, researchers in this domain have opted for
quantitative methodologies, utilising data collected through surveys or quasi-
experiments. Against this backdrop this paper reports the findings of a qual-
itative investigation of media use during university lectures. The aim of this
study was to develop a rich descriptive account of the OTMU patterns students
adopt in lectures. To this end we conducted five focus groups involving a total
of 30 undergraduate students at a large, residential South African university.1

We analysed the resulting data in accordance with grounded theory principles
and identified seven factors that underlie OTMU in lectures.

2 Related Work

We briefly review literature concerning the ubiquity of media in students’ lives,
followed by research into the motivations for media use in academic settings.2

Studies of student media use suggest that, on average, students spend
between one and two hours of their days online [20]. In a survey study Jacobsen
and Forste found that two-thirds of students use media while in class or studying
[18]. Rosen et al. similarly, found that students averaged less than six minutes
on a task before switching to another task [32]. Specifically, a number of stud-
ies [7,15,19,22] indicate that OTMU has become increasingly common during
university lectures.

While data is limited, South African students seem to be little different from
their peers in developed countries. North et al. found that, in their sample of
362 South African students, only 1% did not own a mobile phone, or had not
owned one recently [25]. In another study of South African students, Leysens et
al. found that over 95% of students use instant messaging at least once during
a lecture [22]. This was followed by social networking with over 20% of students
using it at least every ten minutes during a 50-min lecture. As is the case in
other studies, they found that few students engaged in task-related media use.

Guo et al. identified seven dimensions of motivation for media use in aca-
demic settings [17]: (i) information seeking; (ii) convenience; (iii) connectivity;
(iv) problem solving; (v) content management; (vi) social presence; and (vii)
social context cues. In a subsequent study Zhang found that different needs pre-
dicted different types of media use [43]. They clustered these needs into three
1 The university is currently ranked among the top 400 on the 2017/2018 Times Higher

Education World University Rankings.
2 Our use of the term ‘academic setting’ is inclusive of formal lecture environments,

practical or tutorial classes, group work settings or personal study sessions.
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categories. The first, and most common category—‘convenient/easy/instant’—
includes gratifications which are only possible given media’s technical capabilities
(e.g., instant messages), as well as those possible without media (e.g., main-
taining social connections). The second category—‘control/habitual’—suggests
media gratifies both habitual needs, and that it allows personal control over the
pace of information intake. The third category—‘social/affective/relaxation’—
emphasises the emotional needs associated with media use. Interestingly we
found that, while differences in intentions exist, they do not moderate any rela-
tionships with academic performance [27].

Following a series of semi-structured interviews Blackburn et al. report that,
for students, use of technology is an active process voluntarily engaged in [7].
Interviewees described using their laptops in class for multiple tasks, switching
between on or off-task activities. Congruent with [26], participants acknowledged
that in-lecture media use is often an attempt to be entertained in response to
experiences of boredom. Likewise, Annan-Coultas found that, in addition to
academically-related tasks, students reported the usage of laptops for off-task
purposes whilst in lectures, particularly when becoming bored or disengaged
with lecture content [3]. Williams and Cox found that students defend their in-
lecture media use by arguing that content covered during the lecture could be
attained from other sources at a later time [42]. This awareness devalued the
lecture and created a justification for students to engage in OTMU.

Through a series of semi-structured interviews Aagaard found that OTMU
in a lecture is seen to be normal [1]. Upon considering the rationale for this
behaviour the author notes that, in contrast to theories of reasoned action, for
instance the Theory of Planned Behaviour (TPB) [2], and Blackburn et al.’s
findings [7], students reported that they engage in OTMU automatically, with-
out conscious choice. Two lecture-related factors were reported to increase the
likelihood of this behaviour. First, students reported that, when they consid-
ered material to be ‘too hard’, they distracted themselves. Second, boredom was
reported to precede instances of OTMU. Aagaard offers two interpretations of
his findings [1]. First he suggests that OTMU is a habitual distraction for stu-
dents. He argues, accordingly, that allocation of attention to OTMU is neither
endogenous nor exogenous—it occurs as a “deeply sedimented relational strat-
egy” [1] (p. 5). Second, he suggests that instances of boredom ‘triggering’ OTMU
occur as a result of a mediated impatience. A lecture is perceived to be boring
not because of the content of the lecture itself, but rather, it is viewed as boring
because students can readily access more entertaining mediated stimulation.

This constant presence of potentially rewarding mediated experiences has
prompted consideration of a specific form of anxiety, the fear of missing out
(FoMo), or the “pervasive apprehension that others might be having rewarding
experiences from which one is absent” [28] (p. 1841). This form of anxiety is
characterised by a desire to stay continually updated with the activities of ones’
social connections. Consequently, people feel that they ‘miss out’ on potentially
rewarding experiences when they are off-line. Rosen et al. investigated relation-
ships between media use and a number of psychiatric symptoms, finding the
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highest prevalence of anxiety related to an inability to check text-messages and
social media feeds [33]. Moreover, symptoms of obsessive compulsive disorder
were predicted by media-anxiety, media use, and task-switching frequency. Com-
menting on this outcome, they postulate that the need to stay connected, and the
anxiety related to missing out foster an ‘obsession’ to check media for updates.

Taneja et al. considered students’ attitudes and intentions to engage in
OTMU during a lecture [40]. Adopting the TPB as a theoretical framework,
they proposed a model describing students’ intentions to cyber-slack, or engage in
OTMU. The model includes attitudes, subjective norms, descriptive norms and
perceptions of behavioural control as predictors of the intention to cyber-slack.
Evaluation of the model through a survey study involving 267 students revealed
that it could explain ≈52% of the variation in intention to cyber-slack, while
≈40% of this variation could be explained only by students’ attitudes towards
this behaviour. Specifically, they found that consumerism, escapism, and lack of
attention positively predicted such attitudes. In contrast, OTMU related anxi-
ety and peer-related distractions negatively predicted attitudes towards OTMU.
Taneja et al. found that a lack of attention to a lecture was positively predicted
by apathy towards the class material [40]. In contrast, both intrinsic and extrinsic
motivation, as well as class engagement negatively predicted a lack of attention.

3 Research Design

Grounded theory presents an inductive approach to the study of social life [16];
theory is derived through the analysis of patterns and themes present in qual-
itative data [4]. A study using grounded theory may commence with the spec-
ification of a research question, or with the collection of qualitative data. As
researchers review the data collected, repeated ideas or concepts become appar-
ent, and are tagged with codes, which have been extracted from the data. To
guide our investigation we formulated a single, primary research question:

What are the determinants of students’ off-task media use during lectures?
Our study extends the body of qualitative research concerning students’

OTMU in lectures by investigating the determinants of such behaviour through
a series of focus groups. This approach allowed us to interpret the meanings,
explanations and personal narratives students attach to their behaviour. Mason
explains that a qualitative approach is interpretative [23], considering both the
individuals in question, and the social context in which the data is produced. As
such, an interpretivist ontology is adopted in this study: meaning is seen to be
socially constructed and subjective.

During focus groups data are produced through a process of interaction
between the participants and researchers. While not providing the data nec-
essary for statistically determining the strength of the emergent relationships,
such an approach is, nonetheless, capable of producing valid causal descrip-
tions of behaviour. Participants’ accounts of the relationship between actions
and subsequent events provide an understanding of cause-effect processes, as
they perceive and interpret them. In the broader context of an increasing num-
ber of studies reporting negative correlation between media use and academic
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performance, obtaining a textured understanding of the range of factors that
influence OTMU is a desired outcome. In particular, it is our view that under-
standing the subjective, normative and environmental factors that interact to
produce OTMU in lectures, will serve to enlighten the manner in which per-
sonal media use impacts the learning process. Kitzinger explains that one of the
key tenets of a focus group methodology is the ability of group processes to aid
the participants in exploring and explaining their perceptions and experiences
[21]. The group dynamics at play in a focus group allow for the emergence of
unexpected narratives and interpretations. As a consequence of the social and
normative nature of this behavioural phenomenon, the subjective, interpretative
procedures characterising focus groups were deemed appropriate to address the
specified aim of the study.

3.1 Participants

To obtain participants for the study several advertising techniques were used.
These included: Posters placed in each academic building of the main campus
of the university; announcements in four undergraduate modules;3 and a radio
interview on the campus radio station. While some of these procedures were
indiscriminate in their targeting, with any eligible student standing a chance
of becoming aware of the opportunity, others, unintentionally restricted this
possibility. Participation was incentivised through an amount of 50 · ZAR (≈5 ·
USD). These procedures may have affected the representativity of the sample,
with some students missing one or more of these techniques. Nonetheless, it is
believed that sufficient measures were put in place to ensure adequate diversity
in the sample and, therefore, representativity of the population on the campus.

Following these calls 30 students (n = 15 female; eight 1st year, 17 2nd year,
and five 3rd year) responded, all meeting the inclusion criteria of being enrolled
in an undergraduate program at the institution. As the number of respondents
matched the intended sample size, a convenience approach was adopted. Each
participant selected one of five available sessions. With the exception of session
one (six participants) and session four (nine participants), the remaining three
sessions included five participants each. These sizes are in line with the pre-
scriptions of Morgan, who explains that focus groups must be small enough to
provide each participant with an opportunity to provide input, while still being
large enough to enable a diversity of views [24]. The participants represented
four of the eight faculties at the main campus of the university: Education, Law,
Arts and Social Sciences, and Economic and Management Sciences. Therefore,
in terms of representativity, only 50% of the faculties were accounted for in
the sample. However, these four faculties represent over 60% of all students on
campus. While this may provide a limitation for this study, it is believed that,
given a focus group methodology, and the homogeneity of the population in this
regard, the sample achieved is representative enough to capture the nature of
the phenomenon under study.

3 Reaching over 3000 students, from first to third year in three faculties.
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3.2 Procedures

A topic guide to direct the discussion in each session was developed. This guide
included prompts to initiate discussion relating to attitudes towards, beliefs
about and motivations for media use in lectures, perceptions of social and sub-
jective norms associated with media use, beliefs about the factors which trigger,
facilitate or hinder media use, as well as beliefs about the potential consequences
thereof.4 The topic guide was developed based on, firstly, the relevant literature
reviewed, and, secondly, the objective of the study. The suitability of the topic
guide was assessed through a pilot study involving a single focus group conducted
with five students several weeks prior to the primary focus groups. Following this
procedure several prompts in the topic guide were rephrased to avoid ambiguity.

Each focus group was moderated by the primary researcher of this study and
lasted between 60 and 70 min. The five focus groups took place over a two week
period, with two in the first week and three in the second week. This number
of sessions is in line with the suggestions of Richie et al., who state that such
a number should achieve a saturation point in terms of new findings [30]. All
focus groups were recorded using a 360◦ digital recorder. The focus groups took
place in a large classroom-style venue at a round table in the centre of the room.
All participants sat around the table, with a recording device in the centre,
and the researcher amongst them. No-one else was present in the room. The
primary researcher, who moderated the focus groups, is a ‘white’ male in his
mid-twenties who conducted his undergraduate and postgraduate studies at the
same institution where the study was performed. The participants were unknown
to him prior to the sessions.

3.3 Data Analysis

The data were analysed using an inductive thematic analysis method [8]. Adopt-
ing the constant comparative method proposed by Glaser and Strauss [16] as part
of the grounded theory methodology, analysis occurred in an iterative manner
through data collection, open coding, and code integration, to a point of theoreti-
cal saturation. In the first phase of analysis the audio recordings were transcribed
into a textual format using Atlas.ti, with each participants’ quotes associated
with an anonymous identifier. Next, guided by recurring elements in the data,
preliminary codes were produced. Subsequently, these codes were then applied
to the data. Where necessary, these preliminary codes were either modified, or
augmented with additional codes as the analysis proceeded. Finally, through
considering patterns in emergent codes, initial themes were identified. Through
considering these initial themes in relation to the relevant coded extracts final
themes were produced. This process of constant comparison with the data was

4 Ethical clearance for the study was granted by the institution’s research ethics board.
Prior to the commencement of the focus groups each participant provided informed
consent, in full knowledge of the study procedures, the voluntary nature of their
participation, data protection measures, and reporting confidentiality.
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conducted in four rounds of inductive analysis: open coding, a priori coding,
theme development, and theme refinement through data checking.

In addition to the provision of rich, thick descriptions of participants’
accounts presented in the findings section, the credibility and trustworthiness
of the findings presented in this study were supported through three strategies.
First, credibility was strengthened through data triangulation which, as argued
by Twining et al. [41], involves comparing data from different participants, in
different groups, conducted at different times. Second, as Elliott et al. explain
[11], in involving two researchers in the coding process a degree of investigator
triangulation is achieved. To further support inter-rater reliability cross check-
ing of codes and peer debriefing procedures were conducted. Third, as Babbie
suggests [4], the processes of data collection, coding, and thematic analysis were
documented to provide an audit-trail of decisions made.

4 Findings

We present our findings in three subsections. First we consider a theme relating to
norms surrounding OTMU in lectures. Second we consider three themes concern-
ing the role of stable, personal traits. Finally we consider two themes concerning
subjective situational factors. Within each of these subsections descriptions of
the themes are provided, accompanied by a sample of associated supporting
quotes using a coding system to identify contributions made by participants.
Each participant was coded as Px− y, where x is the number of the focus group
and y is the individual within that group. In this way a data-grounded interpre-
tative narrative is provided.

4.1 OTMU Norms

Models of human behaviour broadly acknowledge the role of social norms in
determining behavioural intentions [12]. Norms reflect what “people approve
and disapprove within the culture” and serve to “motivate action by promising
social sanctions for normative or counter normative conduct” [29] (p. 104). Our
data revealed that the prevailing norm at the institution was that OTMU is
an acceptable, though not endorsed, form of behaviour during lectures. This
norm functioned as a justification (even a motivation) among students to initiate
instances of OTMU. Based on our data few lecturers at the institution explicitly
forbid OTMU during their lectures. In the absence of such top-down mechanisms,
OTMU norms were established through group behaviour.

P2-3: In a lecture room you can hide behind other people, not physically, but
mentally. It’s a group behaviour so you feel like it’s okay to do it. It’s not
disrespect aimed at the lecturer, it’s a group mentality. If everyone else is
doing something then obviously more people are going to pick up on that
behaviour.
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P4-9: It’s scary when you look back and you see how many people are actually
listening to the lecturer: everyone’s like [indicates looking down at phone
under desk]; you see someone in front of you on Instagram.

P4-6: Sometimes I feel really bad actually, that I’m on my phone in class, and
I’ll stop and then I look around me, everyone else is on their phone.

P4-4: In all my classes there are at least like 20 laptops out at any given point.
I can count, there is at least like 90% of those people are not on the page of
the slides.

4.2 Personal Traits

Our data suggest that three traits of individual subjects determined their OTMU
intentions. The first is the experienced need to stay connected or up to date with
online activities to avoid missing out on potentially rewarding experiences. In
accordance with previous studies [9,28,33] we refer to this factor as ‘FoMo’ and
argue that it is a key determinant of students’ OTMU intentions. An interesting
aspect of this factor is subjects’ awareness of the accessibility of their devices.
Awareness of the ease with which the device can be accessed (i.e., the nearness
of the online experience) seemed to influence experiences of FoMo. This effect
is highlighted by Sapacz et al. who found that subjects’ anxiety increased when
their devices were present as opposed to out of sight [37].

P2-1: Most of the time, I open it. I mean, it’s like sitting right there, looking at
me, I need to see what’s happening.

P1-4: If you’re not part of that conversation, you come in, like after the lecture.
Even just an hour later. You’re like I could say something now, but it doesn’t
matter, the conversation has passed.

P2-4: I think if you see someone using their phone, it’s just an automatic thing.
I wonder what’s going on, on my phone; let me just check quickly.

P1-2: Although they’re teaching you, I’m not paying any attention. I may be
writing down what you’re saying. But I’m actually thinking: “I wonder what’s
happening on Facebook” and “oh I saw this was trending on Twitter and I’m
missing it because I’m doing this”.

The second trait which emerged from our data related to students’ attempts to
suppress their FoMo and remain focused on their academic goals (i.e., paying
attention to lecture material). The success of these attempts typically depends
on their ability to resist the various triggers (intrinsic and extrinsic) directing
their attention to OTM. Duckworth et al. use the notion of grit to express an
individual’s “perseverance and passion for long-term goals” [10] (p. 1087). Indi-
viduals high in grit “do not swerve from their goals, even in the absence of
positive feedback”. In the context of our data we believe grit can be used as
an indicator of a student’s ability to remain focused on his/her academic goals
despite the lure of OTM. “The gritty individual approaches achievement as a
marathon, his or her advantage is stamina. Whereas disappointment or bore-
dom signals to others that it is time to change trajectory and cut losses, the
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gritty individual stays the course” [10] (p. 1088). Our data suggest that students
are aware of the negative impact OTMU during lectures will have on attempts
to attain their academic goals. Consequently, instances of OTMU typically fol-
lowed conscious deliberation of the costs, mostly expressed in terms of future
study time, that may result from not paying attention in a lecture. This trend
corroborates earlier findings by Flanigan and Babchuk [13].

P1-4: It’s not like we don’t know that we are doing the wrong thing. We’re aware
of the costs, but, at that point in time, that immediate satisfaction factor is
just too high.

P2-4: When I’m listening to the lecturer if I don’t really find it useful, or they’re
just losing me. Then I’ll go on my phone.

P1-1: I know that if I need to stay up to four in the morning to finish this work, I
will do it, because this is what I get for playing on my phone and not working.

P2-1: I think social media, it effects in the fact that we don’t listen in class and
all these things, but I know that I’m gonna do the work at the end of the day.

P1-4: We’re all pretty conscious of the fact that when we decide to postpone, we
are postponing the work. Meaning, we’re going to have to do it, we’re going
to regret it later that we didn’t do at at that point in time.

P3-2: I keep wanting to go on Instagram and Facebook. If it’s still in front of
me and on, then the resistance is very low.

The third trait we identified relates to students’ exertion of some form of control
over their devices in an attempt to protect themselves from OTM distractions.
We refer to this factor as control over technology (CoT) and argue that it plays
a significant role in determining OTMU behaviour. Among our subjects CoT
often involved limiting the visibility or proximity of media for particular time
segments when academic goals received priority. It also involved manipulation of
the features or settings of devices and applications to limit the triggers that may
lead to instances of OTMU. The emerging behavioural pattern, also reported
by Aagaard [1], is characterised by planned segments of on-task (work) time
punctuated by OTMU sessions. OTMU, in this pattern, is framed as a reward
that is earned by completing a certain amount of on-task time.

P4-2: Do not disturb mode is the only thing getting me through exams.
P3-2: I put my phone completely away, out of sight, because it’s distracting.
P4-4: I have to put it away, otherwise I’ll check it every two seconds; I have to

put it somewhere else.
P3-1: I typically have a piece of paper, a pen, a highlighter and my laptop and

then everything switched off, like no WiFi, I switch my phone off otherwise I
will get distracted.

An interesting dimension of this theme is students’ inability to control the
amount of content that is presented to them. The manner in which many content
providers design interfaces to present a never-ending stream or feed of content
kept students engaged in OTMU longer than they initially intended.

P2-3: It’s like a snowball effect; it’s a conversation and next thing you know
you’ve spent an hour talking to one person.
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P4-9: It’s also because it’s unlimited. I think, say, for instance you have a news-
paper, one article and you’re done. But with Instagram, you look at one photo
and then it’s like there’s still a million more, I can just continue scrolling.

4.3 Subjective Situational Factors

Our data revealed that instances of OTMU were often initiated in response to
experiences such as boredom or disengagement. It is important to frame these
experiences as the products of both subjective factors (e.g., a lack of interest
in the subject area) and situational factors (e.g., the enthusiasm, preparedness
and presentation style of the lecturer). Now we turn our attention to the role of
these factors in determining OTMU.

As found by Flanigan and Babchuk as well as Taneja et al. [13,40], there was
a clear relation between the degree to which a lecture is perceived as engaging
and the tendency to initiate OTMU. We use the term engaging here to refer to
a combination of the lecturer’s presentation skills (which includes aspects like
enthusiasm and authoritativeness) and the nature of the content taught. It is
acknowledged, however, that this is a subjective factor—students’ preferences
play an important role in determining perceptions of a lecture or lecturer.

P4-5: It depends on the lecturer’s enthusiasm. Because if the lecture is going to
be boring, I’m not going to want to listen, and then I’ll be Whatsapping.

P4-8: Well I started out in the beginning of the year taking notes on my laptop,
but then by the second semester I was so bored with all my classes, so I just
record all my classes and then I just spend all my time on social media.

P1-3: Most of the lectures are quite boring to say the least. It’s stuff that you can
read when you’re at home. It’s basically someone reading slides that you have.
So, it’s not engaging. So then I’m like: well, I’m not going to do anything, so
I’m gonna play on my phone.

P4-2: If it’s a theoretical subject, I tend to take notes while the lecturer speaks
on my laptop. But, as soon as it gets boring or I lose focus, I tend to go onto
other sites that I’ve opened, so like Instagram or Pinterest on my phone or
social communication like Whatsapp.

P4-3: During lectures or tutorials I would prefer to, if I do get bored, use social
media. But if a lecturer is compelling, I’ll be like yes! That is wonderful, please
don’t ever stop talking.

An important finding which emerged from the data is the effect that peers’
OTMU had on subjects. Our data suggest that awareness of peers’ OTMU has
three effects. The first is that it strengthens norms around OTMU during lec-
tures. Subjects’ awareness that their peers engaged in OTMU often provided
the justification they needed to initiate OTMU themselves; (see Sect. 4.1). The
second is that students often follow their peers’ screens (as opposed to the lec-
turer), taking interest in whatever is displayed there. The third is that it acts as
a trigger for the initiation of OTMU. When students see their peers engaging in
OTMU they frequently follow suit, often in response to experiences of FOMO.
This confirms previous findings in this regard [15,36].
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P1-2: You see someone else on Youtube and then I’m like: you know what, actu-
ally, that’s a better idea. The people around you influence you and stuff. Also,
in class if you see other people on their laptop or phones, and then you’re like:
“ooh that video!”

P2-1: If I have somebody sitting right next to me and they’re on 9Gag, I want
to see what meme that is. I don’t want to listen to the lecture right now. I get
distracted very easily.

P2-3: I have a friend who is always on his phone in class, always. I think some-
times it does disrupt me to a certain extent. He doesn’t even have to say look,
I just start looking at what he’s doing. I think that disrupts me.

P1-6: If someone’s like scrolling through their pictures. I don’t think I could stop
watching. If someone is on their laptop in front of me and they’re doing other
things, that’s where my eyes are.

5 Discussion

We discuss our findings in two sections. The first proposes a model for OTMU in
lectures. In the second section, on the basis of this model, we discuss a number
of recommendations for higher educational institutions and lecturers to navigate
the challenges posed by students’ OTMU use in lectures.

5.1 A Proposed Model for OTMU in Lectures

We propose that the factors elicited from our data can be expressed in the form
of a model describing the determinants of OTMU in lectures. Our proposed
model is presented in Fig. 1 and discussed below.

Our data suggest that lecturers at the institution where the study was per-
formed tended not to formulate explicit OTMU policies in their classes. This
aligns with findings by Berger who reports that the majority of university lectur-
ers adopt a passive stance towards OTMU in their classes despite being aware of
its occurrence [6]. Consequently, we have little empirical evidence to support the
argument that establishing and enforcing a specific OTMU policy would influ-
ence student behaviour. However, Beland and Murphy investigated the effects
of policies banning smartphone use at high schools,5 and found that students
performed significantly better when these are enforced [5]. It is conceivable that
higher education institutions may adopt similar policies in future (some already
have [39]) and we therefore include the construct in our model. We envision that
such policies will influence OTMU norms.

Our data provides evidence of the role social norms for OTMU play in deter-
mining the OTMU behaviour of individuals. An awareness that peers are engag-
ing in OTMU during a lecture encourages the initiation of OTMU sessions and
provides a basis for the retrospective justification of the decision to do so. In
accordance with the TPB [2] we envision norms to influence intentions to engage
in OTMU.
5 Note, for instance, the newest legislation on this matter in France, 2018.
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Fig. 1. Proposed model of OTMU determinants in academic environments

Our model includes the three personal traits emerging from our data. We
argue that FoMo, together with Grit, influence OTMU intentions. The interac-
tion between these two constructs produce, what may be termed, the individ-
ual’s attentional strategy in the academic environment. This strategy is jointly
shaped by the individual’s academic performance goals and the desire to engage
in rewarding online experiences. Consequently, we propose that individuals with
high FoMo and low Grit are likely to engage in OTMU more frequently than their
peers, and vice versa. The model also includes control over technology as a mod-
erator of the relationship between OTMU intention and OTMU. This construct
has not received explicit attention from researchers in prior studies. We argue
that the exertion of control over devices and applications moderates OTMU by
manipulating the triggers which typically precede instances of OTMU. Impor-
tantly, this exertion of control is a combination of both the preference and ability
to take control over device and application settings. There is also an emerging
trend to use smartphone applications which enable tracking and control of usage
volume (e.g., Moment and QualityTime).

Two subjective situational factors which we deem to be determinants of
OTMU are included. Both factors are applicable at the level of a particular
academic setting (e.g., a lecture or tutorial). Quality of lecture describes the
degree to which the lecture is perceived as stimulating and engaging. This con-
struct includes aspects of the lecturer, the content and the style of presentation.
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Our data provided evidence that feelings of disengagement or boredom trigger
OTMU. The second factor is the visibility of peers’ OTMU which, we argue, is
largely determined by the physical attributes of the lecture theatre. In theatres
where rows increase in height towards the back, students are likely to have a
clear view of the screens of devices of peers’ sitting in the rows in front of them.
In traditional class rooms where seats are at an equal height the visibility of
peers’ screens would be lower.

5.2 Recommendations for Institutions and Lecturers

On the basis of our findings we briefly discuss how institutions and lecturers can
navigate the challenges posed by OTMU in lectures. While there is evidence of
increased academic performance at institutions enforcing a ban on smartphones,
we acknowledge that this is neither an attractive nor practical policy for many
institutions. Not only does it nullify the potentially valuable role these devices
can play in the learning process, but it also creates an artificial environment.
Flanigan and Kiewra suggest rather than enforcing a ban and “verbally rep-
rimanding students when they violate it, instructors should explain how the
policy benefits student learning” [14] (p. 5). This can be done by highlighting
the detrimental effects of frequent task switching on primary task performance
(in academic and other settings).

We also support the views of Flanigan and Kiewra who state that “although
enforced course policies might alleviate the temptation to cyber-slack in the
classroom, such policies have no direct influence on students’ out-of-class behav-
ior” [14] (p. 8). Lecturers should strive to “train students to be self-regulated
learners” and monitor how they spend their attention. In accordance with our
model, one way to encourage self-regulation among students is through increas-
ing their ability to exert control over their devices. This, we suggest, can be done
by providing guidelines to control device and application settings to minimise
distracting notifications.

Although lecturers typically have minimal control over the physical structure
of their theatres (classrooms), we propose a strategy to decrease the distracting
effects of the visibility of peers’ screens. By dividing the class into halves and
declaring one half to be a device-free zone, students that feel they are easily
distracted by devices can be supported in their self-regulation efforts. If the
class does not allow easy left-right division, the front half of the class can be
used for this purpose. At our institution this policy was recently employed with
success [publication forthcoming].

6 Conclusion

Our study utilised qualitative data collected through focus groups involving 30
undergraduate students to investigate the determinants of OTMU in lectures.
Based on the results of thematic data analysis we propose a model describing
these determinants and their interrelationships. Unlike the theory-derived model
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proposed by Taneja et al. [40], we derived our model from the results of our quali-
tative data analysis. Based on the model we discuss various recommendations for
institutions and lecturers to encourage self-regulation of OTMU among students.

While qualitative data enabled us to gain rich descriptions of students’ expe-
riences in lectures, the limitations of this form of research should be acknowl-
edged. In particular, students’ interpretations of their own experiences and, in
turn, our interpretations of their expressions thereof, imply that our findings
(like those of all qualitative studies) are necessarily infused with the frames of
reference of the researchers. This includes, of course, our personal experiences
as lecturers. Additionally, limitations resulting from the representativity of our
sample should be acknowledged. In particular, the convenience sampling tech-
nique and self-selection of participants may imply biases in the data produced.
Additionally, as the focus group moderator was a lecturer at the institution,
this may have introduced a degree of moderator bias into the sessions, with par-
ticipants potentially being reticent to share their experiences. Notwithstanding
these limitations, the findings provide valuable insights into students’ OTMU
patterns and their perceptions of this behaviour. Future research building on
the findings should endeavour to test the validity of the model we propose. In
some cases (e.g., OTMU Policy) some work is required to identify or establish
appropriate instruments for measurement at the individual level.
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Abstract. Emerging technologies, such as social media, have become
essential tools to increase student-lecturer interaction, collaboration and
communication in academia. Despite the popularity of social media, few
lecturers use these tools for learning purposes. The purpose of the study
was to evaluate social media usage in teaching and learning at a tradi-
tional university in the Eastern Cape, South Africa. The substitution,
augmentation, modification and redefinition (SAMR) model was used as
the theoretical foundation for this study. The data was collected using
a quantitative survey method. A questionnaire was distributed to the
academics at the traditional university, with a response rate of 39%
achieved. From these, descriptive statistics were used to analyse the
data. The study found that the use of social media at the traditional
university can be placed at level two of the model (augmentation) while
technology use in the class is further along at the modification level.
Barriers that prevent lecturers from using social media for teaching pur-
poses included lack of management support, inadequate resources, lack
of training of traditional university lecturers and resistance to change.
The study, therefore, recommends that management at traditional uni-
versities should reinforce the use of emerging technologies by lecturers
to improve student-lecturer interaction, communication and promoting
collaborative learning amongst students.
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1 Introduction

The throughput rate at traditional universities has been impacted by the massi-
fication of teaching and learning [18]. More students have enrolled at traditional
universities annually, despite a lack of resources to support academic activities
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[11]. Fifty-five percent of first-year students will not graduate while only 5% of
the enrolled black and colored students will finish their undergraduate degrees in
the prescribed time [9,28]. Traditional universities must identify new solutions,
such as emerging technologies, to solve the challenges of massification [11].

Mobile technology has become a preferred mode of communication for young
adults [25]. A recent study suggested that university students are the most active
mobile phone users with the functions most often used including text messaging,
gaming and the Internet [10]. Given the popularity of mobile communication
amongst the university students, the potential to use social media to improve
the learning environment at universities is immense to improve the throughput
rate as it assists in increasing student-lecturer interaction, collaboration and
communication in academia [8]. However, the incorporation of social media tools
such as social networks at traditional universities in South Africa is low due to
limited knowledge and proficiency required to use social media effectively as a
pedagogical tool amongst lecturers [20].

The study was conducted at a traditional university and focused on the
lecturer perspective on using social media in teaching and learning. The purpose
of the study was to evaluate social media use in teaching and learning at a
traditional university in the Eastern Cape, South Africa. The study will also
provide an overview of the barriers that prevent lecturers from adopting these
tools in academia. The paper is outlined as follows: Sect. 2 discusses social media
tools in higher education which is followed by an introduction to the SAMR
model. Section 4 then provides an overview of the methodology employed in the
study. A discussion of the results is given thereafter, which includes an analysis
of the barriers of social media. The conclusions and recommendations of the
study are provided in Sect. 7.

2 Social Media Tools in Higher Education

Social media adoption in the teaching and learning environment has increased in
the past few years [19]. Tarantino, McDonough and Hua describe social media as
a range of web-based tools and services that are designed to encourage commu-
nity development through collaboration and information sharing [27]. Figure 1
illustrates the various social media tools that may be used in teaching and
learning.

Some studies have revealed that lecturers are turning to social media in the
academic environment with the aim to create an innovative learning environment
[4,6]. However, in the South African higher education system, this trend has not
been investigated. Madhav, Joseph, and Twala found that most students are
aware of social media tools [16], e.g. Facebook, Twitter and Whatsapp. They are
also willing to integrate these tools in academia as they provide convenience, e.g.
no need to visit the university computer laboratory to check for announcements
as it is posted online. This is supported by Mbodila, Ndebele and Muhandji
whose study conducted at the University of Venda in South Africa indicated
that students, tutors and lecturers are using social media to communicate with
each other [17].
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Fig. 1. Types of emerging technologies according to [13]

There are several advantages when social media is adopted in the academic
environment. Nurulrabihah, Hajar, Norlidah, Saedah and Ridhuan state that
emerging technologies such Wikis, Twitter and Facebook have a positive effect
in the academic setting [21]. The use of emerging technologies in the academic
setting will allow lecturers and students to communicate in real time and there-
fore offers virtual office hours. Furthermore, other types of technologies, such
as blogs and wikis allow students to engage in online discussions. These tools
provide features that help to manage students and promote student-lecturer
interaction [12,13].

Even though the benefits of incorporating emerging technologies at the tradi-
tional university include communication as well as collaboration, some students
report that they are distracted by the numerous kinds of entertainment that
are offered by the various devices, for instance, playing games and ‘surfing the
net’. Some students perceive social networking sites as their personal space and
do not want their studies to intrude in this space. Furthermore, some students
tend to communicate or text their peers during lectures which will distract them
from learning [14,20]. As a result, students’ concentration levels in class are
reduced. To counter this, mechanisms must be in place to discourage the use
of social media and mobile devices while students are attending lectures. This
conclusion is supported by Kopcha who postulates that some students will find
it challenging to balance their online activities and their academic work [14].
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Fig. 2. The SAMR model according to [24]

The following section discusses the SAMR model, which is the underpinning
model adopted for this study.

3 Substitution, Augmentation, Modification, Redefinition
Model (SAMR)

The substitution, augmentation, modification and redefinition model (SAMR)
was used as a theoretical foundation for this study. Puentedura developed the
SAMR model which assists lecturers to incorporate technology in the classroom
[24]. The SAMR model depicts four levels which consist of the enhancement and
transformation sections. The substitution and augmentation levels fall under
enhancement while modification and redesign are under transformation, which
is where most learning takes place [24]. The model portrays levels of incremen-
tal technology integration in the teaching and learning environments. Figure 2
depicts the SAMR model which is explained in more detail below.

Substitution is the first level where technology is used as a substitute by
both lecturers and students. Technology is employed to accomplish the tasks
that were done before the arrival of computers and Web 2.0 technologies. For
instance, lecturers used to post announcements on notice boards which would
now be substituted when lecturers use social media such as Facebook and Twitter
to deliver announcements to students [5]. The task is the same, and there is no
functional change.

With the augmentation level, social media is used to complete tasks more
efficiently [22]. Social media offers an effective tool to perform everyday tasks. A
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case study conducted by Lubega, Mugisha and Muyinda states that social media
can be useful to replace ordinary ways of accomplishing academic activities [15],
however with little functional change. For example, when a lecturer uses subject
communities such as wikis, blogs and chat rooms to look for relevant research
content instead of making use of textbooks borrowed from the library.

The modification level allows for the creation of new tasks [22]. Cilliers
describes how educators can create new tasks with social media [8]. For instance,
lecturers may use group discussion facilities on a wiki to facilitate academic activ-
ities as well as collaborations amongst students.

The redefinition level allows social media to be used for significant task
redesign [22]. Lubega et al. describe how lecturers redesign teaching and learn-
ing using social media [15]. For example, lecturers may ask students to create
their notes from the discussions they make on social networking sites, or when
educators use social media to express, share thoughts and ideas with students
as well as peers with a common interest.

The model can be used to identify the level of social media integration in the
classroom. Therefore, the model can also be employed to evaluate the adoption
of social media in teaching and learning at a traditional university [22]—see the
following section for the details of the method.

4 Method

A quantitative survey tool was used to collect the data at one traditional uni-
versity in the Eastern Cape. The questionnaire was adapted from Puentedura
[24] (chosen after extensive literature reviews) to test social media acceptance
among lecturers in a higher education institution. The question was adapted to
reflect the social media context of the study.

The study population was limited to full-time lecturers at one traditional
university where data was collected, and a convenience sampling method was
used as the study made use of the readily available study population. A link
to the web-based questionnaire was emailed to the participants with detailed
instructions for completion of the questions. An aggregate of 116 responses was
received, resulting in a response rate of 39%. Before this, the questionnaire was
piloted to 10 lecturers for suitability, user-friendliness and un-ambiguousness.1

All responses to the questionnaire were analysed as quantitative variables.
Statistical Package for the Social Science (SPSS 24) was used to analyse primary
data. Data were analysed using descriptive statistics. Also, relationships between
variables were tested using the Pearson chi-square test.

5 Results

The majority of our participants were between 30–50 years of age. Interestingly,
more than half of the academics did indicate that they do not make use of social
media: see Table 1.
1 ‘Ethical clearance’ was received from our university’s research ethics committee.
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Table 1. Details of participants

Item Category Frequency %

Gender Male 53 45.8

Female 63 54.2

Age <30 9 10.8

30–40 29 34.9

41–50 33 39.8

>50 12 14.5

Faculty Science and agriculture 27 32.5

Management and commerce 24 28.9

Social sciences and humanities 10 12.0

Others 9 10.8

Education 7 8.4

No indiaction 4 4.8

Law 2 2.4

Years in academia <3 13 15.7

3–6 27 32.5

7–10 13 15.7

11–14 14 16.9

15+ 15 18.0

No indication 1 1.2

Social media use Daily 15 18.1

Once a week 6 7.2

Once a month 15 18.1

Rarely (when inevitable) 28 33.7

Never 19 22.9

Substitution ICTs is when technology, in this context social media, is used as
a replacement for standard practices with no functional change. With respect to
Table 2, the majority (47.0%) of the lecturers indicated that they have never used
social media for assignments, while 39.0% of the lecturers point out that they
do not use social media to deliver announcements to their students. By contrast,
only 7.2% and 23.0% of the lecturers always use social media for assignments
and to deliver announcements respectively. By contrast, the majority of lecturers
(47.3%) always make use of projectors and smart boards in the lecture venues.
The use of emerging technologies in academic setting fosters effective communi-
cation between lecturers and students [8,20]. The findings indicated that major-
ity of the lecturers (57.8%) sometimes use social media to communicate with
students. These findings entail that personal communication is more acceptable
than a group discussion. A possible reason for using Facebook, Twitter and



Social Media Use in the Classroom 71

Table 2. Substitution of ICTs

Substitution of ICTs Never Sometimes Always Total

I use Social Media for assignments
in teaching and learning

47.0% 45.8% 7.2% 100%

I use Social Media to deliver
announcements to students

39.0% 38.0% 23.0% 100%

Technology: I use projectors and
smart boards in the lecture venues

35.5% 17.3% 47.3% 100%

Table 3. Augmentation ICTs

Augmentation ICTs Never Sometimes Always Total

Social Media: I use subject communities such
as wikis, blogs and chat rooms to look for
research content

37.5% 41.3% 21.2% 100%

Technology: I use word processor applications
to correct grammatical errors in assignments
and research projects

33.6% 15.5% 50.9% 100%

Technology: I use track changes on a word
processor to review students’ work

34.2% 14.9% 50.9% 100%

WhatsApp for communication with students could be that it is fun using it
for academic purposes and students already have access to and are using these
technologies. Table 2 provides descriptive statistics for substitution of ICTs.

In the augmentation dimension, social media are used to complete tasks more
efficiently but with little functional change. The results, as per Table 3, indicated
that the majority of lecturers (41.3%) sometimes use subject communities when
looking for research material, while 21.2% of the lecturers always use subject
communities to search for relevant research content in their disciplines. Thus,
lecturers have adopted augmentation ICTs to support their scholarly research
work. These results are congruent to the results obtained by Lubega et al. who
found that lecturers are more likely to make use of technology for augmenta-
tion than social media to change practices in the classroom [15]. These results,
similarly to the previous section, illustrate that lecturers are aware of tech-
nologies, e.g. PowerPoint and projectors, and utilise them more frequently than
social media. Thus, technology is more acceptable than social media at this level.
Table 3 provides descriptive statistics for augmentation.

The majority of lecturers (50.9%) stated that they always use word processor
applications to correct grammar on student’s assignment or research project.
The same results were found as the majority of lecturers (50.9%) indicated that
they always use track changes in a word processor to review students’ work.
The majority of the lecturers (67.5%) reported that they have never allowed
students to use group discussion facilities such as wikis. Thus, group discussion
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Table 4. Modification ICTs

Modification ICTs Never Sometimes Always Total

Social Media: I use group discussion
facilities on wikis

67.5% 25.3% 7.2% 100%

Social Media: I use Facebook and
WhatsApp to communicate with the
students

25.3% 57.8% 16.9% 100%

Technology: I use the Internet to
give students topics for assignment
purposes

12.0% 55.5% 32.5% 100%

Table 5. Redefinition ICTs

Redefinition ICTs Never Sometimes Always Total

Students use social media to make
their notes

54.2% 38.6% 7.2% 100%

Blogs provide useful information
for my lecturers

56.6% 39.8% 3.6% 100%

I use social media to express and
share thoughts and ideas with
students

50.6% 42.2% 7.2% 100%

facilities found on wikis are less used in teaching and learning. These results are
consistent with the results by Cilliers who found that the majority of students
lack knowledge about the role of wikis in teaching and learning [8]. Students
ought to be taught on the potential benefits of a wiki as it improves collaboration.
Table 4 provides the details for modification.

The most common modification ICT is the Internet. The findings indicated
that majority of the lecturers (57.8%) sometimes use Facebook and WhatsApp to
communicate with students. Furthermore, more than half of lecturers (55.5%)
sometimes use the Internet to find student topics for assignment or research,
while 32.5% of the participants stated that they only assign work to students
from the Internet. The reason for these results could be that lecturers found the
Internet a helpful resource to provide current assignments to the students while
the students could easily access and find supporting material on the Internet.
This indicates that the lecturers are comfortable in making use of the Internet
to modify their teaching and learning.

Under the redefinition stage, technology allows for the creation of new tasks
previously impossible to develop. As can be seen in Table 5, the majority of
lecturers (54.2%) are hesitant to ask students to make their notes from discussion
threads on social networking sites, whereas 7.2% allow students to write notes
from discussion groups. Similarly, 56.6% of the lecturers indicated that they
have never used blogs as a source of information for teaching and learning, while
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only 3.6% made use of blogs to facilitate the teaching and learning process. The
majority of the lecturers (50.6%) responded that they have never used social
media to express and share thoughts and ideas, whereas 7.2% exchange ideas
and share thoughts on social networks with peers. Low percentages (7.2%, 3.6%
and 7.2%) were recorded for the always column. These results indicate that
the lecturers are not comfortable to make use of social media to redefine their
teaching and learning. Table 5 provides the details for redefinition.

The study results that the traditional university academics can be placed
at level two of the SAMR model (Augmentation). Academics indicated that
they always use word processor applications to correct grammar on students’
assignment or research project as well as track changes in a word processor
to review students’ work. To improve to level three and four, there is a need
for management support in sponsoring workshops of how social media can be
adopted in teaching in the academic setting. The next section discusses some of
the factors that can be considered as barriers to social media adoption in the
academic setting.

The results are consistent with the findings from a previous study by Lubega
et al., according to which lecturers are more likely to make use of technology
than social media to replace standard practices in the classroom [15]. The reason
for this finding is that most lecturers are familiar with technologies such as
projectors or microphones in the class. One of the reasons that lecturers are
not comfortable with employing emerging technologies to substitute activities in
the academic environment is the lack of a social media policy at the traditional
university. Additionally, the little substitution which is taking place is based on
the lecturers’ efforts.

6 Barriers to Social Media in Teaching and Learning

The incorporation of social media in the academic environment is limited. Barri-
ers include poor administrative-, leadership- and technical support, resistance to
change, and lack of sufficient equipment [3,14]. In this study, the lecturers were
provided with a predefined list that was developed from the literature study
and asked to indicate whether they thought the listed barriers would impede
social media use in teaching and learning. The list consists of students’ attitude,
internet connectivity, lack of resource, students’ IT literacy level, lack of man-
agement support for innovation, resistance to new technology, lecturer attitude
and beliefs and inadequate time to adopt new technology. The discussion below
is based on these results displayed in Fig. 3.

Some of the lecturers indicated that allowing social media in the academic
setting will prevent students from concentrating in lecture venues or classrooms.
Classrooms at a traditional university do not have computers; where students
make use of their devices, they are discouraged to use it as lecturers fear it
will distract them. Chetty described similar results indicating that students will
spend more time on their devices while doing non-academic activities [7], for
instance, downloading music and videos. Additionally, some students will develop
a habit texting in lecture venues when they are not allowed, e.g. during a test.
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Fig. 3. Barriers to social media adoption in the classroom

Lecturers also indicated that they do not have adequate resources to adopt
new technologies. Almeshal states that some lecturers find it challenging to inte-
grate social media because some of the venues do not have computers and Inter-
net access [1]. Further to this, most of the students at a traditional university
come from the poor social, economic background; they cannot afford to buy data
and do not have the necessary hardware resources to access social media. Addi-
tionally, most of the students at had access social media in university computer
labs and libraries with poor Internet connectivity.

A further barrier identified by lecturers is lack of management support. Lec-
turers indicated that management does not support social media adoption and
the little integration that is taking place is based on lecturers’ efforts. In addition
to this, there is no Technology-Enhanced Learning (TEL) or social media policy
in place at this specific traditional university. No budget has been allocated for
technology in teaching and learning only technology support, for instance, lap-
tops and projectors. Management plays a crucial role in teaching and learning as
it provides the needed financial resources, develops a vision and plan for social
media integration, and provides incentives and encouragement [26]. Thus, there
is a need for management support for social media to be adopted in teaching
and learning.

Lecturers indicated that they lack time to integrate emerging technologies
which is another barrier to incorporate emerging technologies in the academic
environment at a traditional university. This is due to the fact that lectures
at traditional universities lack training in this regard. It can however be noted
that technology in the classroom is a small component of the Post Graduate
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Diploma in Higher Education. Comparable results were found in a research study
conducted by Oye, Iahad and Rahim which highlighted that time and technical
support were the most significant barriers affecting ICT adoption at Adamawa
State University in Ghana [23].

Lecturers’ attitude and beliefs were found to be further reasons affecting the
adoption of social media in academia. Similar results were found in a study by
Bexheti, Ismaili and Cico who found that lecturers’ attitude plays a critical role
in facilitating the use of social media at traditional university [2]. Thus, effective
and successful incorporation of social media in the academic environment is
subject to a lecturer’s positive attitude toward the new technology. Conversely,
results from the literature indicated this, but it is not the similar case at the
traditional university, as the majority of lecturers (73.5%) were positive that
they would adopt social media in their teaching and learning activities shortly.
Similarly, 71.1% of the lecturers expect to employ emerging tools in the next
12 months. Furthermore, the majority of the lecturers (75.9%) plan to use social
media in academia in the next 12 months. This is due to lecturers identified that
social media is a useful tool, and most of the academics are knowledgeable about
social media tools. These results indicate that lecturers will adopt social media
in the teaching and learning environment as they are influenced by four main
factors (substitution, augmentation, modification and redefinition).

7 Conclusion

Various factors such as management support and prior knowledge of social media
were found to be important for the acceptance of social media among lecturers.
The study therefore recommends that the management of traditional universities
should prioritise social media to improve student-lecturer interaction, communi-
cation and promoting collaborative learning among students.

Emerging technologies at traditional universities has a substantial impact in
teaching and learning, however it is affected by barriers such as management
support, inadequate resources, lack of training of traditional university lecturers
and resistance to change. This analysis shows that lecturers at the specified
traditional university can be placed at level two of the model (augmentation) due
to the under-utilisation of social media tools in academic environment. The little
enhancement that is taking place is entirely reliant on the lecturers’ individual
efforts. Therefore, social media are essential tools in teaching and learning and
could be used by lecturers to increase the interaction reduced by massification
which is taking place at a traditional university.

One of the constraints to the research study is that data was collected from
one traditional university, assuming that all universities in South Africa have the
same teaching and learning context as this university. The sample size was small.
Additionally, a survey method was employed in the research study, therefore
results are only based on quantitative data, and thus there was no follow up
with qualitative interviews. Future research on adoption of social media in the
teaching and learning environment in South Africa must draw a comprehensive
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sample including at least one traditional university from each province in South
Africa. The analysis of the results can also investigate the relationship between
gender and age and the use of social media.
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Abstract. Social media play a positive role in the lives of students by
providing social networking, communication and information functional-
ities. However, social media also act as a distraction, resulting in multi-
tasking between social media and studying which leaves fragmented time
intervals for focused concentration. Self-regulation is emphasized as an
essential skill necessary to manage the use of social media when planning
or performing learning activities. In this paper we determine whether
students are aware of the need for social media self-regulation behavior
during their studies and, if so, which measures they take. Some of these
include the physical removal of the phone, using technological functions
to limit access (e.g. removing the battery, uninstalling apps), or sheer
will-power. Nevertheless there remains a strong ‘pulling’ power of social
media which makes the implementation of those plans difficult. Reasons
for this phenomenon include fear-of-missing-out (FOMO) and the habit-
forming nature of social media and mobile devices. Another factor is the
two ‘worlds’ of social media as perceived by students: they can be used
both academically and socially. How to ignore the one and focus on the
other? We emphasise the importance of awareness amongst students and
lecturers regarding the need for self-regulation of social media use as well
as strategies to manage them.

Keywords: Social media self-regulation · Zimmerman
Cyclical self-regulation · Social media habits · Distraction · Learning

1 Introduction

The term ‘social media’ (SM) refers to online tools available on mobile or desk-
top devices, which allow people to interact through texting, phone calls, shar-
ing or posting photos, videos and audio clips. Well-known social media plat-
forms include Facebook, Instagram, LinkedIn, Twitter, WhatsApp, YouTube,
Snapchat, etc. The affordances of social media result in their widespread adop-
tion in both developed and developing countries. In South Africa, for example,
Facebook is used by half of people older than 13 [7]. Young people in particular
seem to embrace social media. Lau reports that social media usage of young
adults in the USA has climbed from 12% in 2005 to 90% in 2015 [8]. In South
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Africa, the age groups 18–24 and 25–34 were the largest user groups of Facebook
during 2016–2017 [14].

Educators and students alike use the opportunities provided by social media
to their benefits in learning environments. Although mostly incidental and infor-
mal, some of the positive uses include the sharing of resources, access to course
material, unofficial substitutes for a learning management system, increased col-
laboration between students, and improved communication with lecturers [8,9].
However, social media can be distracting [18], ‘luring’ students away from aca-
demic engagement and deep concentration [1].

To advise students to simply focus on their studies does not seem to have the
desired effect, as recent studies point towards the addictive and habit-forming
properties of social media [5,11].

Self-regulation is mentioned as a necessary skill for students to combat the
distractions presented by social media [16]. Self-regulation is defined as the
capacity of human beings to alter their own behavior [2]. The habitual, embodied
nature of social media use makes self-regulation difficult so that teachers and lec-
turers should support students in this process [1]. One example is where teachers
implement an ‘open/close’ policy where students get permission to use devices
only during certain parts of a lecture. According to [1], students welcome these
measures (even if some of them carry on with mobile phones under the desks).
The study indicated that students use similar measures to self-manage their
technology-use in class [1]. Methods vary from closing a tab, quitting a browser,
to closing the lid of the laptop. As a result of [1], Aagaard contemplated students’
self-management of technological distractions outside the classroom, e.g. while
in a café with friends or around a dinner table. Similar to [1] we are interested
in how students manage their social media use both in and out of the classroom.
To date there is not yet much research with this specific focus.

The purpose of this paper is thus to investigate the self-regulative behaviour
of students towards social media use during learning activities (i.e. study, attend
lectures, complete academic work) in formal and informal settings. We conducted
interviews with 50 students at a South African university and analysed their
answers w.r.t. self-regulation as understood by Zimmerman [21].

In the next section we recapitulate the distracting properties of social media
with applicability to university students. Section 3 gives an overview of Zimmer-
man’s cyclical self-regulation model. Section 4 describes our research method. In
Sects. 5, 6 and 7 we present and discuss our findings and conclusions.

2 Social Media as Habit and Distraction

Researchers ascribe the irresistible nature of social media to varying factors. On
the one hand, social media provides highly effective ways for communication,
information-seeking and forming social connections: Wang, Lee and Hua con-
sider these uses as normal and harmless [20]. However, these activities become
habits which can eventually lead to irrational behaviour or excessive use. With
the intensification of habit, users focus on the emotional rewards gained, at the
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cost of other longer term goals [18]. Nadkami and Hofmann listed some of the
emotional rewards provided by SM (Facebook) as a sense of ‘belonging’ and as an
opportunity for self-presentation [10]. Another concept closely related to exces-
sive use of social media is the ‘fear of missing out’ (FOMO). Przybylski describes
this as “the pervasive apprehension that others might be having rewarding expe-
riences from which one is absent—FOMO is characterized by the desire to stay
continually connected with what others are doing” [13] (p. 1841). The craving
for this emotional gratification, and the need to know what the ‘group’ is up to,
can lead to social media dependence.

Another factor contributing to social media dependence is the habit-forming
nature of IT devices [1,11]. Oulasvirta (et al.) describe the checking habit formed
with mobile devices: the almost constant inspection of the content of the device
[11], including social media, e-mail, news apps, etc. Aagaard argued that habit-
ual use of IT (including social media) is ‘deeply sedimented’ and embodied to
such an extent that the user is no longer aware of doing it [1]: “the process of
logging onto Facebook has become embodied in ones fingers and happens almost
automatically” (p. 91). As such, users have a ‘pre-reflective attraction’ towards
certain websites (e.g. Facebook) which implies that it does not involve rational
choices nor reactions to stimuli [1] (p. 94).

Whatever the reasons for social media’s pervasive use, the fact is that it can
distract students from focusing on their academic work with possible adverse
effects on their studies. Several papers focus on this topic by linking social media
to concepts like ‘cognitive distraction’ [19], ‘multitasking’ [8,18], ‘off-task use’
[1], and ‘media-induced task-switching’ [15]. Their authors agree that human
cognitive resources are limited and that placing competing demands on cognition
can lead to decreased task performance [4]. Moreover, Lau found that social
media multitasking has a negative effect on students’ academic performance [8].

Considering the effect of students’ self-regulation, personality traits and trust
on the use of Facebook, the authors of [16] stated that students who are generally
more self-regulated also control their use of social media more effectively. In [4] we
find a positive correlation between deficient self-regulation and excessive mobile
phone use at the expense of focusing on more important tasks.

Thus it is clear that being a student in the 21st century demands strong self-
regulation ability. But what exactly is meant with ‘self-regulation’—particularly
w.r.t. learning? The next section recapitulates some literature on the concept of
self-regulation and learning.

3 Self-regulation and Learning

Panadero and Alonso-Tapia consider self-regulation related to learning as “the
control that students have over their cognition, behaviour, emotions and moti-
vation through the use of personal strategies to achieve the goals they have
established” [12] (p. 450). Zimmerman explained that self-regulation of learn-
ing involves not only the application of knowledge but the self-motivation, self-
awareness and skill to know when to apply the knowledge [21]. Baumeister and
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Vohs highlighted the role played by motivation in self-regulation [2]: they argued
that there are conflicting motivations at play during self-regulation and that
“self-regulation is often employed to restrain motivations, but the motivation
to self-regulate is often crucial to the success of engaging in self-regulation” (p.
116). According to [21], good self-regulation skills are largely dependent of stu-
dents’ perceptions of their efficacy regarding a subject as well as their interest in
the subject. Zimmerman considers self-regulatory processes as taking place in a
cycle of three phases: the forethought phase, the performance phase, and the self-
reflection phase (Fig. 1). The cyclical nature of the model shows the importance
of including feedback from previous efforts in changing strategies for new tasks.
Panadero and Alonso-Tapia provided an overview of the cyclical phase model of
Zimmerman in appreciation of its important role in the scientific literature. The
three phases of the model according to [12,21,22] are recapitulated below.

Fig. 1. Zimmerman’s cyclical phase self-regulation model [22]

3.1 The Forethought Phase

This phase is divided into two processes: task analysis and self-motivation. Task
analysis comprises two activities: goal setting and strategic planning. Studies
show that students with effective self-regulation behaviour start by setting goals
for themselves and devising strategies to attain such goals. Students take into
account the assessment criteria against which the performance will be judged.
The desired level of performance also plays a role [12]. However, these strategies
will be to no avail if students do not believe in themselves. Self-efficacy forms
part of self-motivation. Self-efficacy refers to a person’s beliefs about his/her
capability to perform a task. The outcome expectations of students also play a



82 L. Chokalingam et al.

role in motivation: what do they expect the success of a study-task to be? Other
ingredients of self-motivation are intrinsic interest and goal orientation. Both
these concepts refer to a student’s perceived intrinsic value of the specific study-
task as well as the general goal of the process of learning (i.e. focus on developing
competence rather than focusing on short-term performance rewards) [21].

3.2 The Performance Phase

This phase refers to the self-regulative processes during the learning pro-
cess itself. These processes are divided into two classes: self-control and self-
observation. Typical self-control processes include imagery, self-instruction, time
management, structuring the learning environmental, help-seeking, incentives to
maintain their interests and self-consequences. Visualization of a problem or
concepts and drawing sketches are examples of imagery, whereas describing to
yourself (can be ‘aloud’) how to approach the task can be seen as self-instruction.
A learning environment structuring activity can be to make sure that the room
where you study is quiet and away from distracting noises, or not sitting next
to a class mate who talks during class [12]. Help-seeking is a learning strategy
only if students are not trying to avoid the activity but are willing to learn
from the answer. Incentives to maintain interest and self-consequences refer to
self-directing messages about the importance of an activity, self-praise, and self-
rewards. Two important self-observation processes are self-recording and self-
monitoring. As an illustration of self-recording, consider a student comparing
the time he/she takes to study a topic early in the morning to the time it takes
to study a similar topic late at night. In this way a student learns when the
ideal time is for him/her to study that type of topic. Self-monitoring refers to
the self-assessment of the quality of the process followed [12].

3.3 The Self-reflection Phase

The two major processes in this phase are self-judgment and self-reaction. Self-
judgment includes self-evaluation that involves the comparisons made by the
learner of his/her own performance against some standard. Another important
component of self-judgment is the looking for causes of one’s errors or misun-
derstandings. Students who believe that the cause of the errors is an inherent
inability to comprehend the subject matter will become despondent, whereas
students who believe that the cause of the errors can be attributed to wrong
strategies will be motivated to try different approaches. Zimmerman refers to this
process as ‘causal attribution’. Self-reaction in the self-reflection phase involves
feelings of self-satisfaction. An increase in self-satisfaction leads to positive affect
enhancing motivation regarding the learning experience. On the other hand a
decrease in self-satisfaction may hinder the learning process. Students may show
defensive responses in this phase by avoiding learning-challenges. Students in
this phase can also adapt their strategies to increase the effectiveness of their
learning process.
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3.4 The Cyclical Nature of Self-regulation

The ‘cyclical nature’ of the self-regulation process refers to the influence of
the different phases on each other. For example, self-dissatisfaction in the self-
reflection phase leads to lower self-efficacy in the forethought phase. In [21] sig-
nificant correlations were shown between students’ processes in the forethought-,
performance-, and self-reflection phases.

4 Research Method

We followed the qualitative research approach of [6] with the aim of understand-
ing and interpreting the social phenomena, students’ use of social media, and
the influence on their learning activities, through their own frames of reference.

Answers were collected from 50 students at a large South African university.
We approached randomly selected students (as they entered the IT building)
on campus during several consecutive days. Approachable students were inter-
viewed with a semi-structured questionnaire, and all interview answers were
transcribed. The semi-structured questionnaire focused on four main areas: (1)
type, frequency of and reasons for social media used, (2) whether social media
are distracting, (3) the perceived impact of social media on learning activities,
and (4) how their usage is managed.

We used thematic content analysis (TCA) as the data analysis technique for
this paper, because TCA is suitable for analysing written, verbal or visual mes-
sages [3]. Accordingly, sub-themes were identified relating to the first three focus
areas of the questionnaire, whereas the self-regulation model of Zimmerman was
used to deductively analyse the data regarding the fourth focus (management of
social media usage).

5 Data Analysis and Findings

We present our findings in two sub-sections: the first one on demographics of
the respondents and their social media usage, the second one on the results of
the data analysis according to Zimmerman’s Self-Regulation Model.

5.1 Demographics and Social Media Usage

Demographics. The only demographics recorded were gender and age of the
respondents. Out of the 50 respondents the majority (58%) were male, the others
female. 26% of all respondents were between 16–19 years of age, 54% between
20–23 years, and the rest between 24–27 years.
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Social Media Used. The answers indicated that the most common social
media platform among the respondents was ‘WhatsApp’, used by 49 of the 50
(98%) of the respondents. The second most frequently used platform was ‘Face-
book’ that was used by 37 (74%) of the respondents. 32 (64%) of the respon-
dents stated that they used ‘Instagram’, 20 (40%) used ‘Twitter’, 19 (38%) used
‘YouTube’, 9 (18%) used ‘SnapChat’, 5 (10%) used ‘LinkedIn’, 3 (6%) used ‘Tin-
der’ and 2 (4%) used ‘Google+’. Many respondents used more than one of those
media.

Frequency of Social Media Usage. A word count of all the words expressed
by respondents w.r.t. a specific media usage time period indicated that the word
‘daily’ occurred 25 times. The word ‘hourly’ was expressed 24 times, ‘every
minute’ 14 times, ‘all the time’ 7 times, ‘weekly’ three times, and ‘every sec-
ond’ once in all responses. From these numbers we can see that majority of the
respondents access their social media platforms daily and even hourly.

Purpose of Social Media Usage. The answers indicated six types of purposes
of social media usage by the respondents.

1. Communication: Respondents stated that they used social media for com-
munication purposes. This theme was supported by statements like: “Mostly
to talk to my friends”; “Basically, communicating with other people, making
sure my voice is heard, and so that I can help you or send a message, just
communication basically”; “It’s for communicating, I mainly use WhatsApp
that is generally the way that everyone communicates these days”.

2. Entertainment: This theme was supported by statements like: “I guess it’s for
entertainment mostly and you can alleviate boredom”; “Just look at people
and laugh at them and for entertainment I guess”.

3. Education: Some respondents stated that they used social media for educa-
tional purposes. For example: “Nowadays it’s mainly for academic purposes
because we have class groups to discuss what’s happening”.

4. Keeping up-to-date: This theme was supported by statements like “... to keep
up to date as to what is happening around the world”.

5. Business: Some indicated that this was their main purpose for using social
media. One said: “Well, for example with LinkedIn I look for potential clients
and look at which areas I can expand in to the market”.

6. Alleviate boredom: For an example see the ‘entertainment’ statement quoted
above.

The answers indicated that the respondents used social media for more than one
purpose. For example the following quote speaks of the business, entertainment,
communication and education themes: “Well, for example with LinkedIn I look
for potential clients and look at which areas I can expand into the market. For
Facebook: I use it for entertainment and for keeping in touch with long distance
family. YouTube I use for watching educational videos and football highlights”.
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Inclination to Check Social Media. The majority of respondents indicated
that they feel inclined to constantly ‘check’ their social media services. For exam-
ple: “Yes, I ... check it at least once an hour or once every two hours. I do feel
inclined to check my social media so I can stay updated”, as well as: “Yes, some-
times I feel like I have to check what people are up to”. Table 1 illustrates the
reasons with supporting statements of why students feel inclined to constantly
check their social media accounts. The table includes ‘boredom’ and the need to
‘keep up to date’.

Eight of the respondents indicated that they do not feel an inclination
towards checking their social media services constantly. For example: “No, I
just check it whenever I want or whenever I can”. One student out of the 50
responses stated that he only ‘sometimes’ feels the inclination to check social
media services.

Table 1. Reasons for checking social media accounts

Motivation Quotes

Boredom “... when you are bored or when I’m following something or when
I’ve been busy and I want to take a break or take a walk, then I’ll
log onto social media”

“... when I am bored. I feel like I get bored a lot, and social media
keeps me busy”

Keep up to date “I do feel inclined to check my social media so I can stay updated”

“Yes, because I need to be updated with what’s happening around
me”

“I think it’s a norm these days to frequently check what’s going on
in the world”

5.2 Self-regulation Behavior

As discussed above, Zimmerman’s cyclical Self-Regulation Model consist of three
phases: forethought, performance and self-reflection. We start the discussion
with the self-reflection phase since we argue students will not employ any self-
management techniques if they are not aware of the distracting nature of social
media while preparing for and participating in learning activities. This aware-
ness will typically transpire in the self-reflection phase. In this phase we therefore
asked the students whether they experience social media as a distraction, and,
if so, what the perceived impact is on their academic performance. The fore-
thought process gives the strategies they have whereas the performance phase
discusses the deployment of the plans. The data (answers) associated with each
of these phases are discussed next.
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The Self-reflection Phase. The self-reflection phase is concerned with self-
judgment (including self-evaluation) and self-reaction (including adapting). Dur-
ing the self-evaluation phase students become aware of the distraction of social
media as well as the impact of social media on their studies.

Are Social Media Distracting? The majority of students indicated that they
found social media distracting, whereas a few indicated they do not, and one
person indicated ‘sometimes’. Figure 2 shows the themes that were identified
from the analysis of those respondents that indicated that they found social
media distracting.

From those respondents that classified social media as ‘distracting’ the fol-
lowing was found: some stated that having a break in concentration when com-
pleting their learning activities caused them to pick up their devices and access
social media. An example of this is: “Social media is a way of just grabbing
your attention and you never know when to stop. It can be problem at times”.
Respondents reported that they feel the urge to respond rapidly when receiving a
message: “If your phone is near and a WhatsApp message comes in I find myself
not focusing on my work and I want to respond to the message”. The appealing
content shared on social media lead the respondent astray, as illustrated here:
“... when you are checking, it can lead to an hour — when you find something
interesting which leads to the following up stories and what is trending. Some
trends can take forever”. Another theme that emerged is when the respondents
take a break from learning activities by browsing social media but then get dis-
tracted: “... when you’re studying sometimes you take a break that is supposed
to be ten minutes but it ends up being one hour or something like that”. Group
chats are also distracting, as indicated by this quote: “It’s distracting when your
friends talk to you on WhatsApp, when there is a group chat and it goes on and
on. YouTube can also take my whole day”. Another theme that has emerged was
the fear of missing out (FOMO) illustrated by the following quote: “It is dis-
tracting in terms of when you are in class trying to listen but there’s a message
coming in on WhatsApp and you just have to attend to it because of FOMO”.

Fig. 2. Reasons for social media distraction

Those respondents who indicated that social media did not distract them
mainly reasoned that they were disciplined and that they did not allow social
media to become a distraction. One student out of the 50 stated that social
media distracted him ‘sometimes’.
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What is the Impact of Social Media on Your Academic Performance? The the-
matic analysis conducted on the answer-data revealed that social media have
not only had negative effects on students’ academic performance but also some
positive impact. 44% reported a negative impact and 36% reported that social
media also had a positive effect on their learning activities. 22% of the respon-
dents said that social media have had both a positive and a negative effect on
their academic performance, whilst 8% reported no effect. Table 2 summarises
the responses.

Students who stated that social media affected their academics positively
used social media as a tool to communicate with fellow students with the aim of
gathering information for academic purposes. Some students stated that social
media could cause distractions but also be used as a good research tool to find
information and do research. The majority of students who found social media
distracting also found their studies being affected negatively. One student went
so far to see this as the reason for his academic failure: “Always chatting caused
me to fail; I learnt my lesson and started reducing social media”.

The Forethought and Performance Phases. In the forethought phase, dur-
ing task analysis, students do strategic planning to prepare for the performance
phase. These plans are implemented in the performance phase through the self-
control process. The performance phase also includes structuring the environ-
ment to maximize concentration and focus during the learning activity.

The answers indicated that the respondents employ a number of social
media management strategies to prepare themselves for learning activities. Only
two respondents indicated that they have no social media management tech-
nique. The social media regulation techniques employed by the respondents were
divided into three different categories: limiting access through technological func-
tions, limiting access through physical removal strategies, and limiting access
through willpower. Will-power has a role to play in each category, but some
students believe that will-power (or self-discipline) alone is sufficient. Table 3
presents these categories together with quotes that describe how the strategies
are implemented in the performance phase.

All in all our interviews seem to have created awareness about the problem,
as two respondents indicated that they had never thought of managing their
social media use before, but that they will definitely consider it for the future,
given its distractive nature.

6 Discussion

Although students have a number of strategies to manage their social media use,
some of them find it challenging to keep to their social media management plans
during the performance phase: “I thought that turning off the notifications would
help, but I keep going back on the app just to check if I have any messages”.
Students also seemed perplexed by the hold social media has on them: “You’re
not sure why you do it, but it seems to have a hold on us”. They described a
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Table 2. Reported effects of social media usage on learning activities

Effect Quotes

Positive “I think it has, because you have academic WhatsApp groups
where they post papers and advice so it really helps”

“WhatsApp I use it a lot for academic purposes to
communicate with students about work, so that would have
more of a positive effect”

“YouTube has assisted as well as Google Drive to back up
information. My academic studies have improved because of
social media”

Negative “It’s just that sometimes you can procrastinate and end up
on your phone a bit longer than you should”

“Procrastination is already a problem for me and social
media is just a thing that makes it worse”

“I would find myself googling people and pictures”

“I end up focusing on watching YouTube videos and watching
series instead of studying, and you find yourself on Facebook,
and then one hour later you say: oh shucks, I was supposed
to be done with something else”

Positive and Negative “... it has helped me with getting notes from different
students, and has also affected me negatively when I get
caught up logged into Instagram or looking at memes”

“... it is a bit of both, positively and negatively. Sometimes I
use social media to get notes from friends, and sometimes it
distracts me when I study and people want to talk to me”

“There is a negative and there is a positive: Negatively
because I get super-distracted and I don’t cover as much
work as I should have; positively because I get news feeds on
Twitter and they usually tell me what’s going on around
South Arica and provide me with news”

None “No, it has not affected my academic studies”

“No it has not; I can manage my social time”

certain helplessness using words like being ‘caught up’ or being ‘trapped’: “It
limits me from doing things that I should be doing in reality; I get so caught up
in the virtual world”—“I usually find myself back in the trap”.

Students tried to explain the enticing nature of social media in different ways.
In accordance with existing literature they noticed FOMO—see [13]—as well as
the habit-forming nature of social media and mobile devices—see [1,11]. Some
students were explicitly aware of the concept of FOMO and mentioned this term
in their answers, whereas others circumscribed it as the need to keep up to date
with what is going in others’ lives.
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Table 3. Categories, forethought strategies, and implementation

Theme Forethought phase strategies: quotes Performance phase
implementation: quotes

Technological
functions

“Switch off the WIFI”, “switch off
data”, “do not buy data”, “impose a
data limit”, “shutdown device”,
“mute conversations”, “turn off
notifications”, “delete applications”,
“delete accounts”, “activate
flight-mode”, “set profile on
do-not-disturb”, “switch off device”,
“put phone on silent”, “disassemble
device”, “remove battery”

“Sometimes I switch off my
data or put my phone on
‘silent’. Also, when I get
notifications I check them but
I decide whether or not it’s
important enough to attend
to”

“I try to save my time by
disabling my mobile data or
switch off my phone.
Sometimes I delete, if it’s
exam time”

“For me it’s hiding my phone
and disassembling my phone.
Taking out the battery,
hiding one part in one room
and another part in another
room. That way I’m too lazy
to get up and find all those
pieces and I just don’t
remember where they are. I’ll
remember when I’m
disassembling my room”

Physical
measure

“Remove device from room”,“put
device far away”, “leave device at
home”

“I try to leave my phone at
home before coming to
campus if I know that I have
a busy day or a test to write”

Willpower “Will-power”, “mind over matter”,
“manage my social time”,
“prioritise”, “ground myself”,
“manage”, “setting a time limit”

“I set an alarm to study then
another alarm for the amount
of time I should be using
social media”

“... you firstly just need to
arrange your time schedule
and also be aware of the fact
that it’s time-consuming and
distractive”

Students refer to their social media as part of their habits, whereas one stu-
dent observed that his/her social media use is triggered by certain events or
environments: “For me it is environmental; you’ve created habits of when you
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check it, and in what situations you check social media more than others”. Sim-
ilarly, Aagaard mentioned the embodied nature of social media habits by saying
that logging onto Facebook is “in ones’ fingers” [1](p. 91). The embodiment of
the habit is facilitated by the physical device, as illustrated by one respondent:
“I found that one of the useful things is not to download social media applica-
tions on your phone, because your phone is quite invasive. So your phone tends
to be very easily accessible. You usually always have it with you, so it would be
the least form of resistance to access social media”. Similarly, Oulasvirta (et al.)
mentioned the strong checking habit associated with mobile devices [11]. They
determined that checking behavior (brief times spent on the device) becomes
a habit. In [11], users checked devices briefly, focusing on one application only,
whereas some only viewed (‘touched’) the home screen for one second. Motiva-
tors for this habit are listed as entertainment, killing time, and awareness. In our
study students reported similar checking behavior with social media with very
similar reasons for doing it.

Finally, we argue that another factor making self-regulation of social media
challenging during learning activities is the fact that mobile phones and social
media merge traditionally separate worlds in one device or one platform. Stu-
dents mentioned diverse uses of social media such as maintaining and building
business connections, educational purposes, entertainment and communication.
They knew that social media can be distracting, but they still wanted access to
some of the communication functionalities—e.g., only switching off ‘data’ when
studying because of still wanting to be able receive calls on the phone at the
same time—or they wanted to have the device nearby to do research on the
internet without being ‘pulled’ into other content: “I need to do work on the
internet; social media is there on the internet and is just a click away. It is dis-
tractive because most of the work done nowadays requires the internet, so, if
you wander off, you can easily find yourself on social media”. This implies that
students should invest more effort in the self-reflection phase (to evaluate their
own actions around social media) and the forethought phase (to do a thorough
task analysis to decide which parts of the task require social media access or
not) in order to prepare themselves for their learning activities.

This paper can be seen as an initial exploration of the topic. A more
diverse sample (e.g. respondents from different academic faculties, different eth-
nic groups, different home languages, etc.) might have provided more insightful
results. Future research avenues might include focusing on those students already
managing their social media usage well: which specific self-regulation skills do
they possess? Other research possibilities include quantitative studies to deter-
mine the influence of various parameters and student ‘characteristics’ on social
media management (e.g. intrinsic motivation, FOMO), etc.

7 Conclusion

Our data analysis shows that our respondents are aware of the distracting nature
of social media and the impact on their academic performance. Most of them
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have a number of strategies to manage their social media use. The strategies
all relate to limiting or stopping access to social media. These strategies were
categorized as limiting access through physical measures (e.g. leave phone at
home), technological functions (e.g. uninstall app, switch off data), and will-
power. Will-power has a role to play in each category, but some students believed
will-power or self-discipline alone to be sufficient. A smaller number of students
did not find social media to be a distraction and welcome its entertainment
value to ‘kill time’ as well as its information sharing value to stay informed
and connected. We found that the social media self-regulation is particularly
challenging because of the emotional rewards gained from social media usage, the
habit-forming nature of social media and mobile device usage, and the merging
of academic and social worlds in these platforms. In line with [1] we think that it
is wise for lecturers and institutions to provide guidelines to students to manage
their social media usage. Indeed students should be informed of specific tools to
help them to manage their social media use: at home students can use internet
distraction management tools like ‘OffTime’, the ‘News Feed Eradicator’, ‘Forest’
or the more recent ‘Hold’ app. By using ‘Hold’, for example, students can earn
points for every 20 min without social media, to be exchanged for goods and
services from partners like ‘Amazon’ or their app marketplace. ‘Hold’ is already
used by just under half of all students in Norway, Denmark, and Sweden [17]. In
our study most students were not even aware of the existence of such apps. Since
social media are currently ‘the norm’ as indicated by one student—“WhatsApp
is always there; that’s a norm; if you text me now I will reply now”—students
should be made aware of the need for self-regulation of social media use during
learning activities as well as possible strategies for doing it.
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Abstract. Information Systems (IS) and Computer Science (CS)
research can provide a much-needed knowledge foundation for social
development, innovation and economic growth. The purpose of this paper
is to determine the main research productivity barriers that affect South
African academics in IS and CS; to gain an insight into what motivates or
incentivizes IS and CS researchers to conduct research and publish their
work; and to identify what changes are necessary in order to increase
IS and CS researchers’ productivity. There were 38 respondents in this
study. The main research barriers identified were: lack of adequate time
for research due to too many simultaneous tasks, too many other offi-
cial duties and teaching. Poor institutional support and lack of funding,
reward, compensation or recognition also emerged as significant research
barriers. The results from this paper aim to positively influence gov-
ernment policies with regards to research productivity in SA HEIs. The
details of this study are available to all researchers, possibly to lobby
their institutions.

Keywords: Research productivity · Research barriers
Research incentives · Research policy

1 Introduction

There are several highly productive researchers in African ‘flagship’ universities.
Despite this, research productivity of universities in Africa is still quite behind
in comparison to other universities in the world [2,9]. Academic research can
contribute hugely to African societies. Research into topics such as health care,
education and science and technology in Sub-Saharan African universities can
provide a much-needed knowledge foundation for social development, innova-
tion and economic growth [11]. Universities need their academics to increase
their research productivity to enhance competitiveness, visibility and institu-
tional prestige [18]. Sadly, South African (SA) university research funding has
declined steadily over time in real terms [11]. Consequently, researchers spend
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more time looking for and applying for research funding due to increased com-
petition and an overall reduced envelope of resources [5].

This paper focusses specifically on the Information Systems (IS) and Com-
puter Science (CS) community of researchers. Our study has the following objec-
tives:

– To determine the main research productivity barriers that affect South
African academics in IS and CS. The ‘Research Productivity Factors Frame-
work’ [2] was chosen to guide the research because it combines the differ-
ent research productivity factors relating to the general factors affecting the
research productivity of university academics.

– To gain an insight into what motivates or incentivizes researchers to conduct
research and publish their work in the IS and CS fields.

– To identify what measures can be taken to increase IS and CS researchers’
productivity.

2 Related Work

2.1 Research Productivity in South Africa

South African universities face many challenges with respect to research produc-
tivity. In SA Higher Education Institutions (HEIs) only a third of the permanent
staff have doctoral degrees [3]. South Africa faces the challenge of retaining their
researchers and scientists. There is approximately one researcher in South Africa
for every thousand members in the South African workforce [13]. Researchers
play a crucial role in knowledge production and sharing and should be recognised
beyond the confining walls of their institutions [12].

Some of the challenges faced in conducting research in Africa are the costs
of gathering data, the small number of PhD graduates and the non-existence of
incentives for international publications [7]. The most disquieting issue is that
most of the university lecturers do not have PhD degrees. Other areas of concern
are that there is a failure among academics to distinguish between high-quality
international journal publications and lower-quality locally accredited journals,
which affects their incentive to publish [12].

2.2 Research Productivity in Computer Science

The collaboration level, number of research outputs and number of active authors
in the Computer Science field is not as high as other scientific fields [6]. However,
the number of scientific publications in Computer Science has increased greatly
over the past few years. This stems from the pressure on academic researchers
to publish in order to acquire promotions and qualify for applications for grants
or projects [4]. Conference publications have dominated journal publications in
CS research [17] although not all researchers are comfortable with conference
papers being a primary means of publication in CS research [15].
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Some CS researchers believe that different sub-areas should follow different
publishing practices. CS sub-areas favour and value conferences and journal pub-
lications differently; for example, bioinformatics seems more journal-oriented,
whereas computer architecture seems more conference-oriented [15]. It is also
plausible that CS sub-areas dealing mainly with data (such as IPCV) are more
likely to have greater productivity than areas in which evaluation procedures
require users (such as HCI), programmers (such as SE), and organisations (such
as MIS) [15]. Researcher productivity in these human- and organisation-based
areas are bound by the difficulty of carrying out the empirical evaluations the
fields require [15].

2.3 Research Productivity in Information Systems

Information Systems (IS) is an important field to conduct research in, as digi-
tal innovations are emerging at a rapid pace. These digital innovations include,
but are not limited to, digital infrastructures, advanced middle-ware layers, and
mobile and ubiquitous technologies [14]. With the rapid advancement of a new
and complex array of information systems and technologies, organisations con-
tinually face complexities with regards to the understanding of IS and IT capabil-
ities [16]. Social media and the availability of a wide range of IT-enabled devices
have now made IT an integral part of organisations and individuals. Organisa-
tions face challenges in understanding the practices, usages, and the impact of
IS and IT [16].

Departments and research groups can reduce barriers to research productiv-
ity by improving their organisation’s research culture [5], whereby “researchers
affiliated with high-status institutions published, on average, more articles in the
top five IS journals than researchers affiliated with middle-status institutions
and low-status institutions” [8]. Their study also found a positive relationship
between academic affiliation and research productivity in terms of quantity and
quality in IS. They suggest that HEIs should grow and maintain a faculty of
productive researchers, by creating an organisational culture that encourages,
promotes, and remunerates research productivity. Organisational factors such as
incentives and support for research, linked with greater research expectations
appear to be efficacious motivators to produce research [8].

2.4 Research Productivity Factors

Collaboration between researchers allows the sharing and exchange of knowl-
edge and techniques, which help to improve research productivity [1]. Research
outputs involving collaborations between different countries, institutions, or dis-
ciplines generally have a higher visibility and attract more citations than papers
with single authors [6]. In South Africa, scientific collaboration is an accepted
practice among scientists: research institutes appear to favour domestic collab-
oration, whereas universities favour international collaboration, despite the lack
of encouragement from the government [13]. However, collaborative research
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does not seem to be encouraged in South Africa under the contemporary scien-
tific system [12]. The South African New Funding Framework (NFF) does not
encourage collaboration with researchers who are not affiliated with a South
African HEI [19]. Also, if a paper is co-authored, the subsidy is split between all
the authors; thus researchers may opt for the choice of single-authored research
and publications [12].

Age and gender have also been found to affect average research productivity.
Research experience and self-efficacy positively impact the research outputs of
academics [3]. Studies conducted in the American context found that for almost
every age group in their respective data sets, men publish more than women [10].
According to [10], research productivity tends to increase with age, reaching
a peak before gradually lessening off towards retirement. However, in [12] we
can find the opposite claim, namely that the productivity of academics and
researchers declines with age.

ICT adoption also has an impact on research productivity. ICT (Inf. and
Communic. Techn.) with training increases researcher performance in terms of
research productivity [2].

The use of incentives such as monetary rewards in academia can help to
improve the advancement of core academic activities such as teaching, super-
vision of postgraduate students and academic research [18]. Publications are
important as they help researchers to achieve a permanent academic appoint-
ment and promotions [5]. The current system being used to encourage research
productivity at SA HEIs is largely intended to be a financial reward-based sys-
tem [19]. Government subsidies to HEIs depend on the subsidy granted by the
DHET for publications in officially recognised journals. At most of the HEIs in
SA, authors receive a fraction of the total subsidy [19]. Following the ‘publish or
perish’ culture and having strong publication incentives could create a focus on
quantity and productivity rather than on the quality and relevance to a research
topic [5].

These and a number of other factors have been summarized in the ‘Research
Productivity Factors Framework’ in the study done by [2] as shown in Fig. 1.

3 Method

We adopted a positivist paradigm and used a survey approach. A questionnaire
was used as a predetermined and highly structured data collection technique.
The research time frame was cross-sectional. Our purpose was to determine the
main research productivity barriers that affect South African academics in IS
and CS. The main research questions are the following:

– What are the main research barriers that affect researchers from conducting
quality research and publishing their work in IS and CS?

– What motivates or incentivizes researchers to conduct research and publish
their work in IS and CS?

– What would IS and CS researchers change in their environment, if they could,
to increase their research productivity?
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Fig. 1. Factors potentially influencing research productivity [2]

The questionnaire was designed based on the ‘Research Productivity Fac-
tors Framework’ adapted from [2]. Additional open-ended questions were added
and the instrument was also aligned with that used in a collaborative study
being conducted in India. Thematic analysis was used to identify the main
themes in the open-ended questions. The sample included researchers and aca-
demics at Southern African Higher Education Institutes. Potential participants
were approached using the Southern African Computer Lecturers’ Association
(SACLA) and South African Institute of Computer Scientists and Information
Technologists (SAICSIT) mailing lists. Additional researchers and academics
email addresses were taken from various university websites.

4 Data Analysis

4.1 Descriptive Statistics

The sample consisted of 38 respondents with 25 respondents being male and
11 respondents being female. Two respondents indicated ‘prefer not to answer’.
Respondents were separated according to their departments: Information Sys-
tems (IS), Computer Science (CS) and Information Technology (IT). The num-
ber of respondents per department was 19, 11 and 8 respectively. Information
Technology (IT) was one of the disciplines that emerged from the data set.



100 D. Hamlall and J.P. Van Belle

Respondents were asked to indicate their percentage of time spent on teach-
ing, research and administrative tasks: researchers spend most of their time on
teaching (42% of their time) followed by research (35%) and then administrative
tasks (26%).

4.2 Research Barriers

Various factors potentially preventing researchers from conducting quality
research were listed and respondents answered using a Likert scale. The 16 high-
est rated barriers are shown in Fig. 2, sorted by average rating. Lack of adequate
time for research due to too many simultaneous tasks; lack of adequate time
for research due to too many other official duties; and lack of adequate time for
research due to teaching appear to be the top 3 factors that prevent researchers
from conducting quality research. All other barriers were, in fact, not rated by
more than half the respondents as barriers. The complete list of possible factors
presented to the respondents is provided in AppendixA: Table 5.

Fig. 2. 16 factors preventing researchers from conducting quality research (high-low)

The respondents were also asked in an open question based on what they
considered to be their main research barrier, apart from work load. The main
research barriers that emerged from this question could be classified under the
themes of lack of time, lack of support and guidance, lack of funding, lack of
collaboration, a lack of postgraduate students and university politics: Table 1.

Some specific responses under the theme, Lack of support and guidance were
“poor practical support in HR and Finance”, “lack of a personal assistant”,
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Table 1. Main research barriers (open-ended question)

Main barrier IS CS IT Total

Lack of time 7 2 2 11

Lack of support and guidance 3 1 3 7

Lack of funding 1 2 1 4

Lack of postgraduate students 1 2 - 3

University politics 1 2 - 3

Lack of collaboration 2 - 2

and “lack of research champions” (i.e. professors in our department and campus
to help and guide us). University politics (which was an unexpected barrier in
this research) did emerge as the main (number one) research barrier for two
CS researchers and one IS researcher. Other unique responses as main research
barriers were “the research structure”, “limited research experience”, “bureau-
cratic ethical clearance processes” and “professional service” (i.e. review papers,
examine theses, journal editor, conference organisation, and the like).

4.3 Motivators or Incentives to Conduct and Publish Research

There were 35 valid responses when asked about their main motivator or incen-
tive to publish. Five researchers gave more than one explanation as to what moti-
vates or incentivizes them to conduct research and publish their work. ‘Intrinsic
motivation’ was the most frequent response by researchers as to what motivates
or incentivizes them to conduct research and publish their work. One IS researcher
stated: “I enjoy research, I consider myself a researcher by nature”. Other fre-
quent responses were grouped into ‘making a difference (contribution) to knowl-
edge’, ‘personal recognition (promotion)’, and ‘collaboration’. An IT researcher
stated that she is motivated or incentivized “to improve organisational work pro-
cesses and for personal satisfaction to know that I have made a difference to make
the world a little bit better”. An IS researcher indicated that he is motivated or
incentivized by “growing African scholars to increase African standing globally”.
Table 2 indicates the frequency of responses by the researchers (per department)
under the following themes. Interestingly, CS respondents seem less motivated
by ‘knowledge contribution’ or ‘interest’ in their field, whereas IT researchers are
more focussed on personal recognition or promotion. Of course, a larger sample
would be needed to generalise these statements.

4.4 Desired Environmental Change to Increase Research
Productivity

Researchers were asked, in an open question, about the key change to be effected
in their environment to increase their research productivity. Table 3 indicates the
responses which we grouped under the following themes: reduce administrative
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Table 2. Main research motivator (open-ended question)

Main motivator IS CS IT Total

Intrinsic motivation 5 4 1 10

Personal/recognition/promotion 3 2 4 9

Growth of others 2 1 3 6

Knowledge contribution 5 - 1 6

Collaboration 2 2 - 4

Extrinsic motivation 1 2 - 3

Interest 1 - 1 2

duties, reduce teaching, more collaboration, increase time for research, proper
guidelines, more funding for research and quicker processes. Interestingly, CS
respondents did not rate increased time as important as the IS/IT researchers.

Table 3. Key change in environment which would increase research productivity

Proposed change IS CS IT Total

Reduce administrative duties 4 4 1 9

Increase time for research 5 1 2 8

More collaboration 4 2 - 6

Proper guidelines 1 1 2 4

Quicker processes 2 - 1 3

Reduce teaching load 1 - 1 2

More research funding 1 1 - 2

Some specific responses under the theme reduce administrative duties were:
“less admin—and the only way we would accomplish that would be by finding
good admin staff who actually want to and do the things they are paid to do. At
our institution most of the admin staff seem to be paid on the basis of how much
of their work they can pass on to the academics”, and “change current research
admin staff or train them in how to administer research-related efforts”. Specific
responses under the theme more collaboration were: “stronger collaborations
with other peers from other universities” and “increase number of events to
share research internally to build internal cross-disciplinary links”. There was
one unique response as to what a researcher would change in the environment,
if possible, to increase their research productivity: “less bureaucracy”.
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4.5 Desired Policy Change to Increase Research Productivity

Only 25 respondents answered what policy changes they wanted to see in order to
increase their research outputs, with some giving more than one answer: Table 4.
Surprisingly, only IS/IT researchers punted for more funding (incentives) and
none of the CS researchers. IS researchers, on the other hand, did not indicate
anything related to research culture.

Table 4. Key policy change which would increase research productivity

Change policies w.r.t. IS CS IT Total

Funding/incentives 5 - 3 8

Defining/understanding what counts as ‘research output’ 3 2 - 5

Research culture? - 3 1 4

Consistent/relevant/quality research? 2 - 1 3

Division of duties? 2 1 - 3

No comment/all is fine? 1 2 - 3

Quicker processes? 1 1 - 2

Appropriate staff-student-ratios? 2 - - 2

Two noteworthy unique responses from IS researchers with regards to policy
changes were: “policies must recognise that research is a primary component of
the overall chain of value-generating activity that leads to effective education;
research must be seen in that context”, and “the university uses an IPMS app-
roach that is not in line with research. The IPMS treats each employee as a unit
of production”.1

5 Discussion

The main research barriers identified in this paper that prevent researchers from
conducting quality research and publishing their work are lack of adequate time
for research due to too many simultaneous tasks; lack of adequate time for
research due to too many other official duties; and lack of adequate time for
research due to teaching. Poor organisational or institutional support and lack of
funding/reward/compensation/recognition also emerged as significant research
barriers. Researchers (but only males) indicated that there is a lack of institu-
tional funding for participation and travel to conferences and that there is a lack
of financial support from the institution for conducting research. These results
are further backed up by [5] which states that researchers spend a great deal of

1 IPMS= ‘integrated performance management system’.
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time looking for and applying for financial funding due to increased competition
and a lack of resources. According to the literature, lack of collaboration appears
to be one of the significant research barriers that researchers face; however, lack
of peer support/collaboration is ranked last. South African researchers do not
see lack of collaboration as one of their main research barriers.

We found that intrinsic motivation is the main reason why researchers con-
duct research and aim to publish their work. This was an expected finding.
However, there is always pressure for academic researchers to publish their work
which is necessary for promotions [4]. In South Africa, career advancement and
promotions for academic researchers are attached to publications [12]. The sec-
ond finding (motivated by recognition or promotion) is in alignment with the lit-
erature as it indicates that researchers conduct research for personal reasons, i.e.
for recognition and promotion. Moreover, organisational factors such as incen-
tives and support for research appear to be efficacious motivators to produce
research [8]. The goal of research and publishing is to combine knowledge and
to advance the truth in an area of study [5]. There were a number of responses
under ‘making a difference/contribution to knowledge’. This reinforces the point
that researchers do not only conduct research for monetary gain.

We found that researchers would prefer (in order of priority) reduced admin-
istrative burdens, increased time for research, more collaboration, proper guide-
lines, quicker processes, lower teaching loads and more funding for research,
to increase their research productivity. It would make sense that researchers
would want to collaborate more as through collaboration researchers share and
exchange knowledge and techniques which help to improve research productivity
[1]. More funding for research would improve research productivity [11], lack of
funding has major impacts on the nature and sustainability of research capac-
ity and productivity. Increasing time for research by removing administrative
burdens and excessive teaching loads are possible solutions that have been high-
lighted in this study frequently as a way to improve research productivity.

6 Conclusion

The importance of academic research cannot be over-emphasised. Academic
research can contribute significantly to African societies. Research into topics
such as education and science and technology can provide a much-needed knowl-
edge foundation for social development, innovation and economic growth. The
main purpose of this paper was to determine the major research productivity
barriers that affect South African academics in IS and CS. The main research
barriers identified were: lack of adequate time for research due to too many
simultaneous tasks; lack of adequate time for research due to too many other
official duties; and lack of adequate time for research due to teaching. Lack of
funding/reward/compensation/recognition and poor organisational or institu-
tional support also emerged as significant research barriers. We also found that
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intrinsic motivation is the main reason why researchers conduct research and
aim to publish their work. Researchers are also motivated because they want
to make a difference and contribute to the knowledge in their field. Financial
reasons and collaboration did emerge as motivators, but these were not the most
frequent motivators.

Finally, our study indicated that researchers would prefer (in order of prior-
ity) reduced administration burdens, more time for research, more collaboration,
proper guidelines, quicker processes, lower teaching loads and more funding for
research, to increase their research productivity. Researchers also indicated that
they would like policy changes in how research is funded and incentivized in
South Africa.

The validity and generalisability of the research is limited by the relatively
small number of responses: only 38 researchers responded. However, the popu-
lation of IS and CS in South Africa is relatively small and the sample probably
represents more than 10% of the research-‘population’ in our field. Interviews
would have provided more insight and uncovered more complex issues. Future
research might want to do a mixed method approach incorporating interviews
or focus groups. Hopefully future research, perhaps institutionalized by means
of one of the regular local conferences (e.g. SACLA or SAICSIT) can provide
a longitudinal perspective and also increase the sample size to provide further
validity and confirm generalisability of our findings.

Some institutional recommendations emanating from this research would
relate to freeing up more time for researchers, e.g. by hiring research assistants
and statisticians to help IS and CS researchers in their teaching and research
or reducing administrative burdens. Also, the HEIs need to create an organi-
sational culture that encourages, promotes, and rewards research productivity
in IS, CS and IT. A national policy recommendation is the need to look at
the funding, especially in IS and IT where lack of time combines with lack of
funding as significant barriers; forcing researchers to spend more of their scarce
time on chasing research funding instead of actually doing research seems to be
counter-productive.

A All Research Barriers Scores by Respondants

For the following data Table 5, these five Likert scale values are
defined: L1 = ‘strongly disagree’, L2= ‘disagree’, L3 = ‘neutral’, L4= ‘agree’,
L5 = ‘strongly agree’. Moreover, ‘average’ is abbreviated as ‘avg’.
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Table 5. Key change in environment to increase research productivity

Factor possibly impeding research Avg L1 L2 L3 L4 L5

Lack of time due to too many simultaneous tasks 4.13 2 1 3 16 16

Lack of time due to too many other official duties 4.03 2 2 4 15 15

Lack of time due to teaching 3.89 3 3 2 16 13

Lack adequate nr. of quality students for research 2.92 7 10 4 13 4

No financial support from the institution 2.86 7 10 4 9 5

No institutional funding for conference travel 2.81 7 12 3 11 4

Lack of practical support 2.81 9 8 6 9 5

Lack of proper research guidance 2.78 7 9 8 9 3

Lack of time due to family/personal situation 2.65 12 9 2 8 6

No Research Leadership 2.62 10 10 4 10 3

Lack of external funding 2.61 10 10 6 9 3

No support from peers 2.45 11 11 8 4 4

No Institutional support 2.43 10 13 5 6 3

No rewards or compensation 2.41 9 16 2 8 2

Inadequate resources to conduct research 2.37 10 9 9 7 −
Lack of Research Centers/Doctoral Schools 2.34 13 10 6 7 2

Lack of collaboration and networking 2.3 14 8 6 8 1

Difficult to develop research plans 2.27 12 12 5 7 1

Not updated about latest research techniques 2.11 13 15 4 5 1

Lack adequate software tools 2.05 15 13 4 5 1

Limited research experience 2.03 16 13 2 6 1

Lack of inner drive to conduct research 1.97 18 10 5 3 2

Poor research rules and regulations 1.97 21 6 2 6 2

Lack adequate research laboratory facilities 1.81 19 12 1 4 1

Research is not part of annual promotions 1.78 23 5 4 4 1

No research emphasis in the institution 1.78 18 13 1 3 1

Lack interest in research 1.78 19 11 3 1 2

Lack research skills 1.74 19 13 3 3 −
Lack adequate library information resources 1.68 18 16 1 1 1

Not part of my job description 1.5 26 9 1 − 2

We are not a research institution 1.33 23 5 1 1 −
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Abstract. Technology trends and challenges in industry today are pres-
surising higher education institutions to rethink their curricula design,
particularly for IT programmes. The World IT Project was designed to
examine important issues confronting IT employers in many parts of the
world. The purpose of this paper is to critically analyse the findings
of a survey of South African IT employees, particularly related to the
top technical and organisational IT issues faced by IT management and
other IT staff. The results obtained were compared to those previously
reported in earlier years, and to those of other countries that partici-
pated in the World IT Project. We found that the top technical and
organisational issues in South Africa are not necessarily those receiving
the most hype; rather, bread-and-butter issues such as reliable, efficient
IT infrastructure or enterprise application integration are key concerns:
issues often receiving insufficient attention in our academic curricula.
Another important finding with educational policy implications is that
the IT skills shortage is of much higher priority in South Africa than in
the developed world; this highlights the need for additional resources in
IT education.

Keywords: IT issues · SA employers · IT curricula · IT skills shortage

1 Introduction and Research Questions

Recent technology trends in industry continue to affect the competitiveness of
organisations globally. Graduates with the necessary skills and competencies
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capable of addressing these challenges will be highly sought-after [39]. Techno-
logical innovation continues to improve productivity in organisations; however,
this could also lead to displacement of unskilled workers and graduates with-
out the required competencies. Indeed, technology changes raise the concerns
about the likely increase in technological unemployment and segmentation of
the labour market. Studies have long shown that education plays an important
role in technology developments and that educated and skilled graduates have a
relative advantage in the use and implementation of new technology [3].

When considering the relationship between technology, skills and employ-
ment [39], the design of Information Technology (IT) programmes at universities
becomes more critical. In India for instance, the IT industry employs close to
10 million workers, contributing to 67% of the market (US$ 124–130 · 109), with
an expected growth of 12–14% over 2017 and beyond [13]. In this regard Indian
universities continue to explore ways to revise technology and engineering cur-
ricula in order to meet the changing needs of industry and society [32]. India is
part of the ‘BRICS’ group of emerging nations which also includes South Africa.
The majority of studies relating to technology and employment issues were con-
ducted in more technology advanced countries and may thus be biased in their
views. South Africa, as a developing country, may not face the same challenges
as those regions, and research relating to contexts such as the ones found in
Africa is thus needed.

This paper describes some aspects of a larger research project, the ‘World
IT Project’. It curbs the bias in Information Systems (IS) research towards
American or Western views by means of a global study and a survey of the
perceptions of IT staff in organisations [31]. The information captured pertained
to organisational, technological and individual IT issues, and related these to
cultural and organisational factors. This paper investigates a subsection of these
issues and analyses the top technology and organisational IT issues faced by
South African organisations. The research questions answered by this paper are:

– What are the top technological and organisational IT issues reported by small,
medium and large South African organisations?

– How do these issues differ from those reported in the international literature?

2 Related Work

2.1 IT Graduate Employment: Supply and Demand Perspectives

Supply. There is consensus in South Africa that the lack of needed IT skills
is one of the main issues many IT graduate employers face. Studies are now
suggesting an increased imbalance between the supply side (effective graduates)
and the demand side (IT graduate employers) for South African IT employment
needs, with supply not adequately meeting demands [29]. The demand for skilled
IT graduates in South Africa is continually mounting [7]. Though the number
of IT graduates appears to be growing, IT employers are still constantly faced
with the task of recruiting skilled graduates into their organisations [23]. Lotriet
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(et al.) have proposed a ‘rethink’ of how both universities and IT employers
could cooperate towards solving the IT skills shortage that South Africa faces.
The imbalance between supply and demand for IT graduates has motivated
academics and educators to suggest new curricula [12], new teaching styles and
techniques [35], as well as new topics [38] to close the gap between commercial
needs and graduates’ capabilities.

From a supply perspective, the Centre for Higher Education Transformation’s
findings on South Africa’s education landscape suggest that the country has
been experiencing high skill attrition rates coupled with insufficient capacity for
adequate skill production [8]. Popescu highlighted the role of the South African
government in the dynamics of structuring, regulating and financing the supply-
side of higher education institutions [34].

Higher education continues to experience phenomenal changes that can be
considered ‘revolutionary’ [2], wherein technology continues to play a big role. In
the context of the ‘information age’, information has become a significant foun-
dation for globalisation; its production is growing daily. Technology in education
has been regarded as playing an important role in the information age [6]. Tech-
nological advances have paved the way for the restructuring of education and
business models. Universities are under pressure to constantly revise approaches
to education and curricula design for educating IT graduates with proper capa-
bilities for the information age.1 Modern education systems are therefore being
redesigned with technology in mind. It is generally agreed that educating IT
graduates is a challenge for higher education institutions. The notorious ‘expec-
tation gap’ between industry needs and academic preparation has made the
institutions the targets of severe criticism [1,33]. An important issue emerging
in higher education is how to restructure programmes for ‘continuous education’
[33]. Due to the ever-changing skills needed in IT [9], part-time programmes
should be designed that focus on continuous ‘upskilling’ of IT professionals.

Because of the role IT plays in education, studies have shown that higher
education in South Africa (and other African countries) is technologically more
marginalised than outside of the continent [40]. In this regard, African universi-
ties face problems of generating, accessing and disseminating information. This
makes it even more difficult for them to respond to business challenges [34].

Demand. As a result of the changing educational landscape, many businesses
now seek IT graduates who are conversant with emergent technological changes
that can assist businesses’ readiness in the ‘4th industrial age’. From a demand
side and from the IT graduate employers’ perspective, having an understand-
ing of the critical IT issues is considered crucial in enabling these businesses
to function more effectively [31]. This understanding can assist with effective
IT graduate recruitment and the development of competitive IT policies and
strategies. IT employers are prioritising to become pro-active w.r.t. attracting,

1 Several papers on this topic can be found in the SACLA‘2018 post-proceedings: see
this volume of CCIS.
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developing and retaining valuable talent, since this has a large impact on an
organisation’s success [16].

Employers now require qualified IT specialists with high expertise in net-
working, computing, and programming, and who are able to design, develop,
and deploy pervasive computing systems and communication architectures for
business sustainability [21]. These business requirements have motivated changes
in the IT curriculum [22]. For example, accounting firms recommend that ‘Big
Data’, information technology, and IS be integrated into accounting coursework
to enable graduates to work in data-centric environments [36].

2.2 Issues Faced by IT Staff and Management (1994–2004)

Since 1980, surveys have been conducted annually with the aim of identifying
the key IT issues faced by management. The Society for Information Manage-
ment (SIM) spear-headed this research by outlining American issues with the
hope of aiding IT executives globally. The first SIM study surveyed American
organisations and identified key areas of technological investment reported by
those organisations [4]. A comparative analysis of the top 10 issues faced by IT
staff and management during 1994 and 2002 can be found in [15].

2.3 Issues Faced by IT Staff and Management (2005–2017)

Next we review the literature on issues faced by IT staff and management from
2005 to 2017. Our review includes organisational IT issues as well as specific
technological and application issues in various countries.

Organisational IT Issues. A survey of 31 CIOs in South African organisations
in 2006 revealed that the top five organisational IT issues were security and
control, building a responsive IT infrastructure, IT value management, service
delivery, and improving IS strategic planning [15]. In 2009, the SIM project
extended the survey to include not only U.S.-American organisations but also
several European and Chinese ones [24]. The issues are summarised in Table 1.

The top 10 IT management issues have remained relatively constant over time
as management considerations evolve slowly under normal circumstances [24].
The 2016 SIM study [18] reported that the top 10 organisational IT issues were
IT-business alignment, security and privacy, innovation, agility and flexibility
(of IT), agility and flexibility (of business), cost reduction controls (business),
cost reduction controls (IT), speed of IT delivery and time to market, strategic
planning, as well as productivity and efficiency. Two issues that were in the top
four for importance to organisations and to IT leaders in the two most recent
SIM studies of 2015 [17] and 2016 [18] were IT and business alignment as well
as security and privacy. These are briefly discussed below.
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Table 1. Top 10 Org.-issues (top-down) for IT staff and management (2004–2016)

2004: USA [26] 2006: SA [15] 2009: USA,
China, EU [24]

2014: USA, China,
EU [17]

2016: USA,
China, EU [18]

IT and
business
alignment

Security and
control

Business
productivity,
cost reduction

IT and business
alignment

IT and
business
alignment

Attracting,
developing,
retaining IT
professionals

Building a
responsive IT
infrastructure

IT and
business
alignment

Security and
privacy

Security and
privacy

Security and
privacy

IT value
management

Business
agility, speed
to market

Business agility
and flexibility

Innovation

IT strategic
planning

Service
delivery

Business
process
re-engineering

Business
productivity

Agility and
flexibility (IT)

Speed and
agility

Improving IT
strategic
planning

IT cost
reduction

IT time-to-market,
speed of delivery

Agility and
flexibility
(business)

Government
regulations

Disaster
recovery

IT reliability
and efficiency

IT value
proposition in the
business

Cost reduction
controls
(business)

Complexity
reduction

Aligning IS
organisation
within the
enterprise

IT strategic
planning

Velocity of change
in the business

Cost reduction
controls (IT)

Measuring
performance
of IT
organisation

Using IS for
competitive
advantage

Revenue-
generating IT
innovations

Innovation Speed of IT
delivery, time-
to-market

Creating an
information
architecture

Effective use
of data
resources

Security and
privacy

Business cost
reduction, controls

Strategic
planning
(business)

IT governance Developing
and
implementing
an information
architecture

CIO
leadership role

Revenue-
generating IT
projects

Productivity,
efficiency

Alignment of IT and Business. Alignment of IT and business is a persistent
issue and elusive goal for IT management. Its importance is confirmed by its
constant presence in the top 10 management issues since it first appeared in 1984
[10,17]. According to [11,37], while IT business alignment has improved globally,
there is a strong correlation between the maturity of the alignment and an
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organisation’s performance. One reason as to why it remains a consistent issue is
due to ever-changing organisations, markets, economics, and technologies, which
require alignment to be a continuous activity [17].

Security and Privacy. Organisations are prioritising on security and privacy
issues due to the increase in high profile cybersecurity breaches [17]. Security
and privacy have been a constant concern for management, remaining in the
top 10 list since 2003 [25]. In 2015 there was a global shift in the importance of
security and privacy, moving to 2nd position from previous years when it placed
around 6th–9th [17]. This increase in importance was due to the large number
of security breaches reported at Adobe, Community Health Systems, Experian,
Facebook, Home Depot, Neiman Marcus, PF Chang, Target, Twitter, the U.S.
Department of Homeland Security, the U.S. Federal Reserve Bank, etc.

Other Issues for the Organisation, IT Management and IT Employees reported
as important are business agility and productivity. For an organisation to be
relevant in today’s competitive economy, business agility is essential for business
growth [10]. Since 2009, business agility has ranked in the top three positions
of management issues, moving to the 3rd place in 2015. This ongoing high rank
suggests that the greater uncertainty and increasing pace of change that char-
acterise the current times correspondingly increase the need for organisations to
be more flexible and responsive to market, economic, regulatory, legal, and other
changes [17]. IT Time-to-Market is an enabler of agility, productivity and the
IT value proposition [20].

Since its introduction into the SIM IT Trends in 2007, business productivity
has remained in the top 10 list of issues, which shows that organisations are still
trying to ‘do more with less’. The importance of business productivity varies,
moving from the 7th place in 2008 to the 1st in 2009 on the list of management
issues globally [10,25].

IT reliability and efficiency is an issue that has grown in importance due to
the growing complexities of IT systems and ever-increasing reliance of business
operations on IT [28]. This issue refers to the accuracy, timeliness and acces-
sibility of the data and information delivered by IT [24]. In 2008, when it was
introduced into the SIM survey, it ranked 8th. Its importance increased from
2009 to 2010 where it ranked 6th and 4th respectively. However, 2010 was its
final year as a combined organisational concern; thereafter it was separated into
two categories: IT reliability and IT efficiency.

Technological Issues. The SIM survey also reports on the top IT (i.e. tech-
nology) issues as perceived by the staff. These are listed in Table 2. The SIM
survey of 2004 [26] identified the top six application and technology develop-
ment issues as: security technologies, business intelligence (BI), business process
management (BPM), Web Services, customer portals, and data synchronisation.
Half of these technologies were new to the list of top developments.
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The top five important technology investments reported by the most recent
SIM study of 2016 [18] are analytics/BI/Big Data, application software develop-
ment, (cyber)security, cloud computing, and customer relationship management
(CRM). BI has remained as one of the top three major IT investments since
2003 [10]. BI refers to a diverse set of technologies and applications for gather-
ing, storing, analysing and providing access to data to identify valuable trends
[5]. Credit card companies, for example, use BI systems to compare each new
charge with previous transactions to identify possible fraud. As BI has remained
a high ranking IT investment across various countries, it seems that IT leaders
know that their organisations are ‘rich in data but poor in insight’ [25].

Cloud computing and mobile applications first appeared in the SIM surveys
in 2009 and were identified as priority technologies [10]. Cloud computing was
ranked as the 17th most important technology whilst mobile and wireless appli-
cations came 24th. The following year cloud computing jumped to the 5th most
important technology and has remained within the top five ever since. Mobile
personal devices and tablets are increasingly supported by IT as a replacement
for office desktop or laptop computers [25]. Subsequent years have shown the
increasing importance of mobile/wireless applications: in 2010 they ranked 9th,
and in 2011 4th. However, from 2012 their position has fallen to 13th in 2014.

CRM systems aim to facilitate interactions between customers and clients
by automating, organising and synchronising business processes related to sales,
marketing and customer service [25]. By using CRM systems, companies can
enhance quality and efficiency, decrease overall costs and promote enterprise
agility. In 2009, CRM systems first appeared in the SIM surveys at rank 13,
moving up to the 9th place in 2010 and to the 5th place in 2011. During times
of economic recession, European and Asian companies invested more into CRM
systems in order to focus on improving customer trust and intimacy [28].

Enterprise resource planning (ERP) systems have remained in the top five
largest technology investments from 2009 until 2014 [10]. However, in the most
recent SIM survey they dropped to the 6th place [17]. Using ERP systems is an
effective method to enable IT to help businesses to reduce costs and improve
productivity [30]. ERP systems can provide the foundation for a wide range
of e-commerce-based processes including web-based ordering and order tracing,
inventory management, and built-to-order goods.

Business process management (BPM) has been a persistent issue in the SIM
surveys since 2004 [28]. Since its introduction it varied between 3rd and 18th
place [27,28]. BPM is a discipline that can significantly contribute to meeting an
organisation’s objectives by means of improvement, ongoing performance man-
agement, and governance of the core business processes [14]. BPM focuses on
the technology of process management. It was introduced as a key technology
in 2010 [28]. Since its introduction on this list it varied between 9th and 16th
positions [10,19]. In the most recent SIM survey, however, BPM no longer listed
in the top 10 in either the most important management issues nor in the list of
the largest IT investments in organisations. It appears 16th in the technology
(IT) investment ranking of [18].
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Table 2. Top 10 Tech.-issues (top-down) for IT staff and management (2004–2016)

2004: USA [26] 2009: USA,
China, EU [24]

2014: USA,
China, EU [17]

2016: USA,
China, EU [18]

Security
technologies

Business
Intelligence
(BI)

Analytics,
Business
Intelligence
(BI)

Analytics, BI,
data mining,
forecasting,
big data

Business
Intelligence
(BI)

Server
virtualisation

Data center
infrastructure

Application
software
development,
maintenance

Business
Process
Management
(BPM)

Enterprise
Resource
Planning
(ERP)
systems

Enterprise
Resource
Planning
(ERP)

Security,
cybersecurity

Web services Customer and
corporate
portals

Application
and software
development

Cloud
computing
(SaaS, PaaS,
IaaS)

Customer
portals

Enterprise
Application
Integration
Management
(EAI, EAM)

Cloud
Computing
(SaaS, PaaS,
IaaS)

Customer
Relationship
Management
(CRM)

Data synchro-
nisation

Continuity
planning,
disaster
recovery

Customer
Relationship
Management
(CRM)

Enterprise
Resource
Planning
(ERP)

Mobile and
wireless
applications

Collaborative
and workflow
tools

Security,
cybersecurity

Data center,
infrastructure

Enterprise
application
integration
management

ITIL, IT
process
management
practices

Integration,
application
integration

Network,
telecommuni-
cations

Enterprise
resource
planning

Service-
Oriented
Architecture
(SOA)

Network,
telecommuni-
cations

Integration:
application-,
data-

Customer
Relationship
Management
(CRM)

Storage
virtualisation

Big data Legacy
software:
maintenance,
update,
consolidation
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3 Research Method

This paper is part of the ‘World IT Project’ (arguably the largest global IS
academic empirical research project ever undertaken) and followed its research
method, the details of which are described in [31]. We collected quantitative
data from IT employees by means of a survey in a cross-sectional time-frame.
The sampling technique was a mixture between stratified, convenience, and pur-
posive sampling. The World IT Project focusses on larger organisations. The
three South African-based (‘local’) researchers concentrated on the regions clos-
est to their home universities. The instrument was a standardised questionnaire
designed by the World IT Project ‘core team’ to allow for international compar-
ison. The IT issues were based on [25,28]. The instrument was presented as an
online survey (205 responses) as well as a paper-based format (105 responses).
Only 9 responses had to be excluded because of insufficient quality, leaving 301
usable responses that could be analysed. Generally, the quality of responses was
very high, as evidenced in a number of validity tests as well as the high reliability
of sub-construct test items where some items were phrased negatively. The data
were cleaned in two steps: first by the ‘local’ researchers, then by the World IT
Project core team. ‘Statistica’ was used for statistical analysis and ‘MS-Excel’
for some of the descriptive analysis.2

4 Data Analysis and Discussion

Of the 301 usable responses, 70% of the respondents were below 40 years old:
38% aged 30–39, and 32% aged 21–29. 72% were male. They were also reasonably
well-educated (48% with Bachelor degree, 16% with Master or Ph.D., 11% with
merely high-school education). This corresponds well with the IT industry’s
overall demographic profile. Thus our sample can be regarded as representative
of the IT industry (albeit perhaps with a slight bias towards better educated
employees). Our respondents appear to be fairly experienced, with one-third of
them having 10–19 years of work- and IT experience. Most of them work for
large organisations, i.e. those with more than 1000 employees, rather than with
medium-sized IT departments (51–100 IT staff). Hence we have a bias towards
the larger organisations in line with the intended focus of the World IT Survey.
Nevertheless our sample still contains a significant number of employees working
in small and medium-sized organisations.

4.1 Top Organisational Issues of South African IT Employers

Respondents were asked to rate 18 organisational issues arising from their organ-
isation’s IT engagement according to their perceived relative importance on a
5-point Likert-type scale. Figure 1 presents the results, sorted by the mean. IT
reliability and efficiency were clearly of top priority, followed by the IS/business
2 Ethics-committee approval was obtained from our home universities as well as from

the corporates who agreed to participate officially (i.e. by name) in this survey.
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alignment and by security/privacy concerns; those were the top three issues.
Interestingly, related to the notorious shortage of IT skills in the country, attract-
ing and retaining IT staff is an important issue, but it ranks only 6th. At the
opposite end of the spectrum, globalisation and outsourcing are not seen as
major issues here in South Africa, and the often hyped ‘BYOD’ (Bring Your
Own Device) issue was not even mentioned.

Fig. 1. Organisational issues ranked by South African IT employers (n = 301)

Comparing the South African issues with those in the previous SIM surveys
we can see that the issues of alignment, security and privacy were also rated
as very important: they usually feature among the top three issues both in the
USA as well as in Europe and China. Similarly, most of the issues rated as less
important in South Africa were also not ranked highly overseas.

However, IT reliability and efficiency, the most important issue in South
Africa, did not even rank amongst the top five issues in any of the international
surveys. By contrast, [15]—with a different list of issues—found in an admittedly
small sample that building a responsive IT infrastructure, IT value management,
and service delivery were three of the top four issues; these can arguably be said
to align with what we called ‘IT reliability and efficiency’ in our survey. Also
important to note is that attracting, developing and retaining IT skills only came
into the top 10 in the 2004 SIM U.S.-American survey alone, and has not featured
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again in the later surveys. So there is strong support for the argument that the
IT skills shortage is much more acute in South Africa than in the developed
world. This underlines the importance of IT education in South Africa.

We also looked at which of the organisational issues that were in the top
10 of the SIM studies were also ranked by at least two-thirds of South African
IT professionals as very or most important (i.e., found as part of our 15 most
important issues). Remarkably, all of the top 10 issues in the SIM surveys of 2016
and 2014, and 9 of the top 10 issues of the SIM 2009 survey were also considered
‘very’ or ‘most’ important by two-thirds of the South African respondents. By
contrast, only five issues from the top 10 of the 2004 survey are in our top 15
list (even after mapping ‘closely related’ issues).

As an additional exercise, we did an exploratory principal component anal-
ysis of the issues to see if some issues could be grouped in higher-order clusters
using the empirical data. Four larger factors emerged. The factor accounting
for the biggest variance in the data groups consists of four items: IT/business
alignment, agility, innovation, and IT skills attraction/retention. We can thus
perhaps conceptualise these as the issues relating to the organisation reacting
to or engaging with its market environment. The factor with the second-largest
explained variance refers to distinct internal management abilities or concerns
loading the issues of disaster planning, project management, and knowledge
management. The third factor loads security/privacy with reliability/efficiency
and service management, which appear to group the operational business con-
cerns (two of which feature in the top-three concerns). A fourth factor loads IT
cost reduction, productivity as well as IT strategy planning (with business pro-
cess re-design and enterprise architecture loading more than 40%). These seem
like more specific IT-internal concerns, although a more natural descriptor is
not so evident. A fifth factor, low in importance, combines globalisation with
outsourcing and can thus be seen as one of the international concerns.

The implications for the South African academic IS curriculum appear to
be rather small. The issues of aboce are generally all covered quite well by
senior or ‘capstone’ IS management courses at most universities. Of note is that
the BYOD, globalisation and outsourcing issues appear to be less important
in industry. The relatively high ranking of continuity/disaster recovery planning
(7th) belies its sometimes low visibility in many university curricula. The largest
surprise is that the rather mundane issue of ensuring a reliable and efficient
IT infrastructure is still the foremost concern of IT practitioners, ranked quite
distinctly above all other, sometimes much ‘sexier’ IT concerns.

4.2 Top Technology Issues of South African IT Employers

Under a separate heading the respondents were also asked to rate each of 16
contemporary technology issues w.r.t. their importance on a 5-point Likert scale
(from ‘most’ to ‘no’ importance).

Like with the business issues, the most important issue stood out quite clearly
from the others. In the case of technologies, business intelligence/analytics is
seen as the most important technological issue, rated by 84% as ‘very’ or ‘most’
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Fig. 2. Technological issues ranked by South African IT employers (n = 301)

important; hardly anyone (2%) sees it having ‘little’ or ‘no’ importance (Fig.
2). The often undervalued network/telecoms infrastructure is seen as the second
most important technical issue.3 Mobile/wireless applications, partly related to
the telecoms issue, came third, and Enterprise Application Integration (EAI)—
often hardly visible in academic curricula—were also regarded as ‘very’ or ‘most’
important by three-quarters of the respondents. Interestingly, software-as-a-
service is ranked 5th, even though cloud computing in general is ranked only
9th. Service oriented architecture (SOA) and data mining were seen by less than
two-thirds of respondents as very important technology issues, while social net-
working systems/media ranked lowest.

This makes for an interesting comparison with the international SIM studies.
In all four SIM studies, business intelligence (BI) was also ranked as the top
concern. However, our ‘second-most important’ networking/telecoms issue was
ranked only 8th and 9th in the last two surveys respectively, and not evident at
all in the prior SIM surveys. Only one of our top six concerns appears in the
top six concerns in any of the other SIM surveys, namely EAI (4th in South
Africa); it was the number-5 issue in the 2009 international SIM survey. That
year, virtualisation (our number 6), was the second-most important issue in the
same SIM survey. Perhaps this marks South Africa as ‘lagging’ in some respects
or issues, although the issues of mobile applications, SaaS and cloud computing
are definitely recent global developments.

3 This is perhaps not surprising in a developing country.
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We also conducted an exploratory principal component analysis to see which
of these issues could be bundled based on their variability. Interestingly, the fac-
tor accounting for most of the explained variance in the empirical data loads
Business Process Management (BPM), Enterprise Resource Planning (ERP),
customer relationship management (CRM) with Enterprise Application Integra-
tion (EAI) and workflow/collaboration—these are indeed logically and concep-
tually linked technologies, which are often grouped together in a single academic
course. Perhaps our colleagues lecturing this course can appeal to this fact as
support for the importance of their course in our undergraduate major cur-
riculum. The second-largest (w.r.t. variance) factor groups mobile/wireless, app
development, networking and social networking/media. The third factor groups
not only BI, Big Data and data mining (which are often taught together), but
somehow also SOA; (this might just be an accidental ‘data artifact’). Finally, vir-
tualisation and SaaS load on the same factor although cloud computing loaded
separately on its own factor.

Our findings strongly support the recent importance accorded to BI and
analytics given by most universities—not only by the IS or computer science
departments but also the management and accounting disciplines. However, the
importance of Big Data and data mining seems secondary in this context, indi-
cating that South African organisations still need to master the basic BI tools
and apply analytics productively before venturing into more advanced Big Data
and data mining applications. Another important finding was that, similar to
what we found in the organisational issues context, the most pressing issues
are not always the ‘sexiest’ ones: the rather staid networking and telecommuni-
cations issue is rated second-highest, but not necessarily perceived as such by
the academic community (except of course for those working in that field). Even
more surprising is that EAI is also seen as a crucial issue, even though it is largely
absent in most university curricula. The exploratory factor analysis confirmed
some of the naturally occurring topic groupings in the typical academic curric-
ula, especially concerning ERP, workflow and BPM, but also BI, data mining
and Big Data.

5 Conclusion

This paper identified the most urgent and pressing organisational and IT issues
perceived by IT professionals and managers working for South African organ-
isations, i.e., the employers of our graduates. We were fortunate in securing a
large sample (301 respondents) representative of South African companies in
both geographic diversity and different organisational sizes. Validity analysis
confirms that our dataset contains data of high quality.

The major finding is that the issues rated as important by our IT students’
employers do not always match what the vendors or academics perceive as popu-
lar, urgent or current. For instance, a reliable and efficient IT infrastructure was
by far the most highly ranked organisational issue, something which is hardly
ever foregrounded in our MIS or ISM courses. In the pure technical issues, the
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networking/telecommunication infrastructure (often perceived as rather mun-
dane) and EAI (often absent from academic curricula) were ranked as 2nd and
4th most important issues respectively. By contrast, ‘sexy’ topics such as glob-
alisation, outsourcing, BYOD (organisational) or SNS/Social Media and data
mining (technical) were not seen as major issues. Hopefully these findings will
lead to some interesting discussions regarding ‘capita selecta’ topic choices in
curriculum design.4

Another crucial finding is that attracting and retaining quality IT staff ranked
6th in our survey and is seen as a major organisational issue—unlike in similar
surveys conducted in Europe, the USA and China, where this has not been a
top 10 issue for the past decade. This vindicates the need for providing more
prominence and for plowing additional resources into IT education to address
our ongoing IT skills shortage.

Future research could map the key issues more systematically onto the ‘offi-
cial’ 2015 ACM curriculum. Given that this survey was conducted in 37 other
countries around the world, we intend comparing our findings to those in other
developing countries; (sadly, only one other African country has a quality data
set so far). We also intend mining our dataset further for differences in rankings
according to size of company or role of respondent; space limitations prevented
us from including this analysis here. Finally, a longitudinal analysis using stan-
dardised methods and instruments may provide further validity and insights into
the dynamics of the IT industry and its demands on the educational sector.
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Abstract. The increase in the requirement for competent and skilled
Information Systems graduates has prompted higher education institu-
tions to adapt learning strategies. One way of achieving this is through
the application of knowledge conversion processes, transforming data to
capability. Knowledge conversion processes can be utilised to optimise
learning in higher education institutions. The purpose of this paper is to
propose a knowledge conversion model grounded in educational theory
and organisational theory within a real-world context. The model was
applied to an Information Systems undergraduate programme at a major
higher education institution in South Africa. It was established that the
Information Systems programme conformed well with the principles of
knowledge conversion as it enabled industry-ready Information Systems
graduates. Furthermore, the knowledge conversion model can be utilised
as a blueprint for programme design as well as identifying potential gaps
in existing programmes.
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1 Introduction

Upon graduating, alumni need to make a positive contribution to the commercial
environment packed with dynamic problems and opportunities [42]. The dynamic
problems and opportunities are partly created by ubiquitous computing where
most systems are computerised. The design, development and implementation of
these computerised systems increased the demand for aptly trained Information
Systems graduates or informaticians. This demand has placed increased pressure
on higher education institutions (HEIs) and educators to improve their educa-
tional practices in order to deliver students that are ‘ready’ to operate in the
real world [39].

Rapid changes in the commercial environment, changing industry demands,
new market trends and changes in technology have a direct impact on how
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effective students can learn and how effective they will be in the workplace [19].
Many educational teaching methods have been adopted and tested to respond to
the educational challenges associated with preparing towards ‘real-world-ready’
[10,47]. Some of them are teacher-centred, while others are student-centred. How-
ever, all of them share the same goal, which is to provide students with the best
education and knowledge as possible. However, this knowledge is not static and
when considering informaticians in particular, the field of system analysis and
design (SAD) is dynamic and continually adjusting to the needs of organisational
information systems [47]. Flexibility is needed in the field to ensure that students
are learning new methodologies and the techniques necessary to deliver a prod-
uct that meets the needs of industry, the client [47]. Therefore, the purpose of
this paper is to ensure that industry-ready graduates are shaped by applying a
model for knowledge conversion facilitating programme design in HEIs.

The remainder of this paper is structured as follows: In Sect. 2 we provide
background information from the literature. Our own approach is discussed in
Sect. 3, whereafter we propose our new education knowledge conversion model
in Sect. 4. In Sect. 5 we complete a mapping of an Information Systems curricu-
lum to the knowledge conversion model for education in order to illustrate the
proposed model’s suitability for academic programme design. We summarise our
findings and conclude the paper in Sect. 6.

2 Related Work

Higher education institutions deal with multiple challenges and resource bur-
dens such as rising costs, funding problems and remaining at the leading edge
of all subject areas [4,48]. These challenges entice universities to seek relation-
ships with industry in order to relieve societal pressure to show contribution to
economic growth through education and knowledge generation [8]. The collab-
oration between HEIs and industry refers to the interaction between any parts
of the higher educational system and industry aiming to encourage innovation
through knowledge and technology exchange [4].

The main aim of HEIs is to create new knowledge and to educate, while
organisations in industry focus on capturing knowledge that can be leveraged
for competitive advantage [8]. These pressures on both parties have led to an
increasing incentive for identifying and developing collaboration opportunities
that aim to enhance innovation and economic competitiveness at institutional
levels via knowledge conversion between academic and commercial domains [7].

In the following sub-sections we consider the nature of knowledge, as well
as higher education institution-industry collaboration and in particular the rele-
vance of knowledge conversion as an organisational prerogative in the education
domain.

2.1 The Nature of Knowledge

The definition of knowledge has drawn a substantial amount of speculation in the
literature [14]. Polanyi, a chemist and philosopher, was the first to articulate the
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concept of two different, mutually exclusive, dimensions of knowledge, namely
‘tacit’ knowledge, whereby “there are things that we know but cannot tell”
[38], and ‘explicit’ knowledge. Cognitive psychologists divided knowledge into
‘declarative’ and ‘procedural’ knowledge. Declarative knowledge refers to the
descriptions of facts, methods and procedures that can be articulated. Procedural
knowledge refers to motor (manual) skills and cognitive (mental) skills observable
in actioning something [1,35]. What these definitions make clear however, is that
knowledge is a combination of various elements [21,35].

Knowledge that has been articulated and formally recorded in document
databases, knowledge bases, manuals, handbooks and program code is explicit
knowledge [20]. Implicit knowledge, which is far less tangible than explicit knowl-
edge, is knowledge in a person’s internal state and refers to knowledge deeply
embedded into an organisation’s operating practices [13]. Implicit knowledge
that is difficult to articulate is referred to as tacit knowledge and includes rela-
tionships, norms and values. In this instance the knowing is in the doing and
tacit knowledge is therefore much harder to detail, reproduce or share [12].

Comparable to tacit and explicit knowledge, distinction is made between
‘action-centred’ skills and ‘intellective’ skills. Action-centred skills are developed
through learning by doing. Intellective skills combine abstraction, explicit ref-
erence and procedural reasoning, making it easily representable and therefore
easily exchangeable [32]. In educational theory, Bruning suggested that knowl-
edge can be procedural (action-centred) or declarative (non-action-centred) [9].
Procedural knowledge is implicit in this instance and declarative knowledge is
explicit. However, learning of procedural skills may access explicit descriptions,
while knowledge on how procedures are applied in a specific environment may
only be learnt as implicit knowledge via ‘doing’ or socialising [9].

Irrespective whether education or organisations are considered, both must be
able to accomplish the explicit-to-implicit knowledge and the implicit-to-explicit
knowledge transition [6,30].

2.2 The Learning Process Hierarchy

Kolb defines the learning process as the method whereby “knowledge is created
through the transformation of experience” [28] (p. 38). Driscoll highlights that
learning “must come about as a result of the student’s experience and interaction
with the world” [15] (p. 11), while Siemens defines the learning process as “the
act of internalizing knowledge” [44] (p. 3). These definitions point to the fact
that learning essentially considers the combination of two different processes:
an internal psychological process of acquisition and elaboration, and, secondly,
an external interaction process between the student and the student’s social,
cultural or material environment [24]. As both of these processes must actively
be effected for any learning to take place, the stages are reflected in the learning
process hierarchy consisting of four layers (Fig. 1): data, information, knowledge
and capability [7].

Data consists of structured recordings of transactions and events and is pre-
sented without context [12]. Information is data with relevance and purpose
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Fig. 1. Learning process hierarchy [7] Fig. 2. Bloom’s taxonomy [29]

added, and it expands the concept of data in a broader context [33]. Information
becomes individual knowledge when it is accepted and retained as appropri-
ate representations of the relevant knowledge. Knowledge comes with insights,
framed experiences, intuition, judgement and values and encompasses the scope
of understanding and skills that are mentally created by people [12]. The pro-
cess of applying knowledge to solve problems leads to capability [7]. Capabil-
ity is an “integration of knowledge, skills, personal qualities and understanding
used appropriately and effectively” [45] (p. 2). Capability enables people to not
only apply their knowledge and skills within different and ever-changing envi-
ronments, but to also continuously develop their knowledge and skills long after
they have left formal higher education, enabling them to take appropriate action
within unfamiliar and changing circumstances [45].

The learning process in higher education is usually a bottom-up process and
starts from the data layer, moving up slowly to the capability layer [7]. The
purpose of the learning process is to engage the student to develop their personal
capability. The nature of the process, the content and context of the learning,
the products for assessment each require some degree of growth in personal
autonomy from the student [45]. In this context, many scientists and teachers
are looking for a more efficient path to capability [7].

In order to consider a more efficient learning process of progressing from
data to capability, Bloom’s taxonomy of learning and knowledge conversion and
learning processes are discussed below.

In ‘Taxonomy of Educational Objectives’ (1956), a seminal work on learn-
ing objectives, educational psychologist Benjamin Bloom and his collaborators
created Bloom’s Taxonomy [25]. The purpose of Bloom’s taxonomy was to pro-
mote higher-order thinking in education, such as analysing and evaluating con-
cepts, processes, procedures, and principles, rather than just remembering facts.
Higher-order thinking was achieved by building up from lower-level cognitive
skills [22].
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Bloom’s taxonomy includes a set of three hierarchical models used to classify
educational learning objectives into levels of complexity and specificity namely,
cognitive, affective and sensory domains [29]. Six levels, through increasingly
more complex and abstract mental levels, within the cognitive domain were
identified as depicted in Fig. 2. The six levels, each of which is built on a foun-
dation of the previous level, include remembering (recall previous learned infor-
mation), understanding (comprehending what facts mean), applying (applying
the facts, rules, concepts and ideas), analysing (separating material or concepts
into component parts), evaluating (judging the value of information and ideas)
and creating (design, combining parts to make a new whole) [22,29]. Design in
this instance is an outcome of the evaluation process which comes as a result of
analysis. Therefore, evaluation leads to the main objective of the whole process
which is to design (or ‘create’ in Bloom’s Revised Taxonomy) [2].

Learning strategies govern the approach for achieving learning objectives
which in turn point towards the instructional strategies advising the medium
that will actually deliver the instruction [18]. Specific learning objectives can be
derived from the taxonomy, although it is most commonly used to assess learning
on a variety of cognitive levels [25].

2.3 Knowledge Conversion, Learning Processes and Education

Knowledge and continuous learning are essentials of success in the new econ-
omy [34]. The management of knowledge is intrinsically connected to knowledge
sharing between individuals and to the collaborative processes involved [17].

Nonaka and Takeuchi defined a model that is based on the fundamental
assumption that knowledge is created and expanded through social interaction
between implicit—specifically tacit—and explicit knowledge [36]. This interac-
tion is known as knowledge conversion and it is referred to as the SECI model.
The process of knowledge conversion advances through four different modes as
shown in Fig. 3: socialisation (tacit to tacit), externalisation (tacit to explicit),
combination (explicit to explicit) and internalisation (explicit to tacit). Social-
isation is the conversion of tacit knowledge among individuals through shared
information and experiences by means of observation, imitation and practice.
Externalisation is the process whereby tacit knowledge is articulated as explicit
knowledge through collaboration with others using conceptualisation and extrac-
tion. Explicit knowledge is not only shared via document management systems,
e-mails, in meetings, etc., but also through education, learning and training
interventions. Combination is the enrichment of the collected information by re-
configuring it or enhancing it by sorting, adding, combining or categorising it so
that it is more usable. In order to act on information, individuals should under-
stand and internalise it. This involves the process of creating their own tacit
knowledge. The process is closely related to learning-by-doing through studying
documents or attending training in order to re-experience to some degree what
others have previously learned [36,37].

An individual progresses through five stages in order to acquire new personal
knowledge namely, researching, absorbing, doing, interacting and reflecting [31].
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Fig. 3. The knowledge conversion model [37]

During the researching stage, an overview of the topic of study is observed. The
absorbing stage follows where an incoherent and disorganised mixture of data
and information are formed in the individual’s mind while listening, watching,
reading and sensing. The doing stage ensues, where different tasks are completed
and actions performed in order to organize all pieces of information and connect
them with each other with the outcome to form first knowledge. An individual’s
first knowledge is then enlarged during the interacting stage as own opinions are
formed during discussions about the topic of study. The last stage is the reflecting
stage during which newly formed knowledge is considered and evaluated in the
context of other existing knowledge and personal experience, hence forming an
individual’s own unique world-view [31].

Practical knowledge and learning strategies may be employed by educational
institutions, however very little has been written about it in the educational con-
text or showing direct educational reference [40]. This is unexpected as education
is about the creation and application of knowledge; “the business of education
is knowledge” [40] (p. xiv). Irrespective of this context, the main idea of the
knowledge and learning processes is that personal knowledge can only be cre-
ated by individuals on their own and that they follow particular steps to do so
[3]. The background for creating knowledge is information, to create knowledge
an individual must observe a sufficient amount of information [30,31].

In the next section we explore the research approach followed to design our
knowledge conversion model for education, and how it may inform course design.
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3 Design of the Knowledge Conversion Model for
Education: Method

Our overall objective for this paper was to design a knowledge conversion model
for education supporting programme design. The purpose of such a model is
to support academic programme designers to optimise learning by applying
knowledge conversion principles and ultimately deliver graduates that can thrive
in real-world of work. In order to reach this goal we followed a design-based
approach [41]. Design-based research is a “systematic but flexible methodol-
ogy aimed to improve educational practices through iterative analysis, design,
development, and implementation, based on collaboration among researchers and
practitioners in real-world settings, and leading to contextually-sensitive design
principles and theories” [46] (p. 6). Design-based research produces both theories
and practical educational interventions as its results [16], and encompasses five
basic characteristics [46]:

Pragmatic: Research goals are solving current real-world problems by designing
and ratifying interventions as well as extending theories and refining design
principles.

Grounded: Design based research is grounded in both theory and the real-world
context.

Interactive, iterative and flexible in its research process.
Integrative: Researchers integrate a variety of research methods and

approaches from both qualitative and quantitative research paradigms,
depending on the needs of the research.

Contextual: Research results are connected with both the design process, by
which results are generated, and the setting in which the research is con-
ducted.

With these characteristics guiding our approach, we built upon prior literature
about knowledge conversion, learning and education in order to create a knowl-
edge conversion model for education with the aim to solve a real-world problem
(pragmatic nature of our research). The knowledge conversion model for edu-
cation is grounded in educational theory (learning process hierarchy, Bloom’s
taxonomy of learning) and organisational theory within a real-world context
(knowledge conversion model for organisational learning, learning process). Our
approach was qualitative, and the context of our research was higher education.

Our study was conducted at a HEI in South Africa that offers a ‘Bachelor
of Commerce’ degree (BCom) in Information Systems. This degree contains a
multi-disciplinary subject area, where information, Information Systems, and
the integration thereof into the organisation, are studied for the benefit of the
entire system (individual, organisation and society). In order to apply the knowl-
edge conversion model designed for education, we used the Information Systems
degree and utilised the designed model for the mapping of the entire 3-year
undergraduate degree, corroborating the interactive, iterative and flexible nature
of our approach.

Next we discuss the knowledge conversion model for education in detail.
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Fig. 4. New knowledge conversion model for education, adapted from [7,37]

4 Exploration of Knowledge Conversion in Education

In order to consider a more efficient learning process of progressing from data
to capability, we defined an integrated model utilising knowledge conversion,
knowledge exchange and learning processes (Figs. 2 and 3) describing the pro-
gression among levels in the learning hierarchy (Fig. 1). The proposed education
knowledge conversion model is depicted in Fig. 4. The premise for the design of
the proposed education knowledge conversion model is to apply knowledge con-
version processes typically found in industry and to consider how it may guide
programme and module design in a HEI.

In order to progress from data to capability in the learning hierarchy, we
propose the application of particular knowledge conversion processes where, with
each knowledge conversion process, particular education programme enablers are
associated with. In order to achieve the explicit-to-implicit knowledge and the
implicit-to-explicit knowledge transition, we consider the data layer first [6,30].

The attributes of the data layer include facts, events, records, transactions
(etc.) without context; thus data has no meaning. It is a description of the world
that represents discrete facts about an objective reality and as it can be verified,
it can be decisively proven to be accurate or inaccurate. Data as such does
not provide meaningful results and is the point of departure towards eventually
reaching a meaningful outcome. In the context of a HEI, the data layer refers
to the learning of concepts and facts to be committed into memory, as well as
quantitative measurements. Some mechanisms utilised in the data layer in an
HEI as shown in Table 1, includes on-line message forums, lecture notes and
textbooks.

Information attributes point to data with relevance and purpose added as
patterns in data reveal relationships. Analysis, categorization and explanation
are attributes from a higher education perspective and in this context, refer
to understanding and comprehending meaning. Therefore, moving from mem-
ory (data) to understanding (information), the process of combination may be
applied as it enriches and enhances collected information through sorting and
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Table 1. Educ. knowledge conversion model, with enablers of educ. programmes

Learning process

step [7]

Level of

understanding [23]

Knowledge conversion

process [36]

Educational programme

enablers (examples)

Literature

Data to

information

Researching,

absorbing

Combination E-mail, on-line message

forums, gazette, lecture

notes, textbook, book

marking, learning based

on repetition, reading

[30,37]

Information to

knowledge

Doing Internalisation Lectures, workshops,

tutorials, group work,

simulations, experiments,

virtual reality, e-learning,

context-steered learning,

blog, ‘fishbowls’, debate

[7,11,30,37,43]

Knowledge to

capability

Interacting Socialisation Social activities,

industrial training,

apprenticeship, hands-on

experience, design labs,

incubation centres

[4,30,37]

Capability to

knowledge

Reflecting Externalisation Orals, tests, examination,

assignments, peer

presentations, tutoring,

industry projects,

co-operative research,

community collaboration,

academic spin-offs,

mentoring, imitation,

observation and practice

[4,37]

categorising it so that it is more usable. The result of combination is about
understanding relations. Some educational programme enablers for the combi-
nation process from the literature are listed in Table 1 and include lecture notes,
textbook, book marking, flash cards, etc.

The knowledge layer deals with the fusion of multiple sources of informa-
tion over time, in order to create conceptual frameworks. Furthermore, knowl-
edge gives perspective through experiences, values, and insight and contains
our beliefs and expectations. From a higher education viewpoint, application
enables the use of a concept in a new situation, e.g.: apply what was learned in
the classroom into novel situations in the work place. Thus, moving from under-
standing (information) to application (knowledge), the knowledge conversion
process internalisation may be utilised as it is about linking concepts together
into a network of ideas, beliefs, memories and forecasts. The outcome of inter-
nalisation is about understanding patterns. Some examples in Table 1 of educa-
tional programme enablers for internalisation point to simulations, experiments,
project-based learning, ‘fishbowls’, debate, etc.

The fourth layer is the capability layer comprising of the application of knowl-
edge in order to solve problems. Capability talks to a set of principles, providing
the ultimate context and frame of reference. From a higher education stand-
point, new meaning or structure are built from diverse fundamentals using judg-
ment and evaluation forming a whole. Consequently, moving from application
(knowledge) to judgement (capability), the knowledge conversion process social-
isation may be utilised where knowledge is conceded through practice, guidance,
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imitation, and observation. The outcome of socialisation is about understand-
ing principles. Some examples in Table 1 of educational programme enablers for
socialisation include consortiums, industrial, apprenticeship, hands-on experi-
ence, design labs, etc.

An additional knowledge conversion process, externalisation points to the
expression of tacit knowledge and its translation into comprehensible forms.
When tacit knowledge is made explicit, knowledge is crystallized, permitting it
to be shared with others, and thus forming the basis of new knowledge (capability
translated to knowledge). Examples of the reflective nature of externalisation as
a knowledge conversion process include mentoring, imitation, observation and
practice, as listed in Table 1.

With the pressure on HEIs to ensure that information system graduates are
industry-ready, the proposed knowledge conversion model for education may be
utilised as a blueprint or guideline to support this requirement. By consider-
ing the learning processes and the most efficient path to capability, as well as
die particular process of knowledge conversion required to reach capability, the
knowledge conversion model for education provides suggestions to instructional
designers and educators along each step of knowledge conversion, i.e.: from data
to information, from information to knowledge and from knowledge to capabil-
ity. Therefore, when considering a particular course module in a programme,
attention must be given to the basic building blocks (data) that must be placed
in context (information) using the different mechanisms listed in Table 1. By
combining the information pockets through a project or assignment, knowledge
is created where after capability is honed when this knowledge is applied, (e.g. in
a case study). This also implies that application may be a challenge if some data,
information and prior knowledge are missing. Personal knowledge is shaped by
individuals (students) based on a sufficient amount of information provided.

5 Programme Mapping to the Knowledge Conversion
Model for Education

In this section we apply the blueprint defined in this section to an Information
Systems degree at a HEI.

In order to apply the proposed knowledge conversion model designed for edu-
cation we looked at the Information Systems degree of a HEI in South Africa.
This undergraduate Information Systems programme offers a well-rounded bal-
ance of technical and business focused course modules from which students can
choose. This particular Information Systems degree is to-date the only Informa-
tion Systems degree in Africa that is internationally accredited by the Accred-
itation Board for Engineering and Technology (ABET). In addition, Bloom’s
taxonomy of learning was utilised to derive specific learning objectives for the
modules in the Information Systems programme. The Information Systems pro-
gramme at undergraduate level is constructed in such a way as to give students
exposure to three areas of development:
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– Information Systems modules, which include systems analysis and design,
programming and database design, are offered at first, second and third year
level. Students have a choice of commerce-oriented modules as electives which
include business management, accounting, taxation, statistics, internal audit-
ing or marketing management.

– Students are compelled to do an external community project, usually in their
second year of study. This project involves working in a team to solve some
community problem based on project management principles, i.e.: on-time,
with available resources, within a restricted (small) financial budget. The
students must report their progress, and their reflections of their experiences,
by digital means.

– Critical thinking and problem solving skills are introduced as a separate mod-
ule in the first year. This module aids the student in different problem solving
methods, argumentation, and design processes.

We mapped the entire 3-year degree to the knowledge conversion attributes of our
model. The learning process steps for an Information Systems student constitute
an iterative process up to where a student can internalise the knowledge obtained
throughout his/her years of study. Therefore, every year the student gets exposed
to new terminology (data) which he/she needs to make sense of (information) in
order to apply it to a case scenario (1st–2nd year) or real-life scenario (3rd year
IS project, 2nd year external community project).

5.1 Data to Information

Students are provided with prescribed books and accompanying lecture slides.
A combination of tools are used to support students in researching and absorb-
ing the terminology associated with the various modules. The lecturers use the
learning management system ‘Blackboard’ to communicate with the students.
Students also have the ability to communicate among themselves or with the
lecturer through a discussion board. Quizzes, focused on testing the understand-
ing of discreet elements of a module, are part of the assessment plan. Students
must also register themselves for weekly tutorials and practicals where a number
of data elements are combined in order to understand the relationships between
these elements.

For example, in the systems analysis and design (SAD) module, after having
received teaching about the project management aspects of a new information
system, students will complete elements of the scope of work in the tutorial
sessions and construct a project plan with the ‘MS Project’ software in their
practical session. This allows students to absorb the elements of a scope of work
as well as it forces them to research different elements in a project. In the pro-
gramming module, students are taught the basics of computer programming.
It includes the terminology, various programming structures such as loops, and
OO ‘methods’. In the database module, students learn the introductory concepts
associated with databases and are doing weekly practicals to combine different
data elements.
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5.2 Information to Knowledge

After students have combined the various elements of the particular study unit,
students have to internalise their knowledge of the subject area covered. This is
accomplished by ‘doing’.

In the first year of study, knowledge internalisation is accomplished by using
a small case study. In the second year of study, knowledge internalisation is
accomplished by doing a larger case study with full project management aspects
incorporating multiple relevant elements in context. With regards to program-
ming, students are able after their first year to create a Windows-form-based
programme as well as a basic web-based application with HTML, CSS and
Javascript. At the end of their second year, absorbing the new terminology learnt,
students are able to use the model-view-control (MVC) approach in web devel-
opment, connect the interface to a database, do object-oriented programming,
and can create a complete client-server web-based application.

5.3 Knowledge to Capability

Students have at least two opportunities to socialise their knowledge by inter-
acting with the outside world. In the first instance students, as part of groups
containing 5 members, choose an external community project from a pre-defined
list of such projects for the year. The list includes projects such as repairing com-
puters at disadvantaged schools, renovation and maintenance work at disadvan-
taged schools, teaching basic mathematics to pupils at disadvantaged schools, or
creating websites for non-profit organisations and disadvantaged schools. Service-
learning encourages students by showing them that they can ‘make a difference’
in society. Jordaan reports that even though the “students’ collective actions are
not always successful, they learn from their mistakes by engaging in a contin-
uous sequence of action and reflection” [27]. Therefore, these types of projects
allow students to interact with the world, to apply knowledge learnt in course
modules, and to improve general ‘life skills’.

In the second instance all Information Systems students need to complete
a final year project with a real-world client. The purpose of this project is to
deliver an end-to-end working software solution based on their particular client’s
requirements. The project is project managed by the students themselves, from
understanding the problem, designing and developing the system to installa-
tion and handover, including training and user manuals. Students combine the
skills learnt in the curriculum, which includes their business knowledge from the
Commerce modules, with their own unique personal and professional interests
to build and implement a computer-based information system in the real-life
organisation. Students are assessed throughout the year-long project on various
aspects such as project management, logical design, physical design, prototype
development, database design, and the complexity of the system. An external
examiner from industry examines each of the deliverables of this comprehensive
project. However, as the creation of personal knowledge is an individual activity,
students are marked (graded) individually as well as per group for their final-year
industry project.
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5.4 Capability to Knowledge

The externalisation of knowledge occurs in four instances: firstly, reflection from
the students on lessons learnt when interacting with a real-life client, what they
have learnt from the commercial environment, and how the experience can be
improved for the following years’ students. Secondly, industry feedback on their
experience of working with the students is recorded as industry was now exposed
to the capabilities of soon-to-be graduates. Thirdly, the lecturers through the stu-
dents’ interaction with real-life clients, reflect on the business knowledge learnt
from different types of industry advice, and finally, through mentorship in the
external community projects whereby students identified as ‘mentors’ share their
lessons learnt with the next established community project teams.

6 Conclusion

Employers require students to have both ‘soft’ skills (such as the ability to work
in a team and solve problems) and ‘hard’ skills that are organisation-specific
[26]. Furthermore, students in Information Systems need to stay relevant in a
market where technology, methodology (techniques and approaches to develop
new systems) and industry trends change quickly [5]. Therefore, students must
rather focus on learning processes where ‘learning’ becomes an act of discov-
ery, rather than focusing on mastering the programme content that might be
irrelevant in the near future. Such focus implies understanding and examining
a given problem, researching the problem background, analysing possible solu-
tions, developing a proposal and producing a final result. During this process,
students develop a deeper understanding of relevant and contextual Information
Systems programme contents and skills, as well as the required critical thinking
abilities to produce the final result.

The challenges experienced by the students, in addition to the requirements of
future employers, make the Information Systems programme complex for both
the students, who have a steep learning curve, and the educators, who need
to adopt the correct pedagogy to prepare the students for future employment.
In order to address this requirement, we have designed a model for knowledge
conversion in education where the knowledge conversion and learning processes
together with practical mechanisms required to move quickly from data to capa-
bility, were defined and addressed.

In order to apply the model for knowledge conversion in education, we have
mapped the Information Systems degree from a HEI in South Africa utilising
the model and principles as a guide. We assert that the Information Systems
programme conformed well with the principles of knowledge conversion, (i.e.
data to information to knowledge to capability). We found that the programme
was designed to present basic building blocks, create association among the
building blocks and then apply the knowledge gained through the process. The
capability of the Information Systems graduates is demonstrated through the
delivery of a real-world business solution incorporating all required aspects of
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their commerce modules, critical thinking and problem solving, and Information
Systems modules.

By using the model for knowledge conversion for education in HEIs as a
blueprint, lecturers and instructional designers can ensure that the design will
enable an optimised learning process, delivering graduates who are aligned to
the requirements of a competitive industry environment.
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Abstract. Higher education in South Africa must be transformed. An
important dimension that can be addressed in the short term, yet will
still have a significant positive impact, is the enrichment of courses with
relevant content that resonates with students, i.e. to contextualise the
study material. This paper focuses on enrichment of a specific introduc-
tory information technology (IT) programming course that is taught to
first year students at a South African university. This course is problem-
atic as the students fail to grasp the abstract programming concepts that
are crucial for higher-order learning. They can then not apply these con-
cepts practically; this is crucial for them so that they can become good
programmers. We applied the soft systems methodology, as a reflective
practice, to explore the perspectives of the students, so as to enable
incorporation thereof in the teaching material and as such contextualise
the material. The outcome of this study is contextualised examples and
metaphors relating to the key abstract concepts that will be applied in
class.

Keywords: Contextualisation of curricula
Information technology education · Programming skills

1 Introduction

Universities play a crucial role in societies, and even more so in developing coun-
tries such as South Africa. Proper education is a fundamental building block to
develop countries, so as to expand welfare and foster economic growth. For this,
universities must remain relevant. They must respond to the needs of both the
local and global societies that they serve; they must also meet requirements of
the national and international world of work [17,18].

In this paper we aim to improve the teaching of abstract information tech-
nology (IT) programming concepts for first year IT students. Abstract concepts
are crucial for higher-order understanding. However, they are difficult to per-
ceive since “they do not have a bounded, identifiable, and clearly perceivable
referent” [1]. The aim of this study is therefore to enable the students to learn
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about abstract programming concepts through the perspective lenses of their
respective world views, so as to aid understanding and internalisation of the
concepts. A holistic research approach is used to structure the study. It is based
on [6] wherein it is suggested that an identified area of concern be investigated
using a methodology that embodies a particular philosophical framework, i.e.
a linked set of ideas. The Soft systems methodology (SSM) is a methodology
that gives epistemological guidance to explore social contexts [3,4]. It provides
a learning system that enables problem solvers to explore and understand the
world through the perceptions that involved participants’ have of their world.
So, we applied SSM to guide the reflection process.

The paper is organised as follows: The structure of the study is discussed in
Sect. 2. Section 3 gives an overview of the key concepts. Section 4 discusses the
empirical study and Sect. 5 gives a short discussion of the research. Section 6
discusses future research. Lastly, a summary is given in Sect. 7.

2 Research Design

This study is structured according to [6], wherein a holistic and reflective research
entails three elements: a methodology (M) that embodies a particular linked set
of ideas, i.e. a framework (F), that can be applied to investigate a specific instance
of an identified area of concern (A). This is referred to as the FMA framework;
practical applications and examples are discussed in more detail in [7]. The FMA
framework is illustrated in Fig. 1. The application of the FMA framework in this
study is discussed next.

Fig. 1. FMA illustration: elements in research according to [6]

Area of Concern. An area of concern (A) expresses the purpose and motiva-
tion of a study. It constitutes a “real-world situation which seems relevant to
research themes which {a researcher} regards as significant” [6]. The theme of
this study relates to teaching of abstract IT concepts to first year IT students;
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this is a problematical area as the students find these abstract concepts diffi-
cult to grasp. This is discussed further in Subsect. 3.1. The real-world situation
of this research theme is as follows: As an example, out of approximately 240
first year students the average marks for specific questions that tested knowl-
edge of abstract programming concepts were 16% and 31% respectively for two
consecutive examination opportunities.

Framework of Ideas and Methodology. A framework of ideas (F) and embedded
applied methodology (M) outline the research approach of a study. Reflective
practice necessitates the inclusion of practices to identify and explore relevant
assumptions or questions about the problem being investigated, and the kind of
change required to bring about improvement [19]. In this study, the identified
area of concern is reflected upon within the holistic framework of systems think-
ing. It is discussed in Subsect. 3.2. The Soft Systems Methodology (SSM) is a
reflective methodology based on systems thinking principles; it enables reflection
on a (problematical) status quo so as to define improvement [7]. SSM guides the
reflection in this study; it is discussed in Subsect. 3.3.

3 Key Concepts

The key concepts in this study are the contextual teaching of abstract concepts,
as well as systems thinking and soft systems methodology. They are discussed
in the following sub-sections.

3.1 Contextual Teaching of Abstract Concepts

The concept of ‘knowledge’ is broad: it refers to knowledge by acquaintance;
practical knowledge or skill; and factual or propositional knowledge. These types
of knowledge are intricately complex and their relatedness should be appreciated.
However, identifying smaller projects and focusing on portions of dimensions
that can be implemented incrementally, still contribute to the bigger whole, and
add perceptible value in the short-term; it enables a problem solver to overcome
enormous complications in a stepwise manner [1]. So, to find a reasonable starting
point amidst all the complexity, we decided to focus on impartation of practical
knowledge; we focused specifically on teaching of IT programming concepts to
first year IT students.

Knowledge is contextual; yet, it is not entirely context bound. Knowledge,
when “correctly seen, is anchored objectively by truth, or facts, that is, by the
way of the world is” [13]. The way that the world is, is, however, perceptively
different for different people in different cultures. Concrete concepts, e.g. ‘cat’
or ‘table’, are easily and universally understandable and explainable as they can
be seen, touched, heard, etc. On the other hand, abstract concepts, e.g. ‘love’ or
‘justice’, are more difficult to apprehend, define and explain. They are difficult
to grasp as they do not have single, bounded, identifiable referents that are
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perceivable by the senses [1]. However, abstract concepts are crucial for higher-
order cognition.

Teaching of abstract IT programming concepts to the first year IT students is
problematic at the South African university where the study was conducted. The
students must make sense of concepts such as variables, constants, identifiers,
values, syntax, algorithms, etc. They must learn what these are theoretically, and
how they are to be applied practically. During the course of a year, it becomes
clear that they find it difficult to grasp and apply the concepts. For example,
on a yearly basis, an average of 69% of first year IT students are unable to
demonstrate theoretical and practical knowledge of these concepts during formal
examinations upon completion of the module. Contextual learning is particularly
relevant for computer science subjects such as programming. Students must learn
to think about computers in the context of solving problems with it, rather than
merely using it as utilities. They must learn “to think about the world in a
different way” [2].

Examples and metaphors should be used in class so as to ground the concepts
and engage students. The use of metaphors to teach abstract concepts is applied
universally with success [9,14,21,22]. Metaphors, as mental constructions that
aid structuring of experiences as well as development of imagination and rea-
soning, are used by people “to conceptualise, to represent and to communicate
thoughts and actions in their everyday lives” [14]. However, the metaphors must
be relevant and resonate with the students.

3.2 Systems Thinking

The word ‘system’ is widely used for many different concepts. Ordinarily, it
relates to the concept of a system as a mechanism, and describe tangible entities
[7]. A ‘system’ is then a representation of an orderly unit, consisting of compo-
nents that can be broken down into recognisable individual elements making up
the (whole) unit. From this mechanistic systems viewpoint the objectives of a
system can be accurately defined; the system can then be constructed to achieve
defined objectives; and problematical systems can be systematically analysed,
engineered and re-engineered to solve problems [4].

However, from the 1980s onwards, a different view arose where the concept
of systems were applied to intervene in, and seek to improve, problematic social
situations that involve (unpredictable) human participants, and cannot easily
be broken into recognisable parts. From this ‘soft systems’ viewpoint, a system
is concept of coherent whole entities, rather than a description of something in
the world [4]. From this perspective, a system is an abstraction which describes
the divergent ways in which people conceptually organise their thoughts about
the world, rather than what the world consist of [11,16]. A system can now be
applied as a conceptual tool to explore and understand social situations as well
as social contexts; it facilitates understanding of the status quo [20]. It provides
a process of enquiry whereby complex problematical social situations or contexts
can be explored; SSM was developed to operationalise these notions of systems
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thinking [7]. It was therefore applied in this study to explore the contexts and
perspectives of the students. SSM is discussed next.

3.3 The Soft Systems Methodology (SSM)

Peter Checkland developed SSM for ill-structured and complex (messy) problem
situations where participants generally agree on objectives, but the means to
achieve them are still to be selected [7]. SSM gives epistemological guidance
to explore appreciative settings in situations that require ‘action-to-improve’
[3,4]. It models through a learning system that presumes that social reality
continuously changes. Never ending purposeful activities of social participants
result in ever evolving social developments, and therefore aims to continuously
explore models of purposeful activity coherently [6]. It enables problem solvers
to understand the world where they aim to intervene through understanding of
involved participants’ perceptions of their world, i.e. their world views [16].

In the context of SSM, purposeful activity requires that a problem solver
engages in a cyclical process where he/she: learns about a problematical real-
world situation; selects relevant human activity systems; makes models of them;
applies the models to question the real-world situation through comparison; and
uses the debate that was initiated by the comparison to define purposeful action
to improve the problem situation [7]. It is illustrated in Fig. 2.

Fig. 2. Basic process of purposeful activity embedded in SSM [7]

A problem solver attempting to intervene in a problematical social context
must consider various aspects, e.g. the “whats and hows of the improvement”
and the people “through whose eyes ‘improvement’ is to be judged” as well
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as the history of the situation “of which there will always be more than one
account”; it requires logical analysis of people’s perceptions of various purposeful
actions (tasks) as well as the various things that people disagree on (issues), and
comparing them with perceptions of the portion of the real world that is being
examined [7]. The purpose of these comparisons are to initiate and structure
debate about change. A detailed and cyclical process of enquiry embedded in
SSM is illustrated in Fig. 3 (adapted from [7]).

Fig. 3. The SSM process, adapted from [7]

The outcome of the analysis process is presented in the form of a ‘rich pic-
ture’ representing the structure, process and climate of the problem situation or
context structure [5]. It allows problem solvers to question real-world situations
through comparison, and uses the debate initiated by the comparison, to define
purposeful action [7]. So, a rich picture for this study is drawn (Fig. 10); it refers
to the perceptive models of the students, as per the analysed interpreted data
of Sect. 4.

4 Empirical Study

In this section, we apply SSM to reflect on the IT concepts. These form the
foundation of the introductory programming course.

4.1 IT Concepts

The concepts and associated (actual) definitions applied in the study were as
follows; the definitions were derived from prescribed text books [10,12,15]:
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Sequence Structure: A program structure that contains steps that execute in
order. A sequence can have any number of tasks, but there is no chance to
branch and/or skip any of the tasks.

Operators: A symbol or characters that represent an action.
Data Type: The characteristic of a value; a variable or constant’s data type

describes the kinds of values it can hold, and the type of operations that can
be performed with it.

Syntax: The formal rules (grammar) of a formal language.
Variable: A named memory location of a specific data type whose contents can

vary or differ over time.
Value: The representation of an entity or unit that can be manipulated by a

computer program.
Constant: A named memory location of a specific data type whose contents

never vary or differ over time.
Algorithm: The steps, and sequence thereof, necessary to solve a problem.
Identifiers: The names of a program’s components.

4.2 Participants and Data Gathering

A class exercise were presented to first year students as a game; they played
this ‘game’ in the first introductory class of an academic year. Students were
randomly divided into nine groups (they took a number out of a hat upon
entering the class). Each of the groups randomly received a concept (name)
and its actual definition: see Subsect. 4.1 for details. The groups also received
‘game papers’ to plan how they wanted to demonstrate or explain the given
concept to the class. The only rules were that they were not allowed to use the
given definition as-is, and name the concept aloud when demonstrating it to the
class; they were reminded of the typical ‘30 s’, ‘Pictionary’ and ‘Charades’ type
of games. Each group demonstrated or explained a concept, whilst the rest of
the class had to guess what the concept was. Thereafter, the groups (that did
not see the actual definition of the concept), had to devise a suitable definition
of their own, to relate to the concept.

The concept and actual definition represented the relevant systems as per
the real world situation. The demonstrations or explanations represented their
perceptive models of these concepts. The newly devised definitions represented
the different (comparative) models between the real world and the students’
perspective models. Their perceptions have to be reconciled with the actual
definitions to ensure that they understand and grasp these abstract concepts,
for application in programming. This will be done in class during the semester
to entrench (anchor) the knowledge so as to enable the students to intuitively
apply these abstract concepts. Intuitive application is necessary for higher-order
learning; see Fig. 4.
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Fig. 4. Planned purposeful activity

4.3 Data Analysis

Data gathered are analysed and presented per concept presented to, and by, the
nine groups; this is discussed next. Figures 5, 6, 7, 8 and 9 show the excerpts
from the game pages relating to the abstract concepts of the following sub-sub-
sections.

Sequence Structure. The concept ‘sequence structure’ was presented by the
first group. They explained it as per the picture below; the example that they
used is that of making coffee (Fig. 5). This seem to be a relevant example within
the frame of reference of most students. They did not use any words that refer
directly to the original definition that was given to them.

Fig. 5. Excerpt from the game page for ‘sequence’



Abstract Programming Concepts for First Year IT Students 151

The rest of the class was able to guess the right answer, i.e. that this expla-
nation was that of a sequence structure, within five minutes. The definitions
then presented by the rest of the class included reference to ‘order’ (three of
the remaining eight groups); ‘steps’ (two groups); and organised pattern of tasks
or instructions (three groups). The class was thus able to grasp the underlying
principles of this concept through this game. The related keywords that the rest
of the class then identified to be associated with this concept are all applicable
to the formal definition thereof, i.e.: “A program structure that contains steps
that execute in order. A sequence can have any number of tasks, but there is no
chance to branch and/or skip any of the tasks”.

Operator. The concept ‘operator’ was presented second. The group explained it
as something that describes “a person that drives a car; likewise with an aircraft
or a train” and “the human intervention that controls the mechanical device”.
They did not use any words that refer directly to the original definition that was
given to them. The rest of the class was again able to guess the right answer, i.e.
that this explanation was that of an operator, within five minutes. The bulk of
the definitions presented by the rest of the class included reference to something
that controls the function of something, such as system (six of eight groups). The
class was thus able to grasp the underlying principle of this concept through this
game. These are applicable to the formal definition thereof, i.e.: “A symbol or
characters that represent an action”.

Data Type. The concept ‘data type’ was presented third. This group struggled
to visualise the concept and demonstrate/explain it as such. They used examples
of data types, e.g. ‘integers’, ‘doubles’, ‘strings’ and referred to “different kinds
of information”, rather than attempting to explain it through a different or
associative example. Still, they did not use any words that refer directly to the
original definition that was given to them. The rest of the class took longer to
guess the right answer. They also struggled to come up with a definition for the
concept on their own. Only two of the eight groups were able to identify the core
characteristics of the concept, i.e.: a “category in which raw information falls”,
and “data categorised differently by its contents”; these two groups grasped
some of this concept’s meaning, i.e.: “the characteristic of a value; a variable or
constant’s data type describes the kinds of values it can hold, and the type of
operations that can be performed with it”.

Syntax. The concept ‘syntax’ was presented fourth. This group struggled to
visualise the concept and demonstrate or explain it. They were unable to use
words that do not refer directly to the original definition that was given to them.
They also struggled to come up with a definition for the concept on their own.
The rest of the class were thus unable to devise their own definitions for this
concept.



152 C. Venter and T. Eksteen

Variable. The concept ‘variable’ was presented by the fifth group. They
explained it as per Fig. 6; the example that this group used relate to the mathe-
matical definition of a variable. They did not use any words that refer directly to
the original definition that was given to them. The rest of the class was able to
guess the right answer, i.e. that this explanation was that of a variable, within
five minutes. The definitions then presented by the rest of the class included
reference to something that is ‘unknown’ (four of the remaining eight groups);
something that can be used as a ‘placeholder’ or ‘container’ (two groups); and
something that is yet to be defined (four groups).

Fig. 6. Excerpt from the game page for ‘variable’

The class was thus able to grasp the underlying principles of this concept
through this game. The related keywords that the rest of the class identified to
be associated with this concept are all applicable to it, i.e.: “a named memory
location of a specific data type whose contents can vary or differ over time”.

Value. The concept ‘value’ was presented sixth. The students explained it with
the picture shown in Fig. 7; the example that this group used related to a flow
diagram where input is processed into valuable output.

Fig. 7. Excerpt from the game page for ‘value’

They did not use any words that refer directly to the original definition that
was given to them. The rest of the class was able to guess the right answer,
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i.e. that this explanation was that of values, within five minutes. The bulk of
the definitions then presented by the rest of the class included reference to the
undertaking whereby something acquires significant meaning or importance (five
groups). Some referred to a numerical ‘amount’ that can be calculated (three of
the groups); and one group referred to value as an ‘output of an equation’. The
class was thus able to grasp the underlying principles of this concept through this
game. The related keywords that the class identified to be associated with this
concept are applicable to the formal definition thereof, i.e.: “the representation
of an entity/unit that can be manipulated by a computer program”.

Constant. The concept ‘constant’ was presented by the seventh group. The
students explained it as shown in Fig. 8. They did not use any words that refer
directly to the original definition that was given to them.

Fig. 8. Excerpt from the game page for ‘constant’

The rest of the class was able to guess the right answer, i.e. that this explana-
tion was that of a constant, within five minutes. All the definitions then presented
by the rest of the class included reference to something that does not change
and/or remain the same. The class was thus able to grasp the underlying prin-
ciples of this concept through this game. The related keywords that the rest of
the class identified to be associated with this concept are all applicable to the
formal definition thereof, i.e.: “a named memory location of a specific data type
whose contents never vary or differ over time”.

Algorithm. The concept ‘algorithm’ was presented eighth. The students
explained it as per Fig. 9; the example that this group used related to instruc-
tions for making toast.1 They did not use any words that refer directly to the
original definition that was given to them.
1 For comparison see [8] on algorithms and recipes.
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Fig. 9. Excerpts from game page for ‘algorithm’

The rest of the class was able to guess the right answer, i.e. that this explana-
tion was that of an algorithm, within five minutes. The definitions then presented
by the rest of the class included reference to a set of ordered instructions or rules
(five groups); and a problem solving process (three groups). So, the class was
able to grasp the underlying principles of this concept through this game. The
related keywords that the rest of the class identified to be associated with this
concept are all applicable to the formal definition thereof, i.e.: “the steps, and
sequence thereof, necessary to solve a problem”.

Identifier. The concept ‘identifier’ was presented last. This group struggled to
visualise the concept and demonstrate or explain it as such. They were unable
to use words that do not refer directly to the original definition that was given
to them. They also struggled to come up with a definition for the concept on
their own. The rest of the class were thus unable to devise their own definitions.

5 Discussion

In this study we incorporated the data gathered into a rich picture (Fig. 10). SSM
enabled us to reflect on the problem situation and explore relevant assumptions.
By exploring the perspectives of the students in the first introductory class,
prior to explaining the programming concepts to them, we were able to identify
the kind of change required for improvement. We were able to identify relevant
examples and metaphors that can now be incorporated in the study material, so
as to contextualise the abstract concepts when explaining them to the students
in terms of application in programming.

It was interesting that the students applied not only simple, everyday exam-
ples in their explanations, but also incorporated examples from mathematics
and physics. The students associated the abstract concepts to prior knowledge
obtained in school and during formative years. This insight can now assist the
lecturer to incorporate these and other similar examples and metaphors in class.
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Fig. 10. Research process and outcome

6 Future Research

This research entailed an initial study to identify examples and metaphors to be
included in study material, so as to contextualise it. The next step will be to test
whether the inclusion thereof yielded positive results. This can only be done after
the first examination opportunity upon completion of this course module. Other
universities and relevant institutions will also be included in future research, so
as to compare and contrast ideas and outcomes.

7 Summary

In this paper we aimed to improve the teaching of abstract IT programming
concepts for first year IT students. We applied SSM as a reflective practice to
identify relevant contextual examples and metaphors that are representative of
the students’ perspectives. SSM enables identification of various perspectives in
order to understand and reconcile possible differing visions of participants. Con-
textual learning is important in higher education; students must obtain higher-
order knowledge. For this, it is important that they can associate with examples
used in class so that they can apply it practically rather than only theoretically.
Examples and metaphors were derived from a game that the students played in
class. Students were given key concepts and definitions; they were then requested
to explain or demonstrate these to class mates (they were reminded of the typi-
cal ‘30 s’, ‘Pictionary’ and ‘Charades’ type of games). Each group demonstrated
or explained a concept, whilst the rest of the class had to guess which concept
was illustrated. The other groups had to devise a suitable definition of their
own, to relate to the concept, so as to determine whether they really understood
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the explanation or demonstration. Everyday examples (e.g. making coffee/toast)
as well as relevant examples from maths and physics were used by the stu-
dents. So they associated the concepts with prior knowledge obtained. Therefore,
the lecturers are able to incorporate similar examples and metaphors in study
material.

References

1. Borghi, A.M., Binkofski, F., Castelfranchi, C., Cimatti, F., Scorolli, C., Tummolini,
L.: The challenge of abstract concepts. Psychol. Bull. 143(3), 263–292 (2017)

2. Caldwell, H., Smith, N.: Teaching computing unplugged in primary schools: explor-
ing primary computing through practical activities away from the computer. Learn-
ing Matters Ltd. (2017)

3. Checkland, P.: Autobiographical retrospectives: learning your way to ‘action to
improve’: the development of soft systems thinking and soft systems methodology.
Int. J. Gen. Syst. 40(5), 487–512 (2011)

4. Checkland, P.: Four conditions for serious systems thinking and action. Syst. Res.
Behav. Sci. 29(5), 465–469 (2012)

5. Checkland, P.: Systems Thinking, Systems Practice, 10th edn. Wiley, Hoboken
(1981)

6. Checkland, P., Holwell, S.: Information, Systems, and iNformation Systems: Mak-
ing Sense of the Field. Wiley, Hoboken (1998)

7. Checkland, P., Scholes, J.: Soft Systems Methodology in Action. Wiley, Hoboken
(1990)

8. Cleland, C.E.: Recipes, algorithms, and programs. Mind Mach. 11(2), 219–237
(2001)

9. Condello, A.: Metaphor as analogy: reproduction and production of legal concepts.
J. Law Soc. 43(1), 8–26 (2016)

10. Farrel, J.: Programming Logic and Design, 9th edn. Cengage Learning, Boston
(2017)

11. Flood, R.L., Jackson, M.C.: Creative Problem Solving: Total Systems Intervention.
Wiley, Hoboken (1991)

12. Forouzan, B.A., Mosharraf, F.: Foundations of Computer Science, 4th edn. Cengage
Learning, Boston (2017)

13. Horsthemke, K.: Knowledge, education and the limits of Africanisation. J. Philos.
Educ. 38(4), 571–587 (2004)

14. Kaphesi, E.: Third-year university mathematics education students’ metaphori-
cal understanding of mathematics teaching and learning. Afr. J. Res. Math. Sci.
Technol. Educ. 18(3), 276–286 (2014)

15. Lambert, K.A.: Fundamentals of Python: First Programs, 2nd edn. Cengage Learn-
ing, Boston (2018)

16. Mingers, J.: Towards an appropriate social theory for applied systems thinking:
critical theory and soft systems methodology. J. Appl. Syst. Anal. 7, 41–50 (1980)

17. Mkhonto, T.J., Muller, A.: Challenges facing higher education curriculum reform,
design, and management in the 21st century: an epistemological perspective. J.
New Gen. Sci. 7(1), 109–127 (2009)

18. Mngomezulu, B.R.: What does the Africanisation of a university entail? Lessons
from East Africa. AFFRIKA J. Polit. Econ. Soc. 3(1), 97–113 (2013)



Abstract Programming Concepts for First Year IT Students 157

19. Ulrich, W.: Critical Heuristics of Social Planning: A New Approach to Practical
Philosophy. Paul Haupt, Görlitz (1983)

20. Vickers, G.: Human systems are different. Bus. Horiz. 27(5), 83–84 (1984)
21. Wall, T.: Good stories: using metaphors to teach philosophy. Proc. Soc. Behav.

Sci. 106, 1271–1277 (2013)
22. Zhao, J.: Conceptualizing English academic writing via verbal and manual

metaphors. Iberica 17, 119–138 (2009)



Syntactic Generation of Practice Novice
Programs in Python

Abejide Ade-Ibijola(B)

Department of Applied Information Systems, University of Johannesburg,
Johannesburg, South Africa

abejideai@uj.ac.za

Abstract. In the present day, computer programs are written in high
level languages and parsed syntactically as part of a compilation pro-
cess. These parsers are defined with context-free grammars (CFGs), a
language recogniser for the respective programming language. Formal
grammars in general are used for language recognition or generation. In
this paper we present the automatic generation of procedural programs in
Python using a CFG. We have defined CFG rules to model program tem-
plates and implemented these rules to produce infinitely many distinct
practice programs in Python. Each generated program is designed to test
a novice programmer’s knowledge of functions, expressions, loops, and/or
conditional statements. The CFG rules are highly generic and can be
extended to generate programs in other procedural languages. The result-
ing programs can be used as practice, test or examination problems in
introductory programming courses. 500,000 iterations of generated pro-
grams can be found at: https://tinyurl.com/pythonprogramgenerator.
A survey of 103 students’ perception showed that 93.1% strongly agreed
that these programs can help them in practice and improve their pro-
gramming skills.

Keywords: Synthesis of things · Program synthesis
Practice Python programs · Novice programmers
Context-free grammar applications

1 Introduction

Teaching novices how to program takes much time and it requires much patience
[19]. Similarly, learning how to program is difficult for novice programmers, with
evidences of high drop-out rates in introductory programming courses [8,9,16,
34]. Much research has gone into pedagogy models of teaching this subject and
software tools for aiding the learning process. This has given rise to the domain
of novice program comprehension and automatic tutoring [26,33]—the study of:

1. what misconceptions (or difficulties) novice programmers have [18],
2. what pedagogy models can help them [11], and

c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 158–172, 2019.
https://doi.org/10.1007/978-3-030-05813-5_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05813-5_11&domain=pdf
https://tinyurl.com/pythonprogramgenerator
https://doi.org/10.1007/978-3-030-05813-5_11
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3. what technological interventions can be used to support the learning process
of the subject [33].

Novice Misconceptions or Difficulties: Novice programmers often struggle
with comprehending the syntax of programming languages [11], having to
learn a number of different set of skills at the same time [34], the debugging
process [6], lack of practice [25], the complexity of certain topics (such as
arrays, loops, and relational or Boolean algebra for conditional statements)
that are difficult to understand [7,10,36].

Pedagogy Models: Some popular pedagogy models that have been adopted in
teaching programming include: teaching without the vehicle of a language
(e.g. using textual algorithms) [11], adopting the productive failure tech-
nique, (i.e. giving students complex problems to solve while hoping they
form their own solutions before giving them direct instructions) [29], and
teaching problem solving before programming [15].

Technological Interventions: Several approaches have been employed to aid
novice program comprehension using technology, such as introducing serious
games [24] with findings revealing that these games add to the fun element
in learning, and students rated the game as an effective way to learn pro-
gramming [23]. Automatic program summarisation [14], automatic program
narration [3] and program visualisation [32] aids have also been proposed to
aid program comprehension.

One major way to aid novice program comprehension is to get novices to practice
more [12,15,21,28], as emphases has been laid on the lack of practice as one
major reason for high failure rates [25]. This is not only true for programming,
as it has been proven that acquiring long-term knowledge and skill often depend
on the frequency of practice [20].

This paper presents the syntactic generation of programming exercises—that
can be completed with pen and paper—as a practice aid for novice program-
mers. To achieve this, we have adopted random context-free grammars (CFG) in
the formalisation of programming templates and implemented these formalisms
to produce unique instances of Python programs. These programs cover basic
programming concepts such as assignment statement, function calls, evaluation
of arithmetic expressions and predefined functions, conditional statements and
loops. This process is sketched in Fig. 1.

Fig. 1. Process of Python program generation using CFG rules
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In Fig. 1 we take a category of the desired programs (e.g. simple arithmetic
programs, programs with loops, programs with if-statements, etc.) and an integer
indicating the number of iterations of such programs that is to be generated,
and use the predefined CFG rules to generate new and unique instances of the
requested program.

We have leveraged on findings that claim that practice can aid novice program
comprehension and hence, made the following contributions. We have:

1. designed a random context-free grammar (a set of rules) for the automatic
generation of practice programming problems in Python—a programming
language widely used in teaching introductory programming,

2. implemented the grammar rules and shown that it generates infinitely many
Python programs that can be given to novice programmers as pen-and-paper
practice problems, and

3. evaluated the usefulness of the generated programs and shown that novice
programmers across two universities find them very helpful.

The remainder of this paper is organised as follows. Section 2 presents the back-
ground and related work. Section 3 presents the CFG design for Python programs
generation. Section 4 presents the implementation of the CFG rules and itera-
tions of generated programs. Section 5 discusses an evaluation of this idea, while
Sect. 6 presents the conclusion and future work.

2 Background and Related Work

In this section we introduce the problem, justify the choice of Python, discuss
the motivation and related work.

2.1 Problem Statement

The problem tackled in this paper is summed up in the following questions.

1. Can we aid program comprehension by algorithmically generating more prac-
tice programs?

2. How do we design and implement context-free grammars to answer Question
1 of above?

3. What is the perception of novice programmers about automatically generated
programs as practice and/or comprehension aids?

These questions are answered in Sects. 3–5 of this paper.

2.2 Motivation

The following are known challenges of teaching and learning introductory pro-
gramming:
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Programming is Difficult: Learning to program is difficult [8,9,34], and more
practice can aid this process [12,15,21,28].

High Failure Rates: There are high failure and drop-out rates from intro-
ductory programming courses around the world, despite extensive research
which attempts to address the issue [9,16].

Wrong Learning Style: Students often find programming difficult when they
adopt the wrong style of learning (e.g. memorising programs, practising with
past questions, etc.) or have the wrong motivation (e.g. wanting to pass the
course and proceed with their mainstream courses)—if its an elective1 [17].

These challenges have motivated this paper, resulting in a technique for the
automatic generation of Python programs that can be used as practice problems
by novice programmers.

2.3 Why Python?

In 2016, Python was ranked the second most widely used programming language
in teaching introductory programming [30],2 and recent assessments show that
the use of Python has resulted in better successes in teaching programming at
first year [35]. This language is used in the university where we have evaluated
the results of this paper. All Python programs generated and presented in this
paper are of Version 3.x.3

2.4 Type and Syntax of Python Practice Programs

This paper focuses on a specific type of programming practice problems, namely:
program tracing. Program tracing exercises require a novice to determine the val-
ues of variables and validity of statements at every program state and, hence,
determine the final output (if any) of a program (or report a bug). These types
of exercises are well used to test a novice’s knowledge of basic concepts such as
functions, loops, conditional statements, etc. An example of this type of pro-
gramming problem shown in Listing 1.1.

Listing 1.1. Sample Program Tracing Exercise 1

1 #Determine the output of the following program fragment:
2 x = 5
3 for y in range (1,6):
4 print(x * y)

�

W.r.t. Listing 1.1, the student is given a program fragment to test the knowl-
edge of: assignment of values to variables, range in Python, the use of for loops,
and print statements. Here, the novice is expected to produce the set of results:
5, 10, 15, 20, 25 on separate lines.
1 Electives are courses not in the mainstream of the offered degree. An example is a

student studying towards a Bachelor’s degree in Chemistry, who takes an introduc-
tory programming course in Python.

2 Java ranked first.
3 https://www.python.org/doc/versions/.

https://www.python.org/doc/versions/
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Listing 1.2. Sample Program Tracing Exercise 2

1 i = -11
2 u4 = 5
3 w = (i - u4)
4 print(w)

�

In Listing 1.2 the task is simpler. A novice is expected to add the values of
two variables together i and u4, and display the result of the addition. In order
to generate this type of a practice problem, we just need to generate a ‘random
program’ that has the structure shown in Syntax 1.

Syntax 1:
initialise identifiers n ∈ N, assign values v ∈ V :

n1 = v1
n2 = v2
...

nk = vk, 1 ≤ k < |N |
set ni ∈ N ←− expr(nj ∈ N |i �= j)

display ni

The expr function in this syntax is a recursive function that generates simple
mathematical expressions as a continuous concatenation of terms. This syntax
is generic and can produce the instance shown in Listing 1.3.

Listing 1.3. A Random Instance of Syntax 1.

1 x = 4
2 t1 = 20
3 j9 = -19
4 v = ((x + j9)) - ((b - t1))
5 print(v)

�

However, it would be tedious to define many of this type of syntax for
the automatic generation of practice Python programs. Hence we have adopted
CFGs to formalise this process. With CFGs, non-terminal symbols are created to
abstract the repeating components (e.g. identifiers, expressions, conditions, etc.)
of templates, thus making it easier to describe the syntax of these programs.

2.5 Target Learning Outcomes

The learning outcomes that we target in this work cover the evaluations of:

1. Built-in functions—mostly mathematical functions (e.g. floor, ceiling, abs,
etc.),

2. Expressions (arithmetic, logical and relational),
3. Loops (for-loops, and while-loops), and
4. Conditional statements, (i.e. if, elif, else).



Practice Novice Programs in Python 163

2.6 Related Work

While there is no work mainly in the automatic generation of practice Python
programs, there is related work (using similar techniques) in the areas of:

Synthesis of problems: Generating exercises in algebra for MOOCs [27], gen-
eration of problems and solutions for natural deductions and proofs [4], gen-
eration of algebra problems to help with mathematics pedagogy [31] using a
syntax-directed approach, and grammar-driven generation of regular expres-
sion problems and solutions [1].

Synthesis of artefacts: Synthesis of geometry constructions [13] and syn-
thesis of social media profiles using probabilistic context-free grammars
(PCFGs) [2].

2.7 Definition of Terms

Here we define some terms used in this paper.

Definition 1 (Symbol, Alphabet, and String [22]). A symbol is an item or
a single token. An alphabet, denoted by Σ is any finite set of symbols. A string
is formulated from concatenation of zero or more symbols.

Definition 2 (Context-free grammar [5]). A context-free grammar (or
CFG) G is a four-tuple: G = (N, Σ, P, S) where

1. N is a set of nonterminals, also known as ‘syntactic variables’. Nonterminal
represent phrases/clauses in a sentence. Hence, nonterminals are sometimes
referred to as syntactic categories, with every nonterminal defining a sub-
language of the language G.

2. Σ is a finite set of terminal symbols, disjoint from N , from which the actual
content of a sentence is composed. Σ is referred to as the alphabet of the
language defined by the grammar G.

3. P is the set of productions, each production consisting of a nonterminal, called
the left hand side of the production, a forward arrow, and a sequence of termi-
nal and/or nonterminal symbols, called the right hand side of the production.

4. S is the start nonterminal (or start symbol), used to denote the entire sen-
tence. The relation S ∈ N must always hold.

More on CFGs can be found in [5,22].

3 Grammar Design for Python Practice Programs

In this section we present the design of a CFG for the automatic generation of
Python practice programs. In program design and/or compilation, two classes of
languages are often used, namely: regular and context-free languages. Regular
languages are used for lexical analysis while context-free languages (CFLs) are
used to describe syntax or used for syntax analysis. In this paper, the rules for
our templates are mere concatenations of the smaller rules for identifiers, control
structures (etc.) of the programming language, hence, it suffices to say that the
concatenation of two or more CFLs will always produce a CFL. This is why we
have chosen to model these templates using a CFG.
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3.1 Building Blocks

We begin the design of our grammar G = (N, Σ, P, S) with a building block of
production rules p ∈ P that result in terminal symbols α ∈ Σ, such as letters,
digits, etc.: see Productions 1–13. Production 1 defines letters that may appear in
the formulations of identifier names: this excludes the letters l, o ∈ ΣFset

. ΣFset
=

{l, o} is a forbidden set of alphabets and this constraint is included because of
the similarity between l, 1 and o, 0. In Production 4, we have abstracted a list of
parameters to p̂, and used this in defining the parameters taken by pre-defined
functions in Production 10. Productions 5–9 define operators (arithmetic, logical,
and relational). Productions 11–13 are for formatting the final derived string (in
this case, a string in this language is a complete Python program).

<letter> −→ l ∈
[
Σ ∩ Σ

′
Fset

]
(1)

<digit> −→ d ∈ 0 |. . . | 9 (2)
<value> −→ v (3)

<parameter list> −→ p̂ (4)
<rel op> −→< |> |<= |>= |! = |== (5)

<arth op> −→ + | − | ∗ | / | % (6)
<logi op infix> −→ and | or | ∧ (7)

<logi op prefix> −→ not (8)
<logi op> −→ <logi op infix> | <logi op prefix> (9)
<pd fxns> −→ (pow|sqrt|trunc|floor|ceil|...)<parameter list> (10)

<nl> −→ newline (11)
<tab in> −→ tab (12)

<spc> −→ spc (13)

We proceed to define more rules for identifiers, terms, operators, and expres-
sions in Productions 14–18.

<ident> −→ <letter>(<letter>|<digit>)∗ (14)
<term> −→ <ident> | <value> (15)

<operator> −→ <arth op> | <rel op> | <logi op> (16)
<expr> −→ <term><operator><term> (17)

<enclosed expr> −→ <bra op><expr><bra cl> (18)

<ident init> −→ <ident init><init> | (19)
−→ <init> (20)

<init> −→ <ident><=><value><nl> (21)

At many points in the programs, we desire to display/print outputs in the
form of values, expressions or variables. Hence we define a symbol for displaying
as follows:
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<display> −→ <value> | <term> | <expr> (22)

We proceed to build on this and specify productions for arithmetic, condi-
tional and looping structures.

3.2 Arithmetic Expressions

Simple arithmetic operations are defined recursively in Productions 23–27, allow-
ing occurrences of expressions in enclosed brackets, predefined and functions.
This is used in Production 24 for assignment statements.

<assignments> −→ <ident><=><sim arth eval> (23)
<sim arth eval> −→ <sim arth eval><arth op><enclosed expr> | (24)

−→ <sim arth eval><arth op><pd fxns> | (25)
−→ <enclosed expr> | (26)
−→ <pd fxns> (27)

3.3 If-Statement Blocks

Here we describe productions for if statements.

<if stmt> −→ <if><chain cond><:><nl> (28)
<elif stmt> −→ <elif><chain cond><:><nl> (29)
<else stmt> −→ <else><:><nl> (30)

The <chain cond> symbol used by the if productions is described with
Productions 31–37. Production 35 allows the not operator to appear in front of
some relational conditions in order to negate these statements.

<chain cond> −→ <chain cond><logi op infix><encl cond> | (31)
−→ <logi op infix><encl cond> (32)
−→ <encl cond> (33)

<encl cond> −→ <bra op><condition><bra cl> (34)
<condition> −→ <opt not><cond expr> (35)
<cond expr> −→ <ident><rel op>(<ident> | <value>) (36)

<opt not> −→ <logi op prefix> | λ (37)

3.4 Loops

Here we describe two types of loops, for, and while loops. The symbol
<initial> is given as a random number. Since we do not want exercises that will
take a lot of time for a novice to complete, it is important to restrict the num-
ber of iterations they will have to carry out in the process of tracing the loops.
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Hence, Production 40 computes the final values of the for loop using random
numbers of step length and desired number of executions; these are bounded in
the ranges shown in Productions 41–42.

<for hdr> −→ for<spc>in<spc>range<bra op><initial>, <final>,

(<step> | λ)<bra cl><:> (38)
<initial> −→ <value> (39)

<final> −→ <step> ∗ <exe count> + <initial> − 1 (40)
<step> −→ 1 |. . . | 10 (41)

<exe count> −→ 2 |. . . | 4 (42)
<while hdr> −→ while<bra op><condition><bra cl><:> (43)

<for loop> −→ <for hdr><nl><tab in><display> (44)
<while loop> −→ <while hdr><nl><tab in><display><adj cond> (45)

In Productions 44–45, the entire loop structures are defined, allowing for
indentations with the <tab in> symbol. <adj cond> is a symbol derived with a
function that adjusts the variables within the loop to ensure that the loop is not
infinite and that every execution takes it closer to its termination.

3.5 Complete Python Programs

Now we give productions for three types of complete programs. Programs that
tests knowledge of: arithmetic operations, conditional statements, and loops.
Production 46 is straightforward; it initialises identifiers, does assignments, and
displays related contents. Similarly, Production 47 does initialisations and then
allows an if statement block to appear. Production 48 makes sure that the
else-if part of the if structure is optional.

<prog arth expr eval> −→ <ident init><assignments><display> (46)

<prog cond expr eval> −→ <ident init><if stmt><tab in><display> |
(47)

−→ <ident init><if stmt><tab in><display>

((<elif-stmt><tab in><display>) | λ)
<else stmt><tab in><display> (48)

<prog loop expr eval> −→ <ident init><for loop> |<while loop> (49)
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Concluding the rules of G, we define the start symbol S ∈ P in Productions
50–52.

<prog> −→ <prog arth expr eval> | (50)
−→ <prog cond expr eval> | (51)
−→ <prog loop expr eval> (52)

4 Implementation and Results

The grammar rules described in this paper were implemented in a tool called the
‘Python Code Generator’, using the .Net framework Class Library (FCL). The
software produced 1000 iterations of unique programs in 1.04 s, 10,000 iterations
in 9.01 s, and 100,000 iterations in 1 min and 30.3 s. We ran the software for one
million programs in 4 min and 34 s. 500,000 generated programs can be found at
https://tinyurl.com/pythonprogramgenerator. Five iterations of generated pro-
grams (for the if statement category) are shown in Listing 1.4.

Listing 1.4. Sample Outputs from Python Code Generator

1 #---------------
2 # Code Number: 1
3 p9 = -2
4 p = 3
5 h = -17
6

7 g = (p - (13%8)) + ((h + p9))
8

9 if (h <= -26):
10 print(g)
11 else:
12 print (((p + h)) - (p9 + p))
13

14 #---------------
15 # Code Number: 2
16 k7 = -11
17 z = 4
18 b = 18
19 v = 2
20 t0 = 19
21 z6 = 0
22

23 p = (((z6 + k7)) - (math.ceil ( -76.11) - v)) - (t0 + b) + (math.sqrt (16))
24

25 if not (k7 != -3) or (z != 4):
26 print(p)
27 else:
28 print((math.floor ( -23.46) + t0) - ((v - b)))
29

30 #---------------
31 # Code Number: 3
32 z4 = 10
33

34 m = (math.trunc ( -25.22) - z4)
35

36 if (z4 >= 12):
37 print(m)
38 else:
39 print (((z4 + z4)) + ((z4 - math.trunc ( -17.10))))
40

https://tinyurl.com/pythonprogramgenerator
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41 #---------------
42 # Code Number: 4
43 x8 = 6
44 w5 = 12
45

46 a6 = (x8 + w5)
47

48 if not (w5 <= 3):
49 print(a6)
50 else:
51 print((w5 - math.pow(-1,1)) - ((math.sqrt (169) + w5)))
52

53 #---------------
54 # Code Number: 5
55 d1 = 12
56 g = -16
57

58 w3 = ((math.trunc (0.50) + g)) + ((30%5) + d1)
59

60 if not (d1 < 0) or not (g != -9):
61 print(w3)
62 else:
63 print ((( math.pow(-1,2) - d1)) + (g - d1))

�

4.1 Solution Generation

For the generated problems to be useful for novice programmers, it is important
to also generate solutions that will serve as a benchmark. This is a relatively
trivial task. This is because our grammar generates valid Python 3 programs;
hence, passing this programs to a Python interpreter give us the output. In
Fig. 2 we show how we have generated solutions to every Python file that was
generated. Each Python file is fetched in succession, and interpreted until there
is no more file left.

4.2 Experimental Proof of Uniqueness

For each category (<prog arth expr eval>, <prog cond expr eval>, and
<prog loop expr eval>) we experimented by generating one billion program
instances. There were no repeated programs during execution. This can be
explained with the large amount of possible permutations of identifiers, initiali-
sations, conditions, and expressions that are derivable from the start symbol. It
is possible to conduct a theoretical proof of uniqueness (or a very small number,
close to zero, representing the probability of a program recurring) by construct-
ing a parse tree with the production rules, and computing the product of all
possible branch of decisions. This is discussed further in the future work section
of this paper.

5 Evaluation

In this section we present results from a survey-based evaluation of the students’
perception of the generated Python programs and their possible usefulness.
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Fig. 2. Process of solution generation

We conducted an online survey at two large universities in South Africa,4 namely
the University of Johannesburg and the University of the Witwatersrand. The
respondents were mostly students that were registered for Computer Science or
Information Systems degrees.

In total we received 103 responses. 79.6% of the students were in first year,
currently taking a Python programming course, and a total of 92.1% are cur-
rently doing a programming course across different degrees and levels. Others
are Masters and PhD students who admit that they have programmed at some
point: see Fig. 3(a). We asked the students if they find programming difficult or
too technical, and 73.6% believed it was either too difficult or sometimes too
difficult. 26.5% of the students claimed they do not think programming is diffi-
cult: see Fig. 3(b)—this difficulty spread agrees with the literatures in program
comprehension as discussed in Sect. 2.

An overwhelming 99% agreed that practice can help them in learning pro-
gramming better: see Fig. 3(c), with 93.1% strongly believing that the generated
programs can help them in practice and improve their performance in program-
ming: see Fig. 3(d). An interesting question is if the generated programs for each
level are of the same complexity or difficulty. 50.5% of the students strongly
thought the difficulty of the programs were the same, despite the difference in

4 https://tinyurl.com/pcg-survey2018.

https://tinyurl.com/pcg-survey2018
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(a) Registered for programming (b) Programming is difficult

(c) Practice aids learning of pro-
gramming

(d) Generated code will help me to practice

Fig. 3. Survey: relevance of generated programs

the instances. Total of 79.6% agree to some degree that the programs are of sim-
ilar difficulty. A total of 90.2% agreed that the programs can be used for tests
and examinations. With these feedbacks, we conclude that generating programs
for practice, tests, and possibly examinations is worthwhile.

6 Conclusion and Future Work

In this paper we have presented a CFG-based technique for the syntactic genera-
tion of practice Python programs and solutions that can be administered to stu-
dents in pen-and-paper program tracing sessions. We have shown that this tech-
nique can generate millions of practice programs in few minutes. Half a million of
sample generated programs can be viewed or downloaded from https://tinyurl.
com/pythonprogramgenerator. We have also presented an evaluation that shows
an overwhelming majority of students agreeing that the generated programs can
help them in practising, and can be used in test, and/or examination questions.

From here we will explore the generation of buggy novice programs as debug-
ging is one of the well known activities that improves programming knowledge
of novice programmers. We will also make this tool available on a website to the
Computer Science Education community. On the formal aspect, we will work
on proving (theoretically) that it is possible (or impossible) to have repeated
programs after a larger number of iterations.

https://tinyurl.com/pythonprogramgenerator
https://tinyurl.com/pythonprogramgenerator
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Abstract. As part of an instructional strategy to improve undergradu-
ate software development students’ basic understanding of programming
constructs, students completed a selection of Code Studio tutorials dur-
ing the first three weeks of their programming course. Block-based envi-
ronments, such as the one used by the Code Studio tutorials, typically
make it easier for students to learn programming as they can focus on
concepts instead of syntax. Students are, however, less likely to regard
an instructional strategy as meaningful if it presents no motivational
value for them. In this paper, Keller’s ARCS Model is used to organize
the knowledge gained regarding student motivation and the motivational
strategies supported by the Code Studio tutorials. Results obtained from
analysis of numeric and narrative data collected through a paper-based
self-completion questionnaire confirm the high motivation value of the
Code Studio tutorials. The results provide insights regarding students’
perceptions of Code Studio tutorials as a motivational instructional strat-
egy in an undergraduate programming course. Since students perceive
the Code Studio tutorials to have some educational value, further inves-
tigations should be conducted to consider more appropriate and effective
ways to integrate Code Studio tutorials with undergraduate program-
ming curricula.

Keywords: Block-based programming · Motivation · ARCS model
Undergraduate students

1 Introduction

The difficulties experienced by undergraduate Computer Science students in
introductory programming courses have been documented extensively. Some stu-
dents, especially those with little or no prior programming experience, struggle
to form a sufficient understanding of the process of programming and the work-
ing of various control structures [5,25,26]. The amount of theoretical concepts
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and techniques students need to master can also lead to a loss of interest in pro-
gramming [3]. Numerous studies have been conducted to identify instructional
strategies that could be used to improve students’ understanding of basic pro-
gramming concepts [7,9,16,24]. The past decade has seen a renewed focus on
student engagement as a possible strategy to enhance teaching and learning in
higher education [27]. This interest in student engagement is grounded in a sound
body of literature that has already established a connection between students’
involvement in educationally meaningful activities and student success [2,27].
Barkley described student engagement as both “a process and a product” that
results from “the synergistic interaction between motivation and active learn-
ing” [2] (p. 8). It is therefore not enough for students to just be actively involved
in meaningful learning activities. They also need to be motivated to engage
in such activities. In order to sustain motivation, instructional designs should
incorporate strategies to address critical aspects related to attention, relevance,
confidence, and satisfaction (ARCS) [11]. Before any learning can occur, how-
ever, students’ attention must be grabbed. One of the attention-grabbing strate-
gies suggested by Keller is to address students’ lack of interest [13]. In order to
capture software development students’ interest, Kelleher and Pausch suggest a
change in the programming environment used by beginners [10]. Various studies
have been conducted to explore the potential of block-based programming tools
such as ‘Alice’ [28], ‘Scratch’ [4,5,21], ‘MIT App Inventor’ for Android [20] and
‘Hour of Code’ [6,19] as introductory programming environments. The ‘Hour
of Code’ challenge was launched by Code.org in December 2015 as a one-hour
introduction to Computer Science.1 It was originally designed to show that any-
body can learn the basics of programming and to broaden participation in the
field of Computer Science. In addition to the ‘Hour of Code’ event, Code.org has
since developed an extended catalog of tutorials and courses that can be accessed
via their Code Studio website.2 The main aim of the Code Studio tutorials is
to teach additional Computer Science subjects and programming principles to
school pupils up to the age of 18 years.

As part of an instructional strategy to improve undergraduate software devel-
opment students’ basic understanding of programming constructs, students com-
pleted a selection of Code Studio tutorials during the first three weeks of their
programming course. This paper attempts to answer the following two questions:

1. What is the motivational value of Code Studio tutorials for undergraduate
programming students?

2. What are students’ perceptions regarding Code Studio tutorials as a motiva-
tional instructional strategy in an undergraduate programming course?

A short review of relevant literature is in Sect. 2, followed by a discussion of the
research design and method in Sect. 3. Data analysis and results are presented
in Sect. 4. The paper concludes with a discussion of our findings in Sect. 5 and
recommendations for future work in Sect. 6.

1 https://hourofcode.com/za.
2 https://code.org.

https://hourofcode.com/za
https://code.org
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2 Related Work

2.1 Strategies to Stimulate Motivation in Educational Environments

‘Motivation’ is often regarded as a vague concept, especially by instructors who
want to design learning environments aimed at enhancing students’ motivation.
In addition to a good understanding of what motivation entails, these instruc-
tors also need to consider which motivational strategies are best suited for their
teaching and learning contexts, and how best to incorporate the chosen strategies
as part of their instructional designs. Keller’s ARCS model [12] captures four
critical aspects (dimensions) that should be addressed in order for students to
be motivated to learn: attention, relevance, confidence and satisfaction. He also
provides practical strategies that can be used by instructors to achieve each of
the four requirements. In using the ARCS model for instructional design [11,13],
instructors should first consider strategies to capture students’ interest, stimu-
late inquiry and maintain attention. In order to establish relevance, instructors
should set clear goals that are related to the learning material, match students’
interests, and provide links to students’ prior and future experiences. The sug-
gested confidence strategies should be used to create a learning environment that
sets up positive attitudes and boosts students’ believes that they can succeed
and are in control of their own success. The satisfaction aspect relates students’
continued desire to learn to their satisfaction with the process and results of
the learning experience [11]. Strategies to promote feelings of satisfaction should
describe ways in which intrinsic satisfaction, rewarding outcomes and fair treat-
ment can be promoted. Intrinsic satisfaction is promoted when students feel that
“they have achieved success while studying topics that were personally meaning-
ful to them” [11] (p. 188). Strategies linked to extrinsic reinforcement (e.g. verbal
praise, symbolic rewards and incentives such as marks) can result in rewarding
outcomes for students. Instructors should also incorporate strategies to ensure
that any rewards given are equitable to the amount of work done by students,
and that all students are treated fairly.

2.2 Block-Based Programming Environments as Motivational Tools

In the past decade there has been a steady increase in the use of block-based
programming environments to introduce students to programming [29]. These
environments aim to make it easier for students to learn programming by focus-
ing on concepts instead of syntax [23]. In this style of programming, blocks
(in different shapes and colors) are used to represent the various elements of
a programming language (e.g. a control structure, an operator, a variable or a
function). Drag-and-drop actions are used to assemble the various blocks (like jig-
saw pieces) “according to a certain planned logic to form a computer program”
[21] (p. 1480). Given the popularity of block-based programming environments,
numerous studies have been conducted to explore their use as motivational tools
in programming courses of various levels.
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Scratch is an open source environment developed by the Lifelong Kinder-
garten Group at the MIT Media Lab.3 It facilitates the development of interac-
tive stories, games, and animations that can be shared with others in the online
Scratch community. Korkmaz conducted a comparative study to evaluate the
effects of Scratch-based game activities on Computer Programming students of
an Engineering faculty [14]. The results indicate high levels of motivation but
also high levels of negative attitudes towards programming in general. In [5],
where Scratch was used in two Computer Science courses for the first three
weeks of a 15-week course, the majority of students found the environment to be
motivating, funny or easy. A small minority, however, described it as ‘difficult’
or ‘normal’. In [20], where pupils used Scratch for seven weeks, measurements of
motivation transition over the 7-week period revealed increased “intrinsic goal
orientation, task value, control of learning beliefs and self-efficacy” (p. 1042)
however no change in extrinsic motivation.

Studies comparing the motivation levels of students using Scratch versus
students using traditional text-based programming environments indicated that

– Scratch students were more motivated [5,21];
– Scratch students found the programming environment less boring [21];
– Scratch students were more creative as well as more inclined to create games

in their own time [21];
– Scratch students were more motivated to continue with Computer Science

studies [4,21];
– The Scratch environment makes it easier for instructors to identify struggling

students [5];
– There are no noteworthy differences in retention rates between Scratch and

text-programming students [5].

De Kereki urges instructors to consider the impact that an additional learning
tool such as Scratch (that is only used for a few weeks at the beginning of a
course) will have on students [5]. Students invest time in familiarizing them-
selves with Scratch, and after a few weeks they have to start anew (without
Scratch) in a completely different environment to develop ‘real’ programs. Such
a strategy might have a negative impact on students’ motivation towards Scratch
and programming in general.

Hour of Code started as a one-hour introduction to Computer Science with
the aims to ‘demystify code’, to show that anybody can learn the basics, and
to broaden participation in the field of Computer Science. Although the official
‘Hour of Code’ event takes place annually in December during ‘Computer Sci-
ence Education Week’, all tutorial materials can be accessed throughout the year.
The biggest difference between the ‘Hour of Code’ environment and Scratch is
that students cannot create their own programs. In the ‘Hour of Code’ tutorials,
students are confronted with a visualized puzzle-based problem (e.g. a character
that needs to move through a maze). Video instructions are used to explain the

3 https://scratch.mit.edu.

https://scratch.mit.edu
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aim of the lesson and to introduce new command blocks (representing program-
ming constructs). Students must then move the relevant blocks from a toolbox
to a work space and assemble them in the correct order to create an ‘algorithm’
that will solve the given puzzle. Students can test their ‘algorithm at any stage.
During testing, students can observe the character’s movements as each of the
command blocks in their work space are executed. The Code Studio tutorials (an
extension of ‘Hour of Code’) use the same block-based environment as the ‘Hour
of Code’ tutorials. Instructors can use the Code Studio dashboard to build cus-
tom courses for their students by selecting tutorials for different subjects and age
groups. The tutorials feature popular themes such as ‘Star Wars’, ‘Minecraft’, or
Disney’s ‘Frozen’ world. An extensive internet search revealed only a small num-
ber of studies that investigated motivational aspects of ‘Hour of Code’ activities.
The following two of those studies are of particular relevance:

The study of [19] investigated the learning motivation of high school pupils
and first-year university students (non-Computing majors) during ‘Hour of Code’
activities. The self-reported Situational Motivation Scale (SIMS) [8] was used to
measure four motivational components: Intrinsic motivation (doing an activity
because it is interesting or enjoyable); Identified regulation (doing an activity
because of its perceived importance and value); External regulation (complying
with external demands); and Amotivation (the lack of motivation). Both groups
showed high levels of intrinsic and identified regulation. The high school pupils
found the activities more intrinsically motivated as these activities are probably
“better suited to their lower age level” [19] (p. 745). Although both groups
showed low levels of external regulation and amotivation, the university group
showed significantly higher levels of amotivation. Their high levels of amotivation
could be attributed to the fact that they were non-computing students who are
“more oriented in their chosen field of studies and may not be interested much
in programming” [19] (p. 745). Overall, Nikou and Economides regard the ‘Hour
of Code’ tutorial as a valuable example of a well-designed educational activity
because of its high level of intrinsic motivation [19], but suggest that it should
rather be used for students of lower ages.

In [6], 116 undergraduate students studying different majors (including busi-
ness, accounting, criminal justice, allied health sciences, geography, hospitality
tourism management, and psychology) at two universities completed one ‘Hour
of Code’ tutorial. Pre- and post-surveys were used to determine if the tutorial
had any effect on the students’ attitudes towards programming and if it improved
their basic programming skills. The results showed a significant positive impact
on the students’ attitude but no significant changes in their programming skills.
Based on these experiences, Du, Wimmer and Rada recommend that instructors
who want to use the ‘Hour of Code’ tutorials for programming skill development
should “appreciate the learning objectives of the ‘Hour of Code’ and integrate
the tutorials appropriately into their teaching” [6] (p. 65).
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3 Research Design and Method

We followed a mixed methods approach based on the Framework of Integrated
Methodologies (FraIM) as suggested by Plowright [22]. The context of this paper
was an introductory (first-year) programming course (OPG1) in the Department
of Information Technology at a selected South African University of Technology.
This is a foundation course aimed at introducing students to basic computer
programming principles and constructs through the use of the C# programming
language. The main source of data in the study was the population of the 221
students registered for this course. Students were divided into two class groups
with two 85-min theoretical sessions (in a traditional lecture hall) and two 85-min
practical sessions per week allocated to each group. During the first three weeks
of the semester, four practical sessions (two in week 1 and one each in weeks 2 and
3) were set aside for students to work on Code Studio tutorials. The instructor
set up a class group for the ‘Accelerated Intro to CS Course’ on the Code Studio
dashboard. This is a 20-h course originally designed for use with pupils between
the ages of 10 and 18. It covers core Computer Science and programming con-
cepts and incorporates selected exercises from the Code.org ‘CS Fundamentals’
syllabus. Each student had to personally register on the Code Studio website
and enroll for the custom course set up by the instructor. Although students
were encouraged to complete as many of the tutorials as possible during the four
dedicated practical sessions, they did not receive any ‘rewards’ in the form of
marks for the completion of these tutorials. Students were also not required to
continue working on the tutorials outside of their practical sessions. It should
be noted that the majority of the selected Code Studio tutorials were related
to programming concepts that were much more advanced than those covered in
the first three weeks of the introductory programming course. However, for the
remainder of the semester, the instructor intentionally referred back to specific
Code Studio examples whenever she discussed new C# programming concepts
related to selection, iteration and OO-methods.

In order to collect data on the students’ Code Studio experiences, a survey
strategy was deemed most appropriate to manage this relatively large data source
[22]. As part of this strategy, data was collected by means of ‘asking questions’
in a paper-based self-completion questionnaire containing both closed and open-
ended questions. The questionnaire was distributed at the end of the semester
(week 13) for completion during one of the normal lecture sessions. 148 students
(the sample) voluntarily completed the questionnaire.

The questionnaire consisted of three sections: Sect. 1 was based on the
Reduced Instructional Materials Motivation Survey (RIMMS) [17]. The original
Instructional Materials Motivation Survey (IMMS) [11] is a 36-item situational
measure of participants’ reactions to self-directed instructional materials they
have used. After conducting an extensive validation study of the IMMS, Loor-
bach, Peters, Karreman and Steehouder devised the 12-item RIMMS [17] which
they regarded as a more appropriate post-test tool in their instructional setting
than the IMMS. The 12 RIMMS items consist of 3 items for each of the four
sub-scales of the ARCS model—attention, relevance, confidence, and satisfac-
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tion. For the RIMMS, responses are recorded on a 5-point Likert scale with the
response scales ranging from 1 (not true) to 5 (very true). Where necessary, the
wording of the RIMMS items we adapted to make it more relevant to the con-
text of our study. Care was, however, taken not to change the substance of the
items as these relate to specific attributes of the ARCS model [11]. Section 2 of
the survey consisted of open-ended questions aimed at soliciting students’ views
regarding (1) what motivated them to continue with the Code Studio tutorials
outside of class; (2) their reasons for abandoning the Code Studio tutorials; and
(3) what they regarded as the main educational value of the Code Studio tuto-
rials. The final section of the questionnaire, Sect. 3, was used to collect basic
demographic data from the participants. Numerical data collected through the
questionnaire was analyzed in ‘SPSS 24’ while narrative data was analyzed in
‘NVivo 11’.

4 Data Analysis and Results

A total of 148 participants completed the survey. There were 105 (70.9%) male
participants and 43 (29.1%) female participants. Although students were not
required to work on the Code Studio tutorials outside of their scheduled practi-
cal sessions, 33 students (22.3%) indicated that they continued to work on the
tutorials in their own time.

4.1 Numeric Data: RIMMS

This sub-section describes the analysis and results of the data collected in Sect. 1
of the questionnaire—the RIMMS questions. Reliability estimates were calcu-
lated to show the internal reliability of the scales and a correlation analysis was
conducted to determine the relationship between the four ARCS categories. The
internal consistency estimate for the overall set of 12 items, based on Cronbach’s
alpha, shows high internal consistency with a satisfactory value of 0.899 for the
total scale: see Table 1. The reliability estimates for the attention, relevance and
satisfaction scales were satisfactory (>0.6). The low value for the confidence
scale (0.591) can be regarded as questionable and might serve as an indication
that the three confidence items did not necessarily measure the same underly-
ing concept in the context of this study. It was, however, decided to retain the
confidence data for further analysis since the recorded value is very close to 0.6.

The calculated inter-factor Pearson’s correlation coefficients indicate a sig-
nificant positive relationship between all the ARCS dimensions: see Table 2. The
highest correlation was between the confidence and satisfaction dimensions (r =
.720) and the lowest between attention and relevance (r = .595). The students’
motivation levels were analyzed for each of the four ARCS dimensions as well as
for each of the individual items in these dimensions: see Table 3.

In the attention dimension, the total mean score was 3.737, indicating pos-
itive motivation levels. Students were positive about how information arrange-
ment (Q1.5; M = 3.811) and quality of the tutorial graphics and sounds (Q1.2;
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Table 1. RIMMS reliability estimates and descriptive statistics (N = 148)

Scale Cronbach’s alpha Cronbach’s alpha (standard. items) Mean SD # items

Attention .732 .739 3.7365 0.89785 3

Relevance .686 .687 3.7703 0.89582 3

Confidence .591 .592 3.7095 0.82596 3

Satisfaction .808 .808 3.6757 1.03085 3

Overall .899 .900 3.6700 0.78927 12

Table 2. RIMMS correlations between ARCS dimensions

Scale Attention Relevance Confidence Satisfaction

Attention 1 .595** .621** .663**

Relevance .595** 1 .696** .678**

Confidence .621** .696** 1 .720**

Satisfaction .663** .678** .720** 1

**Correlation is significant at the 0.01 level (2-tailed)

M = 3.743) helped to keep their attention. They were, however, less positive
about the role that the variety of the tutorials and characters (Q1.9; M = 3.655)
played in this regard.

In the relevance dimension, the total mean score was 3.770. Students were
most positive about the relation between the tutorials and the concepts they
already knew (Q1.1; M = 3.966). The students were, however, less positive about
the worthiness (Q1.7; M = 3.676) and usefulness of these tutorials in their pro-
gramming course (Q1.10; M = 3669).

The total mean score of the confidence dimension was 3.710. By doing the
tutorials, students were positive that they could learn the related programming
concepts (Q1.3; M = 3.764) and were mostly confident that they would be able
to pass a test on it (Q1.8; M = 3.709). They were slightly less positive about how
the organization of the tutorials helped them to learn the related programming
concepts (Q1.11; M = 3.655).

For the satisfaction dimension, the total mean score was 3.676—the lowest
of the four dimensions. Students were most positive about how their enjoyment
of the tutorials fueled their interest in programming (Q1.4; M = 3.750). Overall,
they enjoyed doing the well-designed tutorials (Q1.6; M = 5.61 and Q1.12; M =
3.716).

4.2 Narrative Data

This sub-section describes the analysis and results of the narrative data collected
in Sect. 2 of the questionnaire through mostly open-ended questions. Inductive
analysis [18] was used to make sense of the students’ responses. This analysis
strategy was chosen as it allowed for the emergence of categories from the data
itself. For each question the individual responses (or response segments) were
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Table 3. RIMMS motivation level per ARCS dimension (N = 148)

Dimension item Mean SD

Attention 3.737 .8979

Q1.2: The quality of the tutorial graphics and sounds
helped to hold my attention

3.743 1.2185

Q1.5: The way the information is arranged for each tutorial
helped keep my attention

3.811 1.0456

Q1.9: The variety of the tutorials and characters helped
keep my attention

3.655 1.0672

Relevance 3.770 .8958

Q1.1: It is clear to me how the tutorials are related to the
programming concepts I already know

3.966 1.1394

Q1.7: The way in which the tutorials were presented convey
the impression that the related programming concepts is
worth knowing

3.676 1.1618

Q1.10: The programming concepts covered by the tutorials
will be useful to me in OPG1

3.669 1.1272

Confidence 3.710 .8260

Q1.3: As I worked on the tutorials, I was confident that I
could learn the programming concepts

3.764 1.0777

Q1.8: After working on the tutorials for a while, I was
confident that I would be able to pass a test on it

3.709 1.1737

Q1.11: The good organization of the tutorials helped me be
confident that I would learn the related programming
concepts

3.655 1.0862

Satisfaction 3.676 1.0309

Q1.4: I enjoyed the tutorials so much that I would like to
know more about programming

3.750 1.2392

Q1.6: I really enjoyed doing the tutorials 3.561 1.2078

Q1.12: It was a pleasure to do such well-designed tutorials 3.716 1.1898

coded based on the main aspect it related to. The resulting initial codes were then
compared for duplication and overlapping. Similar codes were grouped together
and, where necessary, unrelated codes were re-coded. Refining of the coding
system continued until the remaining codes could be grouped into a small set
of categories. Responses that were deemed irrelevant to the asked question were
omitted from the analysis.

Motivation to Continue. Since participation in and completion of the Code
Studio tutorials were not compulsory, students were asked to indicate what moti-
vated them to continue with these tutorials. 83 students (56.1%) responded to
this question. Inductive analysis led to the identification of 96 motivational rea-
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sons that were grouped into nine categories. Table 4 provides a summary of
these motivational categories together with the number of response segments
that relates to each category.

Table 4. RIMMS motivational categories for continuation

Category Count

Learn/improve skills 20

Relate to subject content 19

Fun 16

Engaging 9

Situational interest 9

Challenge 8

Achievement 7

Subjective norm 6

Ease of use 2

The main motivational aspect identified relates to the way in which the Code
Studio tutorials helped students to learn or improve various skills such as pro-
gramming skills and logical thinking skills. Students were also motivated as they
could see the relation between the tutorials and the OPG1 subject content:
“This can be useful to me in OPG1” and “I learn more skills that I can apply
on OPG1”. The ‘fun’ aspect also motivated students as they regarded the tuto-
rials as entertaining, enjoyable and “a game”. Three students in particular com-
mented on how the tutorials helped “to make programming fun”. While some
students were motivated by the engagement provided by the tutorials (“inter-
esting”, “keeps me focused”, “keeps me motivated”, “is addictive”), others were
motivated by the challenge presented by the tutorials (“increasing level of dif-
ficulty”, “challenging stages”, “I had to think outside the box”). As students
became “curious” and “intrigued”, the tutorials sparked situational interest as
in [15], since they wanted to “lean more about programming”. One student, who
had no prior programming knowledge, confirmed that the tutorials “helped to
get started with programming” while another student explained how the tuto-
rials helped to give him a better idea of the skills required to be a successful
programmer. Some students were only motivated by achievement. These stu-
dents said that “getting a trophy was the best feeling”. They were driven by
the prospect of “progress to higher levels” and “wanted to finish all the tutori-
als”. On the other hand there were students who noted that they were driven
by subjective norm (i.e. a perceived social pressure [1]) to complete the tutori-
als. These students regarded their influencers as “the OPG1 lecturer”, “all the
famous people who kept on talking about how exiting programming is” (in the
Code Studio introductory video) or even their “friends” and “fellow classmates”.
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Two students remarked that they were motivated by the “ease of use” of the
Code Studio interface as it was “very intuitive”.

Reasons for Stopping. Although the students were scheduled to continue
with the Code Studio tutorials until the end of the third week of the semester, 83
students (56.1%) indicated that they stopped doing the tutorials before the time.
Inductive analysis of the response segments revealed 83 reasons for stopping.
These reasons were grouped into seven categories: see Table 5.

Table 5. RIMMS motivational categories for stopping

Category Count

Needed time for other subjects 25

Needed time for OPG1 21

Lost interest 12

No challenge 8

Unrelated to subject 7

Too difficult 6

Learned enough 4

As the semester progressed and “workloads increased”, most of the students
who responded to this question (54.8%) mentioned that the time they were
spending on the non-compulsory Code Studio tutorials could be put to better
use. They either needed more time to work on their other subjects or they used
the scheduled Code Studio sessions to “catch up on OPG1 practical assign-
ments”. Students explained that they were “struggling with the OPG1 work” or
“falling behind” and needed to “do additional C# exercises” or “attend extra
classes” in order to improve their OPG1 marks. Some students lost interest in the
tutorials since they were either “no longer motivated to continue”, or felt that
the exercises were becoming “boring” as “some of the things keep repeating”.
While some students stopped doing the tutorials because they were “becoming
too easy” or “no longer presented a challenge”, others stopped because they
became “too difficult” or “complicated” for them. The relations between OPG1
and the Code Studio tutorials were also no longer as obvious for some students.
They could either not see how the tutorials helped with programming or saw
no improvement in their programming skills and OPG1 performance. A small
number of students indicated that they stopped doing the tutorials because they
had “learned enough”.

Educational Value. In the third open-ended question of Sect. 2, students were
asked to give their views on the educational value of the Code Studio tutorials.
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Table 6. RIMMS motivational categories for educational value

Category Count

Related to subject content 65

Improve logical thinking/problem solving skills 39

Easy/fun way to learn 17

Unsure 3

Analysis of the 115 responses (from 77.7% of students) revealed 124 response
segments that were ultimately grouped into four categories: see Table 6.

Although some of the students were unsure (3; 2.6%), the majority of the
responding students (65; 56.5%) attributed the educational value of the Code
Studio tutorials to the relation it had with the OPG1 subject content. Some of
these students made specific mention of the role the tutorials played in improv-
ing their “overall understanding of programming” as well as their understand-
ing of “selection structures”, “repetition structures” and “methods”. 39 of the
responding students (33.9%) linked the educational value of these tutorials to
their ability to improve “logical thinking” and/or “problem solving skills”. For
others it was just a “fun” and “easy way to learning programming”.

5 Discussion

The numeric data indicate that students’ overall motivation level when doing
the Code Studio tutorials was high. There were also strong positive correlations
between all four of the ARCS dimensions showing that the motivational elements
of each dimensions played an important role in influencing students’ overall
motivation. High motivation levels were reported for the attention, relevance and
confidence dimensions with a slightly lower motivation level for the satisfaction
dimension.

From the narrative data it became apparent that the Code Studio tutori-
als managed to grab the students’ attention as the entertaining environment
captured their interest and added a fun element to programming. It also man-
aged to stimulate inquiry as they were curious and wanted to learn more about
programming. The ‘addictive’ tutorials helped to keep them focused and main-
tained their attention. The tutorials also produced relevance as students could
see the relation between the Code Studio tutorials and the programming con-
cepts they were studying in OPG1. The tutorials also matched their personal
goals to learn more about programming. In addition, the tutorials also helped
students to improve their programming and logical thinking skills. Motive stim-
ulation was provided through the ‘social pressure’ students experienced from
various individuals (either role models or fellow students). Through completion
of the Code Studio tutorials, students were able to build confidence as the intu-
itive and easy to use interface increased their believe that they could successfully
complete the given tasks. The tutorials also helped students to develop a sense of
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personal responsibility as they were required to work at their own pace and could
measure their own progress. The challenging tasks that gradually increased in
level of difficulty also provided students with numerous opportunities to succeed.
Finally, the Code Studio tutorials also managed to generate satisfaction through
the provision of intrinsic satisfaction and extrinsic rewards. Students were able
to achieve a desirable level of success while learning more about programming
concepts—a topic that was personally meaningful to them. The students wanted
to progress to higher levels and finish all the exercises. They were also motivated
by the ‘trophies’ they could earn for correctly completing the tutorials. Since
students’ solution attempts to each of the Code Studio tutorial exercises were
evaluated by the system (and not by a human assessor), the assumption can be
made that all attempts were evaluated according to the same standards—i.e.:
fair treatment of all students.

Despite the initially high motivation levels reported for the Code Studio tuto-
rials, students’ satisfaction levels did not remain high throughout. Due to increas-
ing workloads in OPG1 and their other subjects, students no longer regarded the
intrinsic and extrinsic rewards provided by the Code Studio tutorials as equi-
table to the amount of work they had to put in to complete the tutorials—see
[11] for comparison. Some of the students could no longer see the relevance of
the tutorials to the OPG1 content. The decline in relevance is not surprising as
the more advanced Code Studio tutorials focused on concepts such as repetition
structures and OO-methods that would only be covered later in the OPG1 syl-
labus. Levels of confidence also declined as the tutorial tasks became either too
difficult or too easy. Attention levels declined as students became bored with the
elements that kept repeating in the tutorials. The drops in confidence and atten-
tion could be related to Nikou and Economides’ observation that these ‘Hour of
Code’ type tutorials are better suited for students of lower age levels [19]. Given
Korkmaz’s warning about the possible negative impact that a move between
programming environments (e.g. from Scratch to text-based) could have on stu-
dents’ motivation [14], it should be noted, however, that none of the students in
this study reported any negative attitudes towards programming in general. One
significant difference between the ‘Hour of Code’/Code Studio and the Scratch
environments is that students do not have to invest a significant amount of time
to familiarize themselves with the ‘Hour of Code’ environment. Students are,
therefore, much less likely to experience problems in moving over to a com-
pletely different environment (like Microsoft Visual Studio) after first spending
a few weeks in the ‘Hour of Code’ environment. It should also be noted that
the students in this study already started working in Microsoft Visual Studio
environment in the second week of the semester (after only one week of Code
Studio tutorials).

Another aspect of this study, which should not be overlooked, is the fact
that students only completed the questionnaire at the end of the semester, 10
weeks after conclusion of the Code Studio activities. At that stage their normal
C# lectures and practicals already covered most of the programming constructs
that were included in the selected Code Studio tutorials. Students were therefore
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in a much better position to evaluate the educational value of the Code Studio
tutorials with regard to the overall OPG1 course syllabus. They could see the
relation of the Code Studio tutorials to the OPG1 course content, the opportu-
nities it provided to students to improve their programming and logical thinking
skills, and the way in which the entertaining environment managed to capture
their interest.

While the students worked on the Code Studio tutorials, we observed that
students tended to follow one of three approaches to solve the puzzle problems.
In the first approach, students used a process that included detailed planning and
analysis of the whole problem before they started to assemble their command
blocks in the work space. The second approach can be linked to ‘chunking’
where students solved the problem in parts with testing conducted after each
iteration. The third approach can be described as trial-and-error. The students
who followed this approach would randomly place command blocks in the work
space and then make changes based on the test execution results.

6 Conclusions and Future Work

The main aims of this paper were (1) to determine the motivational value of
Code.org’s Code Studio tutorials for undergraduate programming students, and
(2) to gain insights into these students’ perceptions of the Code Studio tutorials
as a motivational instructional strategy. In this regard, Keller’s ARCS Model
[11–13] provided a typology to organize the knowledge gained regarding stu-
dent motivation and the motivational strategies supported by the Code Studio
tutorials. Initially, a change in programming environment was identified as a
possible attention-grabbing strategy to capture students’ interest in program-
ming. Analysis of the numeric data confirmed the high motivational value of the
Code Studio tutorials for the targeted group of students. Evidence gathered from
the richer narrative data was used to illustrate how integration of the selected
Code Studio tutorials served as a motivational instructional strategy. Analysis
of the gathered student perceptions also revealed that this particular Code Stu-
dio integration attempt was successful in incorporating the following of Keller’s
suggested motivational strategies [11,13]:

– Strategies to generate and sustain attention: Capture interest, stimulate
inquiry and maintain attention.

– Strategies to establish and support relevance: Relate to goals, match interests
and tie to experiences.

– Strategies to build confidence: Explain success expectations, provide success
opportunities and develop personal responsibility.

– Strategies to promote feelings of satisfaction: Provide intrinsic reinforcement,
provide rewarding outcomes and fair treatment.

It can therefore be concluded that this Code Studio integration attempt was suc-
cessful in achieving each of Keller’s four main requirements for motivation: atten-
tion, relevance, confidence, and satisfaction [13]. Given the variety of strategies



Motivational Value of Code Studio Tutorials 187

followed by students in solving the Code Studio exercises, future research could
investigate the influence that this type of block-based programming environment
could have on students’ development processes in a conventional development
environment (like MS Visual Studio). The real learning value of the Code Stu-
dio tutorials on students’ understanding of basic programming constructs such
as selection, iteration and methods should also be investigated. Since numerous
students pointed out the game-like feel created by the Code Studio environment,
the influence of gamification on long-time motivation in Code Studio tutorials
could also be investigated.

As noted by Du (et al.), instructors who want to use ‘Hour of Code’ type
tutorials for programming skill development, should “appreciate the learning
objectives of the ‘Hour of Code’ and integrate the tutorials appropriately into
their teaching” [6] (p. 65). Based on the insights gained from this study, a more
detailed investigation could be conducted to consider more appropriate and effec-
tive ways to integrate Code Studio tutorials with undergraduate programming
curricula.
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Abstract. E-learning is increasingly becoming the preferred delivery
mode in learning institutions as it allows any time anywhere learning.
However, content delivery, access, distribution and personalization are
still a challenge. Moreover, ambiguity of students during decision mak-
ing for their preferred courses has not been addressed. This paper pro-
poses an adaptive e-learning model, an architecture for the adaptation
of learning course materials considering students’ profiles and their con-
text information. Integration of fuzziness with processes of customization
and selection of adequate material for the user creates a chance to build
truly personalized and adaptive systems. This adaptive model is helpful
in recommending course materials to students or adapting them depend-
ing on their context. It complements instructors’ efforts in the delivery
of learning materials relevant to their personal profiles. An AeLModel
architecture is presented taking a full advantage of ontology, tagging,
and users’ feedback represented with linguistic descriptors and quanti-
fiers. A prototype was developed and tested using 20 students in a class
to assess this model’s usability in addition to its adherence to content
adaptation, resulting in a 77% of acceptance. It is recommended for this
to be used in improving learning processes.

Keywords: e-Learning · Semantic Web · Context-awareness
Context · Adaptation

1 Introduction

The ever-changing state of portable devices in the recent time, coupled with the
fact that most of them are pervasively connected to the internet, allows learning
to take place anywhere and at any time [32]. This has made it possible for
learning management systems (LMS) to provide learning contents to students
even outside a school environment. Closely related to this is Ubiquitous Learning,
whereby the process of learning can take place virtually everywhere and this can
be integrated with people’s daily lives [32]. Furthermore, possibility of exploring
context awareness in the learning environment and adapting learning to the
users’ needs and surroundings [5] has increased in the recent times. In mobile
learning environment, different context data can be explored.
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Portable devices being in use for supporting teaching and learning is no longer
new. Mobile learning reality has been made possible by the fact that wireless
infrastructure is widely deployed and adoption of handheld computing devices
is rapid. Mobile-based learning systems development is discussed in [3,9,27,31].
These systems create practical mobile learning environments that enable stu-
dents to enjoy the learning mobility with ease. However, when students relocate
to areas that are not covered by the local area network, the systems experi-
ence challenges, among them the learning functions being disabled leading to
inability of tracking the students’ learning behaviors, delivery of content, and
synchronization of data. Additionally, context-awareness, a concept that is use-
ful in enhancing the learning systems’ usability as discussed in [17,30,33,37] is
proposed in this work. It is also possible to take the same concept into account
in the course caching strategy design for which the main parameters are related
context information [8,13].

According to the works in [1], the student context could encompass users’
surroundings thus, location information, the learning objective, historical knowl-
edge and preferences. Accordingly, adaptation of content, could personalize the
learning object in a bid of meeting this context. As an example, as quoted
from [1], “if a learner, driving to school may need information pertaining to the
course in which the leaner will have an examination in a few minutes, an appli-
cation in the learner’s mobile phone, using context awareness, can suggest an LO
related to the examination. Since the learner is currently driving, the object can
be adapted to audible format and transmitted via Bluetooth to the car sound
system”.

Ontology as a concept of Semantic Web is also proposed in one of the classic
works [6] as an idea of machine-process-able information. This form of repre-
sentation enabled better and more semantic-oriented processing of information,
as well as reasoning about it. Its application to e-Learning created opportuni-
ties for building systems that were capable of analyzing students’ needs and
behaviors, and more accurate selection of learning materials. These capabilities
notwithstanding, there is a need to deal with missing or inaccurate data [36].
Uncertainty is brought by students when they imprecisely express their needs
and opinions. The decisions they make in regard to selection of the most suit-
able alternatives heavily depend on current circumstances, their understanding
of situations, and their needs and requirements—things that are ‘equipped’ with
ambiguity [22].

In this paper, first, we describe an architecture for constructing adaptive
human-centric e-Learning systems—systems with capabilities to recognize stu-
dents’s contexts and adapt to students’ needs and preferences considering their
fuzzy nature in decision making. Such systems combine (1) technologies of the
Semantic Web—ontology and forms of its representation, (2) aspects of social
software—blogs and tagging, and (3) techniques of Computational Intelligence
(CI)—fuzziness and MCDM. Additionally, instructors are also provided with the
abilities to enter their suggestions and recommendations and observe students’
learning activities and comment on them. Secondly, we propose a model named
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adaptive e-Learning Model (AeLModel), which depending on the students’ con-
text (profile), adapts course materials. In this way, learning is enhanced. The
following question is answered: Putting into consideration the students’ context,
how could a model for adapting learning materials that is relevant and satisfies
the student be developed? In the process of developing AeLmodel we did not find
any other model appropriate for this task. Additionally, existing propositions
were not available for either extension or reuse.

Organization of the remainder of this paper is as follows: Sect. 2 discusses
related work. Section 3 describes adaptive e-learning concept in some details.
Section 4 discusses the technologies and the methodology approach for our study.
Section 5 describes the learning model. Sections 6 and 7 present the model’s
evaluation, results, and concluding remarks.

2 Related Work

Development of e-Learning systems and supporting these technologies represents
an ongoing challenge of fundamental interest and practical relevance. Existing
approaches in this area are quite diversified enjoying the reliance on various
methodologies and effective algorithmic developments. A substantial number of
them adhere to the fundamentals of general schemes of web technologies. The
domain of e-Learning is expanding quite fast.

In [7,20] it is stated that E-learning allows students to study without the
limitations of time and space which is beneficial to some extent. Those studies
suggest that ideal systems should classify students and should also provide nec-
essary amount of learning materials that are tailored for the individual student’s
needs. The ‘one size fits all’ philosophy results in too much information for users
and lacks personalization [4]. However, personalization can bring improvements
in Learning Management Systems (LMS). According to [7], LMS in this cat-
egory do not satisfy the constraints to develop and manage contents to meet
the demand of learning institutions. Moreover, most LMS do not provide com-
plete learning solutions [20]. They are unable to provide adequate mechanisms
for maintaining consistent instructional presentation or adapting that content
to the needs of students. E-learning mode of training is touted as a solution
to the above issues. However, student imprecise decision making nature is not
managed—hence losing many of them in the process.

According [1], the Semantic Web based on semantic web-rule language
(SWRL) rules, providing knowledge representations formats—Resource Descrip-
tion Framework (RDF)1 and ontology—is already entrenched in e-Learning
applications. Features such as formal taxonomies expressed with web ontology
languages RDFS and OWL,2 with rules represented using the web rule language
RuleML,3 have been used in the representation and the dynamic construction
of shared and re-usable learning content [14].
1 http://www.w3.org/RDF/.
2 http://www.w3.org/TR/owl2-overview/.
3 http://ruleml.org/.

http://www.w3.org/RDF/
http://www.w3.org/TR/owl2-overview/
http://ruleml.org/
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Social networks are among the emerging technologies which can be tapped
into when developing education portals. They can provide a platform for
exchange of information, and communication between authors, teachers, and
educational institutions [21,39]. These network platforms allow for “combining
educational portals, ontologies, and search agents with functions such as Web
mining, and knowledge management to create, discover, analyze, and manage
the knowledge of different domains presented in educational material” [22].

Multiple aspects of e-Learning have been addressed by techniques involving
fuzziness. Fuzzy-based methods are used for user profiling, determining students’
profiles, evaluating quality of e-Learning systems, as well as enhancing their
capabilities. In [19], fuzzy terms were used to describe pedagogical resources as
well as users’ profiles.

It is apparent that a proper representation of data and adequate processing
of information are necessary steps leading towards knowledge-oriented systems.
The ability to find and represent different types of relations between pieces of
information is a necessary condition for creating semantically conscious applica-
tions. This semantic awareness allows for more accurate identification of relevant
information. At the same time building any type of system that interacts with
a human requires ability to handle imprecision and ambiguity. In this regard we
believe that the application of fuzziness and approximate reasoning creates a
promising avenue of introducing human aspects to software systems and could
lead to the development of more human-conscious-like systems. This aspect is
apparently missing in the reviewed works.

3 Concept

Ultimately, our work aims to develop a detailed architecture for development
of human-centric adaptive e-learning models. For human-centric aspects to be
realized, utilization of fuzziness and approximate reasoning that are able to
express and process ambiguity and imprecision—two very characteristic features
of human selection and decision-making activities—is needed. We suggest that
combining these techniques with RDF and ontology-based representations of
knowledge and elements of social networks—blogging and tagging—can lead to
a new way of designing e-Learning Systems. Moreover, development of such a
system can be a basis upon which to draw conclusions of immediate practical
relevance to creation of such applications.

Different from other approaches reported in the literature, this paper con-
siders uncertainty aspects of human nature as imprecision, insufficient available
information, and approximate reasoning in order to ensure engaging and comfort-
able, yet practical and efficient learning environment. Key issues of the proposed
architecture include: (1) undisputed ambiguity and imprecision of information
provided and used by humans; (2) multiplicity of sources of information influ-
encing the content and (3) the form of course materials that has the following
components:
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– Personal preferences and feedback, i.e. a student’s goals and learning style,
as well as the student’s involvement in content annotation, tagging, and con-
tributions to blogs;

– Required material, suggestions, and constraints provided by instructors;
– Feedback, content annotations, notes, and evaluations contributed by peer

students.

These information sources are often ambiguous. However, they determine rel-
evant components of domain knowledge, greatly influencing the choice of the
teaching material considered most appropriate to the student. A variety of ways
exist for performing this selection process with varying levels of accuracy and lev-
els of importance assigned to each of these sources. For instance, in courses that
are fundamental and need a rigorous approach, the suggestions and constraints
imposed on the content by instructors will have higher priority, influence, and
precision than preferences provided by the student, as well as the feedback pro-
vided by peer students. Construction of course materials becomes flexible with
adoption of such approach.

4 Methods and Techniques

4.1 Fuzziness and Semantic Web

Fuzzy theory has proven advantages for dealing with imprecise and uncertain
decision situations and models human reasoning in its use of approximate infor-
mation [34]. Incorporating fuzzy logic in students’ decision-making techniques
can address the problem on unreliability due to insufficiency in amount of infor-
mation students have at the point of making decisions. Fuzziness provides a
unique approach for dealing with the very human concept of imprecision. Abil-
ities to use such imprecise terms as much, so-so and linguistic quantifiers like
more than, most, least, any make fuzzy-based methods most suitable for dealing
with human evaluation of different items and their description. Fuzzy set theory
implements grouping of data with boundaries that are not distinctly defined.
This leads to a critical aspect of fuzziness which is its ability to express levels
of membership of terms to specific concepts. Using fuzzy-based mechanisms for
processing and reasoning, deduction of new facts and their levels of belonging to
specific categories, as well as precision levels of their descriptions is possible.

Software technologies can provide a comprehensive approach to knowledge
representation. Ontology is the basic framework usable in representation of con-
cepts, their definitions and instances, in addition to how the concepts are linked
and dependent on each other. In some contexts, ontology definition uses the
concept of Resource Description Framework (RDF) represented in triple as the
foundation of knowledge representation. In this case, the triple is in the form
of subject-predicate-object, where: subject identifies the object being described;
predicate is the piece of data in the object that a value is given to; and the actual
value of the attribute is the object. For instance, the triple ‘Anne loves movies’
has ‘Anne’ as its subject, ‘loves’ as predicate, and ‘movies’ as object.
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The process of tagging is simply labeling or annotation of resources [18]
which is performed by users that use tags to easily and freely and without any
knowledge of any taxonomies or ontologies annotate resources. These tags are
used to represent those strings considered by users, appropriate descriptions
of resources. On the other hand, resources could be any items that have been
posted and are accessible by users and can lead to an interesting way of describing
resources [24,34]. Those technologies are applied to design and develop elements
and features of adaptive e-Learning models.

4.2 Categorization of Students

Another very essential aspect of this work is the identification of categories of
students. All students have different learning traits. The differences have been
categorized by educators as learning styles, cognitive styles, multiple intelligences
or cognitive traits. In creating adaptive learning systems, two approaches have
been used: (1) at the outset, cognitive/learning styles are assessed and then
the system is presented to match the students’ profiles, or (2) having no preset
initialization of the system, only allowing adaptations to occur based on the
students’ use of the system. A test of both approaches is necessary in order
understand their advantages and disadvantages.

For the former approach, the exact method for characterizing student pro-
files is the subject of debates by professionals in education sector. This has been
so because some student assessment approaches rely on cognitive style mea-
sures arising from psychological theory [29], that is, as discussed in [22], mea-
sures of general cognitive tendencies or approaches that endure across numerous
types of stimuli. Other assessments modes focus on learning styles, categoriza-
tions of students’ preferences in educational contexts and finally, some methods
employ the measurement of basic cognitive traits (e.g. working memory capac-
ity) as a means to predict what material and style of presentation is desirable
for a particular student [12]. From a theoretical standpoint it appears none
of these approaches have been unchallenged in regards to their validity and
reliability [29].

From the foregoing, the inconclusive nature of research in these areas is vivid.
To address this state of affairs, this paper proposes creation of coherence between
the initially derived student profiles and the mechanisms for updating their pro-
files which already exist within a particular adaptive system. A choice of a cog-
nitive style measure that reflects the specific mechanisms in the adaptive system
created in this work is taken. This is necessitated as it makes it possible to be
modified in a bid to limit the demands of assessment on the student in the initial
phase of using the system. Furthermore, for the assessment of the structure of
content, the holistic/analytic dimension on the Cognitive Styles Analysis (CSA)
[26] is relied upon.
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4.3 Representation of Course Material

Students are able to experience new interaction mechanisms with the learning
environment with the proliferation of digital technology systems in education.
In this regard, of great importance to the teaching process is the effectiveness of
digital media. This paper explores how digital representation of material selec-
tively extends but also constrains what a student sees, experiences and has access
to, and how it enhances but also shapes instructors’ representations and presen-
tations of their knowledge in an e-Learning system. Some of the critical parts
of a learning process in whichever level of education are activities such as tak-
ing notes, marking important and/or difficult parts of presented materials, and
writing feedback comments (i.e. confirmation, corrective, explanatory, diagnos-
tic, and elaborative information). The proposed framework is equipped with a
number of techniques and methods, such as content annotation, blogs, and tag-
ging, to allow users to label the teaching material and provide their opinions
about its content with particular emphasis put on the use of nonintrusive ways
of inputting information, for instance, via voice.

Information provided by users is stored using the knowledge representation
schema based on ontology and RDF triples. Algorithms are used to process users’
inputs and to annotate course materials with terms and keywords reflecting
users’ opinions and notes.

4.4 Personalization and Context Dependence

One of the essential challenges of e-Learning systems is to satisfy students’ needs
and preferences. It is of critical importance to be able to properly elicit and store
information about students, their likes and dislikes, and what kind of meth-
ods, techniques and media they enjoy during learning activities. The techniques
should ensure utilization of two types of information:

– Student’s needs, what he/she already knows, his/her goals, things already
done, things left to do, timing, ability to learn, ways of learning, most suitable
media (slides, notes, short lectures);

– Current context, such as: time of a day, an amount of time a student can
spend, place, ability to listen or watch. Special mechanisms and techniques
are used to keep track of things that work for the student, i.e. likes, comments,
and information about favorite instructors.

All information about an individual student is stored in a specialized ontology.
Such ontology is created and maintained for each student. The mechanisms that
support storing imprecise (fuzzy-based) information are developed. Students are
able to provide their priorities regarding needs and preferences in a suitable form.
Special mechanisms for estimating relevance of that information are proposed
and validated.
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4.5 Instructors’ Input Mechanism

The involvement of instructors in the education process is irreplaceable. There-
fore, the proposed framework provides a number of ways that an instructor can
monitor students’ activities and act accordingly. Instructors are able to query the
system for items related to available materials and students taking their courses,
as well as read comments provided by students and related to the material they
prepared. The system also allows instructors to enter answers to students’ ques-
tions, suggest alternative material to students, and correct them.

4.6 Individual and Collaboration-Based Material Selection

The process of selecting most suitable lecture materials, i.e. choice between mul-
tiple versions, multiple sections, multiple media, etc., is the most critical part
of any AeLModel-based system. Multiple sources of information about lecture
materials have to be evaluated and ranked based on:

– Multiple criteria provided by the student, including student’s goals and profile
(preferences, likes/dislikes), as well as comments and notes given to similar
course materials;

– Instructors’ suggestions, recommendations, and constrains, including instruc-
tors’ notes, observations and expertise, are used as important selection
criteria;

– Multiple evaluations of possible material, including the process of collecting
students’ feedback via social software methods, lead to an extensive anno-
tation of material; also a schema for integrating annotations and extracting
most common opinions is required; those opinions play the role of criteria
during a selection process.

The proposed selection methods mimic human-amenable aggregation processes
from students’, other users’, and instructors’ points of view. The levels of impor-
tance are taken into consideration. The methods have to deal with impreci-
sion information (evaluations, criteria, annotation), different priorities, and con-
straints. This paper examines the following aggregation approaches: fuzzy-based
methods; evidence theory; different aggregation techniques including linguistic
based aggregation. Overall, the proposed selection mechanisms perform decision-
making tasks taking into account:

– What the instructor thinks is important;
– What is important for the student;
– What peers think is important.

5 Description of the Learning System

The architecture of the AeLModel-based system is presented in Fig. 1. In a nut-
shell, the system knows what the student wants (student’s profile) and likes
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Fig. 1. Architecture of AeLModel-based system

(annotations, blogs, tags), knows what instructors suggest and recommend (mod-
ifications, suggestions, annotations, blogs, tags), and knows what peer students
say about available material (annotations, blogs, tags). Based on that knowl-
edge and syllabi, the system provides the student with most suitable alternatives
regarding sets of education material. The system allows students to make notes
and record opinions. At the same time instructors have the ability to monitor
the student and provide modifications and additions to the material the student
is currently using.

In order to accomplish that, all the tasks performed by the system are divided
into three categories:

– Multi-domain annotation of course material stored in a repository combined
with techniques and methods of extracting important options based on tag
clouds, blogs and students’ notes; instructors’ suggestions and constrains are
also used to annotate available material;

– Personalization that leads to creation and updating of student’s profile that
contains information about student’s preferences, needs, likes or dislikes;

– Prioritization-based multi-criteria selection that performs selection of most
suitable material based on student’s profile, peer students’ opinions, and
instructors’ inputs.

The annotation activities are presented in Fig. 2. All annotation is performed
on course material stored in the repository of the system, and it reflects three
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Fig. 2. Annotation activities of AeLModel-based system

domains (dimensions): students’, instructors’, and knowledge relevant to course
topics.

The students-wise annotation is supported by such processes as identification
of concept and keywords in annotations and blogs, as well as analysis of tag-
clouds. The instructor-wise annotation takes into account all requirements and
recommendations provided by instructor. The domain-wise annotation leads to
annotation of all repository materials with terms originated from specific knowl-
edge domains.

In the end, all materials are annotated with three types of terms originated
from three sources of annotations. The personalization activity is also shown in
Fig. 2. It uses results of the same process as annotation: concept and keyword
identification and analysis of tag-clouds to extract information that is related to
a single student. This information is used for updating of the student’s profile.
Both annotation and personalization process are continuously performed to keep
annotations and profile up-to-date.

The multi-criteria selection mechanisms are presented in Fig. 3. The first
step in the process selects a few sets of alternative materials. The selection uses
the annotated course material and is based on student’s needs and goals and
provided syllabi. An important element is extraction of evaluations of those
materials done by other students. The last and most important step of selection
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Fig. 3. Selection processes

is identification of the most suitable material. This step relies on a number of
different decision-making methods that are able to deal with multiple criteria
with multiple levels of priorities [35], imprecise information and human-amenable
aggregation of evaluations [23,25]. These processes can use different sources of
information, for example RSS-feeds, and different analysis techniques including
formal ones, for example FCA [16].

6 Model Evaluation and Results

6.1 AeLModel Evaluation

Model evaluation is a critical component while developing applications. This
model is evaluated by analyzing the quality and the fidelity that it provides
to fulfill the proposed objective. To accomplish this, a prototype was developed
and used by undergraduate students taking a course in database systems.4 An
experiment was done with 20 Computer Science undergraduate students, who
had experience in e-learning. The experiment was divided into pre-test and post-
test. During the pre-test stage, the students were allowed to use the AeLModel
application for learning the database systems course. To do this, the application

4 The prototype software is available from the authors upon request.
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Table 1. Questionnaire

Q. no. Statement

1 The course material was appropriately adapted to my profile

2 The course material content was suitable to me

3 The course material was available in the device I was using to access it
and was in the right format

4 This model was helpful in my learning and can be useful in online
learning (within or outside the premises)

5 This model stirred in me greater interest to learn

6 I could understand easily the content displayed

7 The model can facilitate independent study in disregard to location

8 It was easy to use the model

9 Access of learning material through the model was quick

10 My learning experience was better using the model than other modes I
have previously used

was installed to both mobile (Android) and laptops with internet access, and
these were given to the students. These devices using web services accessed the
course materials stored in a repository. For the post-test, at the end of the
semester, participants were asked to fill a questionnaire developed based on the
work in [28] in regard to the suitability of the model in answering the research
question. Ten statements were worded, and the students rated them using a
Likert scale [15]. The scale had five (scoring) choices: ‘completely agree’ (5),
‘agree’ (4), ‘neutral’ (3), ‘disagree’ (2), and ‘completely disagree’ (1).

We employed the Cronbach alpha method [10] to test the reliability of the
questionnaire administered. This was important as it allowed estimation of the
correlation between the responses given by participants. According to [10,11]
reliability test results should be more than or equal to 0.7 for them to be accept-
able. For our survey the test resulted in 0.8, confirming its reliability. Tables 1
and 2 present the statements in and the results obtained from the survey respec-
tively.

The formulated statements are shown in Table 1. In Table 2 they are repre-
sented in the first column, followed by percentages of responses by participants
to each item in the following columns, in regard to the Likert scale. For better
analysis of the responses, weight average value (WAV) of the items was calcu-
lated. The greatest satisfaction to students when they use the model is shown
when the WAV value is closer to L(5), while a value closer L(1) indicates the
satisfaction level in reverse. For this survey, WAV values were greater than L(3),
indicating approval of the model by the students and that they were satisfied in
using it.

Results from this survey show that the statement regarding ‘presentation’
(Q.2) scored lowest. However, its value of 3.32 is above mean and satisfactory
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Table 2. Percentage of responses computed from the Questionnaire, with
WAV = weight average value = (5A+ 4B + 3C + 2D+ 1E)/12, where A, B, C, D, E are
the number of responses in Likert scale L(5)–L(1) with 12 interviewees according to
[38]

Response L(5) L(4) L(3) L(2) L(1) WAV

Q.1 26 67 7 0 0 4.17

Q.2 7 54 16 16 7 3.32

Q.3 24 66 7 2 1 4.16

Q.4 59 23 9 1 8 4.26

Q.5 48 48 1 0 1 4.49

Q.6 48 24 24 2 0 4.24

Q.7 44 32 18 6 0 4.09

Q.8 15 65 18 2 0 4.01

Q.9 16 66 17 0 0 4.00

Q.10 40 40 10 3 7 4.09

as it is closer to L(5) than L(1). These results also show the summary of affir-
mative responses from participants regarding the use of AeLModel. It is shown
that there are high incidences of ‘agree’ and ‘completely agree’ as responses for
statements Q.5 and Q.6 essentially explaining the enhancement of the students’
personal interest and understanding by the model. The usability characteristic
of the model tested by statements Q.8 and Q.9, was approved by majority of
the participants, although it also obtained the highest number of users that were
neutral. This could be associated with the fact that a significant number of par-
ticipants considered that this being just an experiment and the time frame, it
would not have been appropriate to evaluate this feature. Notably, adaptation
and performance represented by statements Q.1 and Q.9 respectively was good
and therefore students who participated in the survey were satisfied with the
model. Finally, most participants were satisfied with statement Q.10, stating
that the model eased their learning process.

It is noted that our survey employed a relatively small sample and used
the Likert scale as a non-parametric scale. Two samples were formed: one with
concordant responses (‘completely agree’ and ‘agree’) and the other discordant
responses (‘completely disagree’ and ‘disagree’). Due to this, the Mann-Whitney-
Wilcoxon test [2] was applied to determine the distribution similarity level
between the samples using 0.05 as value of significance. Furthermore, the use
of R,5 a statistics software, resulted in the negative. Consequently it is shown
that the model of distribution followed by the two sample groups is dissimilar.
This means that sample values are independent, effectively showing that infer-
ence of any conclusion about one sample that does depend on the results of the
other sample.

5 http://www.r-project.org/.

http://www.r-project.org/
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7 Conclusions

One of the strengths of the proposed architecture for development of e-Learning
systems is its multidisciplinary nature. This work leads to interesting results in
several important areas:

Ontology and RDF triples: those are new and conceptually challenging forms
of knowledge representation; activities related to adaptation of these forms to
e-Learning systems and their integration with interactive systems should lead
to improvements in system’s abilities to store, access and analyze information;

Blogs and tagging: incorporation of these activities with e-Learning systems
should improve agility of e-Learning systems and their ability to absorb users’
feedback, additionally their integration with new forms of knowledge repre-
sentation should lead to a better analysis of information embedded in blog
posts and used tags;

Fuzziness and multi-criteria decision making, as the core technologies of
the framework, should play an critical role in the process of creating more
human-centric systems; at the same time the framework should provide an
evidence of necessity of application of these techniques to development of
real-world system able to support users’ activities in a personalized way; the
combination of fuzziness with the new forms of knowledge representation
(ontology and RDF triples) should increase the presence of CI technologies
on the Web.

The proposed e-Learning architecture constitutes a very important step towards
direct application of fuzziness and new forms of knowledge representation to
‘real world’ needs of e-Learning systems. The architecture also addresses the
challenges imposed by human-centric systems.
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Abstract. Bayesian Networks and Machine Learning techniques were
evaluated and compared for predicting academic performance of Com-
puter Science students at the University of Cape Town. Bayesian Net-
works performed similarly to other classification models. The causal links
inherent in Bayesian Networks allow for understanding of the contribut-
ing factors for academic success in this field. The most effective indicators
of success in first-year ‘core’ courses in Computer Science included the
student’s scores for Mathematics and Physics as well as their aptitude for
learning and their work ethos. It was found that unsuccessful students
could be identified with ≈91% accuracy. This could help to increase
throughput as well as student wellbeing at university.
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1 Introduction

In the past two decades, the broader field of Educational Data Mining (EDM)
has developed into a respected and extensive research field [4]. According to the
EDM website,1 EDM can be defined as “an emerging discipline, concerned with
developing methods for exploring the unique types of data that come from educa-
tional settings, and using those methods to better understand students, and the
settings which they learn in”. Using EDM for prediction usually involves devel-
oping a model which accepts certain variables (factors affecting the prediction)
and outputs an expected result for the predicted variable [3].

EDM, specifically machine learning techniques, can be used to explore fac-
tors contributing to the success of high school applicants for the bachelor of
computer science curriculum (BSc(CS)) at the University of Cape Town (UCT).
While the graduation rate of computer science (CS) majors at the UCT has
been reasonably good over the past decade, there is a strong desire to improve
throughput and time-to-graduation. Furthermore, in the South African context,
UCT needs to consider social redress when admitting applicants. An accurate
1 http://www.educationaldatamining.org.
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model to predict student success could allow UCT to continue along its path of
social transformation while maintaining and indeed improving levels of success.

Available literature shows that one of the best predictors of academic suc-
cess at university relates to the marks attained thus far in a student’s academic
career [17]. However, when using secondary-school marks to predict university
performance in South Africa, this may not be the case, because the basic educa-
tion system in South Africa is worse than “(almost) all middle-income countries
that participate in cross-national assessments of educational achievement” as
well as “many low-income African countries” [18]. The South African Depart-
ment of Basic Education categorises schools into quintiles according to socio-
economic status, where Quintile 1 schools have the least resources and Quintile
5 schools the most. Independent or private schools are usually well resourced;
the term may also refer to some schools with a non-government syllabus that
are poorly resourced (e.g. some missionary schools). For this paper, 90% of the
independent schools considered are private and well-resourced.

Fig. 1. Average grade-9 test scores for TIMSS middle-income countries, 2011 [18]

Figure 1 shows the disparity in the average mathematics performance of
South African school-pupils in different quintiles. A positive correlation exists
between quintile and academic performance i.e., in general, the poorer the school,
the worse a student’s performance in mathematics and science [18]. However,
since the quality of education is so varied, a pupil in a lower quintile school may
have a greater aptitude for independent learning and/or a better work ethos
than a student from a higher quintile school who achieves similar marks.
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Another potential factor is the South African province in which a school is
located, due to differing standards of education between the provinces in this
country. Repeatedly this difference plays a role in the annual Matric pass rates,
drop-out rates and skills obtained (e.g., literacy) [18].2 Furthermore, emotional
difficulties associated with relocating to a new city may affect academic perfor-
mance [1]. More than just matric marks, these are potential factors that could
also contribute to a more effective prediction model.

This paper aims to explore Bayesian Networks (BN) and Machine Learning
(ML) techniques to predict success in the BSc(CS) degree at UCT. Available
data included applicants’ Matric scores, National Benchmarking Test (NBT)
scores, the quintile of their school, and the province in which it is located.

The remainder of this paper is set out as follows: Section 2 reviews related
literature on predicting academic performance. Section 3 explains the machine
learning methods used in this paper. Section 4 describes how the data was trans-
formed and the model constructed. Section 5 discusses model evaluation and
results achieved. Section 6 covers limitations and future work, and Sect. 7 con-
cludes.

2 Related Work

As explained in [16], predicting academic performance of students “is one of the
oldest and most popular applications of DM (Data Mining) in education” [16].
The most prevalent prediction models include: Decision Trees, Neural Networks,
Näıve Bayes, K-Nearest Neighbour, Support Vector Machines, Random Forests
and Bayesian Networks [4,17]. Bayesian Networks can handle missing values and
have the ability to be queried and give answers that explain their predictions [10].
This allows further enquiry into the causal links between academic success and
the predictive variables, i.e., Bayesian Networks are ‘white-box’ models [20]. This
will be crucial for explaining and understanding the predictions of a Bayesian
Network model over the typically ‘black box’ machine learning methods, such as
Neural Networks, which do not offer any clear explanations for their predictions.
A similar justification is made for using the Decision Tree, Näıve Bayes and
Random Forest models as benchmarks for the Bayesian model, i.e., out of the
remaining approaches, these model are the easiest to understand [20].

Various papers have compared the predictive performance of these models.
The following examples provide a brief overview of the field. Nghe et al. com-
pared the accuracy of Decision Trees and Bayesian Networks in predicting the
academic performance of over 21,000 graduate students at two different tertiary
institutions [13]. Variables included were grade point average (GPA), prior insti-
tution rank, and other factors. They found that Decision Trees were slightly more
effective than Bayesian Networks (76.3% vs 71.2% accuracy). Similar results were
obtained by [12] for 826 CS students over seven years at the University of the
2 In South Africa, ‘Matric’ is name of the formal qualification level of pupils who have

passed their secondary school (high school) education after school-year 12 before
university—somewhat similar to the Austrian ‘Matura’ or the German ‘Abitur’.
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Witwatersrand in South Africa [12]. Their Decision Tree model outperformed
the Näıve Bayes algorithm with accuracies of 84.5% and 78.9%, respectively.
However, those studies investigated different questions: [13] predicted success
of students enrolled in post-graduate programmes as well as 3rd-year students’
success from their 2nd-year results, whereas [12] predicted 1st-year final grades
based on 1st-year 1st-semester results.

According to [14], the Näıve Bayes classifier (76.7%) outperforms Decision
Trees (73.9%) and Neural Networks (71.2%) in predicting 1st-years’ academic
success in Business Informatics [14]. However, their data set had only 257 student
records. More recently, Asif et al. produced similar conclusions with their data set
of 200 undergraduate students when predicting future performance [2], however
with a bigger difference in the accuracy of the compared models, (Näıve Bayes:
83.7%, Decision Tree: 66.0%).

While there are further papers exploring such topics, their results produced
are always similarly varied. It thus appears that the accuracy of prediction mod-
els is highly dependent on the variables selected, the question addressed, and
the context of the investigation. Consequently it seems necessary to investigate
specifically Bayesian Network prediction of CS student performance at UCT,
and to compare the accuracy with other techniques.

3 Methods

Classification is the assignment of a label or category to a sample of data based
on a number of variables [11]. In particular, supervised classification allows a
model to learn how to classify some attribute of unknown data samples from
labeled data samples [14]. The chosen attribute for classification is known as the
‘target’ variable. There are various methods to address this problem. The four
machine learning methods used in this paper are defined and briefly explained
below.

3.1 Bayesian Networks

A Bayesian Network is a directed acyclic graph representing a particular domain.
Each node of the graph represents a variable from the domain. The nodes are
connected by arcs which represent the dependencies between variables. Each arc
is assigned a weight using

Bayes Theorem [11]: P (A|B) =
P (B|A) · P (A)

P (B)
.

Bayesian Networks can be used for a wide range of applications including rea-
soning, analysis, diagnosis, risk assessment and evaluation [11]. Bayesian Net-
works are particularly useful for classification tasks as they provide an explana-
tory model, in contrast to techniques such as neural networks. Constructing
a Bayesian Network requires the assumption of the Markov property whereby
“there are no direct dependencies in the system being modeled which are not
already explicitly shown via arcs” [11]. It holds for causal and predictive models.
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Näıve Bayes. The Näıve Bayes classification technique uses a Bayesian model
where the target variable is the parent of all the predictor nodes, i.e., these
models assume independence between every predictor variable [11]. Even with
these assumptions it is still an accurate and efficient prediction model for many
problems [11].

3.2 Decision Trees

A Decision Tree uses the concept of information entropy to divide the classifi-
cation into subproblems which are simpler to solve. Each node’s section of the
input space is recursively divided into subsections through its descendants. A
node with no descendants indicates a prediction made by the model. Thus the
higher up in the tree an attribute appears, the more influential it is in dividing
the data. When passed a set of input variables, it can produce an expected clas-
sification based on the tree that it has learned. There are a variety of algorithms
which use training data to construct these trees such as the C4.5 [15]. Tools
exist which automatically invoke this algorithm such as WEKA’s J48 classifica-
tion filter [9].

Random Forests. Random Forests construct multiple decision tree classifiers
that are trained on different subsets of the data with independent random subsets
of the features of the data [6]. Once numerous trees have been constructed, the
model classifies a data input by outputting the most popular decision, i.e., the
class chosen by the majority of the trees [6]. This method can reduce the ‘over-
fitting’ of data that can occur with Decision Tree classifiers [7].

4 Experimental Design

4.1 Data Pre-Processing and Analysis

The data set used in this paper covered a cohort of 783 students who were admit-
ted into the CS major at UCT between 2007 and 2016. The term ‘graduateCS’ is
used for students qualifying with a BSc(CS); others, who are not ‘graduateCS’,
may graduate with another major instead.

The CS major at UCT is a three-year programme consisting of six ‘core’
CS courses as well as a mandatory first-year course in mathematics. CS entrant
numbers are increasing annually and most courses have consistent pass rates
with no clear trends.

UCT offers an option for weak or under-prepared students to complete the
same BSc degree over four rather than three years (Extended Degree Pro-
gram: EDP). CS students are expected to complete Computer Science courses
CSC1015F and CSC1016S as well as Mathematics MAM1000W in their first
year. EDP students take extended versions of these courses ‘stretched’ over two
years. Consequently, a student who is likely to fail at least one of the three
required first year courses should be encouraged to join the EDP. In this context
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we define ‘at-risk’ as ‘likely to fail CSC1015F, CSC1016S or MAM1000W’. On
average 58.83% of all CS entrants who attempt to complete their first-year in
one year fail at least one of CSC1016S and MAM1000W.

Only ≈15% of all CS entrants receive financial aid. The majority of these
financial aid receivers come from Quintile 4 schools (30%) whereas only 25%
come from Quintile 1, 2, 3 schools (cumulatively).

Table 1. Raw data attributes

Data Context Attribute (Classifier) Data Type

Application Year Continuous

Application: Matric results Mathematics Continuous

Advanced mathematics Continuous

English Continuous

Physical sciences Continuous

Application: NBT results Mathematics Continuous

Quantitative literacy (QL) Continuous

Academic literacy (AL) Continuous

Progress Courses Registered Continuous

Courses passed Continuous

Cumulative GPA Continuous

Financial aid Binary (y/n)

Throughput Time to graduate Nominal

Dropped out (or excluded) Nominal

Course marks for each course Nominal

Secondary school Province Nominal

Quintile Nominal

Table 1 lists the data elements in our data set. The South African Master
Schools list was also used to retrieve the quintile of the applicants’ school. We
anonymised all data before continuing to use them with new anonymous identi-
fiers. A preliminary analysis of the data lead to selecting the input variables and
to determining the state space of each variable. Firstly, ‘AP Maths’ was reduced
to a categorical variable to indicate if a CS entrant had attempted it, since
there are too few data points to make a significant finding with respect to marks
achieved for it. Additionally, by means of regression analysis, scores with high
correlations (above 65%) were averaged and reduced, since these individually
would not provide the model with further information. Secondary school physics
and maths had a 69.8% correlation, and NBT maths and school maths had a
66.4% correlation. NBT AL and NBT QL had a 75.3% correlation. Consequently,
the following reduced variables were introduced: ‘AveSciences’ for science, maths
and NBT maths, and ‘ALQL’ for NBT AL and NBT QL.
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The distribution of the quintile of the schools the 783 CS entrants had
attended was analysed. There were only 9 CS entrants from Quintile 1 schools,
22 from Quintile 2 schools, and 54 from Quintile 3 schools. Consequently, these
quintiles were combined under the new variable ‘Lower’: see Table 2. The quintile
of the school attended by 49 CS entrants could not be determined because of
insufficient information.

Table 2. Computer science intake per Quintile

Lower Quint.4 Quint.5 Priv. Int. No Data TOTAL

# Students 85 61 285 187 116 49 783

% of total 10.86% 7.79% 36.40% 23.88% 14.81% 6.26% 100%

The distribution of the quintiles of the school attended across provinces was
analysed. The majority of students from low quintile schools attended schools
in the Eastern Cape and Limpopo, which are among South Africa’s poorest
provinces. Most students from independent schools came from Gauteng, which
is South Africa’s economically most productive province. Consequently, the
‘Province’ variable was split into the following: ‘Eastern Cape and Limpopo’;
‘Gauteng’; ‘Western Cape’; ‘International’; and ‘Other’.

4.2 Machine Learning Procedure

Before beginning the machine learning procedure, the data had to be split into
training and testing sets to avoid over-fitting. Cross-validation was used to train
and test the models during the machine learning process, whereby the last year
(2016) was kept aside as a hold-out set for evaluation of the final models. The
cohort from each year was used as a fold, e.g., 2007 was used as the test set and
all other years (2008–2015) as the training set in the first fold, and so on. Thus,
there were nine folds in total, one for each of the years between 2007 and 2015.

Measures of Success. CSC1016S is the second-semester course of our first-
year CS degree. It is the first course exclusively required by CS entrants and
justifiably so as it introduces a more theoretical foundation of modern day pro-
gramming with a focus on the Java language. The course introduces concepts
such as memory referencing, inheritance, and data type abstractions as well as an
introduction to data structures with its module on linked lists. These provide a
robust foundation for any construction of CS knowledge and consequently, with-
out it, a CS entrant is unlikely to succeed. Succeeding in the course is defined as
achieving over 50%. The probability of CS entrants passing this course was found
to be 95.53% and their chance of graduating in CS if this course was passed was
55.8%.

MAM1000W is the first-year mathematics course and is the first-year course
for Mathematics majors. It introduces “fundamental ideas in calculus, linear
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algebra, and related topics” [19]. The broad scope of Computer Science requires
not only an understanding of these topics, but also fluency with mathematical
language and logic. More importantly, MAM1000W requires a far stronger work
ethos than what is required at school. Consequently, successfully passing this
course allows the CS department to discern whether a student will be able to keep
up and succeed in the degree. Succeeding in MAM1000W is defined as achieving
over 50% marks for the final course result. The probability of CS entrants passing
MAM1000W was found to be 57.39% and their chance of graduating in CS if
they passed MAM1000W was 93.64%.

Furthermore, passing all core first year courses (CSC1015F, CSC1016S, and
MAM1000W) required for a major in CS on first attempt shows proficient under-
standing of foundational knowledge for CS as well as an ability to cope with vast
jumps in course load and difficulty. Consequently, passing these courses on first
attempt provides an even stronger indication of academic success. It was found
that the chance of a CS entrant graduating in CS having passed these core first-
year courses on first attempt is 97.58%, though their chance of passing them on
first attempt is only 41.45%. This consequently shows a student to be ‘At-Risk’,
or not.

After consultation with CS student advisors at UCT, the following target
variables for prediction were chosen:

1. Passing CSC1016S, i.e., achieving over 50% on first attempt;
2. Passing MAM1000W, i.e., achieving over 50% on first attempt;
3. At-Risk (Failing CSC1015F, CSC1016S or MAM1000W on first attempt);
4. Graduation (eventually, after any amount of time);
5. Graduation (in minimum time as per course-book).

Determining Causal Structure and Parameterization of the Bayesian
Network. The network structure was developed over several iterations of devel-
opment and evaluation with a student advisor.

The variables ‘AveSciences’, ‘AP Maths’ and ‘ALQL’ were included in the
structure, since, as explained above, these are often the most powerful predictors
of academic success. For reasons explained above, both province and quintile
were initially incorporated into the model with links to the Matric score variables.
It may seem as though one’s school’s quintile would be highly correlated with
their financial aid state; however, as shown in Sect. 4.1, financial aid is received
in fairly equal proportion by CS entrants from all quintiles.

When considering the causal relationships between the variables, it makes
little sense to assume that school marks directly affect university results. Rather,
there must be some more general (earlier) cause of success for both school and
university. Firstly, a student’s success in academic studies is determined by their
ability to understand the knowledge that is being provided to them as well as
their skills to apply this knowledge. Secondly, the strength of a student’s work
ethos will affect their academic performance, too. In a Bayesian Network, these
variables are known as ‘latent’ or ‘hidden’ variables [11]. Similar to any other
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variable in the network, there are causal links that point to and from these nodes.
If a student has a higher aptitude for learning and understanding knowledge, as
well as a strong work ethos, one would expect this to affect the school results
(the input variables) as well as the University results (the target variables).

In parameterizing a Bayesian Network, the training data are used to deter-
mine prior probabilities of each variable; then the conditional and posterior prob-
abilities are calculated [11]. However, by definition, latent variables are unmea-
surable. Consequently, the Expectation Maximization (EM) algorithm was used
to approximate the most likely values for these variables. The algorithm chooses
a value, e, at random to compute the “probability distribution over the missing
values” and iteratively uses a maximum likelihood to determine a new value
e [11]. The algorithm iterates until the maximum likelihood stabilizes.

Upon comparison of results with the Näıve Bayes model, the Bayesian Net-
work was performing suboptimally. Consequently, an iterative process of relaxing
the independence assumptions of the Näıve Bayes was undertaken in order to
find the best performing structure. This may provide greater insight into which
attributes contributed to effective predictions and which introduced noise in the
model.

The Bayesian Network was developed using the Norsys Netica software pack-
age.3 The software also allows for learning latent variables with an EM learning
algorithm.

Discretising Continuous Variables and Selecting Significant Attribu-
tes. Discretising variables for machine learning can “improve the performance
of the algorithm and reduce the computation time considerably” [8]. In order to
determine suitable inflection points for each numeric attribute as well as which
variables were significant, the J48 Decision Tree algorithm was used on each
fold for each model. The resulting trees were then analysed to determine which
attributes were to be included in the Decision Tree as well as what values for
numeric attributes were to be used. From this, various possible sets of data were
produced for each model. After testing each data set, the best performing data
set was chosen. The variables and inflection points found were thus shown to be
contributive to the target variable according to the machine learning algorithm.

While this procedure was conducted to improve the performance of the pre-
dictive models, its outcome is a result itself. These variables and inflection points
are significant as they provide an initial understanding of which variables are
indeed contributive to the target variables, and consequently, to success in the
CS curriculum. This final state space emanating from the data pre-processing,
data analysis and initial experiments is shown in Table 3.

3 http://www.norsys.com/download.html.

http://www.norsys.com/download.html


216 Z. Nudelman et al.

Table 3. Final state space

Attribute CSC1016S MAM1000W At-Risk Graduation Time to Gr.

AveSciences Low (<68)
Mid (68...78)
High (>78)

Low (<79)
High (≥79)

Low (<79)
Mid (79...83)
High (>83)

Low (<67)
Mid (67...83)
High (>83)

Low (<79)
Mid (79...83)
High (>83)

English Low (<71)
Mid (71...83)
High (>83)

Low (<72)
High (≥72)

Low (<64)
Mid (64...76)
High (>76)

Low (<77)
High (≥77)

ALQL Low (<68)
High (≥68)

Low (<71)
High (≥71)

Low (<71)
High (≥71)

Adv. Maths
attempted

Yes/no Yes/no Yes/no Yes/no Yes/no

Financ. Aid Yes/no Yes/no Yes/no

Province Gauteng
Western Pr.
ECLP
International
Other

Gauteng
Western Pr.
ECLP
International
Other

Gauteng
Western Pr.
ECLP
International
Other

Quintile Low, Q.4,
Q.5, Indep.

Low, Q.4,
Q.5, Indep.

Low, Q.4,
Q.5, Indep.

Target
variable

Fail (<50)

Pass (≥50)

Fail (<50)

Pass (≥50)

No (passed

all at first
time)/yes

Yes/no ThreeYears
Over3years

NotGradCS

5 Results and Discussion

5.1 Results

Once the models were constructed and parameterized, each model was tested
using the originally withheld testing set. Sensitivity (TPR) and Specificity (TFR)
were used to measure the predictive power of each model.

Sensitivity :=
TruePredictedPasses

TruePredictedPasses + FalsePredictedFails

Specificity :=
TruePredictedFails

TruePredictedFails + FalsePredictedPasses

The Matthews Correlation Coefficient (MCC) was also used as a useful mea-
sure for model performance on unbalanced data [5]. It measures the correlation
between the actual and predicted classifications for all classes. An MCC of 1 indi-
cates a perfect prediction while −1 indicates complete disagreement. A number
of experiments were done to predict the five target variables identified earlier,
with a focus on predicting At-Risk students. The results are summarized below.

CSC1016S. The Bayesian Network had the highest MCC of 0.38 and the high-
est TFR of 23%. It also had the joint highest TPR of 98.8%.
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MAM1000W. The Bayesian Network and the Näıve Bayes models both scored
the highest MCC of 0.43 as well as the highest TPR of 79%. The J48 and Random
Forest models attained the best TFR with 70%. The models for this prediction
were most effective using only the AveSciences and AP Maths variables as input.
This indicates that all other variables did not influence the MAM1000W result.

At-Risk. The variables used for these models were similar to those used for
the MAM1000W models, with the addition of Matric English scores. The results
for all models for the At-Risk variable are shown in Tables 4, 5, 6 and 7. For
this variable, ‘Sensitivity’ refers to prediction of ‘Not At-Risk’ students while
‘Specificity’ refers to prediction of ‘At-Risk’ students.

Table 4. Performance of the Random Forest for the At-Risk variable

Random Forest Hold-Out Set Average Std.

Specificity 92.42% 90.82% 8.95%

Sensitivity 66.67% 59.70% 13.39%

MCC 61.98% 53.47% 9.30%

F1 84.14% 67.91% 6.71%

Table 5. Performance of the J48 Decision Tree for the At-Risk variable

J48 DT Hold-Out Set Average Std.

Specificity 92.42% 86.92% 13.64%

Sensitivity 66.67% 63.61% 17.58%

MCC 61.98% 53.47% 9.30%

F1 84.14% 67.80% 6.55%

Table 6. Performance of the Näıve Bayes for the At-Risk variable

Näıve Bayes Hold-Out Set Average Std.

Specificity 74.24% 82.40% 18.62%

Sensitivity 70.37% 64.17% 18.71%

MCC 44.54% 49.50% 9.60%

F1 69.72% 65.25% 6.64%
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Table 7. Performance of the Bayesian Network for the At-Risk variable

Bayesian Network Hold-Out Set Average Std.

Specificity 92.42% 59.76% 13.77%

Sensitivity 66.67% 90.64% 9.26%

MCC 61.98% 53.34% 8.77%

F1 84.14% 67.91% 6.71%

Table 8. Confusion matrix showing performance of the Näıve Bayes and Bayesian
Network models on the 2016 cohort

Naive Bayes Classified as Bayesian Network Classified as

At-Risk Not At-Risk At-Risk Not At-Risk

At-Risk 49 17 At-Risk 61 5

Not At-Risk 16 38 Not At-Risk 18 36

MCC: 0.445 Specificity: 74% Sensitivity: 70% MCC: 0.620 Specificity: 92% Sensitivity: 67%

Table 9. Quintiles of misclassified At-Risk students compared to quintiles of students
from full data set. Note the strong %-discrepancy in the ‘independent’ category!

Qunit.1 Quint.2 Quint.3 Quint.4 Quint.5 Indep. TOTAL

# misclassif. stud. 0 1 5 5 16 20 47

% of misclassified 0.0% 2.1% 10.6% 10.6% 34.0% 42.6% 100%

% of all students 1.1% 2.8% 6.9% 7.8% 36.4% 23.9%

Table 8 shows the predictive performance of the Näıve Bayes and the Bayesian
Network for the 2016 cohort. The Näıve Bayes had the lowest TFR of 74.24% on
the 2016 cohort while the Bayesian Network had a TFR of 92.42% and an MCC
of 0.62. The J48 and Random Forest models produced results similar to the
ones of the Bayesian Network. The final Bayesian Network structure is shown in
Fig. 2.

Graduating with CS Major. Similar to the CSC1016S models, each variable
was seen as contributing to the predictions. The Bayesian Network had the
highest specificity of 61% while the Random Forest performed best at predicting
graduating with a sensitivity of 91% and the highest MCC of 0.39.

Time-to-Graduation with CS Major. The Bayesian Network attained the
greatest Minimum Time True Positive Rate of 70% as well as the best MCC
of 0.24. However, the Näıve Bayes had the best True Positive Rate for not
graduating and the Random Forest and J48 were able to predict graduating
in more than minimum time with a true positive rate of 9%. None of the models
was able to achieve satisfactory results in predicting graduating in more than
minimum time.
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Fig. 2. Bayesian Network for At-Risk students

5.2 Discussion

The inadequate accuracy for predicting failing CSC1016S may be a result of
the high (86%) CS entrant pass rate of this course—compared to the 61% CS
entrant pass rate of MAM1000W. The poor results for Graduating in Minimum
Time prediction are less clear; it is possible that there are no signifying features
in the given data to indicate how long a CS entrant may take to complete the
degree. However, this model performed better than the Graduation model for
predicting ‘no graduation’. The Bayesian Network achieved 72% accuracy (on
average with a standard deviation of 10%) compared to 35% (on average with
a standard deviation of 19%) for the Graduation model. Even when using the
same data set as the Minimum Time Graduation model (i.e., the same points of
inflection and variables included) for the graduation model, the results remained
the same. This should be considered in future work.

As far as algorithm performance is concerned, our results were mixed. The
Decision Tree and Random Forest models performed similarly to the Bayesian
Network for achieving a high specificity (92%) for predicting At-Risk students,
while the Näıve Bayes had the highest sensitivity (70%). The findings support
the mixed results from the literature which show optimal performance oscillating
between the Näıve Bayes, Decision Tree and Random Forest algorithms. In ear-
lier studies, the Näıve Bayes model achieved the highest accuracy of 83.65% [2]
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and a lowest accuracy of 76.65% [14]. The best performing Decision Tree was
in [12] (84.46%) and the worst in [2] (66.03%). While few studies used Bayesian
Network for classification, the one which we found achieved an accuracy of
71.23% [13].

Of particular interest is the At-Risk model. All classification models but the
Näıve Bayes performed similarly, with specificities of 92.42%. The prediction
errors of this model can be a result of two causes. Firstly, a False Failure Rate
(FFR) indicates the model predicted CS entrants At-Risk when they in fact were
not. These CS entrants misclassified as being At-Risk would be advised to take
the extended courses in vain. However, the second and more pressing source of
error is the False Passing Rate (FPR). This figure indicates the number of CS
entrants that were classified as Not At-Risk when they in fact were At-Risk, i.e.,
the model failed to recognise those who are in need of assistance. For the hold-
out set, only 5 out of 66 students were misclassified as Not At-Risk. However,
it is necessary to try and analyse these misclassified students and determine if
there is a prominent reason for their misclassification.

Following such analysis we found that a disproportionate number of CS
entrants who were misclassified as not being At-Risk were from independent
schools, specifically private schools, (42% compared to 24% for the full data
set) as shown in Table 9. Contrary to the initial results found in the Bayesian
Network model, attending a private school may be a contributing factor to pre-
dicting academic success. Consequently, future research should include this as a
variable in prediction models. Furthermore, only 8.33% of misclassified At-Risk
students received financial aid compared to 19.8% of students from the full data
set. This is another variable that should be explored in subsequent research.

6 Limitations and Future Work

Our data was limited to CS degree applicants over the last ten years. Conse-
quently there were no data for anyone who changed their major to CS or who
took CS courses as electives. If larger data sets were used, the models evaluated
could have been more accurate or realistic. Additionally, the CS department at
UCT has a very limited number of applicants who attend lower quintile schools
as well as applicants who are on financial aid. This resulted in the data being
biased towards CS entrants in higher quintiles and thus an accurate reflection
of success of these categories of CS entrants could not be obtained. Since this
study was conducted with UCT students, the situation might perhaps differ at
other South African universities.

Bayesian Networks use known data to learn conditional probabilities of the
network. Any unknown variable can only be approximated using various algo-
rithmic techniques. Consequently, the variables ‘Aptitude’ and ‘Work Ethos’
in the Bayesian Networks may not be realistic or accurate and their addition
should be further explored. Future studies into this specific topic should focus
on understanding the effect of different partitionings of the state space for differ-
ent variables to try and attain a more nuanced understanding of the contributing
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factors of performance. As an example, initial experiments show that using a pass
mark of 51% can have a substantial impact on predictive performance.

Finally, while financial aid and quintiles initially seemed to have no effect
on the predictive performance of the models, analysis of misclassification of At-
Risk students suggested that financial aid and quintile indeed affects the models’
results. Hence, further studies should explore the inclusion of these factors (pos-
sibly with different partitions) in the experiments.

7 Conclusions

Comparatively, Bayesian networks do not outperform other classifiers, but can
attain a similar performance to other classifiers. However, the usefulness of a
Bayesian Network does not lie solely in its ability to predict classes. Its visual
nature provides insight and greater understanding into the causes of success and
the contributing factors to success. Bayesian Networks have a high potential to
predict students at risk of not passing their core first-year courses in Computer
Science. In particular, failing at least one of the first-year mathematics and
computer science courses can be predicted with a 90.64% accuracy (on average).
This finding justifies the method of identifying At-Risk-students automatically.
Once these students are identified, they can be enrolled in the EDP in order to
improve students’ academic success and graduation throughput.

The key contributing factors were found to be the marks the students received
in secondary school for Mathematics, Science and English, whether or not the
student had attempted the AP Maths subject at school, and their aptitude and
work ethos. It was initially found that in predicting these At-Risk students, the
students’ province and quintile did not play a discriminatory role, though deeper
analysis suggests that more research will be needed to reach a better conclusion
in this matter.

While this paper described the effectiveness of Bayesian Networks to predict
and analyse academic success in Computer Science at UCT, further research is
required to better ‘unpack’ these results as well as to improve the predictive
performance of the underlying models.
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14. Osmanbegović, E., Suljić, M.: Data mining approach for predicting student per-
formance. Econ. Rev. 10(1), 3–12 (2012)

15. Quinlan, J.R.: C4.5: Programs for Machine Learning. Elsevier, Amsterdam (2014)
16. Romero, C., Ventura, S.: Educational data mining: a review of the state of the art.

IEEE Trans. Syst. Man Cybern. Part C (Appl. Rev.) 40(6), 601–618 (2010)
17. Shahiri, A.M., Husain, W., Abdul, R.: A review on predicting students’ perfor-

mance using data mining techniques. Procedia Comput. Sci. 72, 414–422 (2015)
18. Spaull, N.: South Africa’s education crisis: the quality of education in South Africa

1994–2011. Technical report, Centre for Development and Enterprise, Johannes-
burg (2013)

19. University of Cape Town: Faculty of Science Handbook (2017). http://www.
students.uct.ac.za/usr/apply/handbooks/2017/SCI 2017.pdf

20. Xing, W., Guo, R., Petakovic, E., Goggins, S.: Participation-based student final
performance prediction model through interpretable genetic programming: inte-
grating learning analytics, educational data mining and theory. Comput. Hum.
Behav. 47, 168–181 (2015)

https://doi.org/10.1007/978-0-387-21606-5
http://www.students.uct.ac.za/usr/apply/handbooks/2017/SCI_2017.pdf
http://www.students.uct.ac.za/usr/apply/handbooks/2017/SCI_2017.pdf


AgileTL: A Framework for Enhancing
Teaching and Learning Practices Using

Software Development Principles

Wai Sze Leung(B)

Academy of Computer Science and Software Engineering,
University of Johannesburg, Johannesburg, South Africa

wsleung@uj.ac.za

Abstract. Action research is widely accepted in education circles as an
effective practice that brings about change and improvement in the field.
Action research is however not as commonly adopted by teachers (or
lecturers) in their daily practices due to challenges that include a lack
of understanding (in this context, of how to conduct action research), a
lack of time, and the daunting prospect of uncertainty in the classroom.
These challenges are also faced by software engineers when applied to the
domain of software design and development and has been the focus of
much research and methodologies aimed at overcoming these challenges.
One such approach which has seen high uptake is agile software devel-
opment which comprises phases that occur in cycles, a concept that is
central to the theory of action research. The study, therefore, investigates
whether the initial perception of similarities between action research and
agile can be leveraged to guide Software Engineering lecturers in enhanc-
ing their teaching and learning practices more effectively. The result of
this study is a framework that offers lecturers familiar with agile a sys-
tematic approach to improving their teaching and learning using famil-
iar software development methods and principles. While this agile-based
framework is designed with Information Technology lecturers in mind, it
can hopefully be adopted in other disciplines as a framework that uses
agile project management principles to overcome some of the identified
challenges to carrying out action research in the first place.

Keywords: Agile principles · Action research · Teaching and learning

1 Introduction

Lecturers require better support and guidance when it comes to developing and
refining their own pedagogy if we wish to succeed in improving the quality of
education at universities.

Presently, specifically in the African context, there is greater emphasis on the
academic qualifications of lecturers rather than on their pedagogical knowledge
[6]. Primarily, academics are employed not because of their ability to ensure
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active student learning, but because they are experts in their disciplines and can
thus contribute to the institution’s research capacity [1]. The Kenyan Higher
Education Regulator’s 2014 decision to improve the quality of higher education
by enforcing the requirement that all university lecturers hold Ph.D. qualifi-
cations by 2018, for example, was accused of being retrogressive, with critics
insisting that holding a doctoral qualification does not necessarily equate to
research and teaching success [14]. In light of the recent deadline being reached
and the Regulator’s decision to defer the requirement [18], it may be that some
regulatory bodies are arriving at the conclusion that it is unrealistic to assume
that academics are equipped with the necessary skills and knowledge for teaching
and learning success [1].

In South Africa, both the Department of Higher Education and Training
(DHET) and Council on Higher Education (CHE) have acknowledged that suc-
cessful student learning requires quality teaching that will only be attained if
university teachers and academic support professionals are afforded the resources
to develop their knowledge and skills in effective pedagogy—one particular prin-
ciple that is seen to underpin their proposed framework aimed at enhancing
academics, is that university teachers should have agency over their own devel-
opment [1].

In particular, individuals taking responsibility for identifying, reflecting and
addressing their own teaching development needs is considered to provide
stronger yields than being subjected to external prescription [1].

Action research (AR) is one possible strategy that could be employed by
academics to accomplish the aforementioned self-directed teaching development.
This form of research is considered to be so beneficial to one’s own development
of systematic reflection that researchers have argued that it should be introduced
to all teachers, either as part of their training [7] or as part of their mandatory
duties [13].

This is, however, easier said than done. Research into institutions that have
attempted to have their teachers apply AR has shown that chief among other
challenges is the barrier due to a lack of understanding of what AR is and how
it should be followed [5,13]. For academics who receive limited induction into
teaching and are expected to hit the ground running, attempts to encourage
them to try out AR may be met with resistance or disaster.

This paper hypothesizes that the principles of Agile software development
(Agile) represent an alternative approach that Information Technology (IT) aca-
demics (who will likely be familiar with the concept) may follow as an alterna-
tive to AR when it comes to applying some systematic approach to introducing
changes to the way in which they teach. The aim of the paper is thus to investi-
gate the hypothesis above, and in response, develop a framework that would be
suitable for guiding educational action research activities using Agile principles.
Specifically, the study will consider the following sub-questions:

– To which degree do similarities exist between action research and Agile in
terms of their purposes?
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– To which degree do similarities exist between action research and Agile in
terms of the processes that make up their respective cycles?

– What would an Agile approach to enhancing a teacher’s teaching and learning
comprise?

To answer the sub-questions mentioned above, the paper is arranged as follows:
in the following section, the context of the problem is further unpacked by pre-
senting arguments that motivate why an alternative to action research is being
sought. Section 3 will then describe the method undertaken to conduct the study.
This is followed by Sects. 4 and 5 which comprise analyses of the two core topics,
namely action research and Agile software development. The resultant AgileTL
framework is then presented in Sect. 6 before concluding in Sect. 7.

2 Contextualizing the Problem

Traditionally, educational research has been carried out by researchers specializ-
ing in educational theory. Such research is designed to develop theories that are
universal in nature and to devise generic strategies and principles that would then
be put into practice by teachers in the classrooms. Such top-down approaches
provide teachers with the foundational knowledge of how to teach in general.
However, students are unique and so have characteristics and personalities that
differ from one to another. The generic rules thus end up being a source of
frustration to teachers as they do not know how exactly to deal with student
behaviors or responses that deviate from the ‘rule book’ [3].

Where the standard, textbook educational theories cannot be applied, the
teachers as the persons on the ground must be able to devise their own suitable
solution.

As the persons situated in the immediate environment with their students,
the teachers have access to the information regarding what makes this particular
class unique. In order to teach more effectively, the teachers will need to follow a
bottom-up approach in which they learn how to ‘read’ their students in order to
process and correctly identify the problems at hand. Furthermore, they must be
able to construct a suitable response that is appropriate for accommodating the
present group of students [2,3]. Such an approach is also seen to have the added
benefit of liberating the teachers by providing them with a sense of autonomy
[2], an element that was earlier identified as one of the underpinning principles
as identified by the DHET and CHE.

It should be noted that teachers seeking to follow a bottom-up approach
will not be able to do so successfully without the support from their institution.
Research has demonstrated that in addition to a lack of training to help teachers
better understand a bottom-up approach such as educational action research,
other challenges include a lack of support in terms of heavy workloads (hence
a lack of time), and a lack of incentive or motivation for teachers to engage in
action research [5,13,20].
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3 Method

This study aims to test the hypothesis that the similarities between Agile and
action research are such that academics, specifically teachers in the IT (and/or
related discipline), are able to apply their existing knowledge of Agile princi-
ples in their daily teaching and learning practices to improve their pedagogy
systematically.

To do this, we will be carrying out a review of the literature on both action
research and the Agile software development paradigm. The goal is to identify
the overlap between the two in order to develop a framework based on these
commonalities. A qualitative content analysis following a deductive approach will
thus be carried, starting with an analysis of existing literature on both topics. A
deductive approach is applied as the aim is to build on the existing knowledge
pertaining to both topics in order to derive the framework for deployment in a
‘new setting’ [4].

4 Action Research

Action research is regarded as a type of action inquiry, a generic term that
describes any process following a four-phase cycle that entails the following
[2,9,11,17]:

1. Plan: Identify an area for improvement and prepare a plan to practice.
2. Act: Implement the planned improvement.
3. Observe: Monitor and describe what the effects of the action have been.
4. Evaluate: Assess the outcomes of the action, reflecting on the practice and

the process, among other elements of the process.

In essence, action inquiry involves taking some action aimed at improving prac-
tice, and making inquiries on that action (assessing the effectiveness of that
planned improvement) [17], the circumstances, actions, consequences, and result-
ing relationships of which are subject to scrutiny [10]. It provides a systematic
learning process and guides participants into becoming part of a self-critical,
collaborative community [10].

Similarly, the methods of Design Research (commonly considered an Infor-
mation Technology Research Methodology) is seen to involve a similar cyclical
approach in which “knowledge is generated and accumulated through action”.
From this, and several other characteristics, it has been inferred that action
research can be considered an approach in design science [8]. Academics in the
Information Technology discipline should, therefore, find action research (or sim-
ilar) concepts to be familiar.

However, as Tripp has remarked, action research is only “as effective as the
people doing it make it” [17]. Considering that a survey of the staff web pages
of Computer Science departments of South African universities revealed the
number of academics who received formal training in education to be in the
minority, it would be reasonable to assume that IT academics would require
some degree of guidance should they wish to engage in action research to inform
their teaching practices.
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4.1 Educational Action Research

Action research is widely accepted as a prominent method that can be used to
support teachers’ professionalism as it empowers the teachers to develop their
awareness and autonomy in the way they teach and learn [12,13]. It is intended
to improve education through change, and learning from those changes’ conse-
quences [10].

Essentially, teachers seeking to improve their current practices will attempt to
do so by introducing change, observing what the consequences of their change
may be, reflecting on those consequences, and coming up with a revised plan
moving forward. As is the case with all action inquiry research, these afore-
mentioned phases form part of a single cycle in a self-reflective spiral [10]. The
teachers thus become both investigators and participants of their own teaching
contexts [2].

4.2 The Action-Reflection Research Cycle

While the aforementioned four phases represent the commonly-accepted action
research cycle, several researchers have suggested that the start of an action
research project should begin with what some term a ‘reconnaissance’ period,
resulting in the extended Action-Reflection Research Cycle [10,11]. Figure 1 illus-
trates three such cycles, each of which can be broken down into the following
phases [11]:

Reconnaissance:
Observe: Gather initial data of general interest.
Reflect: Identify a concern from this initial data which will be the targeted

problem. Devise a potential solution.
Act: Attempt to solve the identified problem using the potential solution devised

in the previous phase. Monitor both the solution and how the environment
responds to the attempted problem.

Evaluate: Evaluate the progress of the solution (based on what has been mon-
itored in the previous phase).

Modify: Adjust how the solution was implemented (the practice) accordingly.
This may depend on how successful/unsuccessful the attempted solution has
been.

Move in New Direction: Consider other aspects of change that should be
introduced.

For the purpose of our study, we will be comparing the Action-Reflection research
cycle specifically with Agile.

5 Agile Software Development

Borne from the desire to address perceived weaknesses present in conventional
software engineering, Agile software development is regarded as a ‘movement’
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Fig. 1. Action-Reflection Research Cycles based on [19]

that promotes the development of software in a fashion that accommodates
for change at a reduced cost. This feature is particularly attractive given the
dynamic nature of our modern economy [15], where change is inevitable and
traditional software development models such as the Waterfall Model are too
rigid to handle customers’ requests for change without incurring hefty costs.

Specifically, the group of experts who came together to form what would be
called the Manifesto for Agile Software Development identified areas which they
believed required greater attention to developing software better. These included
placing emphasis on individuals and interactions, customer collaboration, and
responding to change.1 Furthermore, the group identified 12 principles which
they regarded were essential to achieving agility.

Such principles have proven to be so versatile that it has been adopted in
non-IT environments that include marketing and education. For example, the
creators of the Agile in Education Compass have made use of Agile’s iterative
approach to making learning cycles more visible.2 Similarly, we demonstrate how
these principles can apply to guide academics in managing their teaching and
learning in Table 1.

The term ‘Agile’ is an umbrella term which can refer to a number of methods
that one can achieve agile (and hence incremental) development with. For the
purpose of this study, we restrict ourselves to discussions of two of the more
popular agile methods, namely: Scrum and Extreme Programming (XP).

1 http://agilemanifesto.org/principles.html.
2 http://www.agileineducation.org/.

http://agilemanifesto.org/principles.html
http://www.agileineducation.org/
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Table 1. How the 12 agile principles can relate to teaching and learning

Agile principle Relevance to enhancing teaching & learning

Our highest priority is to satisfy the customer

through early and continuous delivery of

valuable software

Our students are our customers. It is our highest

priority to ensure that they are satisfied by our

continuous cycles of improvement to our teaching

and learning. This is however not to say that

they dictate what is taught in the classroom, but

rather should be treated as an important

stakeholder in determining how best to present

the content

Welcome changing requirements, even late in

development. Agile processes harness change

for the customer’s competitive advantage

Our students are unique. The way they consume

the information we present to them can vary

from group to group. We should be willing to

embrace change and adapt to their needs

Deliver working software frequently, from a

couple of weeks to a couple of months, with a

preference to the shorter timescale

Deliver results and learning opportunities

frequently so that students are able to gauge

their progress

Business people and developers must work

together daily throughout the project

Our students are our partners in this learning

experience. They are learning from us, just as we

are learning from them (how to be better at

teaching)

Build projects around motivated individuals.

Give them the environment and support they

need, and trust them to get the job done

Present assessments that engage our students.

Ensure that they have the necessary support and

knowledge (or means to find it) to complete the

assignment

The most efficient and effective method of

conveying information to and within a

development team is face-to-face conversation

Read the expressions of the students to get a

better sense of whether they understand the work

that is being presented

Working software is the primary measure of

progress

Use a easily quantifiable measurement to assess

progress

Agile processes promote sustainable

development. The sponsors, developers, and

users should be able to maintain a constant

pace indefinitely

Provide assessments with enough time between

each so that students are able to work on these

assignments

Continuous attention to technical excellence

and good design enhances agility

Promoting quality will ensure that the students

provide consistently excellent work

Simplicity—the art of maximizing the amount

of work not done—is essential

The simplest solution is often the most elegant

one

The best architectures, requirements, and

designs emerge from self-organizing teams

Giving both the lecturer and students autonomy

will encourage excellence

At regular intervals, the team reflects on how

to become more effective, then tunes and

adjusts its behavior accordingly

Ensure that each cycle is not too long. Be sure to

have both lecturer and students reflect on their

progress on a regular basis

5.1 Scrum

As shown in Fig. 2, the Scrum method shares many similarities with the Action-
Reflection Research Cycle. As with action research, Scrum entails phases that
require the developers to identify what changes must be made, how to achieve
this, carrying out the task, evaluating the result, and as the last phase in that
particular run of the cycle, reviewing whether it is satisfactory.

To determine which feature of the overall software project should be worked
on next, the developers and customers maintain a backlog, a list of project
features that will provide value to the customer. Changes from the customer are
introduced via this backlog, with items from the backlog being assigned to a
sprint at the beginning of a cycle [15].
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5.2 XP

Similarly to Scrum, the Extreme Programming process is one that can be broken
into several smaller activities, namely, planning, designing, coding, and testing
[15]. The cycle begins with customers and developers working together to estab-
lish what needs to be developed, and what should be developed during the
current development cycle.

One key concept of XP that bears mentioning is its promotion of pair pro-
gramming. This is where XP recommends that programmers work in pairs at
one computer at a time, with one creating the code while the other ensures the
standard of the code [15]. This is considered to result in the delivery of qual-
ity work and could be regarded as a recommended practice when it comes to
incorporating mentorship mechanisms for teaching and learning purposes.

6 The AgileTL Framework

Having reviewed aspects of both action research and Agile software development,
we now present our proposed AgileTL framework (Table 2) which shows how an
academic can follow the phases of a sprint to manage the introduction of some
change to their teaching and learning practices in the classroom.

In essence, the idea of adopting AgileTL is for IT academics to take on a
more systematic approach to how they introduce changes to their teaching and
learning practices. Rather than introduce changes on mere whims, the action
research-like approach will help them to reflect and adapt their teaching prac-
tices, allowing them to improve, just as action research is intended to.

The following example shows how AgileTL may be applied in the case of an
academic dealing with low attendance:
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Table 2. AgileTL framework

Action research Agile Description/Agile practices

Observe Plan Gather information to get a view of what is
currently happening—as students represent the
‘clients’, feedback should be obtained from them.
Feedback can include their marks (measure of
performance) or surveys in which students are asked
what could be changed to make the work more
understandable. Identify the change that is to be
introduced. Come up with the criteria to be used for
evaluating whether the change is successful/valid

Reflect Design Conduct research to come up with potential
solutions of how to introduce the change

Act Develop Implement the change according to what was
decided in the previous phase. As with Paired
Programming, consider pairing up a less experienced
teacher with a more senior one to foster mentorships

Evaluate Test Evaluate the progress according to the criteria
defined during the Planning phase

Modify Review Assess whether the change meets the requirements of
the goal. If not, restart the current cycle. If
requirements are met, move to the next phase

Move in new direction Launch Change is verified to work and can be implemented
more widely (rest of the class, shared with
colleagues). Move onto new cycle to implement next
change

Plan: An academic notices that class attendance has been low. In a bid to
improve class attendance, they decide to improve this aspect by introducing
some change to the way in which they present the class. At present, they
observe (from headcount figures) that the attendance averages at 65%.

Design: They decide on introducing roll call as the mechanism.
Develop: Attendance registers are passed out during each lecture, requiring

students to sign next to their entry (be it a surname or identifying number).
Test: After two weeks of lectures, the attendance registers are examined, in

conjunction with the headcount figures. It is noted that the headcount figures
have increased slightly but do not match the number of signatures on the
attendance registers.

Review: The change is therefore considered a limited success. The academic
must, therefore, consider other possible approaches to tackle the problem
more successfully.

When it comes to adapting teaching and learning practices to suit student
requirements, AgileTL is similar to the concept of Just-in-Time Teaching
(JiTT).3 However, AgileTL also benefits from the inclusion of the promotion

3 https://jittdl.physics.iupui.edu/jitt.html.

https://jittdl.physics.iupui.edu/jitt.html
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of mentorship when the paired programming paradigm is also adopted. In such
a case, a more senior academic serves as an observer to provide feedback to the
AgileTL practitioner, an activity that is also recommended in action research.

7 Conclusion

There have been calls for measures to improve the support the development of
teaching and learning skills in academics in response to the ever-increasing recog-
nition that academics often lack the necessary training and skills development
to deliver quality teaching.

Based on the literature review on action research and Agile software devel-
opment, we have established that the similarities that exist between the two (in
terms of purpose and processes) are significant, suggesting that IT academics,
familiar with, and applying agile methods, would likely achieve similar, if not
the same outcomes, as if they were to follow action research in attempting to
introduce change to the way in which they teach.

From the perspective of the IT lecturer, the proposed AgileTL framework
is intended to provide a lightweight approach that encourages them to adopt
an action research strategy to their teaching and learning practices by adapting
existing knowledge of the Agile paradigm without having to resort to learning
about action research from scratch.

This paper is part of a larger research project that aims to investigate how
principles in Information Technology can be leveraged to enhance teaching and
learning in a broader context. It is envisioned that Agile methods and practices
can also be applied outside the IT discipline to assist in promoting environments
that not only offer mentoring opportunities in teaching and learning but enable
collaboration in this space to benefit the greater community.

Acknowledgments. Thanks for the support received from the Teaching Advancement
at University (TAU) Fellowship Program, for serving as the driving force behind the
formulation of this project.
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Abstract. Educators in Higher Educational Institutions (HEI) are
under constant pressure to improve their educational practices such as
teaching. Adding to the challenges are the need to expose, and as a
result equip students, with practical real life skills such as project man-
agement. Lack of behavioural aspects (also referred to as ‘soft skills’)
is often identified as main contributing factor to the failure of projects.
Whilst many educational programmes focus on the technical aspects of
project management, the behavioural aspects of project management are
often neglected. In an attempt to address these challenges, an experien-
tial learning approach (ELA) was adopted to expose students to team
dynamics and team roles. The research question was: How effective was
the adoption of an experiential learning approach to introduce students
to the theoretical constructs of team development and the subsequent
roles fulfilled by team members? This question was investigated after
allowing students to complete a team-based activity, whereby students
had to build a tower using straws, sticky tape and cardboard in an
attempt to identify and explain Tuckman’s phases as well as Belbin’s
team roles. The findings of our study, based on survey data completed
by students on completion of their activity, indicated the experiential
learning approach is successful in teaching students the practical aspects
associated with Tuckman’s stages of team development as well as Bel-
bin’s team roles. The lessons learnt from this experience are given as
recommendations to educators to improve the learning experiences asso-
ciated with ELA in the context of project management.

Keywords: Project management · Behavioural skills
Experiential learning approach (ELA)

1 Introduction

It is well-known that most Information Technology (IT) projects do not meet
their objectives [14]. According to [16] as many as nine out of ten transport
projects, six out of ten energy projects, seven out of ten dams and five out of
ten technology projects fail to deliver on their promises. In 2014 the Journal of
African Business devoted an entire special edition to investigate why projects fail
in Africa. One of its contributions was a study by Rwelamila and Ssegawa who
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investigated the role of project management education as main contributing fac-
tor to the failure of project implementation [32] by scrutinizing current project
management educational curricula of seven graduate level programmes focusing
on Southern Africa Development Community (SADC) countries. They identified
(inter alia) the lack of focus on the so-called ‘soft-skills’ when educating project
managers. This view was supported by [9] as one of the fundamental reasons for
project failure, namely the inability of project managers to deal with behavioural
aspects such as interpersonal communication issues, conflict management and
stress management (to name a few) in complex, uncertain and often chaotic envi-
ronments. A study by Ramazani and Jergeas investigated, from the perspective
of current project managers, the areas they have lacked in their project manage-
ment education [30]. Three main areas were identified, namely: critical thinking
skills to deal with complexity; ‘soft skills’ with a particular focus on leadership
and interpersonal skills; and lastly the exposure to real life project management
scenarios to provide contextual experience. It therefore comes as no surprise that
The Association for Project Management (APM) identifies various domains or
knowledge areas in the development of core project management competencies,
namely: technical (‘hard’ knowledge and skills focusing on project planning and
scheduling, to name a few), behavioural (‘soft’ skills such as interpersonal com-
munication and managing teams), and contextual competence (understanding
the environment).1 The discipline of project management therefore should cater
for all these aspects in order to produce good project managers. Although many
authors acknowledge this [1,9,25,30], the challenge remains in the implemen-
tation of educational practices to cater for ‘softer’ requirements [27]. A similar
challenge was recognized at a tertiary education institution in South Africa. This
became evident during the third year practical projects of students completing
a Bachelor of Commerce (BCom) degree in Information Systems as well as the
Bachelor of Information Technology (BIT) degree. There, student groups have
to follow the software development lifecycle (SDLC) to develop a fully func-
tional system according to client specifications. Although the teams managed
their projects relatively successfully according to Gantt chart project schedules,
‘softer’ issues, such as interpersonal conflict, almost always prevailed. As a result,
the need has been identified to educate students on the softer issues of project
management, i.e. behavioural aspects. The obvious starting point for introduc-
ing students to behavioural aspects in project management was the focus on
team dynamics and as a result team roles. An experimental learning approach
was used which sparked the research question for this paper: How effective was
the adoption of an experiential learning approach to introduce students to the
theoretical constructs of team development and the subsequent roles fulfilled by
team members? In answering this question the following two sub-questions will
be answered, too: after completing the activity,

– can students identify and explain Tuckman’s phases?
– can students identify and explain Belbin’s team roles?

1 https://www.apm.org.uk/.

https://www.apm.org.uk/
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The outline of this paper is as follows: the theoretical constructs students are
exposed to are discussed, namely the team development stages of [36,37] as well
as the team roles of [3,4] combined with a review of the literature focusing on
the topic of project management education (various approaches); a description
of our research case and method followed by results from the data gathered; a
discussion of the findings; a conclusion section with a summary of our study
and possible future research opportunities. Although we acknowledge the fact
that the approaches of [3,4,36,37] are well established and relatively old, they
remain widely used, relevant and still serve as the main ‘building blocks’ for
understanding teams.

2 Team Dynamics and Team Roles

Team dynamics refer to the effect internal and external influences have on how
team members respond [29] (p. 287). How team members respond to influences
only becomes evident when there is interaction between team members which has
a direct influence on productivity [29]. The type of interaction can furthermore
be influenced by the development stage of the team (forming, storming, norming,
performance, adjourn) as well the roles played by team members. For example,
teams in the storming stage (as opposed to the norming phase) are more likely
to experience conflict amongst team members when confronted by negative out-
side influences like a decision by management to change the scope of a project.
Subsequently team members fulfilling the team role of completer or finisher will
be devastated to realize that the delivery due date of a project has been moved
forward, whilst the implementer will rather focus on re-adjusting milestones and
the project schedule to meet the new deadline. On the other hand, research
focusing on establishing high performance teams through the influence of dif-
ferent individual team members’ cognitive styles [2] provided valuable insights
into how project teams should be formed. However, the objective of our exercise
was to introduce students on a high level to the various team roles; therefore
it seemed applicable and appropriate to include insights from [3,4,36,37] in the
project management curriculum (as a starting point).

2.1 Stages of Team Development

Tuckman (et al.) published a model postulating five stages of how teams are
development [36,37]. These include forming, storming, norming, performing and
adjourning:

Forming refers to the initial establishment of a new group, i.e. when team
members join;

Storming occurs when team members spontaneously interact with team mem-
bers to establish individual team roles (normally characterised by some con-
frontation);

Norming is characterized by cooperation and cohesiveness amongst team mem-
bers working together to achieve project objectives;
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Performing refers to the stage where project groups are optimally working
together to meet project objectives. This is the stage project managers aspire
to achieve.

Adjourning (and mourning) is the stage where the project is terminated after
the project objectives have been achieved. This stage was revised in 1977 by
Tuckman and Jensen to cater for the fact that team members might regret
their disengagement from the project [37].

The rationale behind the model is that team development can be better under-
stood and managed if project members understand the development stage in
which the project team is. Also, the faster the team can advance through all
the stages the quicker the stage can perform optimally [29]. Cordoba and Piki
postulated that the context in which theoretical constructs are presented are of
vital importance to allow students to reflect on their own abilities and skills [9]—
in this instance in the context of a simulated project management environment.
Although the challenge lies in creating a simulated project management context,
various educational efforts attempted and succeeded to achieve this objective.
Betts and Healy adopted an experiential learning approach (ELA), using a sim-
ple game involving tennis balls, to expose students to the stages of small group
development in a classroom [5]. They found that students had a deeper under-
standing of the various stages at the end of the game. Although the objective of
[8] was slightly different—namely to expose students to a real life scenario using
an experiential learning approach to teach them project management principles
with the main focus on the ‘harder’ skills—the team dynamics were evaluated at
the end of the exercise through a student debriefing opportunity which yielded
similar results as the study of [5]. In an interesting application of Tuckman’s
team development stages, Natvig and Stark used the model as part of a workload
management system to perform process analysis with the objective of improving
the academic workload management for nurses [23]. The analysis were helpful
in understanding and guiding a diverse group of nurses into a highly productive
group.

2.2 Team Roles

Belbin (et al.) have done extensive research on the effectiveness of teams [3,4,33].
Accordingly, although there is no specific personality type that makes an ideal
team member, the mix of various team members playing different roles is of great
importance. As a result, eight roles team members can play have been identified.
They include:

The Co-ordinator, referring to the team member who provides leadership
to the team without being the formally appointed leader. The coordinator
typically provides a coordinating role to the team’s efforts.

The Shaper drives activities forward due to the dynamic, inspiring role played.
This role is often perceived as another type of leadership.

The Innovator provides new ideas but can unfortunately have a personal
attachment to these ideas which might not always be practical.
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The Resource Investigator is often referred to as the ‘link’ to people outside
the project team who might be of interest to the project. This team role
can therefore put the team into contact with useful resources should the
need arise. (Unfortunately a team member fulfilling this role is often not
interested participating in the team.)

The Evaluator (or Monitor) evaluates various ideas from project team mem-
bers and propose workable ideas to the rest of the team. This role keeps the
project on track without considering the feelings of fellow team members.

The Team Worker is a sensitive team player working hard at keeping fellow
team members happy. The personal needs of team members are of utmost
importance to the team work.

The Implementer plans and organizes project milestones to produce a sched-
ule. However, should tasks or deliverables change, changes to the schedule or
plan is often resisted.

The Completer (or Finisher) is one to whom the delivery of the project
according to set deadlines is extremely important. This role entails that the
project progress is tracked and that possible risks for the project, that can
cause project deliverable delays, are considered.

The ideal team, not necessarily restricted to a project management environment,
should consist of diverse team members and have at least one team member ful-
filling at least one role. Students should therefore take cognisance of the different
roles team members can play on their projects, the subsequent impact thereof as
well as potential shortcomings of each role. As a result, project team members
can work more effectively together to improve project performance. This is in
line with findings of [21] according to which a balanced team composition—i.e.
team members fulfilling different roles according Belbin’s team roles in collab-
orative learning groups—yields a higher level of group performance and cogni-
tive complexity. Although the study permitted students to participate in the
experiential learning exercise in groups of 5, instead of the ideal team size of
4 according to [33], the objective was to expose students to the different roles
within the context of their third year project teams which consisted of 5 mem-
bers. Later studies made some adjustments to those eight roles and proposed
to add a ninth role, namely that of a Specialist [33]. The Specialist role was
omitted from the original team roles as studies were conducted in a simulated
environment without any in-depth knowledge in a particular area. Only when
the eight roles were practically tested in a real-life environment the role of a
team member with in-depth knowledge in a particular area was identified. Dur-
ing this study students were only exposed to the original eight roles due to the
lack of specialist or in-depth knowledge in any participation knowledge area.
Although challenging, it is anticipated that the recently proposed 9th role will
have to be introduced in subsequent studies. The inclusion of Belbin’s team
roles in educational curricula are not limited to faculties teaching Information
Technology (IT) or related subjects. According to [34], for example, there is a
need to expose medical practitioners to what is referred to as ‘inter-professional
education curricula’ in order to understand the various roles when working in
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project teams as well as to develop teamwork skills. The results of post-study
assessments indicated that students experienced an increased level of knowledge
about the professional roles of different medical practitioners (such as nurses,
doctors and dentists) as well as an improvement in the overall team skills.

3 Experiential Learning

Experiential learning refers to the opportunity offered to students to practi-
cally participate in hands-on activities or real-life scenarios with the objective
of applying the theoretical constructs they were exposed to [26]. However, it is
much more than just the application of theoretical constructs. The experiential
learning cycle of [31] allows students not only to participate in the learning activ-
ity or real-life scenario, but also to reflect on their experience and to finally apply
what they have learned. According to [12] there are four phases of experiential
learning:

Design, wherein the lecturer contextualises the learning objectives and identifies
the activities to be completed by the students.

Conduct: this phase involves the creation of an artefact within specific guide-
lines.

Evaluation entails the assessment of the task by the lecturer and opportunities
for students to review their own experience.

Feedback: continuous information by the lecturer to the students about their
progress.

The experiential learning approach is widely used in the teaching of hands-on
practical project management skills, all with various levels of success and chal-
lenges identified. In [20] one of the many challenges identified was team composi-
tion, i.e. the selection of specific team members to belong to a team. In real-life
scenarios team composition is determined after considering the skills and person-
ality traits of individual team members before members are allocated to groups.
However, in the context of the activity, team members could select their own
groups. As a result, team dynamics could be perceived as somewhat ‘artificial’.
Chen and Chuang proposed an experiential learning model for the implemen-
tation of experiential learning in a project management course [6]. After the
implementation of this module students said that this was an excellent method
to bridge the gap between theoretical knowledge and practical constructs. In
the study, students were also allowed to interact with industry practitioners
which exposed them to real-life scenarios which positively contributed to stu-
dents’ experiential learning experience. Although the value of experiential learn-
ing is not to be underestimated and positively correlated with benefits such as
increased critical thinking as well as problem solving skills, teamwork and time
management skills are often difficult to implement in experiential learning cur-
ricula [35]. The main challenge is obtaining the support of institutional members
when experiential learning opportunities with external parties are introduced.
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Table 1. Rubric for marking the in-class tower artefacts

Assessment criteria Marks

Stability and Strength:
Can the tower stand in an upright position and hold the load of chocolates?

3

Aesthetics: Is it pretty? 3

Teamwork:
Did your team work together/conflict experienced/roles by members

3

Debriefing: Lessons learned? 1

Total 10

4 Case Study

As part of the third-year degree programme students were exposed to some
of the challenges in a project management environment. As a starting point
the focus was on two main theoretical constructs, namely the process of how
teams develop according to Tuckman’s model, as well as the various roles team
members can play according to Belbin. A total of 101 students enrolled during
2017 for their third-year second-semester module, 95% of whom also had to
complete their third-year practical projects. Lectures were given once weekly
for a duration of 2 h per contact session. The first part of the contact session
was for the presentation of theoretical concepts to achieve the following learning
objectives:

– Identify and describe the stages of a team’s development;
– Name, identify, and explain the different roles of team members according to

Belbin;
– Develop ideas for maintaining team performance;
– Identify sources of conflict, and describe the process and possible approaches

to conflict resolution.

The second part of the contact session was used to complete a practical in-class
activity. The activity focused on the practical exposure to the first two learning
objectives of the session, namely the identification and description of the various
stages of team development as well as the various team roles according to Belbin.
As per the design phase of the experiential learning approach (ELA) [31], the
class was given a briefing as to what was expected. The instruction was as follows:
teams consisting of 5 members; teams could select their own members; construct
a tower by means of ten straws, sticky tape and cardboard. No additional product
specifications were stipulated. Teams were given 35 min to complete the activity.
A rubric for assessment was provided to evaluate the ‘product’, i.e. the tower,
including criteria such as stability, strength, and aesthetics, as well as teamwork
and debriefing. Table 1 shows the according marking scheme.

A prize (chocolates) was offered to the team with the highest marks. An
external facilitator was involved in the allocation of the marks to ensure objec-
tivity. For homework the students had to complete an online survey on their
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experience in class. Additional marks were given to students who completed the
survey. A total of 81 students (80%) completed the survey.

5 Method

In order to gain understanding and insight of the team dynamics of the third-
year students, we followed the ‘interpretive’ approach of [11]: it allows for the
‘subjective’ interpretation of data with the aim of ‘understanding’ the context in
which a survey is done. After the above-mentioned in-class activities, an online
survey was conducted with the students. Although no pilot study was conducted,
this was the second consecutive year that the same class activity was carried out.
The survey questions were formulated such as to support and answer the research
questions. The survey consisted of the following questions:

1. Which of the Tuckman stages did you notice in your group? (you may select
more than one). Explain your selection.

2. Which stage did your team reach once you have completed the activity?
Explain your selection.

3. Now that you are familiar with the different team roles: was it easier to
understand the reason why your team members act in a particular way?

4. Which team roles could you identify in your team? (Belbin’s team roles)

Thematic content analysis was used to analyse the data. We followed the six
steps of [7] to become familiar with the data and to systematically ‘code’ it into
themes and categories as they emerged. Frequency analysis was completed on
sections of the data to inform the discussions that follow below.

6 Findings and Discussion

The aim of this paper is to report on the effectiveness of an experiential learning
approach to teach third year students team dynamics. On the basis of what has
been described above in Sects. 4 and 5, the following sub-sections discuss the
data w.r.t. our research (sub-)questions.

6.1 After Completing the Activity, Can Students Identify and
Explain Tuckman’s Phases?

The thematic analysis of the explanations of the students’ choices revealed the
extent to which the ELA [31] was successful by highlighting the successes and
challenges experienced in the task in identifying Tuckman’s phases for team
development. Four ‘success’ and three ‘challenge’ themes have emerged. Figure 1
illustrates these themes. Each of these themes are discussed in turn.
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Fig. 1. Themes associated with success and challenges of ELA in learning Tuckman’s
phases for team development

Fig. 2. The winning tower

Successes Associated with ELA in Identifying and Understanding
Tuckman’s Phases of Team Development. The four ‘success’ themes asso-
ciated with the success of the ELA approach in identifying and understanding
Tuckman’s phases for team development included:

(1) Recognizing the need for planning before starting the activity. The planning
activity usually occurs in the norming phase according to Tuckman’s model.
Students indicated that “it was hard expressing ideas and agreeing on whose
ideas to choose because everyone wants to make good impressions”. Within
the ELA, planning is essential in the design phase [6], however through the
exercise the students acknowledged the need for planning before starting the
activity which is the essence of project management [8].

(2) Recognizing the different stages. This is an important theme that emerged as
the aim of the ELA was to assist students to recognise Tuckerman’s phases
within a ‘real’ project environment. The data indicated that the students
reportedly experienced all of Tuckman’s stages whilst completing their activ-
ity. 73% experienced the forming stage, 54% the storming phase, 70% the
norming stage, and 87% the performing stage. It was interesting (though not
surprising) that very few teams reached the adjourning or mourning stage
(22%). It should be noted that students could select their experienced stages
freely in the survey form; hence the numbers will not add up to 100%. In
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addition to identifying the different stages, feedback also indicated that stu-
dents ‘moved’ between the various stages: “All four of the first stages were
experienced. There were times when our team went back to an earlier stage
before being able to continue to a new stage”. This revisiting of stages in
team development might refer to Kolb’s theory of experiential learning [18]
which states that as a person takes part in completing tasks, the person is
influenced by other individuals. People will adjust their thinking after com-
pleting the exercise, after observing and reflecting the end result, such that a
person will improve the next time when doing the activity [18]. Therefore, as
students participate in the new activity of tower-building, they learn through
the activity and learn from one another. All students are informed by their
own experience; therefore it might require the team to re-adjust their roles
and responsibilities. The results mentioned above were further enriched by
the students’ feedback that indicated that they disengaged from the team
after the performance stage (42%). This was supported by the fact that
all the teams could complete the activity and deliver a tower as their final
products—see Fig. 2 for one example.

(3) Recognising the importance of communication between team members. This
theme is very important in terms of Tuckman’s stages of team development
and occurs usually in the storming phase where cooperation and cohesive-
ness amongst team members are important for the subsequent performing
phase. A quote that supports this theme stated: “No matter the size of the
task given—when working in groups with team members communication is
important”. A recent study [24] confirmed that the ELA is an effective way
to improve the communication skills amongst students. Further successful
examples can also be found in [10,22].

(4) Having fun in the activity. The feedback indicted that the students enjoyed
the learning activity and labelled it as a ‘fun activity’. Accordingly, Wur-
dinger and Allison describe the ELA as an approach that is popular with
students as it is considered to be more enjoyable and leads to deeper learn-
ing when compared to traditional approaches [38]. A reason for this might
be the essence of experiential learning as there is a shift in focus from a
teacher-centered approach to engaging students to participate in complet-
ing activities and to learn from each other [18].

Challenges Associated with ELA in Identifying and Understanding
Tuckman’s Phases of Team Development. The three themes associated
with the challenges of the EPA approach in identifying and understanding Tuck-
man’s phases for team development included:

(1) Time restriction. According to [38], time is a factor that inhibits the imple-
mentation of ELA. This was also found in our study where the students
reported that the time limit on completing the activity has left them unable
to experience conflict (conflict resolution had been a theme discussed in the
theoretical part of the course) as well as to experience all stages of team
development. This is illustrated by the following quotations: “Because it is
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a project for a very short period of time, we did not experience any type of
conflict, as the goal was to finish the project”. This was supported by the
following quote, which also refers to the specific team development stage
that was not experienced due to time restriction: “As the time span it took
to complete the project was very short, it seems that our team skipped
the storming stage as we did not have time to fight with one another—
completing the project become the most important thing”. These quotes
illustrate that the learning objective set in the ‘design phase’ [31] were not
fully achieved. However, the following quote illustrates that the learning
objectives were achieved to some extent as the student was still able to
recognise some of Tuckman’s stages of team development even though they
were not fully experienced: “It was hard to fully experience all the stages
since the activity wasn’t too long, but there was definitely presence of certain
stages”.

(2) Project was too simple. The feedback from the students indicated that the
complexity of the project (building a tower with straws and cardboard) was
too low to allow for proper team development: “We went on with the task
to complete it in the time given. The task was too small and basic for any
arguments”. According to [38] the success of the ELA in developing life skills
depends on cognitive processes being more complex than mere memorizing.
Therefore the relative ease with which our students could build the tower
with the given supplies did not require a lot of cognitive processes.

(3) Some team members knew one another beforehand. Team diversity—see
below—is key to forming an effective team [17]. However, in meeting the
research objective of identifying and understanding Tuckman’s phases of
team development, it was sometimes not possible to experience all the stages
as the ‘self-selected’ team members had worked together before: “We worked
together already, so we did not experience storming”. For example, the form-
ing and storming stages have been completed during other team activities.
The team therefore went straight into the norming and performing stages.
The limited duration of the activity could have had an influence on the
progression through the stages.

6.2 After Completing the Activity, Can Students Identify and
Explain Belbin’s Team Roles?

The thematic analysis of the explanations of the students’ choices revealed the
extent to which the ELA [26] was successful by highlighting the successes and
challenges experienced in the task associated with identifying and explaining
Belbin’s team roles. Three ‘success’ and three ‘challenge’ themes have emerged.
Figure 3 illustrates these themes, which are discussed in turn.

Successes Associated with the ELA in Identifying and Understanding
Belbin’s Team Roles. The three ‘success’ themes associated with the success
of the ELA approach in identifying and understanding Belbin’s roles included:
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Fig. 3. Themes associated with success and challenges of ELA in learning Belbin’s
team roles

(1) Team Diversity. Team diversity refers to the different or unique character-
istics of the individual team members. In [17] this is referred to as ‘team
membership’. Our data indicated that team members were aware of the indi-
vidual experience, roles, responsibilities, personalities and skills that team
members can contribute in the completion of the task. This is illustrated
by the following quote: “Definitely I realised that each team member has
a unique skill that can be used to accomplish a task in a unified manner”.
Students also recognised the strengths and weaknesses as a way to iden-
tify or assign roles in a team environment: “Yes, all persons had their own
strengths that they could use to their advantage in the team”. Team diver-
sity is imperative for an effective team [17]. Students were asked to identify
the different team roles played by team members in their teams (whereby
team members could fulfil more than one role). This question forced stu-
dents to reflect on the team activity and to practically apply the concept
of the eight team roles on the team members. The most prevalent role was
that of ‘innovator’ (16.2%), followed by ‘team worker’ (14.6%) and a third
position tie for the ‘completer’ (13.4%) and ‘coordinator’ roles (13.8%). The
high number of ‘innovators’ was not surprising as the activity required a
high level of creativity and improvisation. In addition, the high number of
‘team workers’ can also be attained to the fact that members had existing
relationships prior to the activity.

(2) Group Dynamics. Group dynamics is imperative to train students in
accountability and responsibility which leads to task completion [17]—see
below. The students’ awareness of the team diversity (as discussed above)
allowed them to understand the group dynamics. Group dynamics in this
instance refers to the interpersonal relationships amongst team members:
“It was easier because the group dynamics and the way we completed the
tasks showed it”. The ELA facilitated this experience by allowing students
to learn about group dynamics whilst completing their activity. The reflec-
tive nature of the survey further gave students an opportunity to evaluate
themselves and other team members.

(3) Task Completion. Task completion refers to the effective and efficient final-
ization of a task in accordance with set success or completion criteria.
According to [17] the various team roles according to Belbin collectively
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contribute to the effective and efficient completion of tasks, in contrast with
merely individual efforts. Students acknowledged the contribution of indi-
vidual roles towards task completion and stated that “each person acted in
accordance to the role in the given task. However the way they acted was in
relation to the completion of the overall task. It was vital for them to act in
the manner they have acted because everyone saw the task from a different
point of view”.

Challenges Associated with the ELA in Identifying and Understanding
Belbin’s Team Roles. The ‘challenges’ themes associated with the success of
the ELA approach in identifying and understanding Belbin’s team roles included:

(1) Not all behaviour can be explained. Due to the awareness created with
this ELA activity, students were more conscious of the different team roles
(explained above) and illustrated this with the following quote: “Yes, to a
certain degree—but other behaviors from my team members were unexplain-
able”. Thus there was an indication that not all team members’ behavior
could be interpreted according to Belbin’s roles. One of the explanations for
this might be the time restriction and the simplicity of the project which
did not allow for all the different roles to be assumed, or it might be a case
of ‘social loafing’—see below. Anyway, it was not an objective of our study
to look at individual behavior beyond the attributes of Belbin’s scheme.

(2) Stereotyping of team members. Houghton explained that stereotypes are
the grouping of people based on pre-conceived notions of characteristics or
behavior of those people [13]. He considered how stereotypes could be man-
aged through an ELA which showed that students can identify stereotypes
clearly and can recognize their own stereotypes and stereotyping tendencies
in themselves and in other people. Our study confirmed those results where
students became aware of the different stereotyping, as indicated by the fol-
lowing quote: “Only to some degree, since people vary and the Belbin team
roles place people into definitive boxes, which may not necessarily be true
since people can take on multiple roles or sit on a fence”.

(3) Social Loafing. Social loafing in a team environment refers to some team
members not actively participating in the completion of the task. Our data
indicated that ‘social loafing’ was observed by some team members: “Some
members just go with the flow of everyone else; they don’t really have their
own ideas”. Social loafing is a common challenge in team work [17]. Laal (et
al.) recommended that educators should increase individual accountability
as a structural element in collaboration [19] in order to lower the probability
of social loafing. These structural elements will typically form part of the
design phase in the ELA [31], wherein the lecturer plans the activities.

7 Conclusions and Outlook

This paper investigated the effectiveness of the adoption of an experiential learn-
ing approach (ELA) to introduce students to the theoretical constructs of team
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development and the subsequent roles fulfilled by team members. This topic is
especially important in the context of informatics (IT) in which team work is
usually required by the industry [15]. From our observations we can conclude:

– The ELA is an appropriate teaching strategy to teach ‘soft-skill’ project man-
agement concepts where students have to participate practically in completing
an activity.

– The majority of our students could successfully identify and understand Tuck-
man’s phases of team development as well as Belbin’s team roles and the
importance thereof as a result of them experiencing the roles or recognizing
roles in fellow team members.

– The ELA was labelled as a ‘fun activity’ which fosters learning, although from
our data it was also evident that there are a few challenges associated with
the ELA in the context of team development and role identification.

For these reasons the following recommendations can be made to educators for
future implementation:

– Group members should be randomly selected by the lecturer. This will pre-
vent group members from selecting friends or team members from previous
team activities which might have an influence on team dynamics; see [28] for
comparison.

– The activity task needs to be complex enough to allow students to experience
different team roles and to experience the different phases of team develop-
ment.

– The lecturer needs to increase individual accountability during the design
phase in order to decrease the likelihood of social loafing.

– Enough time needs to be given to complete the activity.
– The activity needs to be repeated in order to complete the experiential learn-

ing phases.

In the broader context of project management education this paper contributes
to the body of knowledge concerning, firstly, how to make project management
education more interactive and practical and, secondly, how to teach ‘soft skill’
theory in a practical manner. The focus on practical skills development is impor-
tant when considering the requirements for ‘real-world-ready’ graduates [15].

Future research will focus on increasing the number of activities that can be
taught using ELA, as well as increasing the complexity of the type of project in
order to allow for a more realistic ‘real-life’ scenario. The development of a con-
ceptual model or framework based on current literature could provide valuable
guidelines on how the ELA can be used to teach team-theoretical topics.
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Abstract. This paper reflects on the concerns that IT graduates lack
specific skills required in industry and how project-based learning (PBL)
can support these skills. An overview of the instructional design of a
course module containing only IT capstone projects received from indus-
try is provided. Feedback regarding the IT skills required of graduates
are identified in a pilot study using the industry partners that provided
the project scopes. The qualitative data is analysed using open cod-
ing. Through reflection on the data analysis, recommendations are made
towards supporting required IT skills through PBL in a capstone module
in an IT degree.
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1 Introduction

There is an increasing concern that information technology (IT) graduates lack
certain skills expected by industry when they enter the workforce. A large num-
ber of reports have appeared in the media as it is an industry issue. An article
claimed that 52% of 635 employers (419 of which were specifically responsible
for recruiting graduates) indicated that graduates lacked basic attributes such as
communication, team work, the ability to cope under pressure and punctuality
[12]. 17% of employers stated that none of the recruits were work-ready. Stu-
dents have also started to notice the gap between theory and practice and are
demanding an improved curriculum. In the year 2014, students from as many
as 19 countries formed 41 protest groups to object the fact that the curriculum
focus in a specific subject is too narrow and the examples are not based on
real-world problems [8].
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The issue also exists as a gap (already often mentioned in the literature)
between IT graduate skills and expectations from industry. These industry-
related skills include both soft and hard skills. Soft skills refer to attributes
of emotional intelligence, while hard skills refer to the technical skills required
to perform specific work-related tasks. Many of these issues suggest that IT grad-
uates need more exposure to project-based assessments, where they can take on
different roles in a team environment and exercise different types of skills in the
process.

Even in most companies in industry, a project-based learning environment
was expected from as early as nearly two decades ago [9]. Especially in IT occu-
pations, job-related tasks are presented in project-based form with employees
assigned to specific roles. These roles can include, but are not limited to, the
role of a project manager, software developer, database administrator, user-
interface specialist, consultant, or administrator who documents the progress of
the project. The success of IT projects are frequently measured by the manner
in which project management is included, applied and improved upon [10].

Project-based learning (PBL) has also been applied to many different forms
of educational instruction. The main idea is that real-world problems are used
as part of a student-centered learning process. Furthermore, students take own-
ership of their learning process if they are intrinsically motivated, and this can
be achieved by managing the scope of the project [7]. It can be suggested that
a project-based learning exercise that is of personal relevance to students will
encourage them to put further effort into the learning process.

At its core, PBL is a reflective practice approach to solving a project-based
problem. Reflective practice (RP) is a philosophical term coined by Donald Schön
and is described as the process of immediate reflection during the process of
fulfilling a task, and also the reflection that takes place after the activity was
completed in order to improve a future approach to similar tasks [14].

The remainder of this paper, which continuates our work of [6], is organised
as follows. Section 2 provides a short literature review on key concepts of our
study. Section 3 provides an overview of the instructional design of a module
for IT capstone projects. Section 4 presents the data collection technique and
method of data analysis. Section 5 provides recommendations for supporting
IT skills required by industry through project-based learning. Conclusion and
outlook to future work are given in Sect. 6.

2 Central Concepts (Related Work)

A short section on related work is presented to create a shared understanding
on the concepts that inform our study.

Project-Based Learning. Project-based learning (PBL) is the process of ‘learn-
ing by doing’ as well as ‘doing with understanding’ [2]. Many descriptions of
project-based learning revolve around the idea of learning by completing realis-
tic or real-world projects. Six characteristics of PBL are discussed [7]: The first
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characteristic is referred to as problem-orientated learning, where the project
scope encourages the learning activity of the student. Apt project scopes moti-
vate learning amongst students [3]. The second characteristic involves the cre-
ation of an artefact by the students. A project scope with specific instructions
is provided to the students. During the creation process of the artefact, the stu-
dents regularly discover gaps in their knowledge. The students then have to do
research to solve the problem and take control of their learning process. This
is seen as the third characteristic of project-based learning [7]. Project-based
learning places the student at the heart of the learning process [5]. Contextual-
isation of the project where students are exposed to the implementation of the
artefact is the fourth characteristic of PBL. The fifth characteristic claims that
students are exposed to various types of knowledge representation with respect to
resources. They need to develop skills to integrate knowledge from several forms
of sources such as text, video and graphs. The last characteristic addresses the
reason or motivation for learning of the students. Students are more intrinsi-
cally driven and take ownership of their learning experience with project-based
learning, more so than in traditional teaching methods [7]. Projects are often the
‘flagships’ of a syllabus, and students should work collaboratively on real-world
activities to solve problems that are important to them [4].

Reflective Practice in Project-Based Learning. Donald Schön argued that design
falls within the context of intuitive, artistic processes and that it cannot be boxed
within well-formed solutions [14]. Schön maintains that design practice more
often deals with disordered and challenging situations. Reflective practice is the
dual process of immediate reflection during the situation (reflection-in-action)
and reflecting on the situation after it has been resolved in order to better handle
future scenarios (reflection-on-action). A characteristic of PBL is that students
have to create artefacts and that during the development process, they become
aware of gaps in their knowledge [7]. Students then need to research the problem,
apply possible solutions by trial and error and, through a reflective approach,
find a solution. Reflective practice is an iterative sequence that usually starts
with a case study where challenging concerns arise, after which a reflection on
possible solutions is conceptualised, leading to a new approach towards solving
the problem [11]. Furthermore, the reflective skills of a student is advanced
through project-based learning [1].

In this paper, ‘reflective practice’ not only refers to the iterative process of
learning that students go through, but also to the reflective practice approach of
the academics to evaluate best practices for reinforcing IT skills through project-
based learning.

3 Instructional Design of IT Capstone Projects

As part of the Information Technology degree offered at our university, where
this study was conducted, one course module is presented in the last semester
of the degree that consists exclusively out of projects (i.e. no tests, assignments,
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nor written exams). The purpose of this module is to test the combination of
knowledge of all previous modules presented at different levels in the degree.
An additional outcome of this module is also to immerse students in a project-
based environment that would simulate their future working-environment. This
module can be seen as the capstone of the IT degree offered.

During the course of this module, students are required to complete 3 projects
for marks towards access to the exam project. A fourth project is given as the
exam project. As indicated through the use of PBL, students are more intrin-
sically motivated to take ownership of their learning experience. This idea is
further encouraged by the first characteristic given by Helle et al. which indi-
cates that the project scope heartens the participation of the student. As the
goal of exit-level students is to obtain employment, it can be reassured that
industry-related projects would motivate the learning experience of the student.
In the academic year 2017, the four project scopes given to the students were:

Project 1—Internal project scope provided by the university’s robotics team.
The duration of the project was six weeks. Students received a weekly class
on topics relating to the robotics project. Students participated in teams of
four, divided into groups by the presenter. Project documentation was not
expected.
Project 2—Industry project scope provided by ‘Company A’ on cyber secu-
rity. The duration of the project was six weeks. The project was given after
project A. A guest lecture on cyber security was presented by Company A at
the beginning of the project. Students participated in teams of two to four
students. Students divided themselves into groups. Project documentation
was expected, and a detailed rubric was provided.
Project 3—Industry project scope provided by ‘Company B’ on a comprehen-
sive multifaceted project brief relating to bookings and tracking of courier
packages. The project was an individual project and was given at the begin-
ning of the semester along with project 1. The duration of the project was 13
weeks and ran concurrently with project 1 and project 2. A guest lecture on
the project facets was presented by Company B three weeks after the scope
was released, so that students could compile a list of questions for the pre-
senter. Students could choose between three problems, i.e., solve the problem
of the driver (e.g. via mobile application), solve the problem of the scheduler
(e.g. via desktop application), or solve the problem of the customer (e.g. via
mobile and/or desktop application). Project documentation was expected,
and a detailed rubric was provided.
Project 4—Industry project scope provided by ‘Company C’ on a compre-
hensive project brief relating to internal event bookings. The project was an
individual project and was given after project 3 was completed. The duration
of the exam project was five weeks for the 1st examination opportunity. Stu-
dents who failed the 1st examination opportunity could improve their projects
for the 2nd examination opportunity, providing them with an additional two
weeks. Students could also elect to miss the 1st opportunity, use seven weeks
for the project and present at the 2nd opportunity (with no chance of an
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Fig. 1. Schedule of our capstone projects

additional examination opportunity). No guest lecture was provided, and stu-
dents were encouraged to research the topics related to the project. No project
documentation was expected, and a detailed rubric was provided. The com-
pany that provided the exam scope also acted as external moderator during
the exam presentations.

Figure 1 provides an overview of the schedule followed for the capstone
projects. Students had a weekly three hour session during which they had access
to the facilitator of the module. Students were encouraged to find the answers
on their own as far as possible, but could ask for assistance from the facilita-
tor if proof of unsuccessful research was presented. Students were not forced to
attend these sessions, it merely provided a set period for access to the computer
laboratories and facilitator. Students could also contact the facilitator during
consultation hours or via email correspondence.

4 Industry Perspectives on Lack of Skills of IT Graduates

During unstructured interviews with the partner companies that provided the
industry-related project scopes, we engaged in topics related to the perceptions of
IT graduates and the expectations of industry. Issues were highlighted that were
previously experienced with IT graduates when entering the workforce at Com-
panies A,B,C. As part of our reflective practice approach, in order to improve
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Table 1. Pilot study participants, with ‘YoE’ = Years of Experience, ‘Co’ = Company

P Job title YoE Co Location Project scope

P1 Information Security
Consultant (involved
in graduate training)

3 A Johannesburg
(RSA)

Project 2: Cyber Security
(Web site only)

P2 Consultant (involved
in graduate training)

30+ B Johannesburg
(RSA)

Project 3: Multifaceted
(Web site, mobile
application, and/or
desktop application)

P3 Systems developer
(involved in graduate
training)

10+ C Meyerton
(RSA)

Project 4: Internal event
bookings application
(mobile application only)

the future iterations of the capstone projects, a pilot study was conducted to
identify skills that IT graduates typically lack. Any initial issues identified dur-
ing this study could possibly be addressed during the 2018 round of student
capstone project-based learning experiences with the aim of improving the lack
in skills of IT graduates.1

Research Method. A pilot study was conducted using a convenience sample of
three participants. These participants represented all companies that provided
industry project scopes for the capstone projects of 2017. The pilot study was
conducted as a first iteration, and baseline, of a reflective practice approach to
identifying skills that IT graduates lack. Once initial data has been collected
and analysed, a starting point for future research on the same subject can be
established. Table 1 contains an overview of participant details.

Data Analysis. Participants were again contacted via email correspondence and
asked to provide a written summary of typical skills they found lacking in IT
graduates. The email correspondence received was considered as the data col-
lection technique referred to as unstructured written interviews. The data was
qualitative in nature. For this reason a data analysis method referred to as open
coding was used to find themes in the data. Table 2 provides a summary of the
findings from the data analysis.

Additionally, the participating companies also indicated when those skills
should be addressed or obtained:

Category 1: Skills expected prior to employment (i.e., to be reinforced during
undergraduate training at university):
Soft skills: Verbal and written communication, presentation skills, interview

skills, research skills, willingness to learn.2

1 For comparison see Part III: Educational Cooperation with the ICT Industry, pp.
146–205 of SACLA’2017 Revised Selected Papers, ccis 730, Springer 2017.

2 For comparison see [13].
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Table 2. Codes assigned to data analysis

Code Example answers

Communication

Skills: Verbal (2

occur.)

“Lack of clear, concise, communication skills” (P2).

“Graduates cannot convey their ideas in a clear and concise manner orally,

and there is much use of ‘uhm’, ‘ah’, and ‘like”’ (P2).

“They cannot explain anything on a board” (P3)

Communication

Skills: Written (1

occur.)

“It is thus very important to us that graduates have the

ability to write formal reports in a clear, concise and professional manner”

(P2)

Presentation Skills (2

occur.)

“These are sometimes found to be lacking, as interns can

become very nervous” (P2). “I see people are also afraid to write

on a white board, everyone thinks presentations are only done

in PowerPoint” (P3)

Critical Thinking,

Problem Solving and

Attention to Detail

(3 occur.)

“I find the type of conceptual thinking ability, attention to

detail and natural curiosity is more of a differentiator” (P1).

“Graduates should also have a strong aptitude for problem

solving, as the environments we work in often require that

a non-standard approach be taken” (P2). “Most of the graduates

with whom I have worked cannot do planning before coding” (P3)

Professionality, Work

Ethics (1 occur.)

“This point is a non-negotiable one for us. Professionalism and

awareness of the environment which you’re in is critical in not

exposing any information pertaining to our clients” (P2)a

Time Management (2

occur.)

“One of the big mind shift changes for new members is the

reality of challenging deadlines” (P1). “It is often required that

we familiarise ourselves with various technologies, which we may

have not encountered before, in a short space of time” (P2)

Willingness to Learn

(3 occur.)

“I find the type of conceptual thinking ability, attention to

detail and natural curiosity is more of a differentiator” (P1).

“A graduate’s ability to think on their feet and approach problems

with an enquiring mindset, where the answer to the problem is

not necessarily well-defined, is something which is important to us” (P2).

“I think one gets too comfortable with only one or

two languages; they must see that the same thing can be done

with any language” (P3)

Interview Skills (2

occur.)

“We often receive CVs and internship applications which

appear as if minimal effort has been made to make the

application and CV look professional and presentable. Further

to this, sending an email with only attachments and no message

body can be seen as unprofessional” (P2). “They do not have

proper interview skills” (P3)

Research Skills (2

occur.)

“When one knows one is destined to be a rock’n’roll star, you

tend to know your rock n roll heroes really well; I find many

developers do not know their industry heroes. One of the core

books I recommend every developer owns is Code Complete,

which has an in depth discussion of the core practices of professional

coding” (P1). “It is easy to differentiate a candidate who

has a strong interest in information security from someone who

has recently been intrigued by something in the news” (P2)

Programming

Languages (1 occur.)

“Python: for applications that may run on Linux; C#: back-end

apps.; HTML, Javascript” (P3)

GUI Design (1

occur.)

“C#: front-end apps.; CSS” (P3)

Data Bases (1

occur.)

“Entity framework—integration with other databases” (P3)

(continued)
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Table 2. (continued)

Code Example answers

Reusable Code (1

occur.)

“The difference between functional code and production quality

code: I have seen project code that works functionally but would

not survive any kind of negative or destruct testing. I want

people to have a basic grasp of design patterns” (P1)

Architectural

Patterns (1 occur.)

“Increasingly people are using MVVM to display tier stuff” (P1)

Code Refactoring (1

occur.)

“I want people to know how and what to refactor” (P1)

Advanced Design

Principles (1 occur.)

“I want people to understand SOLID” (P1)

Unit Testing (1

occur.)

“All of the teams I work with use automated unit testing extensively” (P1)

Source Control (1

occur.)

“One of the hardest things for new members to grasp is source

control, which becomes much harder to manage in a larger team

with shared ownership of code. Merging conflicting code using

a merging tool is an essential skill that is expensive to learn

while fighting deadlines” (P1)

Internships (1 occur.) “It is important to do as many internships as possible for a

number of reasons. Firstly, it helps to determine the kind of

field that you will enjoy working in most. Secondly, it allows

you to pick up many of the aforementioned skills with relative ease” (P2)

Certification (1

occur.)

“I want people to know Scrum. The process is not hard to

understand, and a formal training course is normally only a day

or two, with a certification. I believe a scrum certification can

be a career accelerator” (P1)
aFor comparison see the Code of Conduct of the ICT Professional at www.iitpsa.org.za.

Expected technical skills: Understanding of programming languages,
understanding of GUI design, understanding of databases.

Category 2: Skills expected prior to (but specifically reinforced during) intern-
ships, graduate programmes, employment:
Soft skills: Critical thinking, problem solving, attention to detail, profes-

sionalism, work ethic, time management.
Advanced technical skills: Knowledge of reusable code, source control.

Category 3: Skills that would be beneficial prior to (but can be trained during)
internships, graduate programmes, employment:
Advanced technical skills: Knowledge of architectural patterns, knowl-

edge of code refactoring, knowledge of advanced design principles, knowl-
edge of unit testing.

The skills of these categories are further discussed below.

5 Findings and Recommendations

Table 3 provides a summary of the IT skills required by industry and at which
point in a student’s career these issues should be exercised. Short code keys
provided in the table are: ‘S’ for soft skills, ‘T’ for technical skills, and ‘R’ for

www.iitpsa.org.za
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Table 3. Reflection on ways to reinforce skills through PBL

Category 1 Reinforcement method Reflection on inclusion of
recommendations in the IT capstone
projects at our university

S1:
Communication
Skills: Verbal

Prompt students to explain
their initial project ideas to
smaller audiences via a
traditional method (e.g.
whiteboard)

For all projects, students should
explain the initial manner in which
they will solve the problem. This will
be addressed in a one-on-one setting
between facilitator and team.
Feedback towards improving verbal
communication will be provided

S2:
Communication
Skills: Written

Prompt students to compile
technical project
documentation

For each project, students will
compile a technical report on the
system analysis. Students will be
evaluated on relevance of content as
well as academic writing standards.
Feedback on improving written
communication skills will be provided

S3: Presentation
Skills

Prompt students to explain
their final project to larger
audiences via
technology-centered methods
(e.g. PowerPoint)

Teams or individuals should present
their final project outcomes via
professional presentation to a panel.
The panel could consist of other
academics, members from industry
and peers. Feedback on presentation
skills should be provided

S4: Willingness to
Learn

Manage the scope of the
project as in [7]. Undergraduate
students in their final year will
be intrinsically motivated to
complete projects that are
received from industry (as a
reference to what is expected
from employment)

Project scopes should not be
fictional, but should rather be
received from industry. The project
scopes should reflect the types of
projects companies work on
currently. In this manner, students
are motivated to learn, as they are
exposed to similar projects they will
come across during employment

S5: Interview
Skills

Additional training in the form
of workshops: These can be
short presentations offered
during class time

A short workshop on interview skills
will be presented. A good starting
point for structuring the workshop
will be to research the STAR
method.a Furthermore, an informal
roleplay activity in which peers
evaluate each others’ responses to
interview questions could pinpoint
additional problems that need to be
addressed

S6: Research Skills Technical project
documentation: restricting
content to recent references on
IT (and using the appropriate
referencing methods)

In all projects a certain level of
research is expected as students need
to find methods of addressing the
project scopes. A formal research
project can also help to train this
skill: see T6–T9 below. Students
should receive guidance on the
structure of a research project in the
form of a short workshop

(continued)
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Table 3. (continued)

T1: Programming
Languages

Prompt students to complete
different projects in different
programming languages

Students have completed modules
pertaining to different programming
languages prior to the capstone
projects. To further train different
language programming skills, each
capstone project will have
instructions for a different language
the problem needs to be solved in

T2: GUI Design Provide clear expectations of
user interfaces for projects;
prompt students to refer to
design principles followed in the
technical documentation

Students will be made aware of
literature on different design
principles and prompted to discuss
how they implemented these
principles in their projects, via the
technical report

T3: Data Bases Prompt students to use a
suitable database for each
project

Students are required to integrate a
database in all capstone projects.
Students also receive instruction on
database design in additional
modules. To further reinforce the
skill, a short workshop on database
integration and SQL statements will
be presented

Category 2 Reinforcement method Reflection on inclusion of
recommendations in the IT capstone
projects at our university

S7: Critical
thinking, problem
solving, attention
to detail

Reinforce skills through the
planning stages of project
development. Students should
provide weekly updates on
progress and recommendations
on how they will address
problems. Additionally make
students aware of iterative
frameworks used for project
creation, and prompt them to
explain their projects according
to the phases of a specific
framework (i.e. design science
research)

Students will be required to present
their capstone projects according to
an iterative development framework
such as design science research.
Students will then be obligated to
structure their thought processes in a
logical but critical manner, which in
turn will train their skills towards
reflective practice

S8:
Professionalism
and work ethic

Additional training in the form
of workshops

A short workshop on work ethics and
professional conduct will be presented

S9: Time
management

Deadline-driven project
time-lines: should be feasible,
but not overestimated. Create
the need for students to work at
an acceptable pace at all times

Specific deadlines will be given for
each project. These deadlines will be
carefully evaluated according to the
scope and outcomes of the project.
The deadlines will be feasible, but
will require students to work
continuously

T4: Reusable
Code

Additional training in the form
of workshops. Guest lectures
from industry might be useful

Invite guest speakers

(continued)



Supporting IT Skills Through PBL 263

Table 3. (continued)

T5: Source
Control

Prompt students to use a
version of source control for
each project

Source control shall be mandatory for
all capstone projects. Students will be
asked to use Git for version controlb

Category 3 Possible recommendations for
supporting skill through PBL

Reflection on inclusion of
recommendations in the IT capstone
projects at our university

T6–T9:
Architectural
patterns, code
refactoring,
advanced design
principles, unit
testing

Difficult to reinforce advanced
concepts during a single
semester module. Possibly
provide a research project to
familiarise students with
concepts

Students will be required to compile
a professional research document
with suitable examples on the topics
of architectural patterns, code
refactoring, advanced design
principles and unit testing. In this
manner students will become aware
of advanced concepts prior to
interviews, and reinforce their
research skills (S6). This approach
will need to be evaluated for
effectiveness for future use

Additional
learning

Possible recommendations for
supporting skill through PBL

Reflection on inclusion of
recommendations in the IT capstone
projects at our university

R1: Internships Replace one project with an
expected internship at a local
company

Facilitator needs to determine
whether it will be viable to replace a
project with a mandatory internship
as part of future employment
training. If not, students should be
encouraged to attend internships for
work exposure and experience.
Additionally, students will be
motivated to attend ‘Hackathons’
(short sprints of programming events
usually hosted by companies to
identify talented individuals). Not
only is this a method of exposure for
possible employment, but also allows
the student to learn about
technologies, deadlines and work
environments expected in industry

R2: Certification Suggest additional certifications
as part of the B.Sc. degree as a
whole

Certifications call for additional
funding which does not form part of
tuition fees: this will be a
problematic issue to implement. In
2018, additional certifications at the
students’ expense will be suggested.
The suggestion will also be discussed
with management for including
additional IT certifications in the
degree as part of tuition fees

ahttps://www.vawizard.org/wiz-pdf/STAR Method Interviews.pdf.
bhttps://git-scm.com/.

https://www.vawizard.org/wiz-pdf/STAR_Method_Interviews.pdf
https://git-scm.com/
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Table 4. Overview of planned activities

Week Activity IT skill addressed via PBL

1 Introduction to module outcomes Explanation of IT skills required
for industry and how these will
be addressed during the course
of the module

Workshop on interview skills S5

Replace Project 1 with internship
at a local company (if feasible)

R1, S8

2 Workshop on professional conduct
and work ethics

S8

3 Workshop on research processes S6

Commence research project
pertaining to architectural
patterns, code refactoring,
advanced design principles, and
unit testing

S2, S4, S6–S9, T6–T9

4 Workshop on reusable code and
source control

T4–T5

5 Workshop on database integration
and SQL statements

T3

Students submit research project S2, S4, S6–S9, T6–T9

Commence Project 2 (industry
scope)

S1–S4, S6–S9, T1–T5

11 Submit and present Project 2;
Commence Project 3 (industry
scope)

S1–S4, S6–S9, T1–T5

17 Submit and present Project 3;
Commence Project 4 (industry
scope)

S1–S4, S6–S9, T1–T5

21–22 Submit and present Project 4 S1–S4, S6–S9, T1–T5

recommendations. Furthermore the table provides a reflection on methods of
reinforcing the required IT skills through project-based learning in the capstone
projects of an IT degree. The last column in the table is a self-reflection on
how these recommendation can be addressed in the capstone projects at our
university.

6 Conclusion and Future Work

From Table 3 we can now, through reflective practice, suggest a time line with
activities for supporting IT skills identified in this paper on project-based learn-
ing in the IT capstone projects of an IT degree. Table 4 provides a summary
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towards this initiative. As seen in the table, a clear process for addressing
required IT skills is presented through the use of PBL in a capstone module.

Other skills not addressed in Table 4, but that should form part of continuous
learning during the course of the semester, are:

1. Project 1 should be a mandatory internship of at least one week that can be
completed at any stage during the course of the semester, but needs to be
finished before examination as part of the participation mark (R1: S8–S9).

2. Students should be recommended to complete additional internships in their
own time to increase learning opportunities (R1).

3. Opportunities should be made available for attending ‘Hackathons’ hosted by
industry (R1).

4. Students should be referred to additional certifications for career acceleration
at own cost (R2).

This paper serves as a baseline to an iterative pilot study to determine the
effectiveness of the recommendations made, if implemented in the IT capstone
projects. On completion of the course module we will reflect on the effects of
the changes made to the presentation of the module and suggest improvements.
This process shall become a continuous reflective practice exercise, ensuring that
best practice is always maintained when facilitating learning through PBL in IT
capstone projects.

Many of these IT skills are expected from graduates when entering the work-
force. Addressing the support of these IT skills required from industry in the IT
capstone projects is a step in the right direction, but may also be too late to
viably train the skills before employment. It can be suggested that these skills
should be reinforced earlier in an IT degree.

As part of the iterative nature of this study, we will also attempt in future
research to improve modules offered in the ‘Extended IT Degree’3 to include
skills training through smaller activities of PBL. In this manner the long-term
effects of reinforcing required IT skills earlier in an undergraduate degree can be
assessed when these students reach their final study-year.
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Abstract. Challenges to teaching programming include a lack of struc-
tured teaching methodologies that are tailored for programming subjects
while the benefits of providing programming students with individual
attention are not easily addressed due to high student-to-teacher ratios.
This paper describes how adaptive intelligent tutoring systems may rep-
resent a potential solution assisting teachers in delivering individualized
attention to their students while also helping them to discover effective
ways of teaching a core programming concept such as object-oriented
programming. This paper investigates how adaptability in traditional
intelligent tutoring systems are achieved, presenting an adaptive peda-
gogical model that uses machine learning techniques to discover effective
teaching strategies suitable for a particular student. The results of a pro-
totype of the proposed model demonstrate the model’s ability to clas-
sify the student models according to their learning style correctly. The
knowledge obtained can be applied by educators to make better-informed
choices in the formulation of lesson plans that are more appropriate to
their students.

Keywords: Intelligent tutoring systems
Pedagogical decision-making · Adaptability · Artificial intelligence
Machine learning

1 Introduction

Aside from providing students with individualized attention, the deployment of
Intelligent Tutoring Systems (ITSs) may also serve as a source of information
that helps guide teachers in making better-informed pedagogical decisions.

Much merit exists in introducing programming at lower school levels, as world
development is seen to rely on technology [32] and critical thinking skills relevant
to surviving the information age are seen to be developed from learning to code
[15]. Calls for programming to be taught at early academic stages are increasingly
gaining traction [32], however, there are equally voices raising legitimate, realistic
concerns: are teachers adequately equipped to teach coding [26]?
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Unfortunately, the reality is that teachers struggle to come up with effective
ways to teach programming [12,15,19,24]. In some cases, teachers are simply
not trained to be computer science teachers [26]. This paper, however, focuses
on other factors, specifically limited time, limited resources, high student-to-
teacher ratios, and student diversity [1,12,19,24], all of which make it difficult
for a teacher to devise lessons that cater for particular learning needs [11]. There
is thus a need for tools that can assist teachers in monitoring individual students,
gathering useful information to improve pedagogical decision-making.

ITSs have been used effectively to offer individual attention to students [8,
21,23,31]. Existing implementations, however, make use of predetermined rules
to tailor content, thus lacking the ability to adapt and discover new knowledge
about teaching. We propose introducing changes to the traditional ITS model,
enabling it to autonomously discover effective teaching strategies and student
preferences so that the knowledge generated from such ITSs may be used by
human teachers to improve their teaching techniques and make informed lesson
planning decisions. This paper presents an Adaptive Pedagogical Model (APM)
that is capable of improving teaching strategies by means of machine learning
in order to assess the learning preferences for different kinds of students.

The remainder of this paper is organized as follows: Sect. 2 reviews sev-
eral research areas, specifically on traits that determine academic performance,
teaching strategies, intelligent tutoring systems, and machine learning. Section 3
describes the proposed APM, the adaptation approach and its generic adaptation
algorithm. Section 2.2 presents the details of the prototype that was implemented
to test the APM, leading to an evaluation of the APM in Sect. 5. Finally, the
paper concludes in Sect. 6 with a summary of the findings.

2 Related Work

2.1 Need for Adaptive Tutoring

Proponents of student-centered education theory have long highlighted the need
for individualized learning mechanisms that allow a student to select their
learning path [7,22,34]. The proliferation of eLearning platforms has opened
up numerous opportunities to realize student-oriented learning where teachers
merely guide and empower their students to take charge of their learning pro-
cess [22].

The rationale for providing students with individualized learning paths is
quite straight-forward: students are diverse—they have different backgrounds,
have different learning objectives, and possess different learning styles [3,7].

Given that research has demonstrated a very strong correlation between
academic performance and personality traits [9,27] and that students tend to
respond better when offered tutorials that are dynamic, intelligent, and catering
to their individual attention [1], the aforementioned individualized characteris-
tics are clear indicators that the ‘one-size fits all’ approach can no longer be
considered appropriate. Medical education, for example, believes that students
should be allowed to pursue individualized learning while meeting standardized
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outcomes as this would assist in developing the student’s ability to self-regulate
their own learning, something considered crucial to staying current in an ever-
changing field [22]. Since programming can be closely linked to the rapid pace
at which technology evolves, it would stand to reason that cultivating a practice
of remaining abreast of developments in the discipline would be quite beneficial.

Personality Models. Over the years, several personality models have been
proposed to address the notion that individuals with differing characteristics are
seen to learn and digest information differently [9,30]. Because personality traits
are used to make pedagogical decisions [16], a system or human tasked with
selecting appropriate teaching strategies to deliver content may benefit from
having a better understanding of these personality models.

One of the most adopted models is the Five Factor Model of Personality
Traits (FFM). The FFM is a framework made up of the dimensions of Agree-
ableness (likability and friendliness), Conscientiousness (ability to be dependable
and always have the zeal to achieve), Emotional Stability, Extraversion (level of
socialization with other students and activity), and Openness (imaginativeness,
broadmindedness, and artistic sensibility) [29]. For the purpose of this paper, we
will be considering the FFM to model our students’ behaviors.

Teaching Strategies. Teaching strategies are methods of presenting content to
students and are used to personalize learning experiences based on the students’s
preferred learning style [1]. While students have different learning preferences, it
is difficult to discover factors that affect each student’s preferred learning style
[17]. Among teaching methods, the most common assumption is that students
learn better if the instruction is provided in a format that matches the preferences
of the student (e.g., for a ‘visual learner’, the appropriate strategy would be to
emphasize on the visual presentation of information) [17].

As with personality models, several theories on learning styles exist, the
most common of these following the theory of multiple intelligences [6], and
the Visual, Auditory, Read, and Kinesthetic (VARK) Model [17]. These models
classify students using different measures and designations, with some classifying
the student according to modalities of learning and perceptual styles while others
refer to cognitive style, personality type, and aptitudes [5].

Controversy. Although research reveals the existence of learning styles, oth-
ers argue that this hypothesis has not been adequately and properly tested,
citing the lack of sufficient scientific reports to support their rigor [5]. Despite
this reservation, researchers argue that there is value in identifying appropriate
teaching strategies rather than treating all students the same way [1,6].

As such, it would be beneficial to prepare content in different formats so
that they can be presented to accommodate students with their various learn-
ing styles. The challenge then lies in ensuring that the most effective teaching
strategy can be correctly identified. For ITSs, there will need to be some way in
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which personality traits can be correctly classified, and an appropriate teaching
strategy selected. The next section will look at the components that make up
an ITS to establish how the aforementioned tasks can be achieved.

2.2 Intelligent Tutoring Systems

Intelligent Tutoring Systems (ITS) are computerized learning systems that have
the ability to personalize the learning experience of students [21]. Figure 1 depicts
the traditional ITS model which comprises four components, namely: user inter-
face, pedagogical model, student model, and knowledge base [21]. The arrows in
Fig. 1 represent communication flow between the different components. The ITS
components work together during the tutoring process as follows:

Fig. 1. Components of an ITS according to [10]

1. User Interface: The user interface is the main point of communication
between the machine and the human user (in this case, the student). Inter-
faces may vary depending on the ITS implementation although most recent
ITSs are conversational in nature and have dialog-based interfaces [25].

2. Pedagogical Model (PM): The PM is the reasoning component of the sys-
tem, forming the decision-making component of the software. It is encoded
with a rule interpreter to process and interpret rules [21]. Attempts to
improve adaptability within an ITS will require that designers and developers
focus on improving the decision-making strategies within this component.

3. Knowledge Base (KB): The KB contains the curriculum content and facts
necessary for understanding, formulating and for solving problems [21].

4. Student Model (SM): The SM represents the student’s emerging knowledge
and skills. Information such as learning preferences, past learning experiences,
and advancement may also be stored to help aid adaptability during the
teaching process [21].
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ITS implementations vary according to the relative level of intelligence of the
components. For example, projects focusing on intelligence in the domain mod-
ule may generate complex and novel problems while those with an emphasis on
teaching strategies may concentrate on intelligence in student models, attempt-
ing to identify student characteristics, learning curves, and learning styles among
other information.

Adaptability in ITSs generally occurs by tailoring feedback for each indi-
vidual student to improve their learning experience [14]. This experience can
be further enhanced by complementing the personalized feedback with adaptive
pedagogical strategies. Such strategies will not only help students but will also
ensure that knowledge accumulated by ITSs is accessible to educators.

The ability to achieve autonomy and adaptive pedagogical strategies is often
accomplished through the use of Machine Learning (ML) techniques. Given the
extensive possibilities and alternatives when it comes to classifying the person-
alities of students, coupled with identifying an appropriate teaching strategy, it
would be challenging, if not possible, to ensure that all outcomes are correctly
implemented and catered for. ML thus plays a significant role in the construc-
tion of an adaptive ITS that will discover the necessary knowledge that would
otherwise take a human a long time to figure out [18]. The following sub-section
investigates ways how ML can be applied to achieve adaptive pedagogy in ITSs.

2.3 Machine Learning for Intelligent Tutoring Systems

In essence, ML eliminates the need for explicit domain modeling [2]. Instead,
the tasks of engineering the knowledge are automated as ML enables the ITS to
learn autonomously from educational datasets. Examples of such systems include
AutoTutor and ActiveMath [33].

Although existing ITS implementations have used ML for student modeling,
content sequencing, and tailoring feedback [4], little work has been done to use
ML to improve pedagogical decision-making. As ITSs operate, they accumulate
data about different students and their learning preferences. The data accumu-
lated by the ITS may be used to update the decision-making strategies of the ITS
continuously. The ability to continuously train ITSs may be achieved through
the use of ML techniques capable of learning over time, these techniques are
known as incremental machine learning (IML) [20].

Common IML techniques include Näıve Bayes Classifier (NBC), K-Nearest
Neighbor (KNN), and Incremental Support Vector Machines (ISVM). A study
comparing these IML techniques for implementation in ITSs revealed that ISVMs
perform excellently but at the cost of requiring a large amount of training data.
KNN had a tendency to introduce bias which in its selection due to the algo-
rithm’s nature of always selecting the most frequent class. Ultimately, NBC was
not only generally simpler to implement, but also outperformed its peers. For
these reasons, NBC was considered for the implementation of our adaptive ITS.
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3 An Adaptive Pedagogical Model for ITSs

This paper proposes an adaptive pedagogical model which uses past tutoring
experiences to adjust future pedagogical decision-making strategies. Figure 2
shows the architecture of an ITS that incorporates the proposed model. The
proposed model is based on the traditional ITS architecture described in Fig. 1.
All basic four components (User interface, Student model, and Knowledge Base
are included, however, to make the ITS adaptive some components were added.
The proposed model adds a central component to facilitate tutorial dialogs and
the expert model for evaluation of student performance during and after tutorial
sessions. Feedback from the expert model is used as learning input by the APM.
The APM itself is divided into components which are explained in sub-sections
that follow below.

Fig. 2. The adaptive pedagogical model

The APM follows a horizontal approach rather than a longitudinal approach
to achieve adaptability. This means that instead of tracking a single student’s
interaction history, the model records and utilizes the tutorial history of all
students using the ITS.

All ITS instances (hosted separately on client devices) interact with a central
server. The model uses a machine learning algorithm to parse and discover pat-
terns in the information that is obtained. These observed patterns then become
future decision-making policies for the ITS. As the ITS continues to offer tutorial
sessions, each upcoming interaction output is then used to update the decision-
making policies continuously.

The APM does not act independently but also depends on other ITS com-
ponents such as the Knowledge Base and Student Model. In Figure 2 the arrows
illustrate how information flows from component to computer during tutorial
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sessions. In the following sub-sections, the components that make up the APM,
namely the Problem Selector, Teaching Strategy Selector, and Learning Element,
are discussed.

3.1 Problem Selector (PS)

The PS is responsible for deciding on a problem to present to the ITS’s student
for solving. Ideally, the problem selected is one that is perceived to be neither
too challenging to frustrate, nor too simple to bore the student. This decision
is based on the Student Model, Problems, and a Selection Policy. Information
from the Student Model includes personality traits and information relating to
the student’s current progress.

As information from tutorial interactions with students continue to flow
in, a machine learning algorithm produces a selection policy and continuously
improves upon it. The algorithm described below shows the steps and decisions
made during the selection of the optimal problem:

Inputs. An array of features extracted from the student model which include:

– Current topic.
– List of questions that the student has already solved successfully.
– Personality dimensions: may assume values ‘low’/‘medium’/‘high’.

Processing. Problem selection involves the following steps:

ACCEPT <- list of unsolved problems for the current topic.

FOR EACH problem in problems DO
Compute pass probability(pPass) of given student model;
Compute fail probability(pFail) of given student model;
Calculate the difference between pPass and pFail;

END FOR

RETURN <- Optimal problem (one with the minimum difference
between the probability of a pass and fail.

Output. The optimal problem to be tackled (the problem where the probability
of a failure is almost the same as the probability of a pass, hence the problem is
deemed as neither too challenging nor too simple).

After problem selection, the next task is to choose the optimal teaching
strategy to help the student come to a solution. This process is handled by the
Teaching Strategy Selector.
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3.2 Teaching Strategy Selector (TSS)

The TSS determines the best teaching strategy for the problem based on the
Student Model, selected problem, and selection policy. The goal of the TSS is to
identify the appropriate learning style that is proven to be effective in improving
the learning gains of the student based on their learning style and the current
content that is being delivered. To accomplish this, the TSS makes use of Näıve
Bayes to discover patterns in order to predict outcomes of given strategies prior
to the delivery of the tutorial.

In this paper we combine the theory of multiple intelligences and VARK to
derive teaching strategies. Choosing from these strategies depends on various
factors that include the student’s cognitive style, personality type, and aptitude.
Information on these factors is obtained from the student model for the strategy
selector to establish the appropriate strategy.

Inputs. An array of features from the student model include:

– Selected problem (output of the problem selector).
– Personality dimensions: may assume values ‘low’/‘medium’/‘high’.

Processing. Teaching strategy selection involves the following steps:

ACCEPT <- list of teaching strategies applicable to the problem(P)
at hand.

FOR EACH strategy in strategies DO
Compute pass probability(pPass) of the strategy for P;
Compute fail probability(pFail) of the strategy for P;
IF pPass >= pFail THEN

Calculate difference between pPass and pFail;
Add strategy to candidate list (item with pass-likelihood);

ELSE
Ignore the strategy;

END IF
END FOR

RETURN <- Optimal teaching strategy (one with the greatest
difference between pPass and pFail) from candidate list.

Output. The optimal teaching strategy for the problem that was selected by
the problem selector. Options of the output are either: visual strategy, auditory
strategy, kinesthetic strategy, or read and write strategy.

3.3 Learning Element (LE)

The LE basically receives, extract values that are to be used by the Näıve
Bayes algorithm during the process of problem and teaching strategy selection
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described above. Information is received after every tutorial session and the LE
extracts the student’s personality traits, the student’s performance on the prob-
lem that was tackled, and the teaching strategy used to deliver content.

To achieve incremental machine learning through Näıve Bayes, the LE
updates a frequency table that contains all statistical figures obtained from the
LE overtime. During each update values are not converted to probabilities, con-
version is done only when a decision has to be made (i.e., during problem and
teaching strategy selection). Using such a strategy ensures that the Näıve Bayes
always uses updated values as input and thus is adaptive.

In summary, the LE updates values that are used as inputs to the Näıve
Bayes algorithms used by the PS and TSS, these updates are done after every
tutorial session in order to achieve incremental learning.

4 A Conversational Adaptive Intelligent Tutoring System

To evaluate our proposed adaptive pedagogical model, we developed a prototype
mobile conversational intelligent tutoring system (CITS) designed to introduce
the programming concept of object-oriented programing (OOP) to Computer
Science students.1

4.1 Architecture

The ITS is implemented on a client-server architecture. Students are thus able to
interact with the system via different client applications that are all connected
to a single central server.

The two main functionalities of the server are to store knowledge (curriculum
content) and to record previous tutorial experiences which can then be used
internally by the ITS to self-improve, and externally by human teachers to derive
pertinent student information as observed by the ITS.

4.2 Client Application

The client application serves as the interface between the user (student) and the
ITS. The client has an internal database (SQLite) which is used to maintain a
Student Model and also store content that is currently being tutored for easy
retrieval.

The client application works in tandem with a server maintaining the central
database which handles the curriculum information, pedagogical strategies, and
previous tutorial data.

Tutorials are presented in dialog format. The ITS initiates a conversation by
presenting a problem and engaging the student in a conversation that helps the
student to construct a solution. The dialog is also used as a diagnostic tool to
measure the student’s understanding of a particular concept. The conversation
is driven by a six-step cycle which is discussed in the subsection below.
1 The software is available for researchers upon e-mail request: wsleung@uj.ac.za.
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As shown in Fig. 3, the main tutorial screen has a dialog section and an input
bar. The dialog section displays the chat history as speech bubbles which show
messages passed between student and ITS.

Fig. 3. Screenshot of tutorial conversation between student and ITS client

Since the conversation is in natural language, cosine similarity [28] is used to
evaluate the student’s inputs. The student’s input text is represented as a vector
which is compared with all possible responses known by the ITS. The text most
similar to the student‘s input is then considered, ideally if the cosine of two given
vectors is close to one then the two texts are considered similar while a value
closer to zero denotes different texts.

As an example, the ITS contains a set of expected correct responses and
wrong responses for each question. During a conversation, the student’s response
is compared with all expected responses and the response that is most similar
to the student’s input is considered. The subsection that follows discusses the
speech constructs use to guide the conversation.

The Six-Step Tutorial Cycle. The ITS makes use of six speech constructs
adopted from [13] to guide the conversation. The length of the conversation is
dependent on the student’s performance.

1. The Main Question is output by a Näıve Bayes algorithm and a decision
tree. An optimal problem is selected based on previous tutorial experiences.
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2. A Hint (short question) is presented to highlight a missing concept, given
that a student’s response is not satisfactory.

3. A Pump (question aimed at drawing more information from the student) is
presented. For example: “Do you want to add to your response?”

4. Prompts (leading questions) are presented to the student to help to build
an answer.

5. Assertions (detailed solutions) are given to the student after all conversation
turns have revealed that the student is failing to solve the given problem.

6. A Summary (recapitulation of the problem and solution) might be presented
by the ITS. In some cases the student provides the summary which is then
used to evaluate the student’s understanding.

The speech constructs of above form conversation cycles whereby each cycle
begins with either the ITS’s question or a question posed by the student. During
the conversation, pumps are presented when there are missing concepts in the
student’s response. If the student fails to cover all essential concepts, an interior
cycle of pumps, hints, prompts, and assertions is formed until the problem is
fully solved before a summary is given.

After the ITS has given a summary of the tutorial, the student will be asked
if there are any remaining questions about the problem that was just addressed.
The cycle then starts again until the problem is solved. In cases where the ITS
does not have a solution, an apology is displayed.

The APM uses a student’s characteristics to make a prediction of performance
to choose the optimal problem and teaching style to suit the characteristic set.
These characteristics form part of the student model.

Student Model (SM). Student’s characteristics that affect academic perfor-
mance change as the student learns. In particular, factors that influence change
include the frequency of interactions with the ITS, and the mood of the student.

SM variables include personality traits as derived from the FFM. The SM also
keeps track of the student‘s progress, alongside the outcomes of each tutorial.
Tracking progress eliminates the possibility of repeating problems. For decision
making, the APM depends partly on information obtained from the SM. The
SM is dynamically updated, based on feedback from the APM.

4.3 Central Server (CS)

The CS contains the APM and the Knowledge Base (KB). The KB contains
the curriculum, teaching strategies, and historical information from previous
tutorials. This information is used by the APM to make pedagogical decisions.

In the Knowledge Base, content is organized into topics. Each topic is made
up of questions (problems) of varying levels of difficulty. Each question has one
or more solutions and is made up of the concepts that the student needs to
cover when answering the questions. For each question, there are hints, prompts,
pumps, assertions and a summary. After each tutorial session, the student model
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and results of the interaction are saved in the KB. These values are used to
compute frequency tables used by a Näıve Bayes Classifier.

As indicated previously, the information generated by the APM is meant for
both internal (the APM itself) and external use. Potentially, teachers seeking to
improve their teaching strategies and lesson plans could very well take advantage
of the findings established by the APM in their own pedagogical decision-making.

4.4 Pedagogical Analytics for Teachers

Information generated by the ITS during operation may be analyzed by human
teachers to improve their pedagogical decision-making. Examples in which the
ITS’s acquired knowledge can assist are discussed below. Table 1 shows a sample
display of information on the percentage of success in using different teaching
strategies to teach selected topics. Such information may help human teachers
in selecting the most effective teaching strategies to deliver particular content.

Table 1. Sample Data: different teaching strategies to teach different problems

Topic 1st Strat. 2nd Strat. 3rd Strat.

Top. 1 60% 10% 30%

Top. 2 25% 75% 0%

Top. 3 98% 1% 1%

Top. 4 5% 45% 50%

Table 2. Information about students using the ITS

Student Problems tried per day Passed Failed

Stud. 1 20 17 3

Stud. 2 5 0 5

Stud. 3 50 10 40

For example, as shown in Table 1, the first teaching strategy yields better
results when used to teach Topic 3, whereas poor performance is obtained when
the same strategy is used on Topic 4. Thus, a teacher can easily make an informed
choice on which strategy to use when presenting these topics.

Another example of useful information which may be used by human teach-
ers is shown in Table 2: it summarizes the performance of each student using the
ITS. This information gives the teacher insights on their students, thus identi-
fying potential at-risk students that require intervention. In our example, the
information shows that Student 2 only attempted five problems for the day and
failed all attempts. The teacher could seek out the student in question in an
attempt to provide them with more personal (and human) attention.
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5 Evaluation of the Adaptive Pedagogical Model

The ability to make appropriate pedagogical decisions is at the center of the
Adaptive Pedagogical Model. Appropriate in this context is measured by the
model’s ability to recognize a teaching strategy that yields high academic per-
formance when used to tutor a given problem to a specified student model.

Simulated student models were used during the testing phase where the pref-
erences of each student model group (similar characteristics) were predefined.
During simulation, the adaptive pedagogical model’s performance is measured
by its ability to identify a student model and match it with the appropriate
problem and teaching strategy. Analyses from two different perspectives follow.

5.1 Pedagogical Decision-Making Patterns

Instances in which the APM was able to match a student model with the appro-
priate problem and corresponding teaching strategy are expressed as a percent-
age of all APM decisions made at selected points in time.

The results reveal inconsistencies in decision-making initially, as shown by the
sharp edges at the beginning of the graph in Fig. 4. However, as time progresses,
the graph is smoothing. This trend shows that the APM is learning over time
and is thus able to make consistent decisions as shown by the gradual smooth
increase in elevation after time 56.

Fig. 4. Representation of past tutorial records based on prediction success statistics

Inconsistency in initial stages may be explained as due to the initial false data
that the model was given to start the learning process. When exposed to the
actual learning environment the model starts learning and pedagogical decisions
made become consistent.
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5.2 Teaching Strategy Selection Patterns

Monitoring the decisions made by the APM on choosing a strategy for a given
problem for similar student models reveals that the APM is able to identify a
strategy that performs well with each distinct group of student model.

Fig. 5. Graphical representation of teaching strategy selection statistics over time

On identifying an optimal strategy, the APM continues to use the same
strategy on students with similar characteristics. This trend can be seen in Fig. 5.
As soon as the APM learns the best strategy, the graph of that strategy continues
to rise. This rise is due to increases in the selection frequency of that strategy
as compared to other strategies.

The two results reveal that patterns are emerging from the pedagogical
decision-making data gathered. The results did reveal inconsistencies in decision-
making initially. However, as time progressed, the graph smoothed, showing that
the APM has managed to learn over time. On the other hand, focusing on the
teaching strategy selection choices reveals that the APM can identify a strategy
that performs well on a given student model as the APM then continues to use
the same strategy on students with similar characteristics.

6 Conclusions

This paper presented the APM which is capable of identifying and adapting its
teaching strategies to best suit their student. As proof of concept, an implemen-
tation of the APM in the form of a prototype conversation ITS that focused
on teaching object-oriented programming principles was deployed for testing.
By making use of the Näıve Bayes algorithm, the prototype successfully demon-
strated its ability to classify the learning style model of the ‘students’ it inter-
acted with, coming up with teaching strategies deemed appropriate for the iden-
tified learning style.
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Such a system can be a useful tool in the programming classroom in the fol-
lowing ways: first, it can serve as a personalized tutoring companion to students,
offering them one-on-one revision. Second, through its interactions with students,
the ITS can provide human teachers with the necessary information regard-
ing the learning styles of their students, enabling the teachers to make better-
informed pedagogical decisions. Lastly, less-experienced programming teachers
may also learn from the ITS’s successes and failures.
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Abstract. Computer games are widely recognised for the attention they
get from their players. Beyond mere games are ‘serious games’ created
to teach specific subjects or concepts. Arguably, two of the most addic-
tive mechanisms in serious games are: the scoring design, and the game
interface. These mechanisms have been proven to increase the interest
of players in such games, balancing their learning experience with the
fun. Quiz systems, by contrast, are mere educational tools with little
or no interesting devices. In this paper we propose a new classification
for some mid-point between serious games and quiz systems, suggesting
an ‘equilibrium’ by adding some fun and keeping the educational con-
tent of quiz systems. We also describe the development of a new quiz
system designed with Abeced. It is designed with game-like interactive
feedback mechanisms for testing students on factual contents across dif-
ferent subjects. Abeced, mimicking most serious games, is designed with
an interesting interface and a voice feedback to enhance students’ learn-
ing experience. Students found Abeced very interesting because of its
embedded game-like features.

Keywords: Game-like quiz · Serious games · Quiz systems · Abeced

1 Introduction

A game can be described as any form of activity that involves a set of rules or
principles where the game players compete for a win using skills and knowledge in
attempts to achieve a certain goal [30]. ‘Serious’ games are purposefully designed
to educate the player on specific topics during game time [6,25]. These type of
games have been reported to be successful in recent years [4], taking advantage
of the game ‘addiction’ (or interest) [35] of students to disseminate educational
content. They are used in teaching many topics with increasingly new designs
for teaching.

The impact of this category of games cannot be overemphasised. However,
creating games for learning is an expensive adventure [18] and, often, players tend
c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 285–298, 2019.
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to be carried away with the fun in such games and do not learn as much content
as intended by the designers. A quiz system, by contrast, is a tool commonly
used in education [31]. It has a different impact on the students. It can be used
to measure the students’ understanding about what they have learned, and also
to measure the standard of what has been learned. A traditional quiz system is
regarded as too boring and formal by many students [21]. Quizzes also have a
‘fear factor’, arousing the feeling of nervousness of writing formal examinations.
This makes quizzes not often fun to take [24].

Perhaps it is a good idea to find a point ‘between’ serious games and quizzes
where ‘the best of both worlds’ can be combined. Let us call this point the
‘intersection’ of game and quiz. This paper introduces the bridging of serious
games with quizzes and also describes the development of a new game-like quiz
system called Abeced that demonstrates this idea. Abeced, unlike a conventional
quiz system, is enhanced with three major game-attributes, namely: a scoring
design, an interactive graphical user interface (GUI), and voice feedback. The
scoring design uses a fuzzy function that determines the percentage of similarity
of the player’s answer to the system’s answer using the Levenshtein distance.
Based on the similarity calculated, Abeced awards points to the player. The
player’s reward per answered question is thus not a Boolean score (right/wrong)
but a percentage score between 0 and 100.

The following are the contributions of this paper. We

1. propose a new category for classifying game-like quiz systems,
2. suggest that quiz systems can be creatively designed using the proposed cat-

egory, such as to give quizzes game-like features, and
3. present a new interactive quiz system that aids the learning of factual contents

using the our category.

The remainder of this paper is structured as follows. Section 2 describes the
background and related work. Section 3 presents the proposed category. Section 4
presents Abeced (the first quiz system designed with our category). Section 5
describes the implementation of Abeced. Section 6 presents the evaluation of the
proposed system. Section 7 presents the conclusion and future work.

2 Background and Related Work

How ‘serious’ and how ‘fun’ is it to learn with a conventional learning system?
The idea of making learning systems fun is not new [3]; it has given birth to a
new research domain called ‘serious games’ [19,25,28]. Serious games can be vir-
tual environments, simulations, digital games, or mixed reality (amongst others)
that allow interactions among players through gameplay, influence, responsive
narrative/story, and experience to convey meaning [22].

Recently, interest in serious games has increased. Serious games use the prin-
ciple of solid game design with aim of entertaining, e.g. to train or educate [32].
In education, the aim of this type of game is in twofold: to be educational and
to be entertaining. In this view, serious games are modelled to be appealing and
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attractive to students (players), with the purpose of meeting certain educational
goals. The quality assessment of a serious game must thus take into account
the ‘educational’ and ‘fun’ categories [4]. Since the aim of having a system that
supports entertainment and learning is also the objective of serious games, one
could say that serious games present some aspect of ‘edutainment’. Micheal and
Chen, however, opposed this, and suggested that there is more to serious games
than merely edutainment [25]. The distinction made in [25] about the aim of a
serious game is that it goes beyond conventional modes of teaching and learn-
ing; serious games thus differ from those of older edutainment media. Moreover,
whereas edutainment is mostly designed for a specific target audience, i.e. school
children, serious games can be played by ‘any’ audience.

According to most research done in the area of serious games and edutain-
ment, edutainment games constitute a subset of serious games [15,27]. In this
paper, the idea of serious games will be used to make quiz systems more ‘fun’.
A quiz system can be described as a type of mind sport or game wherein the
players try to provide the right answer. In some countries such systems are seen
as assessment tools for measuring the development of skills, abilities, and knowl-
edge in educational sectors [33]. In this paper we move slightly away from serious
games—w.r.t. entertainment—to a ‘mid-point’ between serious games and quiz
systems, aiming at making quiz systems more fun.

A generic decomposition of games into aspects suggests that they have typi-
cally: a story (or writing), a virtual world (wherein the game takes place accord-
ing to its rules), some content (what the game is about), levels (of difficulty),
scoring (who gets what and how), a system (the software), and a user-interface
(what the player sees) [8,16,23]. If quiz systems are to have features from any
of the listed aspects, there cannot be a ‘story’ nor a ‘virtual world’. However, a
quiz must have content, the system (software), and a game-like user-interface.
This paper proposes a new quiz called Abeced with a game-like scoring design
and a user-interface and feedback system. Designing a quiz system this way for
the purpose of making it more interesting is what we have classified as a new
category.

Why is it important to make quiz systems fun? There are several sources
that suggest that computer and video game addiction is real [36] and can be
channeled into fun learning systems, especially ones based on games [3]. This
idea can be extended to quiz systems as shown later in this paper; this will likely
increase the interest of students in taking quizzes. There are a number of related
papers on serious games and quiz systems. In [9] we can find a support system
for learning and teaching medicine. There, a serious game is incorporated into
numerous computing devices; the game is used for simulating cases in a hospital
in order to assess students’ knowledge. The system has gamification features used
to motivate its users. Johnson (et al.) did an experiment about students who
learn best with the ‘Tactical Language and Culture Training System’ (TLCTS)
[17]. TLCTS is a user-friendly system that helps users to improve their spoken
communication skills and aids the learning of foreign culture and language. This
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system is a type of serious game that brings together interactive lessons and
game experience.

Pasin and Giroux designed a new simulation game and described its impact
on operations management education [26], whereas Klopfer (et al.) proposed
‘Brain Age 2’: a handheld console game for teaching arithmetics [20]. Other
serious games can be found in [5,29,37,38,40]. There are a number of television
shows that are structured in an interactive manner, posting questions to players
and giving rewards as well as feedback based on their performance. An example
of such a TV shows is ‘Who wants to be a Millionaire’ [7]. Similarly, a number
of electronic quizzes are available online.1 This paper adopts ideas from string
matching with the Levenshtein distance [2,14,34,39] and the Fisher-Yates shuffle
algorithm [1].

The Levenshtein distance between two strings a, b is given by La,b (|a|,|b|)
where:

La,b(p, q) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

max(p, q) if min(p, q) = 0

min

⎧
⎪⎨

⎪⎩

La,b(p− 1, q) + 1
La,b(p, q − q) + 1
La,b(p− 1, q − 1) + 1(ap �=bp) otherwise.

The indicator function is represented by L(ap �=bq). It is equal to 0 when ap = bq,
and equal to 1 otherwise. Deletion can be done by using the first element (from
a to b); insertion is done by using the second, and match or mismatch is done
by using the third.

The questions this paper addresses are:

1. how can we make quiz systems interesting to users (or students) without nec-
essarily turning such systems into serious games?

2. how do we classify systems that are neither games nor quiz systems?

To answer these questions we propose a new game-quiz category that moves a
step away from conventional quiz systems and a step closer to serious games,
suggesting that there maybe possible gains from optimising the design of quiz
systems for fun rather than student assessment.

3 The Game and Quiz System

The main contribution of this paper is the suggestion of a new category (i.e. the
intersection of game and quiz ) for the development of quiz systems. The proposed
category suggests a ‘paradigm shift’ from the conventional way of designing quiz
systems by adding interesting elements to their designs. By doing so, the systems
can ‘sit between’ conventional quiz systems and serious games as illustrated in
Fig. 1: the figure sketches the different categories of learning and game systems
w.r.t. the fun and educational content in the design of such systems.

1 http://www.addictinggames.com/.

http://www.addictinggames.com/
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Fig. 1. Fitting game-quiz between serious games and quiz systems

Extremely fun games (leftmost in Fig. 1) have no educational content at all
in their design but contain intense fun (or entertainment). An example of such
a game is ‘FIFA’ by ‘EA Sports’ [10]. Fun puzzle games (such as chess [11])
have low educational content as they teach strategy and rules of play of the
real-world game; serious games teach any embedded content and considerably
have ‘average content’ and ‘average fun’. Our proposed system is expected to
have lesser fun compared to serious games, but should also provide more content,
similar to quiz systems. Finally, quiz systems often exclude any fun with intense
educational content. We proceed to define more terms for further reference.

In Table 1 we show the following:

– Background Story: a set of occurrences usually leading to the storyline. These
stories are often presented to the gamers chronologically or otherwise, par-
tially or in full, as the crucial story unfolds.

– Graphics: the ‘look and feel’ of the game.
– Gameplay: the activities game developers use to motivate and keep the players

engaged to finish each level of the game and the game as a whole.
– Feedback: most games provide players with a good feedback on their results,

style of play and actions. These help them to rate their abilities and perfor-
mance and to think of how they can improve them.

– Learning Content: this is what is learnt by playing the game.

All in all, Table 1 shows what should be left out of (or put in) to the new sys-
tem designs. It presents the exact definitions and proposals towards the design of
our system w.r.t. game and educational features. If too many game features are
included, then the system becomes a game; similarly, with too much formality
it remains a quiz. As we are aiming for an intersection of game and educa-
tional features, we propose that our system should not contain game stories,
gameplay, a ‘formal’ interface, nor Boolean marking. However, it should con-
tain some graphics, many textures or sound, a game scoring engine, some goal
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Table 1. Categories of game and quiz systems showing attributes of a game-like quiz

Video game Serious game Game-quiz Quiz

Game features Background story Yes Yes No No

Graphics (2D or 3D) Yes Yes Limited No

Texture & sound feedback Yes Yes Extreme No

Game scoring Yes Yes Yes No

Game play Yes Yes No No

Goal of play Yes Yes Limited No

Educational system

features

Learning content No Limited Extreme Extreme

Formal interface Yes No No Extreme

Boolean marking No No NO Yes

of play (that reflects some performance metrics and inspires users to improve),
and much learning content. The system is aimed at improving the fun in quiz
systems; the first system developed as a prototype is described in the following
section.

4 Abeced: The First Game-Quiz System

Abeced is a proof of concept to show the practicability of the newly proposed
category. As discussed in the previous section, the proposed category excludes
some features in games (such as stories and gameplay) and includes some quiz-
level of seriousness beyond serious games. The design of Abeced is shown in
Fig. 2. Abeced prompts the user for credentials (username and password), verifies
the credentials from the database (i.e. user’s table) at the back end. The user is
then granted access to the quiz system and must select a category of the quiz
to be taken; (quizzes are organised in categories in the pool or repository of
questions and answers).

The user’s chosen category is used in querying the quiz repository, and ques-
tions and answers are fetched from the repository based on the category’s pri-
mary key (that distinguishes each category). The questions and answers are
loaded into the quiz engine and are presented to the user one question at a time.
The user supplies an answer which is then verified with the fuzzy scoring module.
Based on the correctness of the answer the user is given a rich feedback via the
system’s engine. Next we explain Abeced’s components, namely: fuzzy scoring
design, content, and feedback design.

Fuzzy Scoring Design: Abeced uses a fuzzy scoring design that does not
score a question ‘correct’ or ‘wrong’ (Boolean score), but compares the sys-
tem’s answer to the player’s answer with the Levenshtein distance algorithms,
thereby treating every response as a string response. The fuzzy set for scoring
in Abeced is: F (Score[0, 100]) = {excellent, verygood, good, passed, failed}.
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Fig. 2. Flow diagram for Abeced’s design

Content Design: Abeced uses a predefined repository of factual contents struc-
tured as questions and answers, covering a wide range of subjects such as cur-
rent affairs, history, art, and science. These Q&As are the challenges posed by
the system, displayed to the user at real-time via the game-like interface. The
players are prompted to enter the number of questions they want to attempt,
and questions are randomly selected from the repository of Q&As using the
Fisher-yates shuffle algorithm [13]. For each question displayed in turn, the
user is further prompted to supply an answer which is verified against the
stored templates.

Table 2. Graphical feedback to players with smileys

Double
Thumbs Up

Single
Thumbs up

Grin Surprised Tongue Out
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Feedback Design: The feedback screen for Abeced is a quintuple,
(I, Fc, Rc, Vc, Rt), where, I is the displayed smiley image; Fc is the font colour
of the feedback, R is the inferred recommendation based on user’s perfor-
mance, Vc is the voice feedback, and Rt the user’s overall rating. These sets
are defined as follows:
1. I = {“Double thumbs up”, “single thumb up”, “grin”, “surprise”,

“tongue out”}
2. Fc = {“Blue”, “Green”, “Deep Pink”, “Magenta”, “Red”}
3. R = {“Excellent Performance! Y ou′ve mastered this subject”, “V ery

Good Performance! Y ou′re getting used to this subject”, “Good
Performance!
There are lots of misses though”, “Y our performance is just OK!
Y ou missed too many facts”, “Poor Performance! Y ou should go back
and study more”}

4. Vc = {“Bravo!”, “Good job”, “Not so smart huh?”, “Mockery
Laughter”}

5. Rt = {“Legend”, “Expert”, “Professional”, “Wannabe”, “Amateur”}
The image feedback gives a graphical response to the users. As shown in
Table 2, the double thumbs up maps to excellent performance, single thumb
up to very good, grin to good, surprised to passed (the “just-made-it face”),
and tongue out to failed. Colour-coded feedback (Fc): Depending on the
player’s performance, Abeced is designed to give a customised font-colour
feedback. Colours range from Blue to Red and fade out as the user’s perfor-
mance decreases. Recommendation Feedback: Abeced also provides textual
recommendations to users based on their performance. To excellent players it
simply suggests that their performance is perfect; to extremely weak players
it suggests that they study more. Voice Feedback: We have used Microsoft’s
Text-to-Speech library, usable with systems that can connect to the Microsoft
Speech Server or API, to synthesise suitable wave sounds for Abeced’s main
events. The produced wave sounds are played in the background after a user
attempts the questions. The sound is either praising or mocking the user.

Fig. 3. Abeced’s quiz in progress
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Overall User Rating: Abeced also rates players’ performance on an overall
scale. The users get overall feedback in the form of ‘titles’ based on how well
they are playing within the system. The highest title is ‘Legend’ (given to
users whose overall points are 90% or above) and the lowest is ‘Amateur’ (for
users with points less than 40%).

5 Implementation

We have implemented Abeced as a Windows Form Application using the .Net
Framework libraries and other utilities (SQLite Databases, Telerik Controls [12]).

Figure 3 shows the Abeced game-quiz system at runtime where the user is
asked the question where a university is located. The user attempted to answer
with ‘Johannesburg’ but misspelled it.

The fuzzy scoring then computed the Levenshtein distance between the model
answer and the user’s answer, and returns a value. The returned value is used
in scoring and providing a robust feedback to the user. In this example, the user
scored 75 points (see Fig. 4) and received the feedback of Very Good! The correct
answer was also displayed. Note that in spite of the wrong spelling the player
was not given zero points, whereas in most quiz programs zero points would have
been the result.

After the entire quiz, the player is provided with a comprehensive feedback
as shown in Fig. 5. It summarises all activities of the player on the system. This
includes individual quiz performance as well as all quiz attempts. A recommen-
dation is also provided.

Figure 6 shows how a player can select a quiz category. In this example the
player selected the ‘general’ category with 10 questions and clicked on the ‘start’
button.

Also note the TV screen and other fancy images displayed in this quiz. This
is new in comparison with other quiz systems.

Fig. 4. Abeced’s interface showing feedback
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6 Evaluation of the Game-Quiz System

Using Abeced as a prototype, we carried out an online survey at University
of Johannesburg and the University of the Witwatersrand to determine human

Fig. 5. Abeced showing comprehensive feedback

Fig. 6. Abeced game-quiz: category selection



Interactive Learning of Factual Contents 295

perception about the system. The survey’s respondents were mostly undergrad-
uate students. Background information was requested on age range, gender, and
degree programme registered for. In this section, we present the responses of
these students. We also requested information about the opinion of the players
of Abeced w.r.t. use-ability, and impact of the new ‘paradigm’. The results of
the survey are summarised in Fig. 7.

Fig. 7. Game-quiz system evaluation: survey results

Altogether we had 85 participants. 37.2% of these participants are between
17 and 20 years of age, and 46.5% between the age of 21 and 25. Participants
less than 17 years old or older than 25 years were in the minority, in the range



296 A. Ade-Ibijola and K. Aruleba

of 16.3% of the sample population. With 67.9% male respondents and 32.1%
female, we re-confirm that ‘gamers’ are mostly male—as documented in many
other papers. Our respondents are registered for one degree or another at one of
the above-stated universities. 86% of our respondents are registered for a bach-
elor’s degree; 4.7% are registered for a postgraduate degree (Masters or PhD’s):
see Fig. 7(a). Other candidates are registered for diplomas, or other degrees.
Many respondents, about 61.6%, agreed clearly that the quiz was fun to fiddle
with; 38.4% were ‘neutral’: see Fig. 7(b). 73.3% claimed that they could learn
something from Abeced: see Fig. 7(c). With a comparative bias in mind, about
95.4% agreed (or stayed ‘neutral’) that Abeced is ‘more fun’ than a conventional
quiz system: see Fig. 7(d). 74.4% agreed that the interface of Abeced is more user-
friendly, with even 19.8% staying neutral: see Fig. 7(e). Abeced’s scoring/feed-
back was regarded as ‘more helpful’ by 72.1% of our respondents, indicating that
the scoring of the new system worked well as intended: see Fig. 7(f).

7 Conclusion and Future Work

In this paper we proposed a ‘paradigm-shift’ from designing conventionally ‘bor-
ing’ quiz systems to highly interactive quiz systems with game-like features. We
have also specified precisely how much ‘fun’ and how much ‘content’ our game-
quiz system includes. Furthermore, we have designed and implemented the first
prototype, (Abeced, of this category. Abeced is not merely one test case, but
more broadly a ‘proof of concept’ for the newly proposed game-quiz category.
With an online survey of players’ experience with Abeced we inferred that learn-
ing is possible with Abeced, and also more fun. In future we hope to investigate
other applications of the game-quiz with different factual contents.

Acknowledgement. Thanks to Edward J. Nicol Bell who supported the development
of Abeced.
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Abstract. Virtual Reality (VR) is increasingly being acknowledged as
a useful platform for education. In South Africa, however, VR is mainly
recognized as an entertainment platform. Hence, the potential benefits
of VR and its perceived ease of use within the South African higher
education setting have not been widely investigated. Therefore, using
the Technology Adoption Model (TAM), this paper investigates the per-
ceived usefulness (PU) and ease of use (PEOU) of VR by lecturers. This
paper also identifies the perceived challenges to the adoption of VR as a
teaching and learning platform from a higher education perspective, and
suggests how those challenges may be overcome.

Keywords: Virtual Reality · Higher education · Lecturers

1 Introduction

Education is vital for social, political and economic development of any nation.
Therefore, effective teaching is essential and should be based on assisting stu-
dents to advance from one knowledge level to another [26]. The evolution of
technology has created interactive environments for education that now include
immersive and interactive three dimensional (3D) learning platforms that are
recognized as Virtual Reality [12]. According to [5], Virtual Reality (VR) may
be defined as the collection of technological hardware and software that aid
in the creation of immersive environments. The VR immersive environment is
experienced through devices and components such as computers, head-mounted
displays, headphones, and motion sensing gloves [26]. VR is increasingly being
recognized as a useful platform for education [36]. VR draws on the strengths
of visual representations and provides an alternative method for presenting of
course-related content that could enhance teaching and learning. VR caters for
students with different learning styles and hence, enhances teaching and learn-
ing [30].

South Africa (SA) has recently joined the VR revolution. Therefore, some
organizations in SA are competing extensively to be recognized in the VR inter-
national market [27]. According to [27], these SA organizations produce VR
c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 299–312, 2019.
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devices for use and adoption in fashion and entertainment such as music and
gaming. However, VR adoption in SA educational institutions is slow and stag-
nating according to [28] and research pertaining to the adoption of VR in South
African higher institutions is very scarce. This paper attempts, to a limited
extent, to address the research gap posed by the scanty literature on VR adop-
tion in South African higher education. It specifically seeks to establish the
perceived usefulness and ease of use of VR and the challenges to its adoption
from lecturers’ perspective.

2 Related Work

The applications of VR in education include, but are not limited to, the use of
VR for simulation-based education in the fields of engineering, physical science,
and medicine, the use of VR to assist students with disabilities, and the use of
VR in gaming [21].

2.1 VR for Simulation-Based Education: Engineering and Physical
Science

VR use for simulation-based education in engineering and physical science allows
students to utilize equipment and machinery safely for experimental, practi-
cal and self-study projects [1,44]. According to [37], Tecnomatix Jack, RAM-
SIS Automotive, DELMIA Ergonomics Task Definition, SAMMIE, and Santos
Human, are some of the VR systems that are used to develop prototypes in
the field of engineering. These VR systems assist students in areas such as the
automotive industry with the retention of information pertaining to automotive
techniques [37]. Similarly, a virtual environment created by the University of
Westminster for students of criminal law allowed them to hunt for clues to con-
struct a murder case [19]. In this virtual environment, students can walk around
a building and identify the type of crime committed instead of reading witness
statements. Students’ information retention increased because of the practical
exposure in the simulated crime scene [19]. However, another study concluded
that not all students are able to retain information obtained from the relevant
virtual environment [43].

2.2 VR for Simulation-Based Education: Medicine

VR is utilized in medicine to train students to become nurses, doctors and or
surgeons by creating a safe environment where students can practice medical
procedures [2]. According to [29], in the VR environment, medical students can
safely make errors; they can also gain feedback and standardized experience.
A VR system, Anatomic VisualizeR, was developed at the University of Cali-
fornia for medical students [17]. This VR system contains several 3D anatomic
models and allows students to virtually dissect the models. A similar virtual
anatomy project, 3D Human Atlas, was developed in Japan to assess students’
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understanding of the human anatomy [16]. According to [35], VR systems that
are based on anatomy allow students to gain experience and feedback. Simi-
larly, VR enhances medical education by standardizing training and providing
students with the opportunity to repeat tasks until competency is reached [34].

2.3 VR for Assisting Students with Disabilities

People with disabilities often display limited or no skills necessary for indepen-
dent living, improving cognition, and practicing social skills [3]. Studies exploring
virtual environments as an aid to the acquisition of skills to support people with
disabilities have looked at the aspects of grocery shopping, food preparation,
orientation, crossing the road, and vocational training [40]. The following para-
graphs will focus on the use of VR to assist students who have physical and/or
intellectual disabilities.

Physical Disabilities. VR environments developed for people with physical
disabilities enable them to develop their navigational skills [9]. For example, a
virtual environment that simulates a busy street or shopping center may be used
to prepare the physically disabled for a real-life setting. Similarly, physically dis-
abled students can gain knowledge from the virtual environment on how to move
around and avoid obstacles in the virtual setting before putting the knowledge
into practice in the real world [39]. Food preparation is another aspect looked at
to assist with the development of skills. The virtual environment described by
[6] was used to teach food preparation to physically disabled students. This envi-
ronment was based on an actual kitchen setting in which half of the participants
were already undergoing a college training course for catering. Students showed
significant improvement on the tasks they had learned in the virtual kitchen as
compared to the real kitchen environment. However, [41] found no difference in
improving learning between virtual and real training environments.

Intellectual Disabilities. Intellectual disabilities consist of learning and cog-
nitive disabilities [40]. The use of VR for autism, a type of learning disability,
allows autistic students to be taught road safety [31]. Both [32] and [33] suggest
that there is a need to utilise virtual environments for social skills training for
autistic students. Students can use the virtual environments to learn rules and
basic skills which could be practiced frequently before entering a real-life setting.
A VR environment called The Virtual City includes a procedure to teach autistic
students how to use a pedestrian crossing and how to safely board a bus [11].
An evaluation of the use of VR environments for autistic students specifically
showed some transfer of learning from the virtual environment to the real world
[40]. VR also assists students with dyslexia, a cognitive disability [23]. Students
who are dyslexic have trouble solving problems, writing and communicating [23].
VR aids in the development of virtual environments for dyslexic students, which
mainly consist of visual interfaces and related sounds to enable the students to
interact with virtual objects [40]. Due to the interaction with virtual objects,
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dyslexic students have shown improvement in their cognitive abilities [7]. How-
ever, [15] found that dyslexic students experience several challenges associated
with using the VR environments including information overload if too many
objects are shown simultaneously, and imperfect word processing, that is diffi-
cultly in recognizing words with similar sounds.

2.4 VR in Educational Games

Generally, VR is used for entertainment purposes such as gaming. However, a
study conducted by [20] stipulated that VR in gaming is now being used for
educational purposes. A VR game for safety education enhances safe training
and education by allowing students to operate hazardous equipment such as
a pedestal grinder in the virtual environment. The VR game was adopted to
enable students to learn to control and prevent occupational injuries and ill-
nesses caused by improper machine handling [20,38]. Another game that is used
in education is The Battle of Thermopylae, which is a virtual gaming environ-
ment that aims to portray the historical context and importance of the battle,
the warfare strategy of the battle opponents, their cultural differences and the
strategic choices they made [10]. The Siege of Syracuse is a similar game and
is used to educate students about historical events [25]. Similarly, Heritage Key
is a VR game that also recreates history to educate students about the past,
historical monuments, artefacts and archaeological discoveries [8].

Summary of Related Work. As shown in Table 1, most related work focuses
on VR adoption for simulation-based education and assisting students with dis-
abilities in various settings. However, none of the reviewed literature specifically
investigates the determinants of VR adoption from a South African perspective
using a theoretical framework. Thus, this project addresses this gap by investi-
gating factors that may influence the adoption of VR by South African tertiary
education using TAM as the theoretical framework.

Table 1. Summary of related work

Literature Application context Setting/country

[1,37,43,44] Simulation-based education:
engineering and physical
science

Ecuador, Germany,
Malaysia, Taiwan,
UK

[2,16,17,19,29,35] Simulation-based education:
medicine and other
disciplines

Japan, Malaysia,
Poland, UK, USA

[3,6,7,9,11,15,23,32,33,
39,40]

Assisting students with
disabilities (physical and
intellectual)

UK, USA

[8,10,20,25,38] Educational games Australia, Greece
Japan, UK, USA
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3 Theoretical Framework: The Technology Acceptance
Model (TAM)

TAM indicates that there are two constructs that influence acceptance and use
of a technology [13]. These are Perceived usefulness (PU) and Perceived ease-
of-use (PEOU). The former is defined as the extent to which a person believes
that a new technology will assist in performing his/her duties better compared
to an existing technology. The latter is defined as a person’s perception of the
required effort to use a new technology. A qualitative study investigated the
adoption of a Virtual Reality simulation to train nursing students to use a crash
trolley during a medical emergency [14]. Findings revealed that perceived ease
of use and usefulness of Virtual Reality are important factors that need to be
considered for the adoption of Virtual Reality as a teaching platform. In addition,
the study found that perceived innovativeness of Virtual Reality significantly
influences the behavioural intention to use the Virtual Reality platform. On
the other hand, [18] explored students’ acceptance of Virtual Reality in medical
education and found that immersion and imagination features embedded within
VR applications have an impact on the perceived ease of use and usefulness of
VR. Amongst five factors that were investigated in [4]—perceived usefulness,
attitude, perceived cost and perceived ease of use—perceived usefulness was the
only factor that significantly predicted healthcare professionals’ use of Virtual
Reality as a therapeutic tool. On the other hand it was found that perceived
ease of use did not influence students’ intention to use virtual world of Second
Life (SL) to learn a chemistry concept [24].

4 Research Method

For this study we used the exploratory design approach to investigate lecturers’
perceptions about the adoption of VR for teaching and learning. The purpo-
sive sampling technique was used, too. Data was collected from a sample of 21
lecturers from the discipline of Information Systems and Technology at the Uni-
versity of KwaZulu-Natal (UKZN). A qualitative approach was used to gain an
in-depth understanding of the lecturers’ perceptions about the adoption of VR
as a teaching and learning platform at our university. The aim was to conduct
semi-structured interviews with those 21 lecturers. However, data saturation
was reached already after 10 lecturers were interviewed. Hence, we collected
data from those 10 lecturers. Interviews were conducted in English and voice-
recorded with the participants’ permission. The recorded interviews were tran-
scribed using Microsoft Word software. The transcribed texts were then analysed
with the aid of the ‘Nvivo’ (version 22) data analysis tool. To this end, each
transcribed text was loaded onto Nvivo and then analysed (content analysis)
by grouping each participant’s responses into three categories also called ‘super
themes’. These three categories or super themes represented the three constructs
on which this project is anchored, that is: perceived usefulness, perceived ease
of use and perceived obstacles to the adoption of Virtual Reality for teaching
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Fig. 1. Data analysis process

and learning. The participants’ responses then became the sub-themes and were
coded to the corresponding super-themes. The coding process entailed assigning
each relevant text to a relevant theme and subsequently linking the theme to
the corresponding super-theme. Figure 1 shows the data analysis process using
an excerpt of an interviewee’s responses.

5 Findings and Discussion

5.1 Demographics of Participants

Table 2 shows that an equal number of lecturers from two campuses (Westville
and Pietermaritzburg) of our university were interviewed. Most of the intervie-
wees had the rank of a ‘lecturer’.1 In addition, two professors and two senior
lecturers were interviewed. All interviewees were employed in the discipline of
Information Systems and Technology in the School of Management, IT and
Governance.

5.2 Perceived Usefulness of VR for Teaching and Learning

Specific Disciplines Where VR is Most Appropriate. Most participants
stated the disciplines that VR would be most relevant as far as teaching and
learning are concerned. These include disciplines whereby safety is of the utmost
importance. Participant 5 stated: “In certain areas it might be useful, like in the
sciences, physics and chemistry. VR might be useful in terms of the simulations.
It also serves as practice for the students to work with the dangerous chemicals”.

1 Academic ranks in South Africa: ‘junior lecturer’, ‘lecturer’, ‘senior lecturer’, ‘asso-
ciate professor’, ‘(full) professor’.
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Table 2. Demographics of respondents

Respondent no. Designation Campus

1 Senior lecturer Pietermaritzburg

2 Lecturer Pietermaritzburg

3 Professor Westville

4 Lecturer Westville

5 Lecturer Westville

6 Lecturer Westville

7 Senior lecturer Westville

8 Lecturer Pietermaritzburg

9 Lecturer Pietermaritzburg

10 Professor Pietermaritzburg

The same participant further elaborated: “This is because VR reduces the risk of
danger in the simulated environment and it teaches students how work with the
dangerous chemicals in a real-life situations”. In the context of medical practice,
[2] noted that VR is utilised in medicine to train students to become medical
professionals by creating a safe environment where they can practice medical
procedures and experience safe exposure to dangerous chemicals. Similarly, [29]
stated that in the simulated VR environment, medical students can ‘safely’ make
errors, then gain feedback that can enhance their practice.

Moreover, participant 5 stated that VR simulations can be used to assist
biology students to learn about the human anatomy by providing them with an
immersive learning environment in which they can experience the course con-
tent and gain feedback from their mistakes. Similarly, [35] noted that VR systems
based on human anatomy allow students to gain experience and feedback. Some
participants felt that VR in the IT discipline could be used to teach abstract
concepts such as programming. By contrast, participant 10 did not agree to the
adoption of VR in the IT discipline: “It would not be successful from an IT
perspective”. This participant uses a combination of tutorial and practical ses-
sions to teach course-related content. During the practical sessions, students are
required to interact with a computer to complete a task. Hence, the participant
believed that VR in the IT discipline would not be useful for modules that are
already taught using a computer-based interactive environment.

Some of the participants (3, 4, 5, 7, 8) stated that VR could be used to study
law in a courtroom simulation. Likewise, [19] had noted that students’ practical
exposure to a simulated crime scene or legal environment, such as courtrooms,
allow them to retain more information as compared to a non-simulated envi-
ronment. For example, a simulated environment such as a murder scene allows
students to conduct an investigation of the type of murder weapon used, the
victim, and other aspects of the crime. This promotes interest for the course
and allows students to retain more information for a longer period of time.
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By contrast, in a non-simulated environment, students will have to read lengthy
witness statements and reports and they will therefore remember information
for a short period of time [19].

Benefits of VR for Teaching and Learning. Most participants also stated
the advantages of adopting VR for teaching and learning. Participant 1, for
example, claimed: “In the classroom, VR would assist with teaching and learn-
ing by creating an active environment to facilitate participation”. Similarly, [30]
had stated that VR promotes active learning and creates an engaging environ-
ment to facilitate learning. Some of our participants (2, 3, 4, 5) described the
following advantages of adopting VR: “VR platforms, e.g. second life, eliminate
the language barrier and provide flexibility in terms of learning because students
can learn at their own pace, hence, promoting effective learning”. Similarly, [30]
noted that VR overcomes language barriers. For example, VR environments with
chat rooms and forums provide an equal opportunity for communication between
students from different cultural backgrounds. Likewise, [22] had mentioned that
VR platforms (such as Second Life and Minecraft) enable students’ socialization
via the instant messaging feature. Such socialization promotes effective learning
as students can communicate with each other to share knowledge of the course
work.

Participant 4 stated: “Utilizing VR in the classroom will cater for different
learning styles. Perhaps some student prefer to learn visually; then they can
gain more by using VR for learning”. Similarly, [30] claimed that the visual and
interactive strengths of VR makes it suitable for various learning styles. Another
participant stated that VR would be useful in modules like history by allowing
students to virtually travel to destinations around the world. This assists with
creating interest and motivating to learn the course content. Participant 8 fur-
ther elaborated on the advantage of using VR for promoting motivation with an
example: “A lecturer can try and explain history abstractly, e.g. theoretically
explaining the pyramids in Egypt. However, teaching using VR will allow stu-
dents to formulate an idea on how the pyramids look in terms of the dimensions.
Also, by providing the students with an immersive experience they will be more
interested in learning about the history of Egypt”.

Immersive VR environments that are specifically designed to help students
to learn and experience course-related material target different learning styles;
this cannot be obtained in traditional education, i.e. using blackboard teaching
methods [42]. Moreover, immersive VR environments enhance learning retention
by promoting interest in the module because students retain more information
if they find a module or topic in the course work interesting [42]. Similarly, our
participant 1 mentioned that VR depicts a shift from the traditional methods
of teaching to the modern methods of teaching. This shift assists lecturers to
create dynamic teaching environments to promote students’ interest in the course
work. Several participants (1, 2, 4, 5, 7, 8) also mentioned VR devices such as
VR head-gears and VR platforms such as second life that can create virtual
teaching environments to promote students interest in the course work.
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5.3 Ease of Use of VR

This theme focused on the participants’ reflections on the ease of using and
understanding of VR systems in the context of teaching and learning. Most
participants briefly explained ways in which the VR systems could be made easy
to use and understand. Most participants (1, 2, 3, 4, 5, 8) suggested training as
a way of introducing lecturers to VR. Some of the other participants (6, 9, 10)
argued that training should continue even when VR is fully implemented. This
will enable VR users to keep abreast of new developments and updates within
the VR arena. One participant (5) discussed that both lecturers and students will
require training to use and understand the VR systems. In addition, participant
3 stated that the UKZN needs to identify educational institutions that have
already adopted VR in order to provide a foundation for the adoption of VR from
a theoretical perspective. Such a theoretical foundation would enable lecturers
to gain insight into changes that need to be made for the successful adoption
of VR at UKZN. This would subsequently allow lecturers to understand how to
use the VR systems for teaching and learning.

5.4 Challenges to the Adoption of VR and Suggested Solutions

Feasibility. Most participants (2, 3, 5, 9, 10) commented on VR adoption chal-
lenges from an infrastructural and financial perspective. They recommended that
the UKZN should consider performing a cost-benefit analysis to assess the finan-
cial feasibility to adopt VR for teaching and learning. One respondent (2) alluded
to the fact that “VR adoption requires long-term planning; the university is not
quite prepared for it right now in terms of the infrastructure required, but per-
haps in the future the adoption of VR will be possible”. Similarly, participant 1
recommended: “UKZN should take as much time as is needed, no less than two
years of time, to decide on the disciplines where VR will be adopted”.

Most participants suggested a gradual adoption of VR as a solution to the
challenge of current feasibility. In addition, other participants (1, 2, 3, 4, 6, 10)
advocated having policies for the adoption of VR. These participants expressed
that those policies should be optional in order to prevent forcing the adoption
of VR to limit instances whereby lecturers would adopt VR just to adhere to
the university rules instead of adopting it to its full potential. One participant
stated that pilot studies across disciplines should be conducted before deciding
on the adoption of VR at UKZN because this would enable the university to
gain insights into the capabilities and the potential challenges of adopting VR
for teaching and learning.

VR Skills. Some of the participants suggested outsourcing of VR skills to solve
the issue of a lack of VR skills among the staff members. By contrast, some of the
participants recommended getting VR skills by training existing staff members.
Some of the participants explained that the UKZN did not have qualified staff
who were familiar with utilizing VR. Training would therefore be fundamental,
but it should be complemented by recruiting new staff who have skills in VR.
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The recruited staff would be required to help the other staff members by sharing
their VR knowledge. This would promote a pool of VR knowledge and skills
at the UKZN. In this regard, remarks from the participants include “do not
outsource” (participants 1, 2), as well as “yes, UKZN can outsource, although
that can be an issue because depending on the external people implies that there
is a non-formation of internal skills. UKZN would spend money on outsourcing
as opposed to using the existing people at the university” (participants 7, 8, 9).

Resistance to Change. Resistance to change was a challenge that the partic-
ipants felt needed to be addressed from an organizational perspective. One par-
ticipant (2) stated the following: “The biggest problem is resistance to change.
It is really going to take time for the staff to change to newer technologies”.
The transition from old technologies such as projectors and 2D systems to more
advanced systems such as 3D interactive and immersive systems like VR can
sometimes cause resistance to change because lecturers are accustomed to the
old technologies. This is because lecturers have adequate exposure to and expe-
rience with using old technologies as compared to their exposure and experience
with using VR. The participants focused on ‘PowerPoint’ as a commonly used
technological tool and contrasted it with VR. Most participants perceived ‘Pow-
erPoint’ as a tool that could be used in conjunction with virtual environments.
One participant (1) explained that ‘PowerPoint’ could be used to teach the the-
oretical sections of the coursework and it could be used to teach the complex
and abstract sections of the coursework. In this way, both ‘PowerPoint’ and VR
could be utilized in conjunction to teach a course. However, some of the partici-
pants stated that they would substitute ‘PowerPoint’ with VR because it would
be more beneficial for teaching their modules. In particular, participant 1 stated:
“If VR is used to its full potential, such as creating multiple virtual environments,
for example a classroom environment and a business environment, then there is
no need for slides”. The same participant further elaborated: “This is because
theoretical content can be taught in the classroom environment and application
will be taught in the business environment, and in this way students will learn
better and it will make teaching simpler”. Some of our participants (2, 3, 4, 5,
10) expressed their concern that the UKZN would need to properly communi-
cate the reasons for adopting VR; failure to do so would result in unwillingness
to change. Some participants recommended gradually adopting VR as one of
the solutions to the challenge of lack of willingness to change. Generally, people
become resistant to change because of a lack of support to facilitate the change.
Therefore, to prevent resistance to change, the UKZN needs to implement proper
procedures and support facilities to adopt VR for teaching and learning. One
participant (2) proposed the following solution: “An effective change manage-
ment process, and a clear justification of the need to adopt VR, is required”. The
same participant further elaborated that successful adoption of new technologies
such as VR requires acceptance of the technology and that acceptance can only
be had once the decision to adopt VR is fully understood by staff members and
other relevant stakeholders.
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6 Conclusion and Outlook

Several research have highlighted the possibilities and benefits associated with
using Virtual Reality within the context of teaching and learning. However,
related work reveals that research on the adoption of VR as teaching and learn-
ing tool in the South African (or wider African) context is very scarce. This
project contributes to the scanty literature on VR adoption Africa as it investi-
gates the perceived ease of use, usefulness of VR and challenges associated with
VR as a teaching and learning platform from lecturers’ perspectives in South
Africa. Current literature highlights the potential use of VR from students’ per-
spective and rarely from lecturers. This paper highlights that VR is particularly
useful as it provides a safe learning environment to practice delicate or risky pro-
cedures through simulations. Lecturers also believe that VR is useful for teaching
abstract concepts in an immersive learning environment. Further benefits include
the fact that VR encourages students’ participation in the classroom, eliminates
language barrier and promotes learning flexibility, cultural diversity and student
socialization. In addition, it promotes students’ information retention. Lecturers
mentioned that due to the evolving nature of technology, there is a need for
continuous training (in the pre- and post-adoption phases) to ensure that VR is
perceived as easy to use. They further mentioned that there is a need to build
knowledge of VR from a theoretical perspective to gain a better understanding
on how VR systems could be used for teaching and learning.

In terms of the challenges, lecturers expressed their concerns about the infras-
tructural and financial capabilities of the UKZN to adopt VR. Thus, they pro-
posed a gradual approach to VR adoption, coupled with pilot studies and flexible
policies that encourage voluntary adoption of VR. Some lecturers further advo-
cated for outsourcing VR skills as a way of adopting VR while some were against
it. Resistance to change is another identified challenge in the South African con-
text. They indicated that the UKZN should adopt a hybrid approach, combining
the use of existing technologies in conjunction with new ones (VR). In addition,
the university should engage its academic staff on the need to move to VR sys-
tems and create a pathway for the adoption and support for VR for teaching
and learning.

This paper suggests a further in-depth study of factors that may influence
the adoption of VR in the South African higher education sector. Such a study
should adopt more robust theoretical and methodological approach and should
endeavor to capture students and lecturers’ perceptions on a large scale, that is,
from more than one institutions. Particularly, it would be interesting to investi-
gate how perceptions toward VR adoption differ depending on the various types
of higher institutions of South Africa (traditional, research-focused or teaching-
oriented). Moreover, further studies should be conducted to assess the possibility
of adopting VR in South African education in terms of the prevailing infrastruc-
ture and financial implications for the South African educational institutions as
well as the educational policies put in place by the government that dictate the
rules for technology adoption in South African education.



310 Z. Solomon et al.

References

1. Abulrub, A.H.G., Attridge, A.N., Williams, M.A.: Virtual reality in engineering
education: the future of creative learning. In: 2011 Proceedings of the IEEE Global
Engineering Education Conference, EDUCON, pp. 751–757 (2011)

2. Aggarwal, R., et al.: Training and simulation for patient safety. BMJ Qual. Saf.
19(Suppl. 2), i34–i43 (2010)

3. Ayres, K.M., Mechling, L., Sansosti, F.J.: The use of mobile technologies to assist
with life skills/independence of students with moderate/severe intellectual dis-
ability and/or autism spectrum disorders: considerations for the future of school
psychology. Psychol. Schools 50(3), 259–271 (2013)

4. Bertrand, M., Bouchard, S.: Applying the technology acceptance model to VR with
people who are favorable to its use. J. Cyber Ther. Rehab. 1(2), 200–210 (2008)
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Abstract. The Structured Query Language (SQL) is the most widely
used declarative language for accessing relational databases, and an
essential topic in introductory database courses in higher learning institu-
tions. Despite the intuitiveness of SQL, formulating and comprehending
written queries can be confusing, especially for undergraduate students.
One major reason for this is that the simple syntax of SQL is often mis-
leading and hard to comprehend. A number of tools have been developed
to aid the comprehension of queries and to improve the mental mod-
els of students concerning the underlying logic of SQL. Some of these
tools employed visualisation and animation in their approach to aid the
comprehension of SQL. This paper presents an interactive comprehen-
sion aid based on visualisation, specifically designed to support the SQL

SELECT statement, an area identified in the literature as problematic for
students. The visualisation tool uses visual specifications depicting SQL
operations to build queries. This is expected to reduce the cognitive load
of a student who is learning SQL. We have shown with an online survey
that adopting visual specifications in teaching systems assist students in
attaining a richer learning experience in introductory database courses.

Keywords: SQL comprehension · Visual specification
Learning via visualisation

1 Introduction

The Structured Query Language (SQL) remains an integral part of the intro-
ductory relational database course curriculum in higher institutions of learn-
ing, and is considered the most widely used declarative and non-procedural lan-
guage for querying relational databases [35]. As a declarative language, many
of its statements are ‘English-like’. SQL is a non-procedural language because
data operations are specified by their intended result rather than their steps
towards the result. Since it was adopted by the ANSI and ISO in the late 70’s,1

1 ANSI: American National Standards Institute, ISO: International Organization for
Standardization.
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SQL has evolved as a standardised language for most relational database man-
agement systems or RDBMSs [24,28]. SQL uses commands to define schema
objects (Data Definition Language: DDL) and to manipulate data (Data Manip-
ulation Language: DML) in a RDBMS [15].

Due to the wide-spread application of SQL, being able to formulate queries
is an important skill that employers require for graduates in computer science
and related disciplines. This skill relates to knowledge of relational databases for
the writing of useful and correct queries in SQL [25]. If students’ knowledge of
the SQL concept is poor, their performance in business sectors would be ques-
tionable [5,14]. Despite the triviality of the task of manipulating and retrieving
information from relational databases, writing correct queries still remains a
well-known problem for many students [15,20,41]. Numerous studies have been
conducted with regard to the challenges that students face while learning SQL
queries [4,20,25]. Some of the challenges include the burden of having to mem-
orise database schemas, the sometimes misleading declarative nature of SQL
(especially when it is learned alongside a procedural or object-oriented program-
ming language), and the naive perception that the semantics of queries would
be ‘easy’ to grasp [10,20]. Other features that students find particularly difficult
are the SQL ‘join’ and ‘grouping’ functions [24]. Also, writing queries in DML
expressions was shown to be difficult for undergraduate students [15]. In order to
provide adequate support for these students, we need to build interactive plat-
forms, augmented either with animation or visualisation aids, to improve the
understanding of SQL. In the past decades, a number of tools have been devel-
oped to support learning SQL. Some of the existing tools employed interactive
visualisations to aid SQL understanding.

In this paper we propose the use of an interactive visualisation technique to
aid the understanding of SQL. The visualisation technique ensures the inter-
action between visual specifications to build queries and will eliminate the
need to memorise database schemas, which is a major problem faced by stu-
dents learning SQL. In our project we have developed an interactive aid which
enables visual specifications by ‘drag and drop’ interactions for generating SQL
queries. Although this approach can already be found in programming learning
paradigms such as Alice [13], Scratch [39], or StarLogo TNG [43], to the best of
our knowledge it has not yet been applied to SQL.

Figure 1 shows the SQL query generation process. In use of the SQL visu-
aliser, images are displayed as visual specifications of a database model. These
images can be moved into a query box. When the moved images correspond to
a valid SQL SELECT statement, a query is generated and shown to the user.

In this paper we make the following contributions:

1. We use predefined images that represent SQL commands to present a user
with a ‘drag and drop’ visualiser.

2. We evaluate the approach using test persons to get feedback on their percep-
tions of the visualisation.

The remainder of this paper is organised as follows. In Sect. 2 the background
related to this paper is discussed. Section 3 presents the methods used. Section 4
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Fig. 1. Framework of the SQL query generation

explains the usage of our new tool. Section 5 presents an empirical evaluation of
the SQL visualiser by a group of 121 test participants. Section 6 concludes this
paper and hints at future research directions.

2 Related Work

In this section we discuss previous work related to our project. First, the ped-
agogy models of teaching SQL are identified, followed by the topic of learning
through visualisation. Lastly we discuss some of the tools used to aid the under-
standing of SQL.

2.1 Teaching Patterns for SQL

Different SQL pedagogy models have been proposed over the years. These teach-
ing patterns are either traditional face-to-face instructor-led teaching or teaching
through electronic aids. We discuss some of the pedagogy models for teaching
SQL. Prior and Lister proposed three-fold objectives for teaching SQL [37]: the
first objective aimed to ensure that students developed their query formulation
skills, while the second objective described an approach to develop real-world
systems using SQL. The third encouraged students to practice and develop their
SQL skills using an online method. Renaud and van Biljon proposed another
approach which highlighted two pedagogical approaches for teaching SQL [38]:
The first method ensured that students used tools for learning SQL, while the
second method suggested the use of an instruction-led method of teaching SQL
in class before exposing students to tools. Caldeira’s approach was similar [9], as
it aimed to ensure that students first understood SQL thoroughly by reading and
understanding how to write SQL queries before being exposed to electronic aids.
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Ahadi (et al.) presented the common semantics that instructors need to consider
when teaching students how to write SQL queries [4]. Their paper emphasised
the need for a deeper understanding of the common semantics to improve learn-
ing outcomes to assist students in the proper writing of SQL queries.

2.2 Learning Through Visualisation

The idea of learning through visualisation is not new. This technique has been
extensively used in different application domains to present ideas [17,26]. Ellis
and Alan defined ‘visualisation’ as a systematic way of representing an abstract
idea in a way that facilitates human understanding [16]. The respresentation is
usually designed in a way that is sometimes ‘playful and aesthetically pleasing’,
so that users can explore how to solve tasks. W.r.t. learning, visualisation can
encourage active participation and lead students’ critical thought processes [6].
Kellems (et al.) showed that visualisation can even help students with learn-
ing disabilities to grasp information more easily [27]. Their study showed that
visual aids can also better meet the academic problems of students suffering from
Autism Spectrum Disorder (ASD),2 since they do not require intensive training.

In the area of program comprehension, visualisation has been explored to
aid the understanding of programming. Lee (et al.) proposed the use of the
drag and drop refactoring visualisation to assist programmers to understand
programs written in Java [30]. They showed that their approach was more effi-
cient and less error-prone, and that it could help programmers comprehend pro-
grams more easily. Studies conducted in block programming (a technique which
represents programs as blocks and uses ‘drag and drop’ to generate programs)
indicated that this type of visualisation increased students’ engagement and that
it was indeed effective in knowledge transfer [33,40]. A recent study conducted
on serious games on the C programming language also applied the drag and
drop approach and paved a way for undergraduate students to learn program-
ming [44]. The benefit offered by this visual aid is that it enhances self-pacing,
while its entertainment component attracts the attention of students and engages
them in the learning process. It is worth noting that most SQL comprehension
tools employ visualisation to automatically produce SQL queries and database
schemas through either textual or graphical representations [10,19,41].

2.3 SQL Learning Tools

Over the past decades, a number of tools have been developed to aid the under-
standing of SQL [10,25,34,41]. The majority of these tools are either web-based,
desktop or gaming applications, which use visualisation to represent SQL queries.
We discuss some of the tools that have been used to aid the comprehension of
SQL.

2 A neurological and developmental disorder which results in communication and inter-
action difficulties.
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Table 1. Comparison of other tools versus our approach

Features eSQL SAVI SQlify sAccess eledSQL QueryViz Our approach

Visualisation of database schema ✗ � � ✗ ✗ � �
Visualisation of output data � � � � � ✗ ✗

SQL query generation ✗ ✗ ✗ ✗ ✗ ✗ �
Feedback on query semantics ✗ ✗ � ✗ ✗ � �
Visual object representation ✗ ✗ ✗ ✗ ✗ ✗ �
Ideal for less knowledgeable users

(undergraduate students)

✗ ✗ ✗ � � ✗ �

One of the earliest SQL learning aids was the eSQL system [25] developed
to visualise the SQL SELECT statement (which students usually find confusing).
The goal of eSQL is to teach the set-by-step method, where the query selects the
output data and behaviour of query operators. The eSQL system displays output
data from an SQL query, hence extensive knowledge of SQL is required to use
the system.

SQLify [15] was developed as an online interactive, visualisation and assess-
ment tool to aid SQL comprehension. This tool provides comprehensive feedback
to students in an automated and interactive fashion. To use the system, a user
is required to possess knowledge of SQL in order to test and visualise a database
schema.

QueryViz [12] supports users to understand the ‘logic’ behind the SQL syn-
tax. The advantage of QueryViz is that it allows students to read and under-
stand queries as fast as possible. Also, the tool enables query-reuse and provides
a means of visualising schema objects.

The online tool SAVI [10] uses visualisation to teach the semantics of SQL.
Hence, SQL knowledge is required to interact with a target database. The goal
of SAVI is to overcome difficulties via the way an SQL query interacts with the
database.

eledSQL [22] was intended to overcome the problems of teaching SQL edu-
cation in German secondary schools. This tool ensures that students are able to
interact with databases without prior knowledge of SQL.

sAcess [36] is an interactive web-based learning tool which offers a simple,
customised interface for learning database manipulation in relational databases.
The tool provides a simple interface and eliminates the need for ‘mastering’ the
SQL syntax. As such it is suitable for introductory database education.

While all these tools include visualisation to aid SQL comprehension, none
considers our approach of using images to generate SQL queries. Also, most of
the tools discussed require knowledge of SQL to ‘grasp’ the visualisation. Table 1
compares these tools against our approach.

3 Method

In the domain of program comprehension, visualisation tools have been devel-
oped to employ the ‘drag and drop’ approach to aid the understanding of pro-
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gramming. Scratch [39], a tool developed to use blocks in order to form a pro-
gram, minimises the occurrences of syntax errors. Another tool that aids program
comprehension is Alice 2 [11], a 3D animation and interactive system, that uses
blocks to build virtual worlds which are primarily designed for novices to learn
programming. The intention behind Droplet [7] is to facilitate the learning of
programs written in JavaScript, and to close the ‘learning gap’ between using
blocks and text for programming. BlockC [29] supports students’ learning of the
C programming language. The tool guides them to focus on the programming
‘logic’ before they learn the syntax of the language. Together, all these tools focus
on using blocks to learn programming without first considering the syntax of the
language. This syntax-free approach (SFA) [18] to program comprehension has
already been applied by ourselves in the past [1–3]. We have now extended this
approach to generate queries using visual specifications without first considering
the SQL syntax.

One aspect of queries posing difficulties for students is the SQL SELECT con-
struct. This type of query is used to extract data from a relational database [25].
Hence, our main goal is focused on using visual aids to easily generate queries by
means of the SQL SELECT constructs. This idea can be extended to the system
of queries.

It is a common perception that students are better in recognising visual
constructs rather than in writing code for an application. Thus, this paper is
motivated by an intention to use visual specifications in order to generate SQL
queries. Also, another motive of developing this SQL visualiser is to use it as a
teaching and learning aid. Knowing that database schemas pose difficulties for
students [15], our intention is to simplify the process of understanding database
schemas. We identify three main points to distinguish our visualisation from
other approaches.

Intuitive: Our visualisation is intuitive to students who are learning SQL queries
for the first time. The visualisation uses images to depict each query state-
ment. It helps students to better understand SQL queries since it allows them
to get a ‘glimpse’ of the corresponding behaviour when an image is selected.
Hence, students do not require extensive training to understand how to use
the visual aid.

Interactive: The visualisation tool is interactive, which means that students
are not required to write any query statement in the application. They can
simply click and drag the images across panels. Query statements are then
generated immediately.

Helpful: A help facility is provided before the start of the visualiser. A user
is provided with an instruction concerning the underlying database schema
before the application is used. Also, hints are provided in different colours
(green or red). These colours indicate whether a query is wrong or correct.
In addition, a textual suggestion is offered to ensure that the correct object
is selected.
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3.1 Design of the SQL Visualiser

The SQL visualiser was implemented as a Windows Form Application and was
included as part of the .NET framework for the purpose of creating rich client
applications [31]. The visualisation tool consists of some components used for
the generation of a query. These components include schema, query box, and
query generator.

3.1.1 Schema
The schema shows the logical organisation of the data. In the visualiser, the
schema consists of tables and associated fields. An SQL query is based on the
underlying schema. If a schema is correct the generated SQL query is correct,
and vice-versa. Figure 2 shows an example.

In this schema, each table is shown with its name displayed at the top and
its attributes at the bottom. For example:

Lecturer (id, name, phone, email, department)
Courses (id, title, credits, description)
Student (id, name, gender, age, address)

Fig. 2. Logical organisation of the data

Table 2. Operation: symbol and descriptions

Each table is linked by a primary key. The unique identifier for the tables is the
entity id. The visualisation tool relies on the schema to generate the SQL query.
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3.1.2 Query Box
The query box is used to specify subsets of the schema that the user is inter-
ested in. The query box is the ‘building block’ for the query generator. In the
query box, the schema (represented by images) is extracted into a form used
by the query generator to generate the SQL query. Each image is included with
a caption for easy identification. Tables 2, 3, 4 and 5 show the pictures and
descriptions used to represent a schema.

3.1.3 Query Generator
The query generator transforms the images in the query box and presents a
query to the user. As more images are added, the query generator also adds
more attributes to the query. The generator phase is very straightforward since
the scope is limited (in this paper) to a single relation. The SELECT portion of
the query consists of tables and attributes where the FROM clause defines a table
and the WHERE clause is defined by a field attribute and its value. We illustrate
this with the following Example (Task): Consider a simple database table with
the schema: Student (id, name, age). Now write a simple SQL query to display
all information from the student table.

Figure 3 sketches the process that the query generator uses to present queries.
When a user adds the images into box (a), the query generator displays the the
corresponding SQL statement in box (b). Additional options are described below.

3.1.4 Additional Options
Operators and Values: In the SQL visualiser we have explored some comparison
operators (such as =, <, >). The comparison operators are used in generated
queries with values between 0–100 to show an according relationship. For each
operator the user can interactively determine which option to select. Moreover,

Table 3. Entity and attributes: ‘Lecturer’ table
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Table 4. Entity and attributes: ‘Course’ table

Table 5. Entity and attributes: ‘Student’ table

a user can select the preferred choice of value for use in a query with a ‘scroll’-
menu provided. Once the ‘scroll’-menu is selected, it changes the value in the
generated query as desired.

Colours: In the Human-Computer Interaction (HCI) interface design specifica-
tions, colours are known to convey information [8]. Within this specification,
the association of colours may be used for many purposes if this is implemented
conservatively. Colours have salient features, which are useful in human percep-
tion [23]. For example, the colour red strongly indicates an error, while green
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indicates a normal or acceptable condition. These colours were explored in our
visualiser to indicate either an acceptable condition or to respond criticality to
a user’s error: see Table 6.

Fig. 3. The process of generating an SQL query

4 Usage of the Tool

Figure 4 shows the feedback screen after adding only the SELECT operation into
the query box at runtime. The feedback assists the user to specify the required
visuals before a query can be generated.

In continuation the example shows that, if the user inserts the correct table
and its attributes, a query will be generated. Here the field ‘ID’ was chosen as
the primary key, and the value ‘50’ was selected: see Fig. 5. The help facility,
showing advice on how to use the SQL visualiser, is depicted in Fig. 6.

The techniques presented in this paper will find applications in teaching and
learning systems. The benefits offered by the visualiser will facilitate human
comprehension of SQL queries. This work will particularly aid undergraduate
students who are learning SQL queries for the first time.

Another application area of our work can be commercial business systems,
where the visualiser may be used to assist non-technical users to comprehend
SQL queries. While such users may be aware of databases, their knowledge of
SQL queries may be limited. We believe that our technique’s clear communi-
cation and visualisation features can help industrial users to understand SQL
queries better.3

Table 6. Colours used to indicate failure or success

Red (indicator of an error) Green (acceptable condition)

Incorrect query, drag the required field Fantastic! Your query is correct

3 For comparison see the papers in part ‘Academia and Careers’ of this volume of
CCIS.



SQL Queries from Visual Specifications 325

Fig. 4. SQL visualiser: hints provided to the user

5 Evaluation

Our SQL visualiser was evaluated via an online survey by 121 students of the
University of the Witwatersrand. The respondents were mostly undergradu-
ate Computer Science students, and majority of them had knowledge of SQL.

Fig. 5. SQL visualiser: a successfully generated query
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The questionnaire was split into two parts: the first required the students to
answer general questions about their knowledge of visualisers, while the sec-
ond focused on the perception of our new tool. In addition, the students were
asked the following open-ended question: Please provide suggestions about how
to improve the SQL visualiser, and constructive feedbacks were received.

Out of the 121 responses, 89.3% stated to have ‘knowledge’ of SQL; 7.4%
confirmed ‘no knowledge’ of SQL, and 3.3% were unsure: see Fig. 7(a). 94.2%
agreed that our SQL visualiser was user-friendly, 4.1% complained that the visu-
aliser was not user-friendly, and 1.7% were unsure: see Figure 7(b). Furthermore,
the students were asked if they were able to synthesise basic SQL queries with
our visualiser: see Fig. 7(c). 95% agreed that the visualiser helped them to com-
prehend SQL queries, 4% stated that they found the visualiser difficult to use,
and 1% stayed indifferent. In addition, 92.6% stated that visual specifications
helped them to understand the syntax of the SQL queries, 5% did not agree,
and 2.4% stayed indifferent: see Fig. 7(d). The feedback from the respondents
was useful, as some respondents highlighted some limitations of our tool. Some
examples of positive comments were:

– “The visualizer was extremely helpful. I liked the way the pictures assisted in
displaying the query. As a learner, I think it will help other students under-
stand SQL queries better and improve our knowledge of the SQL concept”.

– “Icons were a good idea and helpful. It is not boring”.
– “Far much better visualiser than l had used so far”.
– “It seems simple and straight-forward; the user does not have to try hard to

understand its functionality and operation”.

Some of the limitations mentioned by the respondents include:

– “There should be explanations; the use of comments in the query text box
would be extremely useful. I have used SQL before; this is mostly targeted at
novice users. Other methods should be integrated to cater for expert users”.

– “The icons’ colour choice is boring”.
– “Possibly increase text size for the visually impaired users”.
– “This tool should allow users to choose their own icons (e.g. students could

be a different icon)”.

The majority of the students commended the use of visual specifications to aid
their comprehension. These results are consistent with the evaluation of another
visualiser [42] for program comprehension, where users’ perceptions confirmed
the usefulness and importance of visual specifications. We believe that adopting
this tool in higher institutions of learning will improve students’ comprehension
of SQL.
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Fig. 6. The help facility gives advice to the user

Fig. 7. Survey results



328 G. Obaido et al.

6 Conclusion and Future Directions

In this paper we presented an interactive visualisation tool that uses visual
specifications to build SQL queries from pictures. Our visualisation tool supports
the SQL SELECT constructs to improve the students’ comprehension process. It
is generally agreed that visualisation can encourage active participation and also
leads to critical thought processes in students’ minds [21,32].

Currently, we have explored just a few SQL SELECT constructs to aid SQL
comprehension. In future, we will create an extended visualiser in an attempt to
support other SQL SELECT statements such as JOIN, ORDER BY, GROUP BY and
more aggregate functions. Another avenue to explore would be the generation
of nested queries. Thus far we have only explored simple (un-nested) SQL query
generation. Other areas of exploration could be to allow students to define their
own schemas and then use that information to generate SQL queries. This will
provide a richer learning experience to the more advanced students. We also
anticipate an extended GUI that attempts to use generated queries to manipulate
data in a database and then produce a result. This will promote a more extensive
and more ‘realistic’ use of the tool.
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Abstract. This paper explores the impact that ERP education has on
post graduate students taking an ERP course at the University of Zam-
bia using Sen’s capability approach. Through an interpretive case study,
capabilities that are enabled by ERP education were identified. We also
identified the choices and personal, social and environmental conversion
factors that enabled or restricted these capabilities. The choices that
impacted the capabilities were that the students were not yet looking
for other jobs and they wanted to complete other studies before look-
ing for jobs. Social conversion factors were that the ERP course content
does not fit current role, ERP qualification is not valued in the work-
place, ERP system is not implemented in the workplace, no role in SAP
ERP system in the organisation for IT personnel, hands-on experience
from labs, labs lacked an implementation aspect, and a practical local
Zambikes case study. Environmental factors were that there are no jobs
requiring ERP skills, employers are not aware of ERP graduates in the
country and organisations look outside the country For ERP expertise.
Universities integrating ERP in their curriculum can benefit from the
findings of this paper as it can assist in evaluating the success of ERP
education. Employers seeking to hire students with ERP skills can also
benefit from this paper as it can assist them in determining how best
they can benefit from skills of ERP graduates.

Keywords: ERP education · Capabilities · Sen’s capability approach

1 Introduction

Enterprise Resource Planning (ERP) integration in university courses, which we
will refer to as ERP education has been introduced to help to bridge the gap
in ERP competencies required by organisations [12]. One of the hurdles of ERP
integration in courses is ensuring that students are not only trained in using
the ERP software but in understanding the problems created and solved by the
software and the business processes that the software supports [1]. While many
universities have invested in ERP education there is scarce evidence of benefits
c© Springer Nature Switzerland AG 2019
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of ERP education [8] and limited research on the impact or added value of ERP
education [2,12]. There has been a call for impact studies to determine whether
ERP education has given these graduates an advantage in the workplace or not
[2]. There is also a need for empirical evidence on the learning experience of
students and their understanding of course content and business processes [4].
Hence the effectiveness of ERP education can be more fully realised by assessing
its influence on the students’ employment potential, their attributes, skills and
knowledge gained and their ability to apply their skills and knowledge in the
workplace [15]. In Sub-Saharan Africa, the Enterprise Systems Education for
Africa Programme (ESEFA)1 established in 2013 has partnered with African
universities to teach enterprise systems fundamentals using SAP. ESEFA was
established to help to meet the demand for skilled ICT personnel by empowering
students in African universities with enterprise systems skills. The curriculum
which is currently taught is a global curriculum developed by the University
of Cape Town and supported by the University Competence Centre (UCC).
This curriculum may not be valid in other regions as each region is different,
with its own contextual issues. The benefits of ERP education in developed
countries may not be the same in Sub-Saharan countries like Zambia hence the
need to investigate the capabilities that ERP education enables for students
and the contextual issues that impact these capabilities. This paper, with which
we continue some of our own previous research in the field of ERP education
[10], makes two new contributions towards the above-mentioned aim. Firstly, we
identify the capabilities enabled by ERP education; secondly, we identify the
conversion factors and choices that enable or restrict these capabilities.

2 Theoretical Framework

We use Sen’s capability approach as the theoretical framework. Sen’s capabil-
ity approach was pioneered by Amartya Sen, an economist and philosopher and
focuses on what people are effectively able to do and to be, that is their capa-
bilities [13]. The conversion of a capability input or resource into a capability is
determined by three categories of conversion factors which are personal, social
and environmental conversion factors [6]. Personal conversion factors include
individual characteristics such as gender, literacy and disabilities. Social con-
version factors include norms, policies, rules and regulations and cultural issues
such as education structures. Environmental conversion factors include resources
and country infrastructure. Sen’s capability approach is not an education theory
but fits well into education and has been used to assess aspects of education
[6]. It was chosen instead of an education theory because of its emphasis on the
enhancement of capabilities and opportunities [14]. The approach illuminates
the concept that education can have both intrinsic and instrumental value [14].
Education can help individuals to have access to certain opportunities and can
help to close income gaps thus expanding people’s capabilities [6]. Sen’s capabil-
ity approach can help us to understand the contextual issues that is, personal,
1 http://www.esefa.ac.za/esefa/about/the-programme.
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social and environmental conversion factors, and student choices that enable
or restrict capabilities and functionings of ERP education. In Sen’s capability
approach, the researcher is responsible for establishing a list of capabilities. We
adopt Gigler’s indicators of individual empowerment [5] to identify the list of
capabilities that are enabled by ERP education and the human dimensions that
are impacted. Gigler developed the Alternative Evaluation Framework (AEF)
by operationalizing Sen’s capability approach using the sustainable livelihoods
framework. AEF defines a set of impact indicators for evaluating ICT programs.
These indicators were used to evaluate the impact of an online digital library
course on students in South Africa [7]. Table 1 shows the indicators and the
observed outcome indicators proposed by Gigler, and Fig. 1 shows Sen’s capa-
bility approach. Our paper therefore addresses the following research questions:

– What are the capabilities that are enabled by ERP education?
– What are the personal, social and environmental conversion factors and

choices that enable or restrict these capabilities?

Fig. 1. Sen’s capability approach (adapted from [6])

3 Method

The method for this paper is an interpretive case study. An interpretive study
has the potential to produce deep insights in IS research as it seeks to under-
stand a phenomenon of study through the meanings assigned by human actors
[9]. Interpretive case studies can produce generalisations through generation of
theory, development of concepts, drawing specific implications and contributions
of rich insights [17]. The unit of analysis was the ERP course content taught at
the University of Zambia and the unit of observation was postgraduate students
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Table 1. Gigler’s indicators of individual empowerment [5]

Dimension Objective Outcome indicator

Informational To improve the access to

information and

informational capabilities

Improved capacity to use

different forms of ICTs,

enhanced information

literacy, enhanced capacity

to produce and publish local

content, improved ability to

communicate with family

members and friends abroad

Psychological To support a process of self

reflection (critical

conscientization) and

problem solving capacity

Strengthened self-esteem,

improved ability to analyze

own situation and solve

problems, strengthened

ability to influence strategic

life choices, sense of inclusion

in the modern world

Social (human

capital)

To strengthen people’s

human capital (skills,

knowledge, ability to work

and good health)

Enhanced ICT literacy and

technology skills (e.g. repair

computers), enhanced

leadership skills, improved

program management skills

Economic To enhance people’s capacity

to interact with the market

Improved access to markets

enhanced entrepreneurial

skills, alternative sources of

income, productive assets

strengthened, improved

employment opportunities,

improved income through:

(a) lower transaction costs

(less time constraints), (b)

reduced transport needs, (c)

increased timeliness of sales

Political To improve people’s

participation in

decision-making processes at

the community-level and the

political system

Improved access to

government information and

services (e-government),

improved awareness about

political issues, improved

capabilities to interact with

local governments

Cultural To strengthen people’s

cultural identity

Use of ICTs as a form of

cultural expression (e.g.

design of computer graphics,

websites), increased

awareness of own cultural

identity

who took the course. Data collection was cross-sectional as the data was collected
at one-point in time [3]. Purposive sampling was used in selecting participants
for the interviews. Purposeful sampling selects the most productive sample that
will aid in answering the research question [11]. Thematic analysis was used to
analyse the data using Nvivo software and a deductive approach was used as it
is useful for theory testing [16].
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4 Case Description

ERP education was introduced at the University of Zambia in October 2014
through the Enterprise Systems Education For Africa (ESEFA) programme.
The University of Zambia was one of the first universities in Africa to join the
ESEFA programme and the first in Zambia to introduce ERP Education. The
ESEFA ERP course content is offered to Computer Science undergraduate stu-
dents, Computer Science, Engineering and Economics postgraduate students.
The course content uses SAP ERP and has a case study component based on a
Zambian bamboo bikes producing company (Zambikes), guided workshops (labs)
and lectures. The course content was offered as a short course to postgraduate
students and ran for about 6 weeks. For undergraduate students, the course con-
tent was incorporated into the Database course.

5 Data Analysis and Discussion of Findings

Data was collected from 11 postgraduate students using semi-structured inter-
views. The availability of the students at the time of the interviews was the most
influencing factor when selecting the interviewees. The themes from the analy-
sis and the number of respondents who mentioned each theme are presented in
Table 2. Demographics of the postgraduate students interviewed are shown in
Table 3.

Table 2. Data analysis themes, with N = number of respondents

Theme Indicators N

Capabilities and functionings Increased marketability 9

Self-confidence 9

Gaining ERP knowledge 11

Improved decision making skills 2

Ability to run a business 4

Improved problem solving skills 2

Increased likelihood of getting a higher salary 4

Choices Not yet looking for another job 4

Need to complete other courses 2

Personal conversion factors Interest in information systems 1

Background 3

Social conversion factors Current role different from ERP course 1

ERP course must be combined with other qualifications 1

ERP course not appreciated in the workplace 1

ERP system not implemented in the workplace 4

No role in SAP ERP system in the organisation 1

Hands-on experience from labs 4

Labs lacked implementation aspect 1

Practical local Zambikes case study 8

Environmental conversion factors No jobs requiring ERP skills 2

Employers not aware about ESEFA ERP graduates 1

Organisations look outside the country for ERP expertise 1



336 M. Lubasi and L. F. Seymour

Table 3. Information on participants, with P = number of persons

Profession Programme of study P Code

Accountant Economics 2 ACC

Teacher Computer science 2 TCH

IT personnel Computer science 3 IT

IT manager Engineering 1 ITM

Administrator Computer science 1 ADMIN

Unemployed Computer science 2 UE

5.1 Capabilities and Functionings Enabled

A number of capabilities and functionings were identified as being enabled by
ERP education.

Increased Marketability. The majority of the students, 9 out of the 11, felt
that the ERP course added value to their qualifications and gave them an advan-
tage thus making them more marketable:

– “I think it enhances my marketability in the business of accounting and
accountancy because I have an advantage” (ACCI).

– “I would say I am because I have the skill that if maybe I had to apply for a
job someone else who has not done it, I would say I am marketable” (TCH2).

– “In terms of getting a better job I think definitely it has increased my market
value only that I have not used that to make an application in a different
organisation” (ITM1).

Self-Confidence. The majority of the students, 9 out of 11, felt that the course
boosted their confidence in their ability to use ERP systems in the workplace.
The accountants who are using ERPs in their current role at work felt that the
ERP course had boosted their confidence with the ERP package they use in the
workplace:

– “In my handling of work at the office it has enhanced my confidence, it has
improved my confidence with the package we work with” (ACC1).

– “It has really given me self-confidence on how to go about certain things and
how to just handle a number of transactions which are IT-related” (ACC2).

Gaining ERP Knowledge. All students noted that they gained knowledge on
how ERP systems work and the integration of business processes in an organi-
sation thus strengthening their ability to work on ERP systems. Some students
had no knowledge on how ERP systems work but the course gave them an under-
standing of the different transactions and documents produced during each stage:



Enterprise Resource Planning Education 337

– “The knowledge really increased, because now we are able to break down the
activities that go into an organisation” (ACC1).

– “It has really strengthened my knowledge and I think even my ability to work
because I think like in Sage there are certain functionalities I was not able to
explore before, despite me using that program” (ACC2).

– “In my case I think I had zero knowledge of ERP technicals behind it, what
goes on before you get to the point of creating the delivery note and all these
other documents so I think having gone through this I appreciate exactly what
goes into all these stages of the business processes” (UE2).

Improved Decision-Making. Two respondents are now involved in decision
making on ERP related issues and other issues in the workplace after taking the
course:

– “I am in the same position but in terms of making decisions for acquiring
software for the company I think that has changed very much because of doing
the course” (ITM1).

– “I was one of the people that was chosen to become a decision maker when
they have to do certain things, they will consult you, what do you think we
should do” (ACC1).

Ability to Run a Business. Four respondents felt that the course had also
given them knowledge on running a business. The students felt that the course
gave them an overview of things that go into running a business. The course has
motivated one respondent to start thinking of venturing into customisation of
ERP software for small businesses for commercial purposes:

– “I have been thinking of looking at a venture of customising a certain ERP
for commercial basis so I feel empowered in the sense that I can look at a
business, look at the business processes that are there and then try and make
something that can work for them” (ACC1).

– “It gave me a view of what goes on in running sort of companies and also
what it would take to start up your own and what would be needed of you in
that case” (UE2).

Improved Problem-Solving. Two respondents noted that the ERP course
gave them the ability to solve ERP related problems in the workplace:

– “Most of the times people call you for troubleshooting, when they have prob-
lems they ask you what do you think this would be and that has become com-
mon place presently because of the knowledge I have acquired, so, yes, that
has really given me that enhanced feeling of being able to handle problems”
(ACC1).
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Increased Likelihood of Getting a Higher Salary. Four respondents felt
that the course increased their likelihood of getting a higher salary since they
had a new skill added. However all 9 respondents that are currently employed
have not had any increment in their salary since completing the course as they
are still working for the same organisations and have not looked for other jobs
outside their organisations:

– “Most of the multi-nationals operating here I think all rely on ERP systems
so I think it would definitely lead to a higher salary” (UE2).

5.2 Personal Conversion Factors

Two personal conversion factors were identified as having impacted the capabil-
ities and functionings identified.

Interest in Information Systems. Interest in information systems gave one
respondent the drive to do the ERP course:

– “Well, what motivated me is I have interest in Information Systems really
because having worked with them at the university and personally having inter-
est in Information Technology gave me a drive to do the course” (ACC1).

Background. The students’ background also had an impact on the capabilities
enabled. The two accountants who came from a background where they had
experience with other ERP packages before they did the ERP course seemed to
have benefited more from the ERP course. One respondent who came from a
background where they are involved in sourcing of ERP software in the workplace
also seemed to have benefited more:

– “Yes I did because in our organisation, the accounts department we use Sage
ERP for our accounting purposes” (ACC1).

– “We use Sage so I had an idea of the ERP system” (ACC2).
– “I had theoretical knowledge of course being in the ICT industry but I had

not actually worked with one where I would say: ‘yes this is a comprehensive
ERP system’, but in the organisation we are also looking at sourcing an ERP
system so that’s what made it interesting to participate in the programme and
also some background work which we were doing around that” (ITM1).

5.3 Social Conversion Factors

Several social conversion factors were identified as having enabled or restricted
the capabilities and functionings developed.
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ERP Course Must Be Combined with Other Qualifications. One
respondent recommended that the ERP course be combined with other qual-
ifications in order for it to be beneficial to the employing organisation. Two
respondents said they need to complete other professional and academic qualifi-
cations they are pursuing in order to reap the benefits of ERP education in the
workplace and this had restricted them in some way:

– “I think you need to have it in conjunction with another course that you
become more beneficial to the organisation that employs you” (ACC1).

ERP Course Does Not Fit Current Role. One respondent noted that the
ERP course content does not fit their current role in the workplace hence the
course had not benefitted them as they were not using it in their day to day
work. Hence in some cases there is a lack of fit:

– “Right now in my current role I could not say it is beneficial because the
actual course and what I am doing are totally different” (IT2).

ERP Qualification Not Appreciated in Organisation. One respondent
noted that the ERP qualification was not appreciated and valued in the organ-
isation where they are employed hence this had restricted the respondent from
reaping the benefits of the course in their employing organisation:

– “If I went into another organisation that appreciated the kind of training I’ve
received in terms of ERPs but otherwise in the current organisation where
I am what increases my salary has to do with the other qualifications that I
have been pursuing” (ACC1).

ERP System Not Implemented in the Workplace. Four respondents
noted that they are not currently using ERP systems as they are not imple-
mented in the organisations where they currently work. This has prevented them
from using the knowledge acquired through the course:

– “Well, if I was in an organisation where ERP is being used of course that
was going to give me competitive advantage” (ADMIN1).

– “I am working in an organisation particularly in a department where we are
not using an ERP so in terms of an immediate impact of course I am not
using that knowledge just now” (IT1).

– “Maybe if I was in an organisation that has the system I will be able to practice
and be able to use the knowledge” (TCH2).

No Role in SAP ERP System in the Organisation. One respondent noted
that although their organisation uses SAP ERP they do not have a role in the
system as IT personnel other than supporting the users of the system. This
had therefore restricted the respondent from implementing the knowledge they
acquired from the course:
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– “Our organisation does use SAP but then as IT members of staff we do not
have a role in the system as yet so we just support other users who use it”
(IT3).

Hands-On Experience Through Labs. Four respondents noted that the labs
gave them hands-on experience with SAP ERP systems and helped to develop
their confidence in using ERP systems. The students were exposed to transaction
processing and document creation at each stage. Some respondents had not been
exposed to SAP ERP prior to the course:

– “It was really nice to have that hands on and it gave you the confidence really
because I think if we had just gone through it on the board without having
gone to the PC it would not, you know, give you that confidence out there but
after the study there was that confidence that remained because we had the
hands on experience from the workshops themselves” (ACC1).

– “But since it was practical at least I am able to even if I work in an organi-
sation where they use ERP I will be able to use that because the labs gave me
hands-on experience with the ERP system” (ACC2).

– “It gave us an appreciation of how exactly the systems work because I am sure
a number of us had just heard of ERP but that gave us at least the hands-on
experience” (UE2).

Labs Lacked Implementation Aspect. One respondent noted that the labs
lacked a practical aspect in that they were not given something to implement
but were merely going through what was already implemented. Those from a
Computer science background were hoping that the course would involve an
aspect of programming:

– “We lacked a practical aspect, what I mean is we should have been given
something to implement ourselves, it i like we were just working on something
which is already implemented. We were hoping to be given another part of
ESEFA which involves programming which was lacking” (UE1).

Local Zambikes Case Study. Eight respondents noted that the Zambikes case
study made it easier for them to understand the business processes involved
in running a business and the role that ERP systems play in the integration
of business processes. The case study gave them an idea of what is involved
in running a business. The fact that the case study was based on a Zambian
company made the case study more relatable to the students:

– “That was the core of understanding how ERP works” (ADMIN1).
– “It was a classic example because it brought the study to life with an organ-

isation that is local and, you know, it made it so real and it was not just
theoretical anymore because when you looked at those guys it was practical
and then that is an organisation that is operating here in Zambia, in our
environment, in our economy” (ACC1).
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– “I think in our case we had Zambikes as the case study so I think that being
a local company I think that was good as well, it made the content a bit more
relatable for us because we could see things from the local perspective rather
than having a foreign case study” (UE2).

5.4 Environmental Conversion Factors

Some environmental factors also impacted the capabilities that were enabled by
ERP.

No Jobs Requiring ERP Skills. Two respondents noted that there are no
jobs requiring ERP skills despite having done the ERP course. They claim that
there are no job adverts requiring ERP skills:

– “I seriously have not seen a lot of job adverts. I have not seen adverts maybe
I think when you are already in an organisation and then they want to imple-
ment it then you would have that opportunity to, but I have not seen organi-
sations that are going to advertise and say they want someone with this skill”
(TCH2).

– “I have tried to apply for jobs here and there but it seems even when it comes
to the job adverts that are currently in Zambia, it is very rare to find the ERP
qualification appearing, which means that most people they still do not know
about it” (UE1).

Employers Not Aware of ESEFA ERP Graduates. One respondent noted
that employers are not aware about the ESEFA ERP course and the presence
of graduates with ERP skills in the country:

– “First and foremost employers should understand that the ESEFA graduates
are within the country and then two, institutions should be able to sensitise
the employers on the kind of graduates they have produced, because to start
with, just as you have said, the outsourcing aspect will not stop if employers
are not sensitised because most of them seem not to understand that we have
this kind of personnel in Zambia” (UE1).

5.5 Choices

Not yet Looking for Another Job. Four respondents chose not to apply for
other jobs and have not used the ERP qualification to look for other jobs:

– “I am not yet looking for another job I want to finish with my Masters then
I can start looking for another job” (ACC2).

– “I have not yet ventured into the market as it were” (ACC1).
– “In terms of getting a better job I think definitely it has increased my market

value, only that I have not used that to make an application in a different
organisation” (ITM1).
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Need to Complete Other Studies. Two respondents chose to complete their
studies first before looking for other jobs:

– “I still have to complete my other courses because then with the SAP training
itself I am not able to get a job” (ACC1).

– “I really like want to concentrate on my masters, finish my Masters then after
finishing my masters then I will be able to launch myself again on the market”
(ACC2).

5.6 Resultant Framework

The findings are summarized in the resultant framework in Fig. 2. ERP education
is the resource or capability input and how this is converted into capabilities
is determined by the context, that is, the personal, social and environmental
conversion factors. The capability set shows the capabilities enabled and the
dimensions impacted by ERP education as per Gigler’s indicators of individual
empowerment which are categorized into psychological, social (human capital)
and economic dimensions. The conversion factors identified enable or restrict the
choices made and the achieved functionings. Choices also enable or restrict the
achieved functionings. The psychological and social capability set were identified
as capabilities and achieved functionings while the economic capability set were
identified as capabilities.

Fig. 2. Resultant framework

6 Conclusion

The aim of this paper was to explore the impact that ERP education has on post-
graduate students in Zambia from a capabilities perspective and the contextual



Enterprise Resource Planning Education 343

issues that impact these capabilities. This was done by means of a case study at
the University of Zambia. The study revealed that ERP education enabled seven
capabilities for the students: improved marketability, improved self-confidence,
enhanced ERP knowledge, improved decision making skills, ability to run a busi-
ness, improved problem solving skills and increased likelihood of getting a higher
salary. ERP education impacts students in the psychological, social (human cap-
ital) and economic dimensions. The study also identified choices that enabled
or restricted the capabilities and functionings. More significantly, the study also
identified how the students’ context, that is the personal, social and environmen-
tal conversion factors, enabled or restricted capabilities and functionings. These
contextual issues show that students in different regions will benefit differently
from ERP education and how the education is embedded in coursework has
an impact. Hence context has to be considered prior to using global curricula.
A limitation of this study was that the majority of the postgraduate students
interviewed were from Computer Science. The availability of the students at
the time of the interviews was the most influencing factor when selecting the
interviewees. Future research is needed to interview more postgraduate students
from the other disciplines who took the ERP course to get more diverse per-
spectives and make the findings of this paper more generalisable. Universities
integrating ERP in their curriculum can benefit from the findings of this paper
as it can assist in evaluating the success of ERP education. Employers seeking
to hire students with ERP skills can also benefit from this paper as it can assist
in determining how best they can benefit from skills of ERP graduates.
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6. Hatakka, M., Andersson, A., Grønlund, Å.: Students’ use of one to one laptops: a
capability approach analysis. Inf. Technol. People 26(1), 94–112 (2013)

7. Henke, P., Seymour, L.F., van Belle, J.P.: Impact of an E-learning initiative in
the context of ICT4D: a case study of offering an advanced internet course in
underprivileged communities. J. Emerg. Trends Educ. Res. Policy Stud. 5(7), 111
(2014)



344 M. Lubasi and L. F. Seymour

8. Hepner, M., Dickson, W.: The value of ERP curriculum integration: perspectives
from the research. J. Inf. Syst. Educ. 24(4), 309 (2013)

9. Klein, H.K., Myers, M.D.: A set of principles for conducting and evaluating inter-
pretive field studies in information systems. MIS Q. 23(1), 67–93 (1999)

10. Mahanga, K.M., Seymour, L.F.: Enterprise resource planning Teaching Chal-
lenges faced by Lecturers in African Higher Education institutions. In: Proceedings
SACLA 2016 CCIS 642, pp. 179–186 (2016)

11. Marshall, M.N.: Sampling for qualitative research. Fam. Pract. 13(6), 522–526
(1996)

12. Ravesteyn, P., Kohler, A.: Industry participation in educating enterprise resource
planning. Commun. IIMA 9(2), 5 (2009)

13. Robeyns, I.: The capability approach: a theoretical survey. J. Hum. Dev. 6(1),
93–117 (2005)

14. Saito, M.: Amartya Sen’s capability approach to education: a critical exploration.
J. Philos. Educ. 37(1), 17–33 (2003)

15. Seethamraju, R.: Enterprise systems (ES) software in business school curriculum:
evaluation of design and delivery. J. Inf. Syst. Educ. 18(1), 69 (2007)

16. Vaismoradi, M., Turunen, H., Bondas, T.: Content analysis and thematic analysis:
implications for conducting a qualitative descriptive study. Nurs. Health Sci. 15(3),
398–405 (2013)

17. Walsham, G.: Interpretive case studies in IS research: nature and method. Eur. J.
Inf. Syst. 4(2), 74–81 (1995)



Qualifications and Skill Levels of Digital
Forensics Practitioners in South Africa:

An Exploratory Study

Mannis Stenvert(B) and Irwin Brown

Department of Information Systems, University of Cape Town,
Cape Town, South Africa

mannis.stenvert@alumni.uct.ac.za

Abstract. Digital forensic investigations require competence in skills
associated with an investigation which is often measured through quali-
fications consisting of scholastic education, digital forensic training, dig-
ital forensic certification, and digital forensics work-related experience.
While prior research has been conducted into the qualifications of digital
forensic practitioners within the South African environment, the associa-
tion between qualifications and measures of skill has not been addressed.
This research study utilises a conceptual research framework to test the
association between qualifications and the skills levels of digital forensic
practitioners in South Africa. The findings show that continuous train-
ing and the level of testimony provided by a digital forensics practitioner
in a civil or criminal procedure are positively associated with overall
skills level. Other factors such as formal education, number of forensics
training courses, certification, and work-related experience did not have
a direct association with the measured skill. Further research is hence
needed to understand the role of these factors in improving skill levels.
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1 Introduction

In a modern-day crime fighting society, where digital media plays an increas-
ing role as part of evidence, the role of the digital forensic practitioner (DFP)
is becoming more relevant. Due to the rapid growth in technology focus has
evolved from computer forensics into the digital forensics (DF) domain [30]. DF
is defined as the application of predefined scientific procedures and techniques,
with the assistance of software, hardware, and other tools, to achieve successful
preservation, identification, extraction, and documentation of computerised evi-
dence stored in a magnetically encoded format for the purpose of testimony in
a disciplinary forum or a court of law [16,21].

The draft Republic of South Africa Cybercrimes and Cybersecurity Bill stip-
ulates that an affidavit addressing DF can only be completed by an individual

c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 345–361, 2019.
https://doi.org/10.1007/978-3-030-05813-5_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05813-5_23&domain=pdf
https://doi.org/10.1007/978-3-030-05813-5_23


346 M. Stenvert and I. Brown

who “possesses relevant qualifications, expertise and experience which make him
or her competent to make the affidavit” [24] (p. 94). DFPs must thus be quali-
fied with the necessary training and technical knowledge to identify and imple-
ment the required methods when handling digital evidence, but the qualification
requirements and the way of measure is not defined by the proposed bill. To fur-
ther complicate this requirement and the assessment thereof, an internationally
agreed minimum level of training or certification has not been established for
DFPs [9].

The most common method used in measuring national workforce skills, world-
wide, is the level of qualification within the applied field of studies [22]. Due to
the wide variety of scholastic education, specialised training, professional certi-
fication, and work-related experience amongst DFPs, there is a need to better
understand the factors that contribute towards the skills levels of DFPs and the
measure of the actual levels of their skills [3]. Previous research has looked at the
qualification requirements for DFPs internationally [7,25,33] and these guide-
lines were used as a method in measuring the competencies of DFPs in South
Africa (SA) [15]. Research has however not been conducted into the relation-
ship between qualifications and the job-related skills levels of DFPs in SA. The
aim of this research is therefore to establish the impact of education, training,
certification, and experience on the measured competency levels of DFPs in SA.

The next section reviews literature on the subject matter and develops a
conceptual framework for measuring the competency levels of DFPs by means of
the skills required in performing a digital forensic investigation (DFI). Thereafter
the research design used is outlined followed by the results of data collection and
analysis. Finally, the paper is concluded and recommendations for future research
are made.

2 Related Work

The following literature review explains the concepts relating to DF, provides an
overview of the state of DFPs in SA, and examines standardisation of qualifica-
tions within the DF domain. The literature review then addresses the concepts
of qualification and skill within the DF domain while outlining DF qualifications
and competencies. The focus then shifts to DFP skills levels so as to develop a
framework for the purpose of measuring DFP skills.

2.1 Digital Forensics Practice

Forensics incorporates the use of science and/or technology for the purpose of
establishing facts and therefore a DFI is the mechanism that uses science and
technology to advance and confirm arguments relating to a specific digital inci-
dent [4]. A DFI is defined as a specific investigation type pursuing scientific pro-
cedures and utilising techniques that will allow the resulting outcome, referred to
as digital evidence, to be admissible in corporate disciplinary hearings or a court
of law [16]. The objective of a DFP is the answering of questions about past
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events through the development and application of tests and theories, within
science and technology, while examining DFI artefacts which can be evidence
admissible in a court of law [4]. Digital forensic practitioners work with law
enforcement agencies and private institutions and are trained professionals in
the field of data recovery and data analysis of data storages devices, such as
computers, cell phones, and other external data storages devices [11].

In SA, research into DF quality assurance within the SA government and pri-
vate sectors, focussing on full time DFPs supporting criminal investigations and
prosecutions has been conducted [13]. The research finds that none of the partic-
ipants have specialised forensic science training nor DF training that would ade-
quately address quality assurance. These omissions in culmination with excessive
caseloads and mediocre supervision would probably account for the inadequate
levels of quality assurance practices by DFPs [13].

The state of DFP competence in SA as typified by secondary school edu-
cation, undergraduate tertiary education, post graduate tertiary education, DF
training, competency testing, DF certification, and DF experience has also been
examined [15]. The aforementioned research finds that DF in SA is in a poor
state as per the crucial elements of DFP qualification, training, competency,
and certification. A concern is that DFPs lacking these elements, do not under-
stand the risk of incompetence that comes with inadequate training and educa-
tion [18]. Digital forensics cases are flawed where DFPs have not continuously
updated their skills and knowledge, thus DFPs in SA are becoming outdated
and irrelevant [15].

2.2 The Constituents of Qualifications

The combination of education, training, and certification has been a persistent
concern amongst DFPs, and that there is still no standard in the professional
certification of DFPs [10,27]. In addressing the Department of Labour of South
Africa’s Organising Framework for Occupations, as later adopted by the Depart-
ment of Higher Education and Training [5], Squire states that the performing
of a job by an individual incorporates a set or roles or tasks to be performed
by that individual [29], and thus the skill level of that job relates to the profi-
cient execution of the deliverables associated with the job. Level of skill can be
measured by the extent or standard of formal education, job specific training,
relevant work experience and certification [29,32]. Certification is a specifically
designed process that assures individual competency and increase the credibility
of the certificate holder [25].

Stander and Johnston illustrate the need for formal education in the domain
of DF [31], revealing the large financial losses in SA due to the lack of DFPs.
They indicate that there was no formal related education available in SA at
the time, and that it was required. The SA education element of qualification
has thus been absent as recently as ten years ago. Concerning training, in addi-
tion to knowledge of tools and techniques, a DFP must be able to explain and
defend their reported outcomes to both a layman and an expert in a court or
enquiry [8]. Education is aimed at lasting learning with the focus on principles
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and theories of method, whereas training has the aim of achieving a predefined
goal with given tools, hence there is the risk that training becomes tool-centric
instead of problem or skill-centric [36]. Training should evolve past apprentice-
like showcasing of practices towards scientifically valid principles as entrenched
in education [25]. Higher education is desirable when a degree can provide its
holder the competence and expertise to testify in a court [8]. Higher education is
however not regarded as the most important component of DFP qualifications,
as relevant knowledge is substantiated through a professional certification that
legitimises training, testing, and work experience, while at the same time assists
courts, clients, and employees in assessing the full picture of qualification [8]. Pro-
prietary certification, i.e. certification that focuses on specific vendor products
or predefined operating platforms, tends to divide the DF industry as it cre-
ates the ill-advised view that DF cannot achieve a generic conceptual approach
[27]. The structure and application of a DF process within a case is significantly
impacted by individual perspectives and experience [23]. Often these services
are performed by a DFP with no education or training, but only experience [25].
The DF process can only be accredited as being forensically sound when the four
criteria of meaning, error, transparency, and experience are fulfilled, and of these
criteria only experience addresses qualification [23]. Experience is derived from
knowledge and skill in the performance of forensic application and is crucial in
demonstrating the authenticity of evidence in a court of law [23].

2.3 Skills of Digital Forensic Practitioners

The skills level of a job relates to the proficient execution of the deliverables
associated with that job [29]. The skills required by a DFP is encased in a
process model for an effective DFI. An acceptable DF process requires that the
acquisition of evidence is done in a non-destructive manner, the protecting and
conserving of such evidence, the validation of data to initial evidence obtained,
and the analysis of such data without changing it [17].

Digital Forensic Process Models. Several Digital Forensic Process Models
(dfpm) have been developed over time. All these are overlapping and contain
the three phases of acquisition of evidence, examination and analysis of evidence,
and reporting of evidence. The Harmonised Digital Forensic Investigation Pro-
cess Model (HDFIPM) is comprehensive in nature and is constructed out of
the benefits of all previous DFPMs [35]. The model is applicable across vari-
ous DFI scenarios with the aim of expediting investigations through common
flow of activities, including pre-incident preparation up to and including evi-
dence dissemination or storage of evidence [12]. Valjarevic and Venter added
DF readiness processes to the existing initialisation processes, acquisitive pro-
cesses, and investigative processes to create the Comprehensive HDFIPM [34].
When a DFI is conducted, a standardised and formalised process is required,
for which the HDFIPM forms the basis of ISO 27043 ‘International Standard
Information Technology: Security Techniques: Incident Investigation Principles
and Processes’ [12].
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Skills Measuring of Digital Forensic Practitioners. Education learning
theories are important tools in the assembly of a skills matrix. Bloom’s Taxon-
omy of Learning [2] is a central educational framework for the development of
learning artefacts and objects [36]. Bloom’s Taxonomy has been applied against
the tasks and duties performed by DFPs to measure the required core com-
petencies of DFPs [36]. Through this Vendor Neutral Skills Based Framework
(VNSBF), skill is expressed through a six-level measurement of expertise to
demonstrate the proficiency of process execution by hierarchy progression, where
the next level of advancement is only possible by mastering the previous levels of
expertise. It is expected that a competency level of six will be difficult to achieve
across all phases in the framework, even when the practitioner is remarkably
knowledgeable and highly experienced [36].

3 Research Hypotheses and Framework

Skills levels measure the proficient execution of the deliverables associated and
connected to an occupation [29] and a better understanding is required of how the
factors of demographics, specifically education, training, certification, and expe-
rience influence the skills levels of DFPs [3]. Various institutions have different
qualification guidelines for DFPs [7,25,33] and research has been conducted in
measuring DFP qualifications in SA [15], but the research has not looked at the
relationship between qualifications and job-related skills levels of DFPs in SA.

To give credence to the measure of skill by qualification, the skill level of a
DFP requires to be measured other than by qualifications, and a set of hypothe-
ses needs to be established and tested to determine if DFP qualifications have an
impact on DFP skills levels within the SA context. The skill level of a DFP can
be measured by formal education, training, work experience [29], and certifica-
tion [32], thus these are factors that have an influence on the skill level of a DFP.
The poor state of DFPs in SA has been attributed to the low levels of education,
training, and certification [15]. The only factor that did not indicate a low level,
was experience, where six or more years are regarded as fairly experienced [15].
Taking into consideration previous research [3,15,29,32], the hypotheses to be
tested are as per Table 1.

The established variable for each construct in the testing of the hypothesis,
as per reviewed literature, is outlined next.

3.1 Education Measures

National Qualification Framework Levels. The formal education level a-
chieved by the DFP is measured by the National Qualification Framework (NQF)
level as defined and administrated by the South African Qualification Authority
[26], in line with previous research [3,15,29,32].

Course Modules in Digital Forensics. The completion of a module in DF
within the formal education domain is measured by the indicated achievement,
in line with previous research [15].
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Table 1. Research hypotheses H1,..., H9

Area Hypothesis

Education Hypothesis 1 The achieved National Qualification Framework level
is positively associated with the skill level of digital
forensic practitioners in South Africa

Hypothesis 2 A module in digital forensics as part of formal
education is positively associated with the skill level
of digital forensic practitioners in South Africa

Training Hypothesis 3 The number of relevant digital forensic training
courses is positively associated with the skill level of
digital forensic level of digital forensic practitiners in
South Africa

Hypothesis 4 Continuous training is positively associated with the
skill level of digital forensic practitioners in South
Africa

Certification Hypothesis 5 The number of relevant digital forensic certifications
is positively associated with the skill level of digital
forensic practitiners in South Africa

Hypothesis 6 Continuous evaluation is positively associated with
the skill level of digital forensic practitioners in
South Africa

Experience Hypothesis 7 The years of digital forensic experience is positively
associated with the skill level of digital forensic
practitiners in South Africa

Hypothesis 8 The level of testimony provided is positively
associated with the skill level of digital forensic
practitioners in South Africa

Hypothesis 9 The number of court levels where testimony was
given is positively associated with the skill level of
digital forensic practitioners in South Africa

3.2 Training Measures

Number of Training Courses. The number of vendor specific DF training
courses completed is measured by the count of such courses. This is in line with
previous research [3,15].

Continuous Training. The frequency of DF training courses is measured by
the regularity of the completion of such courses [15].

3.3 Certification Measures

Number of Certifications. The number of vendor neutral DF training courses
completed is measured by the count of such certifications [3,15].
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Continuous Evaluation. The frequency of partaking in DF continuous eval-
uation is measured by the regularity of the evaluation of such certifications [15].

3.4 Experience Measures

Years of Experience. Experience in number of years in DF is measured by
the sum of experience within the DF domain [3,15,29,32].

Levels of Testimony. The highest level of testimony provided as a DFP is
measured by the highest level of disciplinary hearing or court representation as
derived from the Department of Justice and Constitutional Development [6], in
line with [3,15].

Number of Court Levels. The number of different levels of testimony pro-
vided as a DFP is measured by the count of different levels of court representation
as derived from the Department of Justice and Constitutional Development [6],
in line with [3,15].

3.5 Conceptual Research Framework

Qualification in the forms of education, training, certification, and experience
are hypothesised, as per Table 1, in having a positive impact on the skills levels
of DFPs in SA. The conceptual research framework is outlined as per Fig. 1, and
demonstrates the expected impact of qualifications on the skills levels of DFPs
in SA as determined through the VNSBF on the HDFIPM.

4 Research Method

A positivist deductive quantitative survey was conducted to test the hypotheses
in the conceptual framework. The target population is the actual population of
DFPs in SA active in the DF domain. Jordaan indicates that the population size
of the DFPs in SA is unknown [14], but that estimates put it at no more than
150 practitioners. With an estimated target population of 150 DFPs the required
sample size for generalization would be 108 participants, with a confidence level
of 95 per cent and margin of error of five per cent [28]. The sample frame for this
research makes use of the Association of Certified Fraud Examiners South Africa
Chapter (ACFE), with an estimated sample size of 100 practitioners. Probability
sampling through simple random sampling was adopted as the sampling tech-
nique [28]. All relevant registered members of the ACFE were approached with
the random sampling being those that responded to the research intervention.
The limitation to this sample frame is the exclusion of DFPs in SA that are
not registered with the ACFE. Achieving 108 respondents through the distri-
bution list of the ACFE was not possible, which limits the generalizability of
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Fig. 1. Conceptual research framework including the hypotheses H1,..., H9

results. The aim was however to achieve a sample population of 100, provided
respondents consent and were willing to participate.

The data collection was done through a web questionnaire as a self-completed,
internet-based questionnaire [28] utilising the online research instrument Qual-
trics.1 The response format of the survey was structured using a combination of
the response formats including dichotomous, nominal, ordinal and interval level
[1]. All participating DFPs consented to the conducting of the research. Anony-
mity of the respondents was maintained and data privacy upheld. Participation
was voluntary and participants could withdraw at any time.2

Descriptive data analysis was deployed for the purpose of demographic lay-
out and measured skills of respondents by means of frequency and descriptive
statistical analysis. For the process of reliability of data utilised in the overall
skill measure of respondents, the Cronbach’s Alpha Test was used in validation.
In the process of hypotheses testing, Shapiro-Wilk Normality Test was used for
data normality, Kruskal-Wallis H Test and Mann-Whitney U Test used for actual
hypotheses testing, and Spearman’s Rank-Order Correlation Coefficient for the
measure of direction and strength when hypotheses were accepted.

1 www.qualtrics.com.
2 The research project was approved by our university and complied with the institu-

tionally prescribed codes of ethics.

www.qualtrics.com
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5 Results and Analysis

5.1 Respondent Profile

The research yielded 54 respondents of whom 26% (n = 14) were unusable
and 5.5% (n = 3) were non-practicing respondents, so omitted from this study.
5.5% (n = 3) had incomplete relevant data, so 63% (n = 34) complete data
forms were left to work with. The sample consists out of 75.68% (n = 28) male
respondents and 24.32% (n = 9) female respondents. The ethnic distribution
was 21.62% African (n = 8), 24.32% Coloured (n = 9), 8.11% (n = 3) Indian,
and 43.24% (n = 16) White. One respondent did not declare ethnicity, and no
respondents were measured from the Asian ethnicity group. The age distribution
of the respondents was predominantly (n = 18, 48.65%) in the bracket of 30
and 39 years, with the bracket of 40 and 49 years the second highest (n = 16,
43.24%). Overall 91.89% (n = 34) respondents fall within these two brackets.
These figures might indicate that the respondents developed into the field of
DF instead of entering it as a first choice from high school. Respondents were
concentrated in the geographical areas of Gauteng (n = 21, 56.76%) and Western
Cape (n = 10, 27.03%). The two provinces make up 83.78% (n = 31) of all
respondents with no respondents measured in Limpopo, Mpumalanga, North
West, or the Northern Cape. Current sector employment was skewed towards
the public sector (n = 24, 64.86%) with most respondents active in the domain
of public sector law enforcement (n = 17, 45.95%).

5.2 Qualification Profile

In analysing the highest level of formal education, 5.41% (n = 2) respondents
have Masters degrees, 27.03% (n = 10) Honours degrees,3 64.86% (n = 24) a
‘National Diploma’ or Bachelor degree, and 5.41% (n = 2) respondents have a
grade 12 highschool education.

With the focus on training, most respondents indicate formal training in
DF (n = 33, 89.19%) and vendor specific training (n = 34, 91.89%). A much
lower percentage is however indicated for formal DF certification where 67.57%
(n = 25) of respondents indicated this. The average number of vendor specific
training courses completed by the respective respondents are three, whereas the
average number of certifications completed by the respective recipients is one.
These figures appear low and might indicate that respondents do not rely on
training and certification as a source of development. Continuous training every
year is indicated by 43.24% (n = 16) of respondents, while 21.62% (n = 8)
indicate they never partake in continuous training. On the same measure for
continuous evaluation, 48.65% (n = 18) do so every year while 32.43% (n = 12)
are never evaluated. These figures are in contrast with the average number of
training interventions and certifications, unless these interventions are regularly
repeated.
3 In South Africa the ‘Honours’ degree is an extension of the Bachelor degree which

enables a student to commence with Master-studies thereafter. It is thus similar to
the final study-year of the (longer) U.S. American Bachelor curriculum.



354 M. Stenvert and I. Brown

Table 2. Measured skills levels L1,..., L6;
√

= “Skill is required for this level Li”

Measured skills L1 L2 L3 L4 L5 L6

Define (Knowledge):

Ability to characterise or define the activity

√ √ √ √ √ √

Apply (Comprehension):

Ability to apply suitable methods that allow the completion
of the activity

√ √ √ √ √

Explain (Application):

Ability to employ an activity and explain the concepts and
processes involved

√ √ √ √

Evaluate (Analysis):

Ability to effectively evaluate and analyse the activity

√ √ √

Critique (Synthesis):

Ability to rigorously critique scientific method used in the
activity

√ √

Synthesis (Evaluation):

Ability to evaluate and fuse information through scientific
methods with the aim of producing and authenticated
solution to activity

√

In analysing the experience levels of the sample, 64.86% (n = 24) of respon-
dents indicated experience levels greater than five years. The largest grouping
of respondents (n = 17, 45.95%) indicated experience between 5 and 10 years
whereas the parameters of 10 to 15 years (n = 6, 16.22%) also makes for a
notable mention. With the focus on experience obtained through testimony in a
disciplinary hearing or a court of law, 54.05% (n = 20) of respondents indicate
DF testimony. Further analysis of those who have testified indicates that 95%
(n = 19) has done so up to a High Court level and 60% (n = 12) have testi-
fied in three or more levels of hearings. A large percentage of respondents had
not formally testified and this can be interpreted that those respondents either
lacked experience or that they were not active in a sector of DF that require
legal testimony.

5.3 Vendor Neutral Skills Based Framework

The measured skills levels of a DFP are as per Table 2. Table 3 provides a consol-
idation of descriptive statistics. It outlines the results of the method used by the
VNSBF in measuring six levels of skill for each of the 12 phases of the HDFIPM
and includes the overall skill measured for the HDFIPM. The overall skill level
is calculated per individual and rounded down per individual before the calcu-
lation of the overall skill mean. This is done in accordance with guidelines [36]
where an individual cannot progress to the next skill level unless the previous
skill level has been obtained.

The average overall skill measured for the research participants is indicated
by the mean value of 3.79 (SD= 1.572), which implies the ability to employ
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Table 3. Descriptive statistics w.r.t. vendor neutral skills based framework

an investigation and explain the concepts and processes involved (Level 3). The
median value of 4.00, however is reflective of the ability to effectively evaluate
and analyse a DFI (Level 4). It is however a concern that 11.76% (n = 4) of
respondents reported an inability to apply suitable methods that would allow
for the successful completion of a DFI (Level 1). At the other extreme 11.76%
(n = 4) of respondents reported an ability to synthesise (Level 6). The biggest
grouping of respondents (n = 10, 29.41%) were accounted for in skill Level 5.

5.4 Hypothesis Testing

Hypothesis testing was performed by means of the Kruskal-Wallis H Test, also
referred to as the one-way analysis of variance (ANOVA) on ranks, and the
Mann-Whitney U Test. The Kruskal-Wallis H Test is a non-parametric tech-
nique for verifying whether samples originate from the same distribution, by
not assuming normal distribution of the response variables, while focussing on
ranked ordinal data [20]. The Mann-Whitney U Test determines the likelihood
that variables with an ordinal nature are different within two groups and is
used in the circumstances where the research sample is small in size and the
data is skewed [28]. The Spearman’s Rank-Order Correlation Coefficient was
also applied. Spearman’s Rank-Order Correlation Coefficient is a nonparamet-
ric measure of direction and strength on variables of an ordinal nature, and is
therefore used in statistically determining the extent of the positive or negative
relationship between the independent and the dependent variables [28].

Hypothesis 1: Education—National Qualification Framework. The
results obtained from the applied Kruskal-Wallis H Test (χ2(3) = 0.998, p =
0.802) suggest no statistically significant relationship between the respondents’
NQF level and their overall skill measured. This hypothesis is thus rejected. The
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outcome of this hypothesis is inconsistent with research indicating formal edu-
cation has an impact on the skills levels of DFPs [15,29,32], but is in agreement
with research to the opposite [3].

Hypothesis 2: Education—Module in Digital Forensics. The results
obtained from the applied Mann-Whitney U Test (U = 132.500, p = 0.885) sug-
gest no statistically significant relationship between the respondents’ completion
of a module in DF as part of formal education and their overall skill measured.
This hypothesis is thus rejected. The outcome of this hypothesis is inconsistent
with research indicating formal education has an impact on the skills levels of
DFPs [15,29,32], but is in agreement with research to the opposite [3].

Hypothesis 3: Training—Number of Relevant Training Courses. The
results obtained from the applied Kruskal-Wallis H Test (χ2(7) = 11.274, p =
0.127) suggest no statistically significant relationship between the respondents’
number of relevant DF training courses and their overall skill measured. This
hypothesis is thus rejected. The outcome of this hypothesis is inconsistent with
research indicating training has an impact on the skills levels of DFPs [15,29,32],
but is in agreement with research to the opposite [3].

Hypothesis 4: Training—Continuous Training. The results obtained from
the applied Kruskal-Wallis H Test (χ2(4) = 11.266, p = 0.024) suggest a statis-
tically significant relationship between the respondents’ continuous training and
their overall skill measured. The applied Spearman’s Rank-Order Correlation
Coefficient (rs(32) = 0.498, p = 0.003) suggests a moderate positive correla-
tion of statistical significance between the respondents’ continuous training and
their overall skill measured. On the basis of the above results, the hypothesis
is thus accepted. The outcome of this hypothesis is in agreement with research
indicating training has an impact on the skills levels of DFPs [15,29,32], but is
in disagreement with research to the opposite [3].

Hypothesis 5: Certification—Number of Relevant Certifications. The
results obtained from the applied Kruskal-Wallis H Test (χ2(4) = 7.237,
p = 0.124) suggest no statistically significant relationship between the respon-
dents’ number of relevant DF certifications and their overall skill measured.
This hypothesis is thus rejected. The outcome of this hypothesis is inconsistent
with research indicating certification has an impact on the skills levels of DFPs
[3,15,29,32].

Hypothesis 6: Certification—Continuous Evaluation. The results
obtained from the applied Kruskal-Wallis H Test (χ2(4) = 7.376, p = 0.117)
suggest no statistically significant relationship between the respondents’ contin-
uous evaluation and their overall skill measured. This hypothesis is thus rejected.
The outcome of this hypothesis is inconsistent with research indicating certifi-
cation has an impact on the skills levels of DFPs [3,15,29,32].
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Hypothesis 7: Experience—Years of Digital Forensic Experience. The
results obtained from the applied Kruskal-Wallis H Test (χ2(4) = 7.826, p =
0.098) suggest no statistically significant relationship between the respondents’
years of DF experience and their overall skill measured. This hypothesis is thus
rejected. The outcome of this hypothesis is inconsistent with research indicat-
ing experience has an impact on the skills levels of DFPs [15,29,32], but is in
agreement with research to the opposite [3].

Hypothesis 8: Experience—Level of Testimony Provided. The results
obtained from the applied Kruskal-Wallis H Test (χ2(5) = 12.418, p = 0.029)
suggest a statistically significant relationship between the respondents’ level of
testimony provided and their overall skill measured. The applied Spearman’s
Rank-Order Correlation Coefficient (rs(32) = 0.498, p = 0.003) suggests a mod-
erate positive correlation of statistically significance between the respondents’
level of testimony provided and their overall skill measured. On the basis of the
above results, the hypothesis is thus accepted. The outcome of this hypothesis
is in agreement with research indicating experience has an impact on the skills
levels of DFPs [15,29,32], but is in disagreement with research to the opposite
[3]. It has to be noted that said research [3] measured a relationship between the
number of court appearances and measured skills levels.

Hypothesis 9: Experience—Number of Levels Testified. The results
obtained from the applied Kruskal-Wallis H Test (χ2(6) = 10.945, p = 0.090)
suggest no statistically significant relationship between the respondents’ num-
ber of court levels where testimony was given and their overall skill measured.
This hypothesis is thus rejected. The outcome of this hypothesis is inconsistent
with research indicating experience has an impact on the skills levels of DFPs
[15,29,32], but is in agreement with research to the opposite [3]. It has to be
noted that said research [3] measured a relationship between the number of court
appearances and measured skills levels.

6 Discussion and Implications

In the skills level measuring, the average DFP in SA demonstrates a skill level
between Explain (Application) and Evaluate (Analysis). This translates as the
ability to conduct a DFI and the proficiency to explain the concepts and pro-
cesses involved (Level 3) while almost achieving the ability to effectively evaluate
and analyse a DFI (Level 4). The extremities have to be noted, as nearly 12%
of DFPs in SA are not able to conduct a DFI (Level 1) while 12% are able to
do so at the level of Synthesis (Level 6).

This study finds that qualifications, as measured through education, train-
ing, certification, and experience cannot be statistically confirmed as having an
association with the skills levels of a DFP in SA on all tested hypotheses in this
study.
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Qualifications through continuous training and the level of civil or criminal
testimony provided are statistically accepted as having a positive association
with the skills levels of DFPs in SA. Qualifications through formal education,
formal education DF modules, number of DF training courses or certifications,
continuous evaluations, years of DF work-related experience, and number of
court levels where testimony has been provided do not have an association with
the skills levels of DFPs in SA. The outcomes of this study contribute towards
research on DF skills [3,15,29,32] and warrant further research in exploring
the exact relationship between education, training, certification, experience, and
skill. It may be that the relationships are indirect, for example, education sets
the foundation to enable professionals to acquire skills over a period of time,
hence there may not be a discernible direct relationship. Experience may also
act as a moderating influence on the relationship between qualifications such as
education, training and certification, and skill levels.

7 Conclusions and Outlook

A conceptual research framework, derived from previously published literature
was utilised in testing nine hypotheses to determine if qualifications have a pos-
itive association with the skills levels of DFPs in SA. This research finds that
only continuous training and the level of testimony provided in civil or crimi-
nal procedures has an impact on the skills levels of the respondents. Literature
likewise indicates a disconnect between the impact of qualifications on skills, as
studies find for both relationships and non-relationships between qualifications
and skills. The outcome of this study further adds to this uncertainty and the
challenge in the proposed legal requirements of “relevant qualifications, expertise
and experience” [24](p. 94). With a larger sample size, however, hypotheses may
have been supported.

As the total population of DFPs in SA is not known and even the ACFE has
no exact figures on the number of registered DFPs, the number of respondents
used in the hypotheses testing (34) limits generalisation. A further limitation is
the listing of training and certification courses in the survey. These lists cannot
be considered as complete and the additional listing of courses by respondents
was only counted as a value of one to the sum of listed courses selected by the
participants. A further complication is the non-standardisation of courses. An
expert panel review and supply of relevant courses will be more appropriate in
this environment.

The method used in determining the skills levels of respondents is not a
validated method. The method was however used due to its direct design towards
DFPs. In addition, skills were measured by self-assessment. The DF domain in
SA is still in its infancy, and although strides are continuously made in the
technical scientific aspects of DF, ongoing research is required in the human
development part.

Future research is required into the development of an attainable relevant DF
qualification program that is vendor neutral and will meet legal requirements for
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the purpose of testimony in a court of law. Strengthening DF in SA further will
be research into the establishment of a regulatory authority for DFPs in SA. This
will contribute towards the advancement and standardisation of DF in SA.4
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Abstract. Operating systems is one core course of many computing
curricula. However, many students find the course difficult and boring
as they cannot practically relate to the inner workings of an operating
system. This paper presents an approach which was used in delivering an
undergraduate second year introductory operating systems course with
the aim of balancing theory and practice in order to keep students moti-
vated in the course. The students, however, did not have sufficient pro-
gramming background to undertake kernel-level programming projects.
The approach, therefore, involved complementing theory lessons with a
series of practical tasks spread throughout the whole period of delivery of
the course. An evaluation of the course showed that the performance of
students taught using this approach was significantly higher than those
taught theoretical operating system concepts only. Through a survey,
students also expressed strong satisfaction that the approach contributed
to a positive learning environment as the students also specifically found
the course relevant and well balanced in theory and practice.

Keywords: Teaching operating systems · Student motivation

1 Introduction

Operating systems is one core course of many computer science, information
systems and computer engineering curricula [5,24]. It is a core course because
many of the fundamental concepts learnt in an operating system course have
wider applicability in other computing areas such as concurrent programming,
algorithm design and implementation, modern device development, virtual envi-
ronments, system security and network management [5]. Many students, how-
ever, find the course difficult [16]. This has been attributed to several reasons.
Most operating system concepts are abstract and thus not easily understood
[16]. For example, the abstract concept of a process is difficult to understand
[16]. It is therefore difficult for many students to create correct mental models
of operating system concepts [16]. Students also lack the pre-requisite knowl-
edge expected of most operating system textbooks like advanced programming
skills and as a result, they cannot easily work with low-level code such as the
operating system kernel [16]. This leads to situations where a course is delivered
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based on theory only. However, there is need for balancing theory and practicals
so that students see practical relevance of material being learned in class [16].
In general, it is also imperative that computing students are exposed to a wide
range of applications and case studies that connect theory and skills learned in
academia to real-world occurrences to appreciate their relevance and utility [24].
Nevertheless, achieving such a balance is often a challenge [16].

There are several approaches to teaching an operating systems course. A
pure theoretical approach involves teaching fundamental concepts of operat-
ing systems by just following a prescribed textbook without any practical work
[16]. However, many students never fully understand the relevance or meaning
of the concepts and theory without having practical application [16]. Another
approach is to give students several unrelated programming projects through
which students at the end get to understand more of the functionality of an
operating system by themselves [16]. The programming projects could be about
concepts related to operating systems without actually involving programming
an operating system such as implementing a solution to a critical section prob-
lem [1]. Another approach is to use simulations where a functionality of a real
operating system can be simulated [16,20]. Instructional operating systems also
simulate the functionality of real operating systems and students can be given
programming assignments to modify or extend the simulated operating system
[1]. Another approach is to give students modify or develop the kernel of real-
world operating system [16,20]. This can be quite challenging for many students
as source code for real-world operating systems is huge and hence difficult to
comprehend [1]. Others have also proposed a ‘middle-ground’ teaching approach
whereby the various approaches are combined without labouring students with
details such as full operating system implementation [19]. For example, lectures
on theoretical concepts are supplemented with practical programming projects
and simulations in [23].

Prior knowledge is one factor that affects student’s learning in science [12]. An
instructional strategy should therefore take into consideration the learner’s exist-
ing knowledge and skills [13]. It would therefore not be appropriate to introduce
an operating system course by giving programming projects that will involve
modifying the kernel source code of an operating system to students who do
not have sufficient background in programming. However, a pure theoretical
approach is also not appropriate for computing students [24]. In this paper,
we present an approach which we used in an attempt to balance theory and
practice in an introductory operating systems class which did not have enough
programming background but, on the other hand, we wanted to have a course
that balances theory with practice which could in turn keep students motivated
in the course. Studies have shown that motivated students perform better aca-
demically [26]. We also present a detailed evaluation of our approach through
various course evaluation metrics.

The rest of the paper is organized as follows: in Sect. 2, an overview of related
work is presented. Our teaching approach is presented in Sect. 3 while its evalu-
ation is presented in Sect. 4. Concluding remarks are in Sect. 5.
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2 Related Work

There are several approaches to teaching an operating systems course such as
presenting only theoretical concepts without any practical work, use of program-
ming projects, use of simulations, and use of real-world operating systems.

Crossword puzzles and games have been used in [14] to teach operating sys-
tem concepts, particularly, process management using a process state transition
game. A virtual platform in which kernel-level projects using the Linux oper-
ating system can be developed and debugged by students has also been used
in [20]. The rationale for this approach was to enable a large class of students
to have hands-on kernel-level project experience with a real operating system,
which can be difficult to achieve with a large class [20]. A virtual platform allows
many students to share the same physical machine hence cuts on expense and
administrative difficulties of providing a dedicated physical machine for each
student [20].

A web-based interactive software tool in which students could by themselves
have a simulation of memory management techniques particularly page replace-
ment algorithms was developed in [8]. An interactive website that simulates the
Ubuntu operating system inside a web browser was also developed in [9]. Using
the website, students could explore both the graphical user interface (GUI) and
the command line of an Ubuntu operating system environment. Additionally,
students could self-test their acquired knowledge through an automated exami-
nation [9]. A Java-based, simulated operating system to teach operating system
concepts through animations and to actively experiment with the algorithms,
data structures and services of an operating system, was also developed in [16].

Operating system concepts have also been introduced through a series of
Android kernel programming projects in which students had to modify the ker-
nel code [2]. The projects were to introduce operating system concepts such
as system calls, process management, virtual memory and file systems through
modifying Android kernel code. The use of a mobile operating system to teach
an operating system course was a departure from the use of desktop and server
operating systems to introduce operating system concepts. A student evaluation
of the course indicated that students preferred the use of a mobile operating
system over the use of traditional desktop and server operating systems to learn
operating system concepts [2].

Programming assignments have also been used to teach an operating systems
course [10]. The programming assignments included user-level projects as well
as basic kernel-level projects [10]. An evaluation of the approach showed that
the programming assignments enhanced learning experience in the course and
students had better grades [10].

Instructional operating systems such as Nachos [4], ICS-OS [11], GeekOS
[15] and Qutenix [22] have also been used to teach operating system con-
cepts. Instructional operating systems are smaller operating systems specifically
designed to serve as a platform for instruction, rather than as fully-functional
operating systems [1]. With instructional operating systems, students may be
provided with a very minimal skeleton of the operating system and they extend
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the functionality of the operating system [1]. Students may also be tasked to
modify existing code [1]. Instructional operating systems have smaller source
code bases compared to mainstream operating systems, making them ideal for
instruction as it is easier to comprehend and modify [11]. However, most instruc-
tional operating systems are not formally evaluated on their effectiveness [1].

Most of approaches that involve programming projects involve using deriva-
tives of the Unix/Linux operating system. However, it is also possible to use the
Microsoft Windows operating system [21]. However, unlike stable Unix-based
curricula, a Windows-based operating system curriculum has to take into account
of the continuous changes in versions of Microsoft Windows operating systems
[21]. Accessing Windows source code is also a challenge as it is a proprietary oper-
ating system [21]. Moreover, even though Windows source code has been made
available to academic institutions, managing complexity of the source code is a
huge challenge [21].

Others also use a mixed approach to teaching an operating systems course.
For example, a theoretical approach coupled with programming projects and
simulations has been used in [23]. An informal evaluation of the approach showed
that students enjoyed using simulations and student performance in exams also
improved [23].

Many of the approaches that involve programming projects also require some
considerable level of competency in programming and as such, may not be appli-
cable to students without enough programming background. In our case, the
students did not have sufficient programming background to do kernel-level pro-
gramming projects. As such, we had to come up with an approach that takes
this fact into consideration when trying to balance theory with practice. Many of
the approaches, stated above, also lack formal evaluation on their effectiveness.
In our case, we have also provided a formal evaluation of our approach.

3 Our Approach

The main objective of the course at our institution is to introduce students to
fundamentals of operating systems. The course, in the 2017 class, had seventy-
three registered students. The course was delivered through a series of eleven
lectures and six practical assignments spread across a period of eleven weeks
with one lecture per week.

Each lecture was allocated one hour and thirty minutes. Lecture topics deliv-
ered are given in Table 1. The course content is mainly taken from a prescribed
textbook [25]. The lectures comprised a series of fundamentals of operating sys-
tems. Lecture 1 and lecture 2 involved introducing an operating system as an
important piece of software on a computer system; functions of an operating sys-
tem; and types of operating systems. Lecture 3 involved introducing the concept
of system calls in relation to modes of operation of a CPU and how that affects
the way application programs access privileged services from the operating sys-
tem. Lecture 4 introduced various architectures of operating systems. Lectures
5, 6 and 7 introduced various concepts in how the operating system manages
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processes. This included topics such as the notion of a process; process states;
process scheduling algorithms; threads; interprocess communication; and process
synchronization. Lecture 8 and lecture 9 introduced various memory allocation
techniques used by the operating system to manage memory on a computer
system. Lecture 10 involved introducing how the operating system through the
I/O subsystem manages I/O hardware. Lecture 11 introduced the concept of
a file and related concepts such as file systems and directories as provided by
the operating system. The lecture also introduced different security mechanisms
provided by the operating system.

Table 1. Lectures delivered during the course

Lectures 1–2 General introduction to operating systems

Lecture 3 System calls

Lecture 4 Operating system structure

Lectures 5–7 Process management

Lectures 8–9 Memory management

Lecture 10 I/O device management

Lecture 11 File management and system security

Table 2. Practical tasks assigned during the course

Task 1 Downloading and installing any Linux distribution side by side with any
Windows operating system

Task 2 Downloading and installing the latest NetBeans IDE and the latest Java
Development Kit (java compiler) on a Linux platform

Task 3 Downloading and installing LibreOffice in MS Windows OS and Linux OS

Task 4 Introduction to the Linux command line

Task 5 Introduction to Shell Scripting in Linux

Task 6 Part 1: Introduction to Operating System Virtualization;

Part 2: Introduction to Programming for the Android Operating System

The students were also given six practical assignments spread throughout the
course delivery period. The tasks given are presented in Table 2. The practical
tasks were done during their free time or during an allocated weekly two-hour
practical period. Students could do the tasks on their own computers or insti-
tutional undergraduate laboratory computers, where possible. Each student was
asked to write documentation in LaTeX about the steps they took to accomplish
the task (including screenshots) and if possible, state the challenges they encoun-
tered. Documentation had to be submitted as a portable document format (pdf)
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document through the university’s online learning portal for marking. In mark-
ing the tasks, students also had to demonstrate, individually, to the instructor
the practical work they had done.

In Task 1, students had to install a Linux distribution of their choice side by
side with a Microsoft Windows operating system. The objective of Task 1 was
to demonstrate several concepts including disk partitioning, modification of the
boot process and the fact that many operating systems can be installed side by
side on a single machine. The objective of Task 2 was to demonstrate how to
install application programs in other operating systems other than Microsoft
Windows. Students had to follow installation instructions from the software
owners which included working with the Linux command line and modifying
configuration files. The objective of Task 3 was to demonstrate that a cross-
platform application program running on different operating systems might not
have the same code base as it has to make different system calls corresponding
to the hosting operating system. Task 4 included executing process management
commands on the Linux command line. With the commands, students could visu-
alize processes through process trees, create and kill processes, check memory
and hard disk usage, among other things. Students also had to learn to navigate
the Linux directory structure using the command line. Security concepts were
also explored through setting file permissions through the command line. Task
5 included students writing simple shell programs. The aim of this task was to
provide a glimpse to the tools and skills needed to understand, modify, compile,
install, and debug the Linux kernel. The first part of Task 6 involved students
installing a Linux virtual machine inside a Microsoft Windows machine. The
aim of this task was to demonstrate modern trends in operating systems, such
as virtualization, which are making it possible to have services like cloud com-
puting. The second part of Task 6 involved writing an Android application and
deploying it on an Android mobile phone. The aim was to indirectly introduce
students to the architecture of a mobile operating system.

4 Evaluation of Our Approach

4.1 Method

The pedagogical approach was primarily evaluated by comparing the perfor-
mance of students, based on the final grades obtained with respect to the first
opportunity examinations in the 2016 class and the 2017 class. Students whose
final grade after writing first opportunity examinations is less than 50% are
deemed to have failed and are therefore given a second opportunity examina-
tion. In this paper, we compare performance of students, based on the final
grades obtained with respect to the first opportunity examinations.

In the 2016 class, students were taught by another lecturer and were taught
operating systems concepts without any practicals. In the 2017 class, students
were taught using the approach presented in this paper. The final grades of stu-
dents in the two classes, with respect to the first opportunity final examinations,
were compared. The 2016 class had sixty-seven students who wrote the first



368 B. Kankuzi

opportunity examination while the 2017 class had seventy students who wrote
the first opportunity examination. However, ten students in the 2016 class also
failed the second opportunity examination and thus failed the course and there-
fore retook the course in 2017. Performance comparison for the ten students who
retook the course was therefore done separately from the rest of the students.

A course final grade for each student in the 2016 class was derived by taking
50% from first opportunity final written examination score and 50% from written
tests score. On the other hand, a course final grade for each student in the 2017
class was derived by taking 50% from first opportunity final written examination
score, 25% written tests score and 25% from practical submissions score. All the
six practical submissions were used in calculating the practical submissions score.
A student is deemed to have passed the course if they get a final grade of 50%
or above.

Student evaluation of the course by the 2017 class was also considered. Stu-
dent evaluation is used to gauge the perception of students of their learning
environment with respect to the course. Student evaluation of the course by
the 2017 class was independently done by the department of the university con-
cerned with the development of teaching and learning at the institution. The
department administers questionnaires to students at the end of each course
to gather student feedback on a course. Questionnaires are completed anony-
mously so that students should be able to express their experiences freely. The
questionnaire has twenty-five statements with five categories, namely prepara-
tion, presentation, instructor friendliness, assessment and subject content. The
students mark their experiences against a particular statement on a rating of a
scale of 1 to 4 with 1 for ‘Strongly disagree’, 2 for ‘Disagree’, 3 for ‘Agree’ and
4 for ‘Strongly Agree’. For purposes of this paper, we also specifically looked
at three questions that focused on student’s perception of subject content, i.e.
how relevant students found the concepts and theories taught in the course;
how students found theory being taught in the course to be related to prac-
tice; and how students found what was taught in class to be in tandem with
relevant recent developments in the subject. Thirty-one out of the seventy-three
registered students completed and submitted the questionnaires.

4.2 Results

The minimum mark in the 2016 class for the ten students who retook the module
in 2017 was 31% and maximum mark was 47%. The average grade of the ten
students in the 2016 class was 41% with a standard deviation of 4 % points. The
minimum mark for the ten students in the 2017 class was 35% and maximum
mark was 68%. The average grade of the ten students in 2017 was 53% with a
standard deviation of 11% points. A box-plot illustration of the final grades of
the ten students in the two classes is given in Fig. 1.

Using Q-Q plots and histograms, the final grades of the ten students were
found to be not normally distributed. A non-parametric test, Wilcoxon Signed
Ranks Test, was therefore used to test if the difference in the average grades for
the year 2016 and year 2017 for the ten students was statistically significant.
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Fig. 1. Box-plot illustration of final grades of the ten students who failed the course
in 2016 and retook it in the 2017 class

At significance level of .05, the Wilcoxon Signed Ranks Test indicated that the
average grade (53%) for the ten students in the 2017 class was significantly
higher than the average grade (41%) for the ten students in the 2016 class;
Z = 6.5, p = .03.

The minimum mark for the remaining fifty-seven students in the 2016 class
was 25% and maximum mark was 86%. A follow-up of student records show that
the student who scored a minimum mark of 25% also failed the second oppor-
tunity examination but did not retake the course in 2017. The average grade of
the remaining fifty-seven students in the 2016 class was 53% with a standard
deviation of 9 % points. The minimum mark for the remaining sixty students in
the 2017 class was 29% and maximum mark was 89%. The average grade of the
remaining sixty students in the 2017 class was 61% with a standard deviation of
12 % points. A box-plot illustration of the final grades of the remaining students
in the two classes is given in Fig. 2.

Using Q-Q plots and histograms, the final grades of the remaining fifty-seven
students in the 2016 class and the final grades of remaining sixty students in the
2017 class were found to be normally distributed. A parametric test, Welch Two
Sample t-test, was therefore used to test if the difference in the average grades
for the year 2016 and year 2017 for the these remaining students was statistically
significant. At significance level of .05, the Welch Two Sample t-test indicated
that the average grade (61%) for the remaining sixty students in the 2017 class
was significantly higher than the average grade (53%) for the remaining sixty-
seven students in the 2016 class; t(112.21) = −4.0865, p = .00008.

A summary of the 2017 class general perception of the learning environment
under each evaluation category is given Fig. 3. The average evaluation score
for the preparation category was 3.49 out of 4.0 while the average evaluation
score for presentation was 3.47 out of 4.0. Instructor friendliness had an average
evaluation score of 3.82 out of 4.0. On the other hand, the average evaluation
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Fig. 2. Box-plot illustration of final grades of the rest of the fifty-seven students in the
2016 class and rest of the sixty students in the 2017 class

score for the assessment category was 3.41 out of 4.0 while average evaluation
score for subject content was 3.44 out of 4.0.

A summary of the results of student evaluation, specifically, with respect to
the three questions pertaining to perception of subject content are presented in
Fig. 4. For example, none (0%) of the respondents strongly disagreed that they
found the concepts and theories taught in the course to be irrelevant while 3% of
respondents disagreed that they found the concepts and theories taught in the
course to be relevant. On the other hand, 40% of respondents agreed that they
found the concepts and theories taught in the course to be relevant while 57%
of respondents strongly agreed that they found concepts and theories taught in
the course to be relevant.

4.3 Discussion

The results indicate that performance of students in the 2017 class was signif-
icantly higher than in the 2016 class. This is true for students who retook the
course in 2017 as well as for non-repeating students. However, it is important
to note that there are several factors that could influence academic performance
in a class as presented in a model in [26] and illustrated in Fig. 5. In the model,
student performance is directly influenced by two factors, namely, the aptitude
of a student and the amount of effort a student puts in a course [26]. The effort
put by a student in a course is in turn influenced by the student’s grade history,
motivation, extra-curricular activities, work responsibilities and family responsi-
bilities [26]. Motivation is influenced by the student’s self-expectations and their
perception of the learning environment [26]. The learning environment is affected
by several factors such as appropriate use of class time, a caring instructor, good
instructional materials and teaching methodology, which in turn increase stu-
dent’s level of expectancy and thus increasing motivation [26]. A positive learn-
ing environment as perceived by a student, leads to greater student motivation
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Fig. 3. Average evaluation scores in each evaluation category in the 2017 class

Fig. 4. The 2017 class evaluation of the learning environment with respect to subject
content
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which in turn leads to greater effort and correspondingly higher academic perfor-
mance [26]. Motivation was also found to be a major factor in influencing effort as
compared to grade history, work, extra-curricular activities and family responsi-
bilities [26]. This implies that, student’s expectations and learning environment,
which are factors which influence motivation have a major influence on student
performance. It is therefore also important to gauge whether our teaching app-
roach contributed to improving student’s expectations and their perception of
the learning environment, which in turn, might explain the significantly higher
performance of the 2017 class.

Fig. 5. Model of factors that affect student performance, adapted from [26]

The student’s perception of their learning environment was very positive as
illustrated in Fig. 3. In all evaluation categories, the average score was more than
3 out 4.0. In other words, students generally agreed that the learning environ-
ment was good in all categories. We also specifically note, as in Fig. 4, that the
students rated highly the subject content, i.e. relevance of concepts and theo-
ries, relationship between theory and practice and connection to recent devel-
opments in the subject. This indicates that the teaching approach contributed
to a positive learning environment for the students. A positive learning environ-
ment leads to greater student motivation which in turn leads to greater effort
and correspondingly higher academic performance [17,26]. Other studies have
also shown that more motivated students perform better in class [6,7]. Research
has also shown that students are also motivated with classes in which they are
exposed to practical work as it provides an opportunity to practice their creativ-
ity [6]. We can therefore conclude that our teaching approach contributed to the
significantly higher performance of the class.

As posited in [26], there are several factors that can affect academic per-
formance of students. We, therefore, investigated further our conclusion that
our teaching approach contributed to the significantly higher performance of
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the class. We did this by interviewing some students, who retook the course in
2017. We managed to interview only three of the ten students who retook the
course in 2017 as others had graduated and left the institution. The students
were interviewed separately and each was shown their 2016 final grade in the
course as well as their 2017 final grade. Each student was then asked to explain
factors that influenced them to perform better after retaking the course in the
2017 class. All the students explained that they hard to work harder in order
not to retake the course again and also specifically indicated that the teaching
approach motivated them to have a positive outlook of the course. This find-
ing further confirmed our conclusion that our teaching approach contributed to
the significantly higher performance of the class. This finding agrees with the
model in [26] that student’s expectations and a positive learning environment
can influence student motivation. The conclusion, that our teaching approach
contributed to the significantly higher performance of the class, also agrees with
the findings in [10,23], namely that adding a practical component to an operat-
ing systems course enhances student learning experience and consequently leads
to better academic performance in the course.

We, however, take note of several possible limitations to our evaluation app-
roach. First, we have mainly centred our conclusion on motivation as a predictor
of academic performance. However, other studies have also confirmed that the
motivation is a valid predictor of academic performance [3]. Second, it could
be possible that the questions in the 2017 examination were easier than the
2016 examination. However, both examinations were based on the same syllabus
and questions in both examinations were set at the same recommended level
of the revised Bloom’s Taxonomy [18]. For a second year class, level 2 of the
revised Bloom’s taxonomy was used. At level 2 of the revised Bloom’s Taxon-
omy, students were tested of their understanding of operating system concepts
by interpreting, summarising, paraphrasing, classifying, inferring, comparing and
explaining of concepts. Third, not all seventy-three students in the 2017 class
participated in the course evaluation survey as it was administered at the very
end of the semester. However, we believe that the thirty-one students who par-
ticipated, are a representative sample of the whole class.

In general, some of the practical exercises used in our approach do not seem
to directly deepen theoretical concepts like scheduling and memory management.
However, the primary emphasis of the approach was to motivate students with
tasks that they could immediately relate to and find practical relevance. We,
however, recommend correcting this shortfall by complementing our approach
with relevant simulations.

5 Conclusion

This paper presented an approach which was used to teach an introductory oper-
ating systems course with the aim of balancing theory with practice in order to
captivate student engagement and interest in a course which otherwise is consid-
ered boring and abstract to students. The approach had to take into considera-
tion the fact that the students did not have sufficient programming background
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to undertake kernel-level programming projects. Traditional lectures were com-
plemented with a series of hands-on practical tasks.

An evaluation of the course showed that the performance of students taught
using this approach was significantly higher than those taught theoretical oper-
ating system concepts only. Through a survey, students also expressed strong
satisfaction that the approach contributed to a positive learning environment as
the students also found the course relevant and well balanced in theory and prac-
tice. We, therefore, recommend our approach to other instructors, particularly,
in situations where students do not have sufficient programming background
to undertake kernel-level programming projects but they still want to balance
theory and practice in the delivery of the course. Moreover, the practical skills
students may gain using our approach may also prepare them for industry jobs
such as system administration as well as self-employment.

As part of future work, the same approach will be used in the next class and
an evaluation will be conducted accordingly.
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APPENDIX: Summaries of Affiliated
Workshops



Workshop of the South African Computing
Accreditation Board (SACAB)

Summary

Curriculum accreditation has become important nowadays since more and more
institutional ‘players’ —including private and/or commercial ones— are offering
tertiary education of varying (often unknown) quality.

In this context the South African Computing Accreditation Board (SACAB)
workshop was organised under the umbrella of the SACLA‘2018 conference in
Gordon’s Bay (Western Cape) by Sue Petratos (Director of the School of ICT
at the Nelson Mandela University),1 and André Calitz (Chairman of SACAB
and the SACLA organisation). The purpose of this workshop was to discuss
Document #6 in the series of six documents that make up the SACAB Degree
and Diploma Accreditation Document Set.2 These six documents are:

1. SACAB General information (Doc. #1);
2. SACAB Administrative Guidelines (Doc. #2);
3. SACAB Application Guidelines (Doc. #3);
4. SACAB Guidelines for Submissions (Doc. #4);
5. SACAB Submission Forms (Doc. #5);
6. SACAB Diploma Programme Criteria for Comprehensive Universities

and Universities of Technology (Doc. #6).

The workshop was attended by 17 representatives of Comprehensive Univer-
sities and Universities of Technology in South Africa, with the objectives to:

– Discuss the role of the old TECLA (Technikon Computer Lecturers Associa-
tion) in curriculum development;

– Confirm the specialisation fields offered in diploma programmes (for example:
software development, business applications, communication networks, and
the like);

– Establish a SACAB Diploma Advisory Board;
– Expand the SACAB assessment panel to include the new SACAB Diploma

Advisory Board to set proposed curricula for diploma programmes;
– Provide administrative guidelines for diploma programmes;
– Propose evaluation criteria for diploma programmes (Diploma Standards

Document #6).
1 E-mail: sue.petratos@mandela.ac.za.
2 Explanation for readers from outside of South Africa: In the South African context a
‘diploma’ certifies a 2-year vocational qualification below the level of a B.Sc. degree.
It must not be confused with —for example— the German diploma which is Master-
equivalent.

c© Springer Nature Switzerland AG 2019
S. Kabanda et al. (Eds.): SACLA 2018, CCIS 963, pp. 379–380, 2019.
https://doi.org/10.1007/978-3-030-05813-5
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The workshop firstly focused on the processes and criteria for the accredi-
tation of Computer Science, Information Systems and Information Technology
degree programmes offered by universities in South Africa. Delegates attending
the workshop agreed that there is currently a lack of guidelines for the accredita-
tion of diploma programmes in South Africa and also no collaboration between
academic institutions regarding standards for diploma programmes. Attendees
also agreed that there is a need for such an accreditation body and that they
would want to establish criteria to obtain accreditation. The support of the Insti-
tute for IT Professionals in South Africa (IITPSA) —also a sponsor of the recent
SACLA conferences (2016–2018)— is appreciated on this journey.

The main objective is to find a way forward for the content development
for Document #6 of the SACAB. The SACAB composition and representatives
were further explained and it was decided that the Comprehensive Universities
and Universities of Technology must have a stronger presence in order to drive
the accreditation of diploma curricula.

Deciding on the way forward it was clear that Universities of Technology need
to form a sub-task team to work on the vocational diploma- and career-focussed
tertiary qualifications. It was also clear that there is no need to create criteria
from scratch but rather to use the existing structures (e.g. the ACM/IEEE IT
2017 curriculum recommendations) and work the diplomas into this framework
by just creating different levels of requirements for diplomas within the specified
criteria.

Also the role of the old TECLA organisation was discussed which had become
inactive for a number of years. It was decided that all universities should support
and participate more actively in the SACLA organisation, which is now a revived
and functioning body for all computer lecturers in South Africa. An annual
workshop for diploma programmes was proposed were diploma programmes’
curriculum criteria and standards could be discussed every year.

Last but not least it was decided to use the next SAICSIT (South African
Institute of Computer Scientists and Information Technologists) conference as a
‘platform’ for the next SACAB planning session for Universities of Technology
and Comprehensive Universities, for the sake of even better discussions and
better representation of those types of institutions. For the proposed SACAB
meeting in September 2018 in Port Elizabeth (RSA), delegates were requested
to send the following information to Sue Petratos:

– Which diploma programmes does your institution offer;
– Name of a contact person for curriculum discussions at your institution;
– Name of a delegate to attend the next SAICSIT’2018 conference with the aim

of being actively involved in the accreditation of diplomas in the near future.

A task team and committee will then be formed at SAICSIT’2018.

Sue Petratos
André Calitz



Workshop on the IT Dividing Line Between
Schools and Universities:
Who Should Teach What

Summary

This panel discussion workshop, which took place on 20 June at SACLA’2018 in
Gordons Bay (South Africa), was to explore the interface between high school
teaching and university teaching in IT-related topics. The perception exists that
there is a large degree of overlap in some areas between introductory courses at
universities with the school syllabus, while a gap exists in other aspects of the
syllabi.

The panel discussion was moderated by Linda Marshall from the Computer
Science department at the University of Pretoria, supported by Lisa Seymour
from the Information Systems department at the University of Cape Town, (both
RSA).

The panelists comprised of members representing the high school examina-
tion bodies and universities. The high school examination bodies had represen-
tation from Ighsaan Francis from the government’s Department of Basic Educa-
tion (DBE), supported by two IT Specialists, namely Ian Carstens and Shamiel
Dramat. Moreover, Delia Kench and Jakkaphan Tangkuampien represented the
Independent Examinations Board (IEB) high school body. Computer Science
and Information Systems higher education were represented by Aslam Safla and
Pitso Tsibolane from the respective academic departments at the University of
Cape Town. Last but not least there were also some academic guest-hearers,
lecturers and professors from the audience of the SACLA’2018 conference under
the umbrella of which this panel discussion workshop has taken place.

To provide a baseline from which a discussion could take place, each panelist
provided a short presentation on the computing syllabus they represented. The
following main points came from these presentations and the discussions which
followed.

– The numbers of learners taking Information Technology (IT) as a subject is
low. About 1.4% of all learners writing the DBE CAPS examinations have IT
as a subject. The percentage for IEB is 6.6%. From the discussion, it became
clear that these numbers could be attributed to:
• a high dropout from IT in school grades 10 and 11. Many learners find

the subject challenging and time consuming. At many universities, IT
is not a requirement to study a computing related degree programme
and therefore is dropped for subjects which provide a broader entrance
possibility to university degree programmes.

c© Springer Nature Switzerland AG 2019
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• IT is not offered in many schools, probably as a result of not enough
qualified teachers and access to infrastructure. In both cases, the financial
implications are the main contributing factor. An IT teacher is able to
earn more in the corporate environment. Providing IT infrastructure to
schools is costly.

The low take-up of IT is a concern as this impacts on the ability of South
Africa as a country to meet its computing demand.

– The two high school IT examination bodies differ in their focus in terms
of the application of the curriculum content. The overall content, however
aligns well. Both bodies require theoretical IT-related topics and a practical
component which includes programming and basic database manipulation.
The programming language used in this practical component differs with
the DBE preferring Delphi and the IEB Java. This in itself should not be a
concern, however the way in which the foundational content of the languages
are taught is. It is possible, by using an IDE, that a learner writes very little
code themselves and therefore misses out on the fundamental building blocks
required in programming and algorithm development.

– IT or computer literacy is not foundational and introducing learners to com-
puting in earlier grades may help reduce the perception that IT is not only
for a specific grouping.

In summary, potential solutions to the main points identified are required. These
may include:

– Providing school level IT on devices that most learners have, such as mobile
devices.

– Limiting the content of the presentation of the syllabus, making it less over-
whelming to the general school going learner.

– Change the name to better reflect the content being presented.
– Etc...

The panel discussion workshop by no means identified all the problems; neither
did it provide implementable solutions. It was however a first and very important
step in a long process required to make IT more accessible to high school learners
and university students in South Africa.

Hopefully this will be only the first of many forthcoming discussions to take
place between the basic education and higher education in order to further the
IT ‘footprint’ within South Africa and abroad.

Linda Marshall
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