
Reaction-Diffusion Patterns and Waves:
From Chemical Reactions to Cardiac
Arrhythmias

Markus Bär

Abstract Reaction-diffusion processes are behind many instances of pattern for-
mation in chemical reactions and biological systems. Continuum reaction-diffusion
equations have proved useful models for a wide variety of pattern dynamics starting
with seminalwork byTuring on the chemical basis ofmorphogenesis and byHodgkin
and Huxley on the propagation of electrical impulses along neurons in 1952. This
article reviews basic concepts for and applications of reaction-diffusion models with
an emphasis on spiral and vortex dynamics, related instabilities like spiral and scroll
wave breakup and their potential role in cardiac arrhythmias.

1 Patterns in Reaction-Diffusion Systems

Spontaneous pattern formation under natural and laboratory conditions is a trade-
mark of systems far from thermodynamic equilibrium. These systems are typically
subject to a constant through flow of matter and energy and can be classified as open
and dissipative systems. In closed systems patterns that may emerge initially typi-
cally decay in the long run and the systems often approach a featureless, spatially
homogeneous state - thermodynamic equilibrium. This is in line with the demands
of the second law of thermodynamics: the entropy in a closed system increases until
equilibrium is reached. Open systems, however, are not subject to the constraint of
the second law - they can export entropy to their surroundings.

Theoretical research has initially focused on the question under which nonequi-
librium conditions a system switches from a homogeneous state to a pattern. These
transitions are known as instabilities or bifurcations and can be classified [1]. For
example, one can distinguish between continuous (supercritical) and discontinuous
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Fig. 1 Examples for simple reaction-diffusion patterns in one, two and three dimensions

(subcritical) instabilities. The emerging pattern may be stationary (Turing instabil-
ity) or dynamic (Hopf instability) as well as of either periodic or localized nature.
In one spatial dimension, periodic stationary patterns are typically stripes, while
the range of dynamic patterns comprises traveling and standing periodic waves. In
higher dimensions, periodic patterns display various symmetries, e.g. in two dimen-
sions parallel stripes, hexagons and square patterns are known. Localized patterns
include traveling and stationary fronts and pulses in one dimension. Some examples
are given in Fig. 1.

A rotating spiral represents an interesting combination between a localized and a
periodic pattern since it has a well defined pointlike center of rotation (core), from
which periodic waves are emitted in all radial directions. In three dimensions, spiral
cores in the plane are transformed into lines that are called filaments. If the filament
forms a straight line, one speaks of a scroll wave.

2 A Short History of Reaction-Diffusion Systems

The most remarkable property of reaction-diffusion systems is doubtless the spon-
taneous formation of a great variety of patterns. These structures do not offer only
aesthetical pleasure, but can also provide efficient means of communication and
signal transmission. For the latter purpose, a reaction-diffusion medium has to be
sensitive to small stimuli from the environment and must be able to propagate them
in a reliable and fast fashion. Excitable media are particularly well suited for that
purpose. They have a stable rest state and a threshold. Perturbations larger than the
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threshold may cause a large response, while small perturbations and noise decay
immediately. Superthreshold perturbations lead via diffusion to propagation of fast
reaction-diffusion waves that transmit information in a reliable fashion. A second
important application of reaction-diffusion systems is their ability to form station-
ary periodic patterns (Turing structures). Such structures a play an important role in
morphogenesis and the development of structures in living organism.

The field of reaction-diffusion systems can to a large extent be traced back to two
quite different landmark papers published in 1952. British mathematician Turing
considered the “Chemical Basis of Morphogenesis” [2] and showed that the inter-
play of nonlinear reaction and diffusion transport may lead to sustained stationary
concentration patterns, henceforth often called “Turing structures”. The first exam-
ple of an excitable medium derived from underlying physico-chemical processes has
been provided in 1952 by British physiologists Hodgkin and Huxley. They derived
a set of ordinary differential equations neglecting spatial variations from extensive
measurements of ionic currents at the membrane of the squid giant axon [3]. Their
nobelprizewinning effort is still considered the most successful model in physiology
and the basis for many more detailed models of electrical excitation propagation in
neurons or in cardiac tissue [4].

The resulting Hodkin–Huxley model accounts for the dynamics of action poten-
tials in neurons. The equations describe the dynamics of the fast membrane potential
dynamics and its dependency on the dynamics of slow gating variables for sodium
channel activation and deactivation and for potassium channel activation, respec-
tively. The concept of an excitable medium described by continuous variables has
found many applications in pattern forming chemical and biological systems [5].
Since the Hodgkin–Huxley equations are coupled nonlinear ordinary differential
equations, they have largely resisted analytical treatment and have been mostly stud-
ied numerically. A simplified version has been derived by FitzHugh and Nagumo
in the early 60s. It is known as the FitzHugh–Nagumo model [6]. One version of it
reads

du

dt
= u3 + u − v = f (u, v),

dv

dt
= ε(u − rv + β) = εg(u, v). (1)

Originally, the activator u is derived from the membrane voltage of the Hodgkin–
Huxley equations,while the inhibitor v represents a slowgating variable. If one allows
for a spatial variation of the variables one can simply add transport by diffusion and
obtains a coupled set of nonlinear partial differential equations

∂t u = f (u, v) + DuΔu,

∂t v = εg(u, v) + DvΔv. (2)

If one intends to use the FitzHugh–Nagumo model as a description for propagating
action potentials, inhibitor diffusion has to be neglected, i. e. Dv = 0. The spatiotem-
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poral dynamics of these equations is governed by control parameters including ε and
the diffusion constants Du and Dv. The variables are often specified as fast activa-
tor (u) and slow inhibitor (v) after Gierer and Meinhardt [7]. A nice feature of the
FitzHugh–Nagumomodel is that it contains both the Turing patterns and the excitable
mediumas special cases depending on the choice of the parameters. Requirements for
excitation waves are fast activator dynamics (ε � 1) and diffusion (Du/Dv > 1) and
a suitable form of the functions f and g, whereas Turing pattern require long-range
inhibitor diffusion (Du/Dv � 1).

A computationally more efficient version of the FitzHugh–Nagumomodel for the
study of excitable media (Dv = 0) has been provided by Barkley [8] and modified
by Bär and Eiswirth to study spatiotemporal chaos [9]. Its general form reads:

∂t u = 1
ε
u(1 − u)

(
u − b+v

a

)
,

∂t v = h(u) − v. (3)

Barkley’s original version uses a linear inhibitor production h(u) = u. For excitable
conditions, the medium then has a single homogeneous fixed point (u, v) = (0, 0)
like the original FitzHugh–Nagumo model (cf. Generation of Spirals in Excitable
Media). The modification of Bär and Eiswirth introduces a nonlinear function h(u)

for the inhibitor production, that leads to additional unstable homogeneous fixed
points. The simple change leads to interesting new nonlinear wave physics including
appearance of spatiotemporal chaos via pulse backfiring in one and spiral breakup
in two dimension.

Excitable media usually appear near oscillatory regimes. Bistable systems should
exhibit fronts between the two stable states that typically travel with constant speed
and shape. For excitable conditions, Eq.3 typically possess one stable fixed point
(the rest state) and, depending on the shape of the function h(u) in Eq. 3, zero or
two more additional unstable fixed points. For oscillatory conditions, the system of
Eq.3 typically contains only one unstable spatially homogeneous fixed point. Note,
that spirals and vortices can occur for excitable as well as for oscillatory and bistable
conditions. In the course of the 1960s, the interest for “dissipative structures” in
chemical systems started to grow. As a simplification of Turing’s model, Lefever,
Nicolis and Prigogine suggested the following reaction scheme

A → U ; B +U → V + D;
2U + V → 3U ; U → E .

where the concentrations of A and B are used as control parameters and have constant
values a and b, respectively. The chemical species U and V play similar roles as
activator and inhibitor, respectively, in the FitzHugh–Nagumo and Barkley models.
The corresponding reaction-diffusion model is widely known as the “Brusselator”
and reads
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∂t u = a − (b + 1)u + u2v + DuΔu,

∂t v = bu − u2v + DvΔv, (4)

where u(x, t) and v(x, t) denote the concentrations of U and V . All rate constants
have been set to unity. The Brusselator allows for oscillations, if a > aC = b2 + 1
and Du > Dv, and for a Turing instability, if Du � Dv. It has been often used as
a prototype model for pattern formation and may serve here as a simple example
for a strategy widely used in the modeling of chemical and biological reaction-
diffusion systems. First, identify the kinetic scheme for a particular system, second
write down the corresponding set of differential equations, third add the relevant
transport processes (diffusion) and last but not least look out for bistability as well
as dynamic, oscillatory respectively. pattern forming instabilities. Since the arrival
of the Brusselator, this strategy has been applied to many systems in homogeneously
and heterogeneously catalyzed chemical reaction [10] as well as in biochemical and
biological systems [11].

In parallel to the first studies of the Brusselator model, first experimental observa-
tions of reaction-diffusion waves in the form of target patterns [12] and spiral waves
[13] have been reported in the Belousov–Zhabotinsky (BZ) reaction. The BZ reac-
tion is the oxidation of malonic acid and involves more than 100 chemical species.
Nevertheless, Field, Köros andNoyes extracted a coremechanism of the reaction that
has become known as the Oregonator model [14]; it explicitly includes only three
species and is often even reduced further to a typical two-variable activator-inhibitor
form. Until the early 1990s, more and more details of spiral dynamics in the BZ reac-
tion have been investigated [15]. However, many results until then have been limited
due to the use of “closed” reaction vessels (see chapter Chemical Oscillations and
Spiral Waves).

A major breakthrough has been the design and use of open reactors both in homo-
geneously and heterogeneously catalyzed reactions (seeFig. 2). They allow for steady
supply of educts and removal of products, thus maintaining constant concentrations
of key species and keeping the system far away from chemical equilibrium. Turing
structures have been discovered in 1D and 2D set-ups of the Chlorid-Iodid-Malonic-
Acid (CIMA) reaction [16, 17]. The second half of the 1990s has then seen the dis-
covery of further structures under bistable conditions, namely labyrinthine patterns
[18] and replicating spots [19]. A second exciting line of research in pattern-forming
chemical systems originated from the study of reaction on catalytic surfaces [20–22]
after 1990 (see chapter Shedding Light on Chaos - Controlling Surface Reac-
tions). Catalytic reactions can be operated under a wide range of external conditions
regarding pressure and temperature and they are truly two-dimensional (Fig. 2, right).

The use of open reactors also enabled a systematic study of transitions between
stable spirals and spatiotemporal chaos in experiments [23–25], in the next section
we will adress the theoretical understanding of these phenomena.

Another important field where reaction-diffusion processes play a prominent role
are nonlinear waves and pattern formation in biological systems. Pioneering experi-
ments in aggregating slime mold colonies revealed spiral waves of chemoattractant
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Fig. 2 Sketch of open reactor types used in homogeneous catalysis. Left: continuously fed unstirred
reactor (CFUR) with two continuously stirred tank reactors (CSTR), right: in heterogeneous catal-
ysis

in the early aggregation stage [26]. By now the whole cycle of aggregation and the
spatial patterns associated with its stages have been thoroughly studied [27, 28]
(see chapter Spiral Waves of the Chemo-Attractant cAMP Organise Multicellu-
lar Development in the Social Amoebae). Another frequently studied example of
reaction-diffusion behavior in biology are intracellular calcium waves [29, 30] (see
Yet More Spirals). Somewhat surprisingly, the simple activator-inhibitor picture
as well as the concept of an excitable medium could be applied to many of these
examples.

Since 2000, a dominating theme in biological reaction-diffusion systems have
been the discovery and investigation of intracellular protein patterns, most promi-
nently standing and traveling waves of the so-called Min proteins found in in-vivo
experiments of Escherichia Coli bacteria [31] and in-vitro experiments of a reactive
solutions of Min proteins at lipid monolayers [32]. Since the Min patterns are crucial
in the regulation of cell division, many theorists have worked to obtain quantitative
models for this system; for reviews see e.g. [33, 34]. In general, it seems that protein
patterns can often be explained by models that assume a total conservation of one or
more protein species [34] which clearly distinguishes these system from chemical
reactions in open reactors subject to a constant throughflow of reactants and prod-
ucts. In chemical pattern formation a prominent direction after the year 2000 was
control of patterns e.g. by tuning of diffusion coeffients in microemulsions [35] or
by feedback strategies [36, 37]. Finally, the decade after 2000 also lead to detailed
studies of scroll waves [38, 39] and Turing patterns in 3D [40] in BZ systems.

3 Instabilities of Spiral and Scroll Waves: From Chemical
Reactions to Arrhythmias in the Heart

An important motivation for the study of excitable media has been the quest for
the cause of irregular high-frequency electrical activity in cardiac muscle typically
observed during ventricular and atrial fibrillation [41]. The reason for the onset
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of ventricular fibrillation as well as possible treatments remain subjects of intense
experimental and theoretical research. Rotors (or spirals) of electrical excitation
are still in the focus of researchers addressing cardiac arrhythmias and dynamical
diseases such as atrial and ventricular fibrillation, see [42] and the chapter Spiral
Waves in the Heart in this book. Over the years many different aspects of cardiac
dynamics have been linked with theory of reaction-diffusion systems and nonlinear
dynamics; for recent reviews see e.g. [43–45].

Early experiments in thin sheets of heart tissue displayed only stable spirals in
contrast with the irregular activity seen in experiments with whole hearts. In addition,
hearts with small mass and, in particular, small wall thicknesses were found not to
support irregular spiral turbulence-like electrical dynamics. Consequently, Winfree
suggested that irregular activity in the heart might be a genuinely 3D phenomenon
[46]. In parallel, the phenomenon of spiral breakup has emerged as a candidate
mechanism for ventricular and atrial fibrillation and shall be briefly reviewed in this
section. For a comprehensive discussion of spiral breakup in simple models and
chemical reactions, compare [47].

3.1 Breakup of 2D Spirals

In excitable reaction-diffusion media, the mechanism of spiral breakup has been
linked to radial instabilities that are observed frequently in cardiac models [43–
45, 48], typically unstable modes in the radial direction cause spiral instability and
possibly breakup. In what follows, we shall concentrate mostly on destabilization
against modes in the radial direction, since these are the most relevant ones for
cardiac dynamics exhibiting spiral breakup. Simple equations like Eq. 4 have been
found to contain transitions directly from stable rotation to spatiotemporal chaos via
spiral breakup. These examples have been also at the focus of a number of papers
employing numerical stability analysis (see [9, 49]). As a result it is now firmly
established that spiral breakup results from a linear instability of the stable rotating
spiral.

It is crucial to note that in all examples of radial spiral breakup in reaction-diffusion
models and related experiments two different scenarios are observed: spirals may
break first close to their core or alternatively far away from the core, see Fig. 3. The
core breakup in Fig. 3a is accompanied by a meander instability, which introduces a
Doppler effect into the waves emitted from the spiral core. Breakup near the core is
found in simulations in excitable media [9, 47] and in experiments with a chemical
reaction [24], whereas breakup far away from the core as in Fig. 3b is typically seen
under oscillatory conditions both in chemical experiments [23, 25] and in simulations
of the complex Ginzburg-Landau equation (CGLE) [50] and of oscillatory reaction-
diffusion systems [47].
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Fig. 3 Two different scenarios of spiral breakup shown at different stages in time. Both scenarios
lead to irregular dynamics. a The breakup appears first close to the center and spreads then outward.
b The breakup appears first far away from the center. At the end, a stable spiral fragment with finite
radius is left, surrounded by a “turbulent” bath. The figures show simulations of the model, Eq. 4.
(Taken from [47])

3.2 Breakup of 3D Scroll Waves

The natural extension of spiral waves in two dimensions are scroll waves in three
dimensions. Straight scroll waves rotate with constant frequency. However, under
certain conditions the filament of the scroll is not straight but takes a helical shape
under meandering or when an external twist is imposed. Complex unstable dynamics
may occur if the tension of the filament is negative. Three-dimensional waves rotate
around the center filament.
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Fig. 4 Numerical simulations of a scroll wave with negative filament tension: a initial deformed
filament, b bending of the filament, c breakup of the filament at the boundaries, d stationary chaotic
dynamics. Simulations done with the Luo-Rudy model for excitation propagation in cardiac tissue
(taken from [45])

Even if the scroll filaments are just convenient mathematical entities, their dynam-
ics permits to assign them physical magnitudes like tension. An illustration how neg-
ative line tension of filament leads to scroll wave breakup and subsequent turbulent
dynamics is given in Fig. 4. An initial almost straight filament develops a wiggly
structure whose amplitude grows in time. Once, the filament hits the boundaries of
the container the scroll waves break and irregular dynamics ensues (cf. Fig. 4); for
a more extensive discussion see e.g. [45].

3.3 Breakup in Heterogeneous Excitable Media

Small-scale heterogeneities are inevitable and omnipresent in cardiac tissues.
This is due to the variability of individual cells, the presence of different cell types
as well as the potential inclusion of non-functional fibrotic cells inside otherwise
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healthy tissue. Another factor is the discrete nature of the tissue that is composed of
myocytes separated by extracellular space filled with interstitial fluids. If the fraction
of non-conducting cells reaches fractions close to the percolation threshold where
the conducting parts of the tissue become disconnected. An example how reentry
appears in a discrete heterogeneous model for cardiac tissue near the percolation
threshold is shown in Fig. 5 [51].

The wave has already quite an irregular shape with a rough interface and many
holes. For the realization of a randommedium shown inFig. 5, a large non-conducting
cluster appears (see Fig. 5a). In its vicinity the excitation wave is broken and reentry
appears, which leads to an overall persistent irregular dynamics.

Fig. 5 Heterogeneities induce breakup of an initially planar wave in a two-dimensional simula-
tion of a variant Fenton-Karma-model for cardiac tissue (taken from [51]). Panel a shows non-
conducting areas (black) embedded into the conducting area (green). White square marks a large
cluster responsible for the reentry and the wave breakup in the heterogeneous medium seen in
simulations in panels b–d. Straight arrow in b marks the place of reentry and circular arrow in c
follows the reentry direction
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In this section, we have discussed three different mechanisms for transition from
regular spiral or scrolls to irregular, chaotic dynamics. While in chemical systems
these mechanism could be explored separately, the challenge in biological systems
like the heart is that all three aspects may contribute simultaneously or even cooper-
atively.

4 Conclusion

Reaction-diffusion systems enter the stage in 1952 with the publication of the two
seminal papers by Turing, that suggested a potential role for reaction-diffusion pro-
cesses in morphogenesis, and by Hodgkin and Huxley, who based on experimental
data developed a firstmodel for impulse propagation in neurons that became a corner-
stone ofmathematical physiology.During the 1960s and1970sPrigogine,Nicolis and
co-workers extended the early concept of Turing by introducing the notion of “dis-
sipative” structures. In parallel, experimental studies of the Belousov–Zhabotinsky
reaction revealed rotating spiral waves as a particular beautiful example of such
structures. In the 1990s, the field of chemical pattern formation reached maturity
by introducing open reactors and experimental systems that showed a large variety
of patterns both in homogeneous and heterogeneous catalysis including the real-
ization of chemical Turing patterns. A concise summary of the history of chemical
complexity was recently provided by Ertl and Mikhailov [52]. Improved imaging
techniques in cell biology have subsequently led to the discovery of protein patterns
in the late 1990s. A number of important unsolved questions concern the role that
vortices namely rotating spiral and scroll waves play in the emergence of cardiac
arrhythmias and potential strategies to control and suppress such dangerous physio-
logical states. Here, recent progress in imaging of electrical and mechanical waves
in cardiac muscle fuels hope for future discoveries [53].
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