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Abstract. As an important part of the national infrastructure, the power grid is
facing more and more network security threats in the process of turning from
traditional relative closure to informationization and networking. Therefore, it is
necessary to develop effective anomaly detection methods to resist various
threats. However, the current methods mostly use each packet in the network as
the detection object, ignore the overall timing pattern of the network, cannot
detect some advanced behavior attacks. In this paper, we introduce the concept
of network flow, which consists of the same end-to-end network packets,
besides the network flow fragmentation divides the network flow into pieces at
regular intervals. We also propose a network flow anomaly detection method
based on density clustering, which uses bidirectional flow statistics as features.
The experimental result demonstrate that the methodology has excellent
detection effect on large-scale malicious traffic and injection attacks.
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1 Introduction

Over the past few decades, the emergence and development of the next generation
smart grid has enabled the grid to improve in all aspects of power generation, trans-
mission, distribution and consumption. It improves the energy efficiency, maximizes
the utility, reduces the cost and controls the emission [1]. However, the smart grid
breaks the previous physically isolated power network, causing the adversary has more
possible access points and intrude the entire network. Recently, cyber-attacks against
the power grid are gradually increasing, among which the Ukrainian grid event is the
most concerned. On December 23, 2015, the Ukrainian Kyivoblenergo’s seven 110 kV
and 23 35 kV substations were disconnected for three hours. After investigation, this
event was considered to be due to a foreign attacker remotely controlled the SCADA
distribution management system [2]. The incident exposed the Ukrainian grid with
many security vulnerabilities, for example, VPNs into the ICS from the business
network lacks the two-factor authentication, and there is no abnormal detection or
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active defense devices. This reflects the necessity of anomaly detection and defense in
the smart power grid.

As an important industrial control system, the power grid is a key national
infrastructure. In the development process from traditional closed architecture to
informationization and networking open architecture, numerous vulnerabilities are
gradually exposed. To protect national security, many countries are investing in
industrial security (including power system security) and make certain progress [3].
Existed research work includes behavior-based, rule-based detection methods such as
[4, 5], which is mainly based on the deep analysis of the industrial control protocol,
extracts the key field information(combined of expert experience partially), and detects
through the access control list such as whitelist and blacklist. In addition, the model-
based anomaly behavior detection uses the system model parameters and features to
establish mathematical models to detect intrusion anomaly, such as AAKR, CUSUM,
ARIMA [6–8], besides the formal models can be constructed for anomaly detection by
extracting programmable logical controller code logic [9, 10]. Lastly, the machine
learning methods are also studied widely in industrial control anomaly detection,
mainly divided into supervised learning, unsupervised learning and semi-supervised
learning, including K-means, fuzzy C-means, support vector machine, intelligent
Markov Chains, etc. [11–13].

The above methods have made progress in the detection, but the data elements are
in units of packets, lacking the correlation feature of time dimension. The state machine
model only pays attenuation to the order of the packets, but ignores the time limit. In
this paper, we consider the same end-to-end network packet collection as a network
flow, divide the network flow to form fragments at regular intervals, and extract time-
related statistical features from the fragment. We use unsupervised density clustering as
a machine learning method. In the training phase, we use the normal samples as input,
the normal network flow segmentation will be clustered into non-quantitative clusters
according to the distance between features. The boundary of each cluster constitutes the
anomaly detection model. In the detection phase, when the network flow feature is too
far away from any clusters, it is considered abnormal.

In summary, the contributions of this paper as follows:

(1) We introduce the concept of network flow and fragmentation, which allows us
to extract and exploit time dimension features.
(2) We propose a network flow anomaly detection method based on density clus-
tering, which is intuitively effective to differentiate between network flows and
construct the model of network flows.

The rest of the paper is organized as follows: Sect. 2 provides the background on
network flow and density clustering. Section 3 presents the algorithm’s framework and
its entire training phase and execution phase. Section 4 presents experimental results in
terms of model’s construction and detection performance. Finally, in Sect. 5 we present
our conclusion.
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2 Background

2.1 Network Flow and Fragment

A network flow is a collection of end-to-end bidirectional packets in the network. In the
most common TCP/IP architecture, the collection of packets in each TCP session
constitutes a network flow. However, it should be noticed that different connections
between two nodes are not the same network flow (different ports in TCP), because the
tasks they perform are not same necessarily, the communication mode may be different.
Besides, during extracting the network flow features, since the two-way communica-
tion mode is not same necessarily, each direction packets will be feature-extracted
separately to avoid mixing. Finally, it should be noted that the TCP session ends after
the four-way handshake, or after the timeout expires, the flows ends, regardless of
subsequent network flows. Network flow diagram shown in Fig. 1.

However, it is unacceptable to perform statistical feature extraction until the end of
each network session to, especially the network session in the industrial control system
(including the power grid) will last for a long time. In order to enable feature extraction
and detection, we introduce the concept of network flow fragmentation, which divide
the network flow at regular intervals, the packets in every interval.

2.2 Density Clustering

Density clustering can cluster irregular shapes without requiring to predetermine the
number of clusters, and discrete point noise data can be processed better. Density
clustering assumes that the clustering structure can be determined by the tightness of
the sample distribution. In general, density clustering determines the connectivity
between samples by their density, and the clusters are expanded continuously by
connectable samples to obtain the final clustering results.

DBSCAN is a representative algorithm of density clustering, which use (e, MinPts),
two neighborhood parameters to describe the degree of distribution between cluster
samples, the following will define several basic concepts by the data set S = {x1, x2,
…, xn}:

Fig. 1. Network flow diagram
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e Neighborhood. For each xi 2 S, its neighborhood e represents a set of samples in
which distance from xi is no greater than e, denoted as Ne(xi) = {xj2S|dist
(xi, xj) � e};

Core Object. If the e neighborhood of xi contains at least MinPts samples, i.e.
|Ne(xi)| � MinPts, then xi can be called the core object;

Density Directly Reachable: If xi is a core object, and xj is in the e neighborhood
of xi, then xj can be density reached directly by xi;
Density Reachable: If there is a sample sequence h1, h2, …, hn, h1 = xi, hn = xj,
and any hk+1 in the sequence can be density reached directly by hk, the xj is
determined by xi density reachable;
Density Connection: If xk for xi, xj, such that xi, xj, are all density reachable by xk,
then xi is connected to xj density [14].

Through the above definitions, a cluster can be described as a sample set consisting
of a density-reachable, maximum density connected. In DBSCAN clustering algorithm,
it is necessary to determine all the core objects in a given data set by neighborhood
parameters (e, MinPts), find out the objects whose density is reachable for each core
object, and form cluster clusters. If an object is reachable by more than one core object
simultaneously, these core objects and their clusters are merged into the same cluster.
When all core objects are traversed and expanded, the density clustering result is
obtained, besides the objects which do not belong to any cluster are considered noise.

3 Anomaly Detection Model

3.1 Overview

The industrial control system network mainly performs timing data acquisition and
scheduling control, which has high periodicity and certainty. During normal operation
of the system, the statistical information of each network flow should be in a stable
interval, and the characteristic values of each network flow should be gathered in a tight
cluster, it is natural to build a model using density clustering to detect abnormal.

3.2 Feature Extraction and Preprocessing

The network flow we propose is bidirectional, and the nodes at both ends are divided
into a server and a client according to whether or not the service is provided. Therefore,
the network flow has two directions: toClient and toServer. In addition, the two-way
network flow has different communication modes, so it is necessary to distinguish and
extract features separately.

In the two directions of network flow, we extract the number of bytes of each
packet and the interval time of the packets, and calculate the mean and variance
respectively to better fit the distribution. In addition, we also extract the information
entropy of the byte, which indicates the distribution of ASCII code per byte in each
packet, which is the implicit mode of network transmission. In Table 1, the specific
characteristics are shown.
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In this paper, the characteristics of network stream extraction are all numeric types,
which are comparable float numbers. However, the difference of the original data
magnitude of each feature is large, so that the weights of the features of the final
clustering result are different, so it is necessary to normalize the features. In this paper,
the Sigmoid curve is selected as the function of the normalization operation, the mean
and standard deviation parameters are introduced in the basis of the original formula, so
that the normalized feature data is concentrated near 0.5 and has certain linearity.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

y ¼ 1
1þ e�x�avg

std

r

3.3 Training Phase

The process of constructing the cluster anomaly detection model is roughly as follows:

Step 1: Data acquisition, obtaining sample data for constructing the model through
the network flow engine (samples composed of 11 statistical class features);
Step 2: Data preprocessing, calculating the mean avg of each feature, the standard
deviation std, and normalizing each feature of each sample using a Sigmoid
function;
Step 3: Density clustering, given empirical neighborhood parameters (e, MinPts),
performing density clustering on the normalized sample data to obtain cluster
clusters to which each sample belongs;
Step 4: According to the clustering result, the range value is obtained by calculating
the maximum value of each feature in each cluster. As the cluster boundary of the
normal model, the network flow anomaly detection model of the normal mode is
constructed.

3.4 Detection Phase

After the cluster anomaly detection model is constructed, it will consist of the following
steps in the model detection phase:

Step 1: Data acquisition, through the network flow engine, whenever the network
flow reaches the fragmentation time, obtain the statistical sample data;

Table 1. Network flow features

Feature Quantity Meaning

Statistical features
(toServer and
toClient)

Bytes.avg 2 Mean of packet bytes
Bytes.std 2 Standard deviation of packet bytes
Intervals.avg 2 Mean of packet intervals
Intervals.std 2 Standard deviation of packet

intervals
Be 2 Byte information entropy
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Step 2: Data preprocessing, the obtained sample data, the mean value avg calcu-
lated by the model construction step, and the standard deviation std parameter are
normalized by the Sigmoid function;
Step 3: Anomaly detection, comparing the normalized sample data with the cluster
boundary one by one, and obtaining the degree of abnormality of the sample from
each cluster feature boundary (Euclidean distance, if a certain feature of the sample
is at Within the cluster boundary, the feature and its boundary distance are recorded
as 0). If there is a cluster such that the sample abnormality is less than the abnormal
threshold, the detection result is normal; if the abnormality of all cluster samples is
greater than the abnormal threshold, the detection result is abnormal.

4 Experiment

4.1 Experiment Procedure

This experiment is completed on the laboratory industrial control system simulation
platform, which mainly includes the following steps:

(1) Start the HMI and PLC to enter the normal communication mode, and observe
the data of the HMI interface is in a normal state;
(2) Perform network stream data buffering, calculate the mean value and variance of
each feature after the buffer amount is satisfied, to perform data normalization;
(3) Training the pre-processed samples to construct a network flow clustering
model;
(4) The simulated HMI suffers from DDos attack (distributed denial of service
attack, through a large number of legitimate requests, preempting network resour-
ces, causing the server network to smash), a large number of network flows should
occur in a short time, but the network flow characteristics and industrial control
under normal mode. There is a huge difference in network traffic, and it is observed
whether the network flow clustering model can detect anomalies;
(5) Simulate a large number of malicious injection attacks on PLC. A large number
of injection attacks will bring about changes in network flow statistics, observe
whether the network flow clustering model can detect abnormalities.

4.2 Experiment Results

The experimental results and analysis are as follows:
(1) In a highly periodic industrial control network, network flow features are

densely distributed at multiple points, so the clustering target is to gather multiple small
clusters to precisely represent the feature range. In the algorithm implementation, the
parameters in the density cluster are set to e = 0.05 and MinPts = 10, respectively.
Moreover, the algorithm will normalize the 12 features of the selected network flows,
represent the clustering results in the form of maximum and minimum values of each
cluster, as shown in Fig. 2. Analysis of network flow data in normal mode, including a
total of 1 Modbus connection, 3 S7 connections, so the clustering of 4 clusters is a

442 L. Zhang et al.



reasonable result. Figure 3 shows the results of network flow clustering mapping each
cluster’s features to the radar graph.

(2) The simulated HMI is subjected to a DDoS attack, and a large number of
spurious S7 request packets with a destination port of 102 are sent, so that a large
number of network flows occur in a short period of time, each network flow contains
only a small number of packets. There is a notable difference between the industrial
control network flow and the normal mode. Figure 4 shows the abnormal results
detected by the network flow clustering model, its feature deviation exceeds the
threshold.

Fig. 2. Cluster result

Fig. 3. Cluster result radar graph

Fig. 4. Detection result
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(3) The simulated PLC suffers from a large number of malicious injection attacks,
which will generate statistical changes to the network flow. Figure 5 shows the
detection result of the network flow clustering model for the injected attack network
flow.

5 Conclusion

This paper proposed a novel approach to detect abnormality in the industrial control
system network. Based on the density clustering method of network flow statistical
information, the number of clusters is determined autonomously according to the
distribution density of sample points, the cluster results are tight, and abnormal noise
can be found in the training process. The experiments shown that the model has
excellent detection effect on large-scale traffic attacks and injection attacks, also can
perform well when the system faces unknown proprietary protocols.
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