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Abstract. Learning acoustic models directly from the raw waveform is an
effective method for Environmental Sound Classification (ESC) where sound
events often exhibit vast diversity in temporal scales. Convolutional neural
networks (CNNs) based ESC methods have achieved the state-of-the-art results.
However, their performance is affected significantly by the number of convo-
lutional layers used and the choice of the kernel size in the first convolutional
layer. In addition, most existing studies have ignored the ability of CNNs to
learn hierarchical features from environmental sounds. Motivated by these
findings, in this paper, parallel convolutional filters with different sizes in the
first convolutional layer are designed to extract multi-time resolution features
aiming at enhancing feature representation. Inspired by VGG networks, we
build our deep CNNs by stacking 1-D convolutional layers using very small
filters except for the first layer. Finally, we extend the model using multi-level
feature aggregation technique to boost the classification performance. The
experimental results on Urbansound 8k, ESC-50, and ESC-10 show that our
proposed method outperforms the state-of-the-art end-to-end methods for
environmental sound classification in terms of the classification accuracy.
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1 Introduction

Environmental sound classification (ESC) is an important research area in human-
computer interaction with a variety of applications such as abnormal sound detection in
security surveillance. There are many research outcomes of ESC in the last decade [1].
However, with the limit amount of publicly available research datasets, ESC is still an
open and difficult challenge.

Traditional ESC methods are based on hand-craft features, such as zero-crossing,
mel-frequency cepstral coefficients (MFCCs) [2], and mel-filterbank features [3], and
traditional classifiers such as Random forest, support vector machines, and Gaussian
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mixture models [4—7]. However, the performance of all the feature based methods
highly depends on the representation ability of these hand-craft features. In recent
years, deep learning has gained incredible popularity [8—10]. Among them, the con-
volutional neural network is regarded as a powerful method, due to its ability in
learning hierarchical high-level representations from sound data. CNNs have been
applied to sound event recognition in two different ways. The first approach is to use
the CNNs as the classifier with MFCCs or log-mel features as the input [3, 11-14]. The
second approach use CNNs to extract salient and discriminative features from raw
wave signals for ESC [6, 15-17].

Current approaches have the following limitations. (1) Since most of the features
were originally designed for Automatic Speech Recognition (ASR) rather than for the
ESC task, it may fail to capture the intrinsic information from the environmental sounds
that may be critical for classification; (2) The feature extraction stage is separated from
classification stage, as a result, the designed feature may not be optimal for the clas-
sification task. (3) The existing CNN models often use 2D convolution which involves
more parameters as compared with 1D convolution. (4) The feature extracted from 1-D
convolutional layer with a fixed size might be insufficient for building high-level
discriminative representations.

In this study, we present a multi-scale deep convolutional neural network archi-
tecture for ESC that is able to address these issues. Our architecture allows one to
develop much deeper and more “complex” structure while using a model of small size.
The proposed method consists of ten 1-D convolutional layers and multiple filters with
different sizes in the first 1-D convolutional layer which are learned simultaneously.
Finally, multi-level feature fusion is proposed to make full use of hierarchical features
extracted from deep CNNs.

Our main contribution can be summarized as follows:

e We propose an end-to-end accurate and efficient methods for ESC based on deep
convolutional neural networks.
We design parallel CNNSs to learn richer representation from raw waveforms.
Comparatively studies are conducted to demonstrate the effect of multi-level fea-
tures on the classification performance.

e Without full connection layers, our proposed method reaches comparable classifi-
cation performance but with a much smaller model size and much faster speed for
environmental sound classification.

The paper is organized as follows. In the next section, related works are introduced
briefly for presentation clarity. Problem definition and the proposed ESC system and its
subsystems with implementation details are given in Sect. 3. Experimental setup and
results will be shown in Sect. 4 and conclusion is drawn in Sect. 5.

2 Related Work

In recent years, CNNs have led to impressive results in ESC tasks, thanks to its ability
in automatically learning complex feature representations with its convolutional layers.
Conventional feature, such as spectrograms, MFCCs [2], mel-filterbank features [3],
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are the most commom inputs for CNN-based architectures. This method was firstly
proposed by Piczak [3] for ESC task. Where log-mel and delta log-mel (i.e. first
temporal derivative) features are extracted in each frame. Then, the two-dimensional
feature map constituted by static log-mel and delta log-mel is fed into a two-channel
CNN:ss for classification. This increased the classification accuracy over the traditional
methods by 13% on the ESC-50 dataset.

Meanwhile, motivated by Hoshen et al. [18], where the first 1-D convolutional layer
is taken as a finite impulse response filter bank, many attempts have been made to learn
features automatically from raw waveforms for ESC. Tokozume and Harada [15] pro-
posed an end-to-end ESC method using two convolution layers to classify environ-
mental sound. The accuracy of their method was 5.1% higher than the model using log-
mel features. Based on this research, Dai et al. [17] proposed to use deep convolutional
neural networks (DCNNs) to extract more discriminative features, and the DCNN model
was shown to outperform the shallow convolutional neural network model.

Inspired by recent advance in end-to-end ESC methods, we proposed an end-to-end
method based on multi-channel deep convolutional neural networks (MC-DCNNs) to
further improve the performance of ESC task. Below we present our method in detail.

3 Methodology

We formally define the aforementioned ESC problem. Then the pipeline and algo-
rithms of our proposed methods are described in detail. Our MC-DCNNs ESC model is
shown in Fig. 1. In Sect. 3.1, we gave a brief discussion on the problem formulation of
the ESC task. In Sect. 3.2, we show the architecture of multi-channel CNNs used in our
system. In Sect. 3.3, a multi-level feature fusion module is proposed to enhance the
feature representation. The architecture and parameter settings are detailed in Sect. 3.4.

3.1 Problem Definition

Recognition of environmental sound from raw waveform can be considered as a
classical learning problem of estimating an unknown relationship between the elements
from input feature space to the corresponding elements in the target space. A time
series is a sequence of real-valued data points with timestamps. In this paper, we define
S={X; WX, eR, Y, €Zi=1 -, N} with X; = [X; -, X;] T as input vector for-
mulated by considering the raw waveform that belongs to different environmental
sounds; [ is the length of the environmental sound. The elements in target space are the
class labels to which the corresponding elements input feature space X = [x,,
X2, ==, XyJ. The ESC problem is to build a classification model to predict a class label
y € Y; given an input sound data X.

3.2 Multi-channel Convolution Operation

Convolution has been a well-established method for modeling time series signals [19].
Suppose the waveform signal w(i) is convolved with filters /) at different scales. The

results of xj(fv) (n) are given by
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5 () = F_ wlii(n — i) + 1))

where fis an activation function, N is the length of w(i), and b; is an additive bias.
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Fig. 1. The overall framework of the multi-channel deep convolutional neural networks
environmental sound classification system
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Using filters of different size, the convolution is capable of extracting multi-
temporal resolution features from the raw waveform. For example, 40, 80 and 160
samples correspond to 2.5, 5 and 10 ms at 16 kHz sampling rate. In our proposed
method, three different kernel sizes with same stride are chosen representatively in the
first 1-D convolution layer to learn multi-temporal resolution features with the same
dimension. Each convolutional layer with filters is functionally similar to a bandpass
filter bank. Each layer has 64 filters, generating 64 one-dimensional vectors. The
receptive field is different due to different kernel size used in the first convolution
layers, and the stride is set as 8 in time series. The filter size is set according to the
experimental results of DCNNs [17], which demonstrated that the CNN model can
extract local features of various time scales hierarchically by using parallel convolu-
tional layers. The input shape and the parameters of the first convolutional layers are as
in Table 1.

Table 1. Parameters of the first 1-D convolutional layer in MC-DCNNs

Layers | Input shape | Filter | Kernel size Stride | Output shape
Convl | [1,64000,1] | 64 [401, [80], [160] | 8 [1,8000,64]
Pool [1,8000,1] |- Pooling size = 4 | 4 [1,2000,64]

We apply no-overlapping max pooling to the output of these parallel three con-
volutional layers with a pooling size of 4. Then, the three outputs of the pool matrix is
of size 1 x 2000 x 64. Finally, these vectors are fed into the multi-channel convo-
lutional filters to extract local features.

3.3 Multi-scale and Multi-level Feature Fusion

Using a single CNN model, different levels of features can be extracted, therefore, we
establish parallel CNNs with different kernel sizes to extract multi-level and multi-scale
features. Benefiting from the structure, we can extract multi-temporal resolution and
multi-level features. To further enhance the convolutional features and improve the
performance of the ESC task, we generate a global representation by aggregating the
multi-level features from single CNNs into a single large feature vector. Empirically,
for the ESC task, when the neural network goes deeper, its ability in catching global
information will get better. We also noted that the features in lower layers tend to focus
more on detailed information which can be beneficial for short environmental sounds.
Meanwhile, the higher layers tend to contain more abstract semantic information which
would be useful for capturing global information related to acoustic scenes. Therefore,
we design a multi-level feature fusion module to balance the local and global infor-
mation captured by features in lower and higher layers in the MC-DCNNS.

3.4 Architecture of MC-DCNNs

According to the above discussion, we propose the multi-scale deep convolutional
neural network with feature fusion as shown in Fig. 1.
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Firstly, we apply the parallel convolutional operation with different size of convo-
lutional kernels on the input waveform. Three sizes are chosen as small receptive field
model (SRF), middle receptive field model (MRF), and large receptive field model
(LRF). Then we progressively reduce the temporal resolution to 2000 with a non-
overlapping max pooling layer to each feature map. Three channel CNNss are applied on
the three kinds of features. In the local convolutional stage, the raw waveform is pro-
vided to 1-D local convolution filters followed by max pooling to extract the local and
independent features. The filter has the same size for local convolution in MC-DCNNS.
By selecting the same filter size and performing down sampling with Maxpooling, each
channel CNNs in local convolution stage captures features from different receptive
fields. We also adopt batch normalization (BN) [20] after each convolutional layer. In
the global convolutional stage, features extracted from each channel are locally and
globally concatenated. Finally, similar to local convolution stage, 1-D convolutions is
performed followed by the Global average pooling. The features obtained after the
global convolution stage are provided to Softmax to predict the labels. In this work, we
adopted the deep concatenation technique in [21] to concatenate all the feature maps
vertically. The details of parameters are summarized in Table 2.

Table 2. Detailed parameters of proposed fully convolutional network for time-domain
waveform inputs. [40/8, 64] denotes a convolutional layer with receptive field 40 and 64 filters,
with stride 8. [...] X k denotes k stacked layers. Output size after each pooling is written as
m X n where m is the size in time-domain and » is the number of feature maps. Maxpooling is
also done with the feature get from conv6-7 to get the same dimension.

MC-DCNNs model for ESC
Input: 64000 Samples(4s) as Inputs (e.g. Urbansound 8k)

Convl [40/8,64]

Convl [80/8,64]

Convl [160/8,64]

Maxpooling: 4 x 1 (output:
2000 x 64)
Conv2-3 [3/1,64] x2

Maxpooling: 4 x 1 (output:

2000 x 64)
Conv2-4 [3/1,64] x2

Maxpooling: 4 x 1 (output:
2000 x 64)
Conv2-4 [3/1,64] x2

Maxpooling: 4 x 1 (output:
500 x 64)

Conv4-5 [3/1, 128] x2
Maxpooling: 4 x 1 (output:
125 x 128)

Conv6-7 [3/1, 256] x2
Maxpooling: 4 x 1 (output:
32 x 256)

Conv8 [3/1, 512] x1
Conv6-8concat (output:

32 x 1024)

Maxpooling: 4 x 1 (output:

500 x 64)
Conv4-5 [3/1, 128] x2

Maxpooling: 4 x 1 (output:

125 x 128)
Conv6-7 [3/1, 256] x2

Maxpooling: 4 x 1 (output:

32 x 256)
Conv8 [3/1, 512] x1

Conv6-8Concat (output:
32 x 1024)

Global concat (output: 32 x 3072)
Conv9 [3/1, 512] x1 (output: 32 x 512)

Maxpooling: 4 x 1 (output:
500 x 64)

Conv4-5 [3/1, 128] x2
Maxpooling: 4 x 1 (output:
125 x 128)

Conv6-7 [3/1, 256] x2
Maxpooling: 4 x 1 (output:
32 x 256)

Conv8 [3/1, 512] x1

Conv6-8Concat (output:
32 x 1024)

Globalaverage pooling (1 x 512)

Softmax
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4 Experiments and Discussion

In this section, we first provide a brief description about the Urbansound 8K [22], ESC-
50 [23], and ESC-10 [23] datasets and the implementation procedure for the evaluation
of MC-DCNN:Ss. Performance comparison will also be provided in this section.

4.1 Datasets

Urbansound 8K contains of 10 types of environmental sounds in urban areas, such
as engine idling, street music, and children playing. The dataset consists of 8732
audio clips of 4 s or less, in total 9.7 h. We use the official fold 10 to be our test set,
and the remaining folds for training.

ESC-50 consists of 50 environmental sounds categories that are allocated into 5-
folds with 40 samples per category. The 50 classes can be divided into 5 major
groups: animals, natural soundscapes and water sounds, human non-speech sound,
interior/domestic sounds, and exterior/urban noises. The dataset provides an
exposure to a variety of sound sources, some very common (laughter, cat meowing,
dog barking), some quite distinct (glass breaking, brushing teeth) and then some
where the differences are more nuanced (helicopter and airplane noise). We use the
official fold 5 to be our test set, and the remaining folds for training.

ESC-10 dataset is a subset of ESC-50, which contains 400 recordings divided
equally into 10 categories: dog barking, rain, sea waves, baby crying, clock ticking,
person sneezing, helicopter, chainsaw, rooster, and file crackling. We use the
official fold 5 to be our test set, and the remaining folds for training.

4.2 Data Preparation and Implementation Details

We convert all sound files to monaural wav files with a sampling rate of 16 kHz.
Differently from other standard methods, we did not remove the silent section from the
whole 5s sound to preserve the integrity of the original audio in ESC-50 and ESC-10
datasets. All data are normalized to zero mean and unit variance in Urbansound 8k
ESC-50 and ESC-10. The length of each sound segment is 40000 samples (corre-
sponding to 2.5s raw waveform) in ESC-50 and ESC-10. We take the 64000 samples
(corresponding to 4s raw waveform) as inputs in Urbansound 8k. In the training stage,
we randomly select these segments from the original training audio and input them into
the prediction models. In the test phase, we perform a majority voting of the output
prediction results for classification.

Hyper parameters selection: The list of MC-DCNNs hyper parameters and the
initialization used in this work are listed in Table 3.

4.3 Results

We compared our MC-DCNNs model with existing log-mel-CNN models and end-to-
end based models such as reported by Piczak [3], Tokozume and Harada [15] and Dai
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Table 3. The MC-DCNNs hyper parameters and their initialization

Parameter

Initialization values

Activation function

Leakyrelu (o0 = 0.2) [24]

Optimizer Adam [25]

Learning rate 0.001 with weight decay

Batch-size 32

Regularization L2 regularization with coefficient 0.0001

Parameter initialization | He initialization

Epochs

Loss function

400

Categorical cross-entropy

et al. [17], Salamon and Bello [22]. Table 4 shows the results of the proposed MC-
DCNNSs on three datasets with previous state-of-the-art published methods.

First of all, with the ESC-50 dataset, our model achieves 73.5% classification
accuracy, which is much higher than other end-to-end based ESC models and a little
higher than the static-delta log-mel-CNN+BN methods proposed by Tokozume and
Harada [15]. On the ESC-10 dataset, the classification accuracy of MC-DCNNSs reaches
87.5%, which is 9.7% and 3.5% higher than the other two end-to-end based method
respectively. Finally, we evaluated the algorithms on the Urbansound 8k dataset.

Table 4. Comparison of classification accuracy with other models on evaluated datasets.

Accuracy (%) on Dataset

Model Feature Fusion ESC-50 ESC-10 Urbansound
8k

Logmel-EnvNet log-mel - 669 £3.1 798+ 1.7 |-

[15]

SB-CNN [26] log-mel - 71.0 £ 14 |- 739 £ 04

Logmel+CNN log-mel - 645 +£09 81513 |-

[3]

Logmel+CNN log-mel - 724+ 17 |- 72.7

+BN [15]

D-CNNs [13] log-mel - 68.0£ 14 84621 |-

EnvNet [15] Raw - 64024 (776 23 [69.2+0.38
waveform

EnvNet2 [16] Raw - 716 £27 |832+£15 |742+£15
waveform

M18 [17] Raw - - - 71.68
waveform

MC-DCNNs Raw - 71.1 £ 0.8 [84.1+£0.7 |73.6£0.8

(this paper) waveform

MC-DCNNs Raw Multi- 731 £11 |[87.6+£13 751 0.6

(this paper) waveform level

fusion
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The accuracy of our proposed methods is 75.1%, much higher than the 71.68%
accuracy achieved by Dai et al. [17] using the DCNNs based methods. These results on
these three datasets indicate that our multi-channel deep convolutional neural networks
with multi-level feature fusion have achieved significant improvement in environ-
mental sound classification with the raw waveform as input, offering state-of-the-art
performance in environmental sound classification.

Furthermore, we did a comparative experiment, as shown in Fig. 2. It can be seen
that the multi-channel model consistently outperforms the single-channel model. It
confirms the effectiveness of our proposed multi-channel model.

We further compared the accuracy of the MC-DCNNs with or without multi-level
feature fusion on ESC-50. We noticed that the classification accuracy of the combi-
nation model increases on short duration environmental sounds compared with D-
CNNs and human non-speech in contrast with log-mel feature based methods. The D-
CNN model may lose detailed information while extracting global information.
However, in our MC-DCNNs method, benefiting from the features extracted from
former layers, the classification accuracy increased significantly. Similarly, for human
non-speech sound, the accuracy has been improved, which indicates that some features
in the human non-speech sound can be ignored by log-mel features. Using the MC-
DCNNs, we can make full use of features learned from raw waveform, so that the
classification accuracy can be improved via multi-level information fusion.

At the same time, benefited from the peculiarity of FCNs, the model size of MC-
DCNNSs is only 1.8M. Besides, our MC-DCNNS can classify two minutes of audio per
second on NVIDIA GTX 1080, which is able to perform real-time environmental
sound classification and is of great value in practical applications.

ESC10

ESC50

urbansound 8k

0% 10% 20% 30%  40% 50% 60% 70% 80% 90%
Mean accuracy
W SRF MRF ®LRF ® Multi-scale
Fig. 2. Effectiveness of multi-channel models. We compare multi-channel with single-channel

with SRF, MRF, LRF on ESC-10, ESC-50 and Urbansound 8K, The classification of Multi-
channel models are superior to single-channel.
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5 Conclusion

We presented a new end-to-end environmental sound classification system MC-
DCNNs, which is composed of three channel stacked convolutional neural networks,
trained on raw waveform as input. Each channel is composed of eight 1-D convolu-
tional layers with batch normalization [20]. Three public datasets, Urbansound 8K,
ESC-50, and ESC-10, are used to evaluate the classification performance of the MC-
DCNNs model. The classification accuracy of the MC-DCNNs is 75.1%, 73.5%,
87.5%, on Urbansound 8K, ESC-50, and ESC-10, respectively, which is 1.1%, 6%, and
2.4% higher than existing log-mel feature based methods. It is also 1.5%, 4.4%, and
0.9% higher than the state-of-the-art end-to-end methods. These results showed that our
MC-DCNNs are more effective for environmental sound classification due to the
exploitation of both global and local features. While we have achieved excellent
classification accuracy, our method also has the advantage in small model size and real-
time classification performance. Future work will consider different structures of
convolution neural networks for ESC task, such as convolutional recurrent neural
networks. We will also consider applying the MC-DCNNS to time-series signal other
than environmental sounds.
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