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Preface

This work intends to collect and present combinatorial and numerical results on
integral quadratic forms as originally obtained in the context of the representation
theory of algebras and derived categories. Apart from their shared source and
structure, these results have some features in common:

(a) They are elementary, only requiring some linear algebra for their understanding.

(b) Some of the beautiful results remain practically unknown to students and
scholars. As a taste, we mention the following theorem due to Drozd: If
q : Z'" — 7 1is an integral quadratic unit form which is positive definite on the
positive cone, then g accepts only finitely many roots, that is, vectors u € Z"
with g(u) = 1.

(c) The results are scattered in papers written between 1970 and the present day.
Some in journals which are scarcely available.

(d) Although some books on representation theory and derived categories have
appeared in recent years, filling an important theoretical gap, none of those
works touch any of the topics considered in this book (with the possible
exception of the first chapter in Ringel’s book Tame algebras and integral
quadratic forms).

(e) Most of the results that we present share an important device, namely the
consideration of diagrams (Dynkin diagrams, Euclidean diagrams) and their
groups of reflections. These objects have their source in Lie theory, mainly
in the classification of root systems in the sense of Bourbaki. For a general
account of the history of these diagrams, we refer the reader to the article The
ubiquity of Coxeter—Dynkin diagrams (an introduction to the ADE problem)
by Hazewinkel, Siersma and Veldkamp.

As said before, the main body of the text has almost no prerequisites, besides
some basic linear algebra. We have made no attempt to give a self-contained
exposition of the subject, although most of the material lends itself to a quite
complete presentation. Some of the topics beyond the scope of the book are drawn
up in the exercises, and so the reader is encouraged to go through them to gain a
wider insight into the matter. We have not committed to give exhaustive references
of definitions and results, referring instead to external sources for historical notes.

Vi1



viii Preface

Readers interested in combinatorial aspects of integral quadratic forms, poten-
tially related to the representations of algebras, Weyl groups and Lie theory, will
find these notes helpful and hopefully stimulating. Due to the accessible nature of
the topic, we also believe the book is a nice starting point for undergraduate students
interested in representation theory.

The chapter titles are mainly drawn from representation theory, referring to
arithmetic properties of quadratic forms (positivity, non-negativity and their weak
versions). In Chap. 1 we review the basic concepts and results used throughout the
following chapters, particularly some classical binary integral forms and quadratic
forms over the real numbers. In Chaps. 2 and 3 the concepts of positivity and non-
negativity of integral quadratic forms are studied, while Chaps. 5 and 6 analyze weak
versions of these attributes (where one restricts attention to vectors in the positive
cone). Here we consider (pre- or semi-)unit forms. In contrast to the unitary case,
Chap. 4 is dedicated to presenting analogous results for concealed integral quadratic
forms, as well as surveying some group theoretical and spectral properties of such
forms. We point out that Chaps. 2 and 3 are not prerequisites for Chaps. 4-6.

There are many new proofs of old results all over the text, as well as generaliza-
tions and remarkable new results. Concepts, results and algorithms in the text are
illustrated with plenty of examples, exercises, figures and tables. In order to maintain
a level of readability in the proofs, some technical steps are left as exercises for the
reader.

This work has grown over the course of many years as the authors moved
between cities and jobs. It is a pleasure to acknowledge the comments and interest of
our students (two groups of them divided by time and distance). We also thank the
Instituto de Matematicas UNAM, Centro de Investigacién en Matemadticas A.C. and
Instituto Tecnolégico Auténomo de México for their support. The second author
acknowledges the support of the program FORDECYT CONACYT during his
postdoctoral stays in CIMAT A.C. and IMATE Mexico City.

As the first author has expressed in his Introduction to the representation theory
of algebras, we apologize to the reader for any errors that still remain in the text.

Motivation and Problems

Is it possible to solve x> — xy + y? = 2 within the integers? Since x> — xy + y? =
(x— ;y)2 + 2y2 is a sum of squares we should have iyz <2orl|y|l < \/g < 2, that
is, y = —1,0, 1. By symmetry, x = —1, 0, 1. We depict the values of x2 — Xy + y2
for different x and y in the following table:

y

311
x1101
113

and conclude that the question has a negative answer.



Preface ix

How many integer solutions does x> — 3xy + y> = 1 have? It is clear that
(x,y) = £(1,0), £(0, 1) are solutions. But, for instance, (x, y) = (3, 8) is also a
solution. We now reformulate the left-hand side:

2 2 1 —; x
xT=3xy+y =@\ ; 1 ,
-3 y

and to get rid of the halves, we look for integer solutions of

2 =3\ (x
wn(57)()=2

Let T = (; _;) and observe two things: det(T) = —1 and the first column

of T is a solution to our problem. In other words, T defines a Z-invertible
linear transformation T : Z?> — 72, that is, a change of basis. Curiously we
have T* (_23 _23> T = ( 23 23> Thus, if v = (;) is a solution, then so are
Tv, T?v, ... But unfortunately T2 = Id, and it seems that our trick failed. Since
the equation is symmetric in x and y we can also switch the coordinates, that is, we

consider S = (? é) T and then v, Sv, S%v, ... are solutions to our problem. For

1 8 55 377
(o)} ()G (i)
are all solutions of our original problem. If v = (U ) is a solution with vy > v > 0
then (Sv); = (Tv); = 8v; — 3vy > 5v; and (Sv)z = (Tv); = 3v; — vy > 2vy,
thus we see that Sv # S/v for all i # j. In conclusion, there are infinitely many
solutions to our problem.

We will be interested in studying integral quadratic forms ¢ in n variables, by
which we mean a homogeneous polynomial of degree two with coefficients g;; in Z.

instance:

q(x1, ..., xpn) = Z qijXiX;.

I<i<j<n

Specifically, we are interested in which integers m € Z are represented by g,
meaning that we can find some vector x € Z" so that g(x) = m.
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Some famous problems in mathematics can be traced back to a representability
problem. For instance, Pythagorean triples (a, b, ¢) are integral solutions of the
equation

x2+y2—z2=0.

Four thousand years ago the Babylonians had already filled clay tablets with lists of
triplets solving the above dependence. Not only (3, 4, 5) and (5, 12, 13) appear, but
larger numbers such as (3367, 3456, 4825). The chances that such answers were
found by trial and error are slim. The Babylonians must have used some kind of
elementary number theory to generate their triples.

Among other famous representability problems we mention the following cele-
brated theorems:

Theorem 1 (Lagrange, 1772). Any non-negative integer m can be written as a
sum of four integer squares.

The quadratic form g (x1, x2, x3, x4) = x%—}—x%—}—x% ~|—x§ referred to in Lagrange’s
Theorem is an example of a so-called universal integral quadratic form.

Theorem 2 (Legendre, 1798). A non-negative integer m can be written as a sum
of three integer squares if and only if m is not of the form 4%(8k + 7) for some
a, kel

Theorem 3 (Fermat, 1640). A prime number p > 2 can be written as a sum of
two integer squares if and only if p = 1(mod 4).

While we can ask about which integers are represented by a given quadratic
form g, it is also interesting to ask in how many ways it is represented by ¢. For
particular cases, there are also some classical answers to this problem. Let r, (m)
count the number of ways of representing m by g. We recall:

Theorem 4 (Jacobi, 1828). Ifq = x> + y? + 2> + w? and m is a positive integer;
then

rq(m) =38 Z d.
0<d|m
d#4k

As it turns out, it is a very difficult problem to determine r,(m) for general
quadratic forms. More modest goals are still quite useful. We formulate two main
questions:

Question 1. Can we describe which integers m are represented by ¢? (When is
rq(m) > 07)

Question 2. In about how many ways is m represented by ¢ ? (How big is r, (m)? Is
it finite?)
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An important thing to notice is that two quadratic forms g1 and g look the
same (so we will call them equivalent) if they only differ by some invertible
(linear) change of variables with integer coefficients. For convenience, we write
this equivalence as g1 ~ g». Notice that if g; and g are equivalent, then r,, (m) =
14, (m) for all integers m.

It will also be important to keep track of how many ways a form ¢ is equivalent
to itself. We call these self-equivalences the automorphisms of g, and collectively
refer to them as Aut(g). Since for answering our two main questions we cannot
distinguish between equivalent quadratic forms, it makes sense to consider the
representation problem for classes of equivalent forms.

In fact, associated to a quadratic form g there is a symmetric n by n integer matrix
M, defined as

1 13
qv) = 2v Mj,v.

Two quadratic forms gy and g, are equivalent when My, = T'M,,T for some Z-
invertible matrix 7. Observe that, in particular, in this situation we have det(My,) =
det(M,,). Sometimes we will denote x’ M,y by g(x|y), which yields the n by n
matrix

Mq = (Q(eilej));ijzl ,

in the canonical basis ey, . . ., e, of the group Z".
Representation problems will frequently occur in this book, sometimes in
unexpected ways. For instance, we will consider the following quadratic form:

4
2
qo(xl,xz,x3,x4)=zxi— Z XiXj,

i=1 l<i<j<4
and observe that the numbers —2 and —3 are represented by go:
qo(1,1,1,1) = -2 and g¢o(1,1,2,2) =-3.

This simple fact has the following important consequences. Consider a quadratic
form g (x1, ..., x,) whose restriction to the first coordinates is gg. We claim that for
any sincere integral solution u = (u1, ..., u,) of g(x) = 1, there is another integral
vector v # u majorizing u with g(v) = 1. We indicate the steps of the proof.
Indeed, assume that u is a sincere integral vector satisfying g (u) = 1 and assume
that u is not majorized by any other integral solution of ¢ (x) = 1. First observe that
q(vlej) > 0 foreveryi = 1,...,n since otherwise the vector v = u — g (ule;)e;
majorizes u and g (v) = 1. Since g(u|u) = 2, there is either one exceptional index
a with g(ule;) # 0 and u,q(ule;) = 2 or there are two exceptional indices a, b
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with g (uleq) # 0 # g(ulep) and uyq(uley) = 1 = upq(ulep). In the first case, the
situation g (u|e,) = 2 is discarded since then g (2u—e,) = 1 and 2u—e, majorizes u.

Consider w = (1,1,1,1,0,...,0) and v = (1,1,2,2,0,...,0) in Z"
satisfying g(w) = —2 and g(w’) = —3. By the above analysis 0 < g(u|w) < 2.
We distinguish cases depending on the value of ¢ (u|w). If g(u|w) = 0 then also
qu|w) =0andgQRu+w') = 1.If g(u|w) =2 theng(u+w) = 1. If g(u|w) = 1
then taking w” = w — ¢, we have g(u|w”) = 0, g(w”) = go(w”) = 0 and
q(u + w”) = 1. All constructed vectors majorize u, a contradiction that completes
the proof of our claim.

The quadratic forms we consider in this book are unit forms. A unit form ¢q is a
quadratic form of the shape

q(X1, ..., %) =x%+...+x,%+2q,~jx,-xj.

i<j

For the sake of visualization, we depict integral unit forms as diagrams. Indeed, we
consider unit forms g defined by graphs with n vertices, where we set s solid edges
(resp. s dotted edges) between vertices i and j if g;; = —s (resp. g;; = s). A typical

example is the following:
/ | \
N

which corresponds to the quadratic form g given above.

Our interest in quadratic forms comes from the study of finite-dimensional alge-
bras. Although we cleaned the presented material completely from that background,
one can still see its traces, namely the emphasis on roots and properties like weak
positivity, which play a central role throughout the book. In the following paragraphs
we give a very rough sketch of the suppressed representation theoretical material to
provide some understanding for the discussed notions.

If A is the ring of upper triangular n x n-matrices with entries in C, then obviously
A is a finite-dimensional C algebra. Any A-module is automatically a C-vector
space, and so are the sets of A-module homomorphisms Hom4 (M, N) between
two fixed (left) modules. The property of finitely generated modules translates into
finite dimension of vector spaces over C.

The ring A decomposes as a left module into a sum of projective modules,
and in our example we have A = @?:1 P; where P, = AE;; and E;; is the
matrix with a unique non-zero entry, located in the i-th row and i-th column.
For any left A-module M we define vec(M) to be the vector whose i-th entry
is dimcHom (P;, M). Take C;; = dimcHomy (P}, P;) and define the quadratic

form ¢ (v) = v'C~ v for C = (Cij ?,j:l‘
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Invoking Gabriel’s Theorem it turns out that we have g(vec(M)) = 1 if and
only if M is indecomposable, that is, M cannot be properly decomposed into a
direct sum of A-modules. In our example

qg(x) = xlz — X1X2 +x% — XpX3 +x§ + X 1X +x5
1
= 2[)cf + (1 —x)2 4+ (o —x3)2 4+ (g — x0)? —i—x,%],

and thus we see that if x # 0 then g(x) > 0. As we will see later, this implies
that there are only finitely many vectors x for which g(x) = 1. In conclusion:
there are only finitely many possibilities for (dimcHoma (P;, M))!_, if M is
indecomposable.

We are only interested in solutions of g(x) = 1 for which all entries x; are non-
negative, since we should have x; = dimcHomy (P;, M). This explains why we
study, for instance, if a quadratic form ¢ has finitely or infinitely many vectors x
with positive entries and g (x) = 1.

Schaffhausen, Switzerland Michael Barot
Mexico City, Mexico Jesus Arturo Jiménez Gonzalez
Mexico City, Mexico José-Antonio de la Pefia
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Chapter 1 )
Fundamental Concepts Shethie

In this chapter we recall the basic concepts and results that will be used throughout
the book. Most of the concepts may be found in standard books on matrix theory and
linear algebra. We will also introduce the correspondence between integral quadratic
forms and bigraphs, which will be an essential tool.

There are many interesting historical surveys on the development of contem-
porary algebra, in particular in what could be considered as the origin of modern
representation theory. In the following paragraphs we briefly discuss some of
the highlights that led to the topics considered in this book, based on Katz
and Parshall [36], Brechenmacher [14, 15], Gustafson [29] and on comments in
Ringel [46], Gabriel and Roiter [26] and notes by the authors.

Particular instances of integral quadratic equations have been considered for
a long time: from Pythagorean triples (second millennium B.C.), Brahmagupta
who developed solutions for what is now known as Pell’s equation (628 A.D.),
to Fermat’s Theorem on the sum of pairs of square integers (1640). It is now
generally accepted that Lagrange’s work in 1775 established the current general
framework for the study of quadratic forms, considering for the first time equiva-
lences, reduction methods and discriminants, concepts that were further developed
by Euler and Legendre in the late eighteenth century. In 1801 Gauss published
his Disquisitiones Arithmeticae, dedicating extensive analysis to binary integral
quadratic forms. Gauss’ influential work arguably inspired Dirichlet, Dedekind and
Hilbert in the nineteenth century to develop a transition towards algebraic number
theory, with concepts such as quadratic (and more general) number fields.

Also in the nineteenth century a monumental revolution in algebra was begin-
ning, triggered by ideas from Hamilton, Cayley, Grassmann and Clifford, among
many others. For instance, a huge effort was invested in formulations of struc-
tural theorems for different types of semi-simple algebras (commutative algebras
by Hilbert and the non-commutative case by Molien and Cartan, and later by

© Springer Nature Switzerland AG 2019 1
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2 1 Fundamental Concepts

Wedderburn using purely algebraic methods). At this stage, a ‘representation
theoretical’ flavor was already prominent: both the canonical form of matrices
(Jordan—Weierstrass) and of pencils of matrices (Weierstrass—Kronecker) may now
be formulated as problems of representations of algebras.

Noether’s work on ‘module theoretical” aspects of algebras changed perspectives
in the early twentieth century. For instance, it led to a sudden revived interest
in representation type, which led Brauer and Thrall to formulate their famous
conjectures (mid 40s), considered to be precursors of modern representation theory.
Parallel and independent work on the representation type of group algebras over
fields with positive characteristic guided Baev, Heller, Reiner and Krugljak in the
1960s to the idea of tame and wild behavior.

In the early 70s, rings of finite representation type attracted the attention of
Gabriel, who used diagrammatic methods to classify hereditary algebras with
that property when studying earlier results by Yoshii. The emergence of Dynkin
diagrams in Gabriel’s work, and recently developed ideas on root systems coming
from the classification of semi-simple finite-dimensional Lie algebras in the 1950s,
allowed Tits, Bernstein, Gelfand and Ponomarev to establish direct connections
between representations of algebras and roots system of certain quadratic forms and
their associated reflections. Further investigation of hereditary algebras translated
the tame-wild dichotomy to associative finite-dimensional algebras (Donovan—
Freislich), proven ultimately by Drozd in 1979. These connections, together with
such powerful tools as the flourishing homological algebra, sparked a considerable
amount of research on properties of quadratic forms in relation to (significantly
complex) algebraic structures and their representations. In these notes we intend
to collect some remarkable results in this direction, achieved from the 70s to the
present day.

1.1 Quadratic and Bilinear Forms

Consider an integral quadratic form q : 7' — Z, that is, ¢ is a homogeneous
polynomial of second degree in n variables x1, . . ., x, with coefficients in Z. Hence
a quadratic form has the shape

gx) = Z gijxixj € Zlxy, ..., xn].

I<i<j<n

For convenience, throughout the text we will take g;; = ¢j; fori > j. If
we denote the column vector x by (x1, ..., x,), for any matrix A = (a;;) with
coefficients in Z we get a quadratic form x'Ax = Y !_ aix? + Yicjlaij +
aji)xixj. We say that the symmetric n x n-matrix A is associated to the quadratic
form g if x’Ax = g(x). Notice that the matrix A is unique (usually denoted
by Ay), and its coefficients belong to éZ. Define then the determinant of q as
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det(q) = det(A,). There is always a unique lower triangular matrix 7, with
coefficients in Z such that ¢ (x) = x'T,x, referred to as the Gram matrix of q .
Given ry,...,r, € Z we denote by diag(ry, ..., r,) the quadratic form g(x) =

r1x12 + ...+ r,,x,%.
Given a (symmetric) matrix A we have a (symmetric) bilinear form

7" x 1" —— 7

(x, y) ——=x"Ay.

The case x = y produces the quadratic form g(x) = x"Ax. Conversely,
given a (symmetric) bilinear form (—|—) : Z" x Z" — 7 define the (sym-
metric) matrix SM(_|_) with coefficients SM(_|_); j = (eilej), where e; =

(1,0,...,0),...,e, =(0,...,0, 1) is the canonical basis for Z".
For a quadratic form g denote by ¢ (x|y) the symmetric bilinear form given by

gix+y)=qx)+qQy)+qx|y).

That g(x|y) is a symmetric bilinear form follows directly from the observation
q(xly) = x"(T, + Tq’)y, where T, is the Gram matrix of ¢. Notice that ¢ (x|x) =
q(2x) —2q(x) = 2g(x) and that g (x|y) = 2(x"A,y) forall x, y € Z", that is,

SMq(_|_) =T, + th = 2Aq.

Lemma 1.1. For an integral quadratic form q : 7" — Z, an arbitrary vector
v=(v1,...,Uy) in7Z" and an index £ € {1, ..., n}, we have

0
q(vleg) = 2qeeve + E qeivi = q ),
it dve

9

where 3;)5 denotes the partial derivative of q with respect to the variable vy.

Proof. The last equality is clear. To show the first one denote by (a;;)? j=1 the

symmetric matrix A, associated to g. Writingg(x) = Y~ ¢;jx;xjandgq;; = q;j
1<i<j<n

fori # j we have g;; = 2a;; fori # j and g;; = a;; fori =1, ..., n. Using the

expression g (x|y) = 2(x"A,y) we therefore have

q(vleg) = qleelv) = €,(2A4)v

= Qac1, ..., 2au, ..., 2ap)v = 2queve + Y qeivi,
i

which completes the proof. O



4 1 Fundamental Concepts

We recall how the coefficients of a bilinear form Z" x Z" — Z, given by (x|y)
x' Ay for a matrix A, change under a transformation of variables,

n
xi =y tj&,  foriin{l,...,n}and; inZ.

In matrix notation we write x = T&, where x and £ are the column matrices
(x1,...,x,) and (&1, ..., &) respectively, and T is the change of basis matrix (t;}).
We obtain a new bilinear form in the variables £ and v, given by

(Elv) =& Av =&'T'ATv = (T&|Tv),

where x = T§é, y = Tv and A = T'AT.If T is a Z-invertible matrix we say
that the bilinear forms (—|—) and (—|—) are equivalent (that is, the matrices A and
A are congruent, written A ~ X). We also say that two quadratic forms ¢ and ¢’
are equivalent if their associated symmetric matrices A; and A, are congruent.
Since g(x|y) = 2(x"A4y), observe that two integral quadratic forms ¢ and ¢’
are equivalent if and only if so are their corresponding bilinear forms g (—|—) and
q'(—|-). Recall that T is Z- 1nvert1b1e if and only if det(T) = =1, in which case
(assuming A=T! AT) we have det(A) = det(A) det(T)? = det(A).
The radical of g is the subset of Z" given by

rad(g) ={veZ" | qu +v) = q(u) + q(v) for all u in Z"}
={veZ"|qu|v)=0forall uin Z"}
={veZ"|qle) =0fori=1,...,n}

Clearly v € rad(g) if and only if Ajv = 0, thus rad(g) is a subgroup of Z" and its
rank is called the corank of g, written cork(g). Observe that

rad(g) ={veZ" | q) = q(u +v) forallu € Z"}.

We say that ¢q is regular if rad(q) = 0, and notice that ¢ is regular if and only if
det(A) # 0.
If the symmetric matrix A, of ¢ : Z" — Z has diagonal block form,

AL O
A, =A Ay = ,
q 1D A2 |:0A2:|

then we say that g decomposes as g = q1 @ ga where g : Z" — Z is the form
given by q1(x1) = x A1x1 (forx; € Z" and 0 < ny <n)and ¢ : 2" — Z
is given by g2(x2) = x2A2x2 for x, € Z"~"'. For an index set /, a quadratic form
q : 7! — 7 is disconnected if there exists a (nontrivial) partition I = I) U I
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such that g;; = O fori € I and j € I, (observe that there is an enumeration of
indices such that ¢ = ¢' @ ¢? for suitable quadratic forms ¢! : Z/! — Z and
g% : 72 — 7). Otherwise q is said to be connected.

Since integral quadratic forms are the main object of study in subsequent chap-
ters, we establish once and for all a visualization tool through (regularized) signed
graphs. Our motivation comes from an algebraic setting, where the alternative
terminology bigraph is commonly used (see for instance [18] for general concepts
in graph theory).

A bigraph B is a graph (By, B1) (thatis, a set of vertices By together with a set of
edges B, admitting loops and multi-edges) such that B; may contain both solid and
dotted edges. Throughout, the elements of By will have labels taken from a finite
subset of natural numbers (usually {1, 2, ..., n}).

Any pair of edges between vertices i, j are called parallel edges (possibly i = j).
We will assume that no solid edge is parallel to a dotted edge. Such bigraphs are
called regular, and the process of deleting all such pairs (a pair at a time) is called
regularization of bigraphs. For 1 <i < j < n, let a;; be the number of solid edges
(resp. b;;j the number of dotted edges) joining vertices i and j in a bigraph B. We
define the (upper triangular) adjacency matrix Tp of the bigraph B as follows:

aij —bij, ifi < j;
(TB>ij=!0” v !

, ifi > j.

Define the integral quadratic form qp : 7' — 7 associated to a bigraph B with n
vertices as

gp(x) = x'(Id, — Tp)x,

and notice that the symmetric matrix A,, associated to the quadratic form ¢gp is
given by Ay, =1d, — %(TB + T§). Alternatively, take the (symmetric) adjacency
matrix Ag of B having as coefficients (Ag);; = (Ap)ij = a;j — b;j if i < j, and
observe that gg(x|y) = x'Apgy.

Now, given an integral quadratic form ¢ = ), _;_;, gijXix; we define the
bigraph B, associated to q as follows. Let (By)o be the set {1, ..., n}, and for each
pair of different vertices 7, j the set (B,)1 contains |g;;| edges connecting i and j.
These edges are solid if g;; < 0 or dotted if g;; > 0. In addition, B, has |1 — g;;|
solid loops attached to the vertex i if 1 —g;; > 0, otherwise there are |1 —g;;| dotted
loops on it. By construction By is always a regular bigraph, and we have gp, = g.
Notice moreover that B, is the regularization of the bigraph B.

Example 1.2. Let us consider the quadratic form g (x1, x2, x3, x4) = 4x12 + x% +
xf — 3x1x2 — 4x1x3 + 4x2x4 — 3x3x4. Its associated bigraph and corresponding
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(upper) adjacency matrix are depicted below:

o .

// q_ —03(3)3_04
\\\// 0

We say that g is a quadratic unit form or simply a unitary form if a;; = 1 for all
1 < i < n. Notice that ¢ is a unit form if and only if its associated bigraph B, has
no loop. Observe also that if B, has no loops or multiple edges, then by Lemma 1.1

q(vle;) =2v; + E qijvj =2v; — E Vj.
VES there is
an edge
i—j

Consider a quadratic form g : Z! — Z for an index set I, and for a subset J C I
take the inclusion p : Z/ — Z! givenby p : ¢; > e;. The restriction q” of q to the
index set J is given by

g’ (x) == q(p(x)).

Throughout the text, for a vertex i € I we write ¢ instead of ¢/ ~{!}, If (Bglo=1
let B be the full subbigraph of B, determined by J (thatis, (B")o = J and (B’);
consists of those edges in B, joining vertices in J), then g’ = qp'. Therefore, for
a vertex i in a bigraph B, the expression B®) will denote the bigraph obtained from
B by deleting vertex i and all edges containing it.

Exercises 1.3. In the following exercises we consider quadratic forms with
coefficients over a general ring R, not necessarily over Z.

1. Take the field with two elements R = [F. Show that there are exactly eight
quadratic forms in the variables xi, xp, four of them have two associated
symmetric matrices, while the rest have no associated symmetric matrix at all.

2. Letg(x1, ..., x,) be a quadratic form over the ring R. There is an induced map
Q : R" — R given by Q(v) = q(v). Show that the mapping Q is quadratic, that
is, that it satisfies:

i) Q(av) =a?>Q(v) foranya € R and v € R".
i) The map Q(—|—) : R" x R" — R given by

Qw) = Q0 +w) — Q(v) — O(w)

is R-bilinear and symmetric.
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3. Two quadratic maps Q : R" — R and Q' : R" — R are called isometric if there
exists an invertible map T : R" — R" such that Q(v) = Q'(Tv) forall v € R".
Prove:

i) Let g(x1,...,x,) and ¢'(x1, ..., x,) be two quadratic forms with corre-
sponding quadratic maps Q, Q" : R" — R. Assume that the matrices A,
and A, are congruent, then Q and Q' are isometric.

ii) Let R be a field with Char(R) # 2. Assume that Q and Q' are isometric,
then the matrices A, and A,/ are congruent.

4. Let R be a unique factorization domain (UFD) and 8 : R" — R a linear map.
Then Ker(p) is a pure submodule of R", thatis,if v € R” and 0 # a € R are
such that av € Ker(f), then v € Ker(8). Show the following,

i) A pure submodule of R" is direct summand of R".
ii) If R" =V @ R?, then V is isomorphic to R"~%.

5.Let T : R — R" be an isometry for the quadratic forms g (xy, ..., x,) and
q'(x1,...,x), that is, g(x) = ¢'(Tx) for all x in R". Show that the map T
induces an isomorphism between rad(q) and rad(g’).

6. Letqg = axf + bxixy + cx% and ¢’ = a’x12 + b'x1x2 + c’x% be two quadratic
forms over Z. Show that ¢ and ¢’ are congruent if and only if there exist numbers
o, B,y,8 € Z with ad — By = %1 such that

a' = aa’® + bay + cy?,
b =2aaf + b(as + By) + 2cyé,
¢ = aB* + bBs + ¢8>

1.2 Reflections

Let g(x1,...,x,) : Z" — Z be a quadratic form over the integers. Consider the
canonical basis eq, ..., e, for Z". We say that 0 # x € Z" is a reflection vector of
q if 9xle) ¢ 7 foralli = 1,...,n. For a reflection vector x define the reflection

q(x)
morphism at x , oy 1 Z" — 7", by

q(xly)
ox(y)=y— X.
q(x)
Examples 1.4.
1. If g is a unit form, then all canonical vectors ey, ..., e, are reflection vectors.

The corresponding reflection o, is called simple reflection at i and is denoted by
oi.
2. If g(v) = 1 then v is a reflection vector.
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3. Considering the integral quadratic form g (x1, x2) = x% + x% — x1x2, thenv =
el — ex € 72 is a reflection vector with g (v) = 3. Observe that oy, : 7* — 772
has associated matrix [(1) (1)], which cannot be obtained as a product of simple

reflections o; (1 <i < n) (see Exercise 1.7.1).

In the following lemma we summarize some basic facts about reflections. We
stress that the same result holds for more general rings, in particular for Z, R and C.

Lemma 1.5. Let v € Z" be a reflection vector for an integral quadratic form q.

a) The reflection o, : 7" — Z" maps v into —v, and acts as the identity in the
orthogonal complement of v given by vt = {w € Z"" | q(v|w) = 0}.

b) Reflections are involutions, that is, ovz = Idzn.

c) Reflections are q-invariant (or isometries, that is, q(oy,(x)) = q(x) for all x €
7).

d) If w is a reflection vector, then o, (w) is a reflection vector.

e) If v # w are reflection vectors then

0yoy = oywoy ifandonlyif q(wl|v) =0.

f) Fori # jwe have o;c; = ojo; if and only if q;j = 0.
g) Fori # jwe have ojojo; = 0jo;o; if and only if g;; € {1, —1}.

Proof. Points (a) and (b) are clear. For (c¢) observe that
2
‘I(”'x)) @ =1 = g ().

q(oy(x)) = q(x) + ( 4(v) a(v)

For (d) and (e) let w be a reflection vector and x € R". Then

g (xlov@)) = g w) — T g (xw),
q(v)

where q;’(’g) € Z since v is a reflection vector, and ¢ (x|w) is divisible by g(w) =
q(oy(w)) since w is a reflection vector. This shows (d), and (e) follows from the
observation

q|w)[g(wlx)v — q(le)w].

v (0w (x)) — 0w (0y (x)) = q(v)g(w)

Thus if v # w, then o, and oy, commute if and only if g(v|w) = 0. Point (f)
follows from (e), and (g) is left as an easy exercise. |

Example 1.6. Let g = 4x12 + x% + xf — 3x1x2 — 4x1x3 + 4x2x4 — 3x3x4 be the
integral quadratic form of Example 1.2. Canonical vectors e and e4 are reflection
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vectors of ¢, and the simple reflections o, and oy are respectively given by matrices

1000 1000
3—-10-4 0100
and
0010 0010
0001 0—-43 -1

An isometry of g is a g-invariant Z-invertible transformation o : Z" — Z" (that
is, o satisfies g (o (x)) = g(x) for any vector x in Z"). In terms of matrices, this is
equivalent to having B’ A; B = A, for the associated n x n matrices B of o and A,
of . An isometry o of ¢ satisfies det(c)> = 1.

For any reflection vector v, the reflection o, is an isometry of g with determinant
det(oy) = —1. We will denote by &(q) = Oz(q) the group of isometries of ¢, and
by W(g) = Wz(g) the Weyl group of a unit form ¢, that is, the subgroup of &'(q)
generated by the simple reflections o1, . . ., 0, of g (see Sect. 4.4 for more on Weyl
groups).

One of our main interests is to analyze the set R(g) of roots of a quadratic form
q (or simply g-roots), and the set X'(q) of isotropic vectors of q, given by

R(g)={veZ'|qv)=1} and  X(g)={veZ"|q)=0}

For a unit form ¢ it follows from Lemma 1.5(c) that both sets R(g) and X' (g) are
stable under the action of the Weyl group W(q) associated to g. A root of the shape
y = w(e;) for w in W(g) and e; a canonical basis vector is called a real root of gq.
The canonical vectors e; are sometimes called simple roots.

As noted in Example 1.4(3), the Weyl group W(g) associated to the unit form
q(x1,x2) = x% + x% — Xx1x2 is a proper subgroup of &'(q). In fact, W(q) has order 6

and 0'(q) is formed by those integral 2 x 2 matrices |:a 2:| with either ad — bc = 1
C

anda —d =b = —c,orad —bc = —1 anda = b — ¢ = —d. In particular, the
order of O'(q) is 12.

Exercises 1.7.

1. Let g be the quadratic form of Example 1.4(3) and consider its Weyl group W(q).
Write down those 2 x 2 matrices corresponding to elements of the Weyl group

W(g). Show that the transformation o, = [(1) (1)i| does not belong to W(g). [Hint:

W(g) has (2 4 1)! elements.]

2. Describe all the elements of &'(g) for ¢ as in Exercise 1.

. Show that 0;00; = 0j0;0; if and only if g;; € {1, —1}.

4. Leta : Z" — Z" be an isometry of ¢, and v be a reflection vector of g. Show
that «(v) is a reflection vector and that aopyal = Oa(v)-

5. Let v € Z" be a vector with ¢ (v) # 0, and consider the lattice vt = {w € Z" |
g (v|w) = 0}. Show that Z" = Zv @ v if and only if v is a reflection vector.

O8]
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6. Letg : Z" — Z be a unit form and 1 < i < n an index. Consider the restricted
form ¢ : Z"~! — 7. Show that W(¢")) may be seen as a proper subgroup of
W (q). [Hint: Suppose i = 1 and let o]f be a reflection of g1 for 2 < j < n.
Notice that the matrix of the reflection o has the shape

(1o
oj = *a; .

If a product of reflections o, ...0; with2 < ji,..., j; < n has a matrix of

shape

1 0

* Idn_l ’
then Ujl e st = IdZn_]

7. Let B and B; be bigraphs and B = B; L B; their disjoint union. Let ¢; = ¢gp, for
i =1,2and g = gp. Show that W(g) = W(q1) x W(q2) is the direct product
of groups W(q1) and W(q2).

1.3 Representability

We say that a quadratic form g represents an integer a if there is a nonzero vector
v € Z" such that g (v) = a. We write

D(g) = Dz(g) = {g(v) such that v € Z" and v # 0}

for the set of elements which are represented by g. A quadratic form g : Z" — Zis
called isotropic (over the integers Z) if 0 € Dz(q), otherwise q is called anisotropic.
If v is anonzero vector with g (v) = 0, we call v an isotropic vector for ¢, and denote
the set of isotropic vectors of g by X (¢). Clearly a quadratic form g : Z — Z given
by x > ax? is anisotropic if and only if a # 0.

An integral quadratic form g : Z" — Z is said to be universal (over the positive
integers) if Dz(q) = Z (resp. Dz(q) = N). A quadratic form ¢ is said to be
positive if g(x) > 0 for any nonzero vector x € Z". By a universal positive
form we mean a positive form g which is universal over the positive integers.
The Conway—Schneeberger Fifteen Theorem states that a positive integral form g
whose associated symmetric matrix A, has integer coefficients (referred to in this
section as matrix-integral form) is universal if and only if it represents all positive
numbers up to 15. A positive integral quadratic form accepting half integers in its
symmetric matrix is universal whenever it represents all positive numbers up to 290.
The original proof of Conway and Schneeberger’s Fifteen Theorem, based on many
specific computations, was never published. A shorter proof given by Bhargava [11]
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is based in a escalation process, which we describe in what follows, where we
assume that all quadratic forms are positive and matrix-integral.

The truant of a nonuniversal positive quadratic form ¢ is the smallest positive
integer not represented by g. An escalation of a nonuniversal quadratic form
q(x1,...,xp) is a positive quadratic form g(x1, ..., X,, Xn+1) such that the restric-
tion to the first n variables is ¢, and (0, ..., 0, 1) is the truant of ¢. For instance,
the direct sum

2
q(x1, ..., xp) +ax,

is an escalation of g, where a is the truant of g. An escalator form is either g1 (x1) =

x% or a quadratic form obtained as an escalation of a nonuniversal escalator form.

The fundamental step in the proof of the Fifteen Theorem is to show that there are
only finitely many escalator forms (all of them in at most five variables).

Observe first that the truant of g is 2, thus any escalation of the quadratic form
q1(x1) = xl2 is determined by

q2(x1, X2) = X7 + 2bx1x2 + 243,
and by the Cauchy—Schwarz inequality,
161> = 1g2((1, 0)[(0, 1) < g2(1,0)g2(0, 1) = 2.
All escalators in two variables are listed below,
g2.1(x1, X2) = X} + 23,

@2.2(x1, X2) = X7+ 2x1x0 + 2x7 = (x1 + x2)? + 13,

q2.3(x1, x2) = x7 — 2x1x2 + 2x5 = (x1 — x2)* + x3.

Notice that there are only two isomorphism classes of escalators in two variables,
namely those with associated symmetric matrices

10 10
A1—<02) and A2—<01>,

both nonuniversal with truants 3 and 5 respectively. Any escalation of the form g4,
is isomorphic to a form with associated symmetric matrix

100 100 100
Big=1010]), Bi2=|010]. Bi3=1]010
001 002 003
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Similarly, any escalation of the form g4, is isomorphic to a form with symmetric
matrix

100 100 100
B1=1020), B2=|(020], Bx3=1]021],
002 003 014
100 100 100
By4=1020], By5=|021), Bg=]020
004 015 005

These nine quadratic forms are all nonuniversal, and can be escalated to give rise
to 207 nonisomorphic quadratic forms in four variables. Only six out of these
207 quadratic forms are nonuniversal, and their escalations produce all remaining
escalator forms (1630 isomorphism classes in five variables, all of them universal).
Thus arguing as above, the following theorem was shown in [11].

Theorem 1.8 (Fifteen Theorem). Let g be an integral positive form with integral
associated symmetric matrix Ay. Then q is a universal if and only if q represents
the numbers 1, ..., 15.

1.4 Binary Integral Quadratic Forms

This section deals with binary integral quadratic forms q = ax12 + bx1x2 + cx%
(with a, b, ¢ in Z), which will be denoted by ¢ = (a, b, ¢), and their classification
through the determinant,

b2
det(q) =ac— .
etlq) = ac—
The most prominent examples of binary forms are Pell forms q;,; = (1,0, —r)

and Kronecker forms g, = (1, —m, 1) for r,m € 7Z. Here we briefly describe
the general theory of binary forms (due originally to Gauss [28]), collecting some
results from Conway [19] and Buell [17].

First notice that d = —4 det(q) is an integer satisfying d = 0, 1 mod (4), usually
known as the discriminant of q. Indeed, if b = 2k+§ forsome k € Z and § € {0, 1},
then b2 = 4(k* + 8k) + 8, and therefore d = § mod (4). Moreover, for any integer
d = 0 mod (4) (resp. d = 1 mod (4)) there exists a binary quadratic form g with
discriminant d = —4det(g), namely ¢ = (1,0, —d/4) (resp. ¢ = (1,1, —(d —
1)/4)). In any case this is called the principal form of discriminant d. We say that
a binary form g = (a, b, c) is respectively definite, semi-definite or indefinite if its
discriminant d = b? — 4ac satisfies respectively d < 0,d = 0 or d > 0. Notice that
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if d > O then either a, c > O or a, ¢ < 0. We say that q is positive (semi-) definite in
the first case, and negative (semi-)definite in the second.

Two binary forms g and ¢’ are called properly equivalent if there exists an
integral transformation T : Z*> — Z? with det(T) = 1 such that ¢’ = ¢T.If u
and v are the columns of 7' (which will be written as T = [u|v]), then we have

qT(x1,x2) = q(ux1 + vx2) = g)x} + qulv)x1x2 + g (v)x3,

that is, g7 = (q(u), q(u|v), g(v)). For instance, a Kronecker form g, is definite
if and only if |m| < 1, while a Pell form g, is definite precisely when r < 0.
Moreover, g; and gp,2_;; are properly equivalent, and so are g,, and g, for all
m e Z.

The following algorithm describes how to construct a sequence of binary forms,
starting with a given form ¢ = (a, b, ¢) having nonsquare discriminant. This
algorithm is used in [19] when b is an even number to define so-called reduced
forms. Here we focus on binary forms with nonsquare discriminant, commenting on
the quadratic case at the end of this section.

Algorithm 1.9 (Binary Reduction). Let g = (a, b, ¢) be a binary form with ¢ #
—
0. Define a new binary form ¢ = (@, b, ) as follows. Consider the equation

%
b+ b =0 mod2c. (%)

i) Take T =c

.. . g . \2 -

ii) If equation (%) has a solution b satisfying (b )~ —d < 0, take b as such a
solution with maximal value. N =

iii) If equation (x) has no solution b satisfying (b)*> —d < 0, take b as the
solution of (x) with minimal absolute value, choosing the sign of_b) opposite
to that of b iiicase of a tie.

iv) Take € = (hiz_d.

Then the binary form E), referred to as the (right) shift of the binary form q, is

properly equivalent to q.

Proof. Consider the matrix T = [u|v] = ((1) ’al) where ¢ = szer . We know that
qT = (g(u), q(u|v), g(v)), and clearly ¢ (u) = q((0, 1)) = ¢ = d . We compute,

q() = q((—1, @) = a — ba + ca*
P +bb L 25 +(b)?
2c 4c¢
(52— (b)Y —d
a—+ = =
4c 4¢

=a
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We also have

qg(ulv) =q+v) —q@) —q)
=q((-1,1+a)—-d -7

a—b(l+a)+cl+a)Y’—c—7

:a—ba—i—_b)—i—coez—_c)

2.1 2 T B2 N2 2
— b=+bb b-+2bb +(b) (b)) —b-+4ac —
=b +a-— + — =b.
2¢ 4c 4c
Hence ¢T = (7, 7, _c>) = 7, and the result follows since det(7) = 1. |

As a mild generalization of Buell’s definition in [17], we say that a binary form
q is (binary) reduced if it satisfies the following conditions,

|b| < min{|al, |c|}, if ¢ is definite,
IWd —2la|| < b < +/d, if g is indefinite.

We say that a binary form ¢’ is an iterated (right) shift of q if there is a sequence
of binary forms qo, . . ., g with r > 0 such that ¢ = qo, ¢’ = g and gj1+1 = E) for
0 <i <r.If r > 0 we say that ¢’ is a nontrivial iterated (right) shift of q. Observe
that if ¢ has nonsquare discriminant, then we may iterate Algorithm 1.9 indefinitely,
since none of the binary forms ¢; appearing in this sequence has zero third term.
We start by analyzing Algorithm 1.9 when applied to positive definite forms (the
negative definite case can be treated analogously).

Theorem 1.10. If q is a positive definite binary form, then there is an iterated shift
q' of q such that q' is binary reduced. Moreover, if q itself is binary reduced, then
sois ¢ .
Proof. Take ¢ = (a, b, ¢). By assumption we have d = b> — 4ac < 0 and 0 <
a, c. Therefore in Algorithm 1.9 we always take 7 with minimal absolute value
(point (iii)).

Let us first show that if |b| < ¢ then 7 = (¢, —b, a). By minimality it is clear
that _b) = —b (since any other solution of equation (x) satisfies |Z>| > ¢ > |b|).

2 . . Lo .
Then ¢ = ° 4;‘1 = a. In particular, if g is binary reduced then so is q =

(c,—b,a),and g = %;
Let us now assume that g is not binary reduced. By the above we may assume
that ¢ < |b|. We proceed by induction on |b|. Notice that ¢ < |b| implies that

|Z>| < |b|. Indeed, if |Z>| > |b| < c then we may choose a sign & such that
b +2c is a solution of (x) with smaller absolute value than b , which is impossible

S - e . .
by minimality of b . Hence, if | b | < 7 then 7 isa binary reduced form. Use
induction otherwise. |
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Corollary 1.11. For every negative integer d there is a finite number of proper
equivalence classes of positive definite binary forms with discriminant d.

Proof. Assume g = (a,b,c) is a binary reduced positive definite form with
discriminant d = b? — 4ac < 0. Observe that, as shown in the proof of
Theorem 1.10, if ¢ = (a, b, c¢) is binary reduced then 7 = (¢, —b, a). Hence
we may assume that a < c.

First notice that 362 < —d. This follows from the equation

4b? < 4a* < dac = b* — d,

which holds since ¢ is binary reduced. This property also implies that ac — b* > 0,
therefore we have 3ac < —d. Since both a and ¢ are positive, there is a finite
number of possible values for a, b and c. This shows that there is a finite number
of binary reduced positive definite forms with discriminant d, and the result follows
from Theorem 1.10. O

As shown in the proof of Theorem 1.10, for any positive definite binary form g =
(a, b, c) the sequence of iterated right shifts g, 7, ?, ... is ultimately periodic, for

q = ¢ if q is binary reduced. We point out that ¢ = 7 if and only if » = 0 and
a = c. For instance, the Kronecker forms g; and g_; are periodic positive definite
binary forms, and the same holds for the Pell equations g, and Ef = (—r,0,1) for
r < 0. Similarly it can be shown that

(13,10,2)(2,2,1)(1,0, 1)

is a sequence of iterated shifts of the positive definite form (13, 10, 2), where g =
(1,0, 1) is binary reduced with g = 7 In Table 1.1 we describe all positive definite
binary reduced forms with discriminant —50 < d < 0.

The same periodicity phenomenon on iterated sequences of shifts is presented
in the indefinite case with nonsquare discriminant, which we consider next. In
the following preliminary result we show some alternative definitions for binary
reduced indefinite forms (compare with [17] and [19]).

Lemma 1.12. For an indefinite binary form g = (a, b, ¢) with discriminant d the
following conditions are equivalent.

i) |Wd —2lal| <b < d.
i) |vd —2|c|| < b < Vd.
iii) 0 < b < +/d < min{b + 2|al, b+ 2|c|}.

Proof. Assume (i) holds. Then |v/d — b| = v/d — b < 2|al, and since

[Wd —b|-|vd +b| =4la| - |c],
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Table 1.1 Positive definite reduced binary forms (a, b, ¢) with small discriminant and a < ¢

Discriminant h Primitive forms Nonprimitive forms
-3 1 (1,1, 1) -
—4 1 (1,0, 1) -
-7 1 (1,1,2) -
-8 1 1,0,2) -
—11 1 1,1,3) -
—-12 2 (1,0,3) (2,2,2)
—15 2 (1,1,4), 2,1, 1) —
—16 2 (1,0,4) (2,0,2)
-19 1 1,1,5) -
-20 2 1,0,5), (2,2,3) —
—23 3 (1,1,6), (2,£1,3) -
—24 2 (1,0,6), (2,0,3) —
-27 2 (1,1,7) (3,3,3)
—28 2 1,0,7) 2,2,4)
-31 3 1,1,8), (2, +1,4) -
-32 3 (1,0,8), (3,2,3) (2,0,4)
-35 2 (1,1,9), (3, 1,3) -
-36 3 (1,0,9), (2,2,5) (3,0,3)
-39 4 (1,1, 10), (2, £1,5), (3,3, 4) —
—40 2 (1,0, 10), (2,0, 5) -
—43 1 (1,1, 11) -
—44 4 (1,0, 11), (3, £2,4) (2,2,6)
—47 5 (1,1, 12), (2, £1,6), (3, £1,4) —
—48 4 (1,0, 12), (3,0,4) (2,0,6), (4,4,4)

The corresponding cycle of binary reduced forms is given by (a, b, ¢)(¢, —b, a). The number of
proper equivalence classes of forms with discriminant d is denoted by & = h(d)

we have 2|¢| < |v/d + b| = +/d + b. Then —b < ~/d — 2|c|. Similarly, since
—b < /d — 2a| (that is, 2|a| < V/d + b = |/d + b|), we must have V/d — b =
[v/d — b| < 2|c|, that is, v/d — 2|c| < b. This shows that (i) implies (ii), and the
converse follows applying the above to the binary form (c, b, a).

Now, if (ii) holds then Jd < b+ 2|c|, and since (i) also holds we have Vd <
b + 2|a|. Therefore (ii) implies (iii). Assume finally that (iii) holds. Since Vd <
min{b + 2|a|, b + 2|c|} we have

Vd—=2lal<b and  Vd—b<2|c|
Considering that 0 < b < Jd we have |/d — b| < 2|c|, which again implies

that v/d + b = |vd + b| > 2|a| since |v/d — b| - |v/d + b| = 4]a| - |c|. Then
—b < +/d — 2|a| and (i) holds. O
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Lemma 1.13. Let qo, q1, q2, - . . be a sequence of iterated right shifts of indefinite
binary forms with nonsquare discriminant d. Taking q; = (a;, b;, ¢;), there is an
r > 0 such that \b,| < Jd. Moreover, for any r > 0 with |b,| < /d we have

|bi| < Vd < b; + 2|a;|, foralli >r.

Proof. Let ¢ = (a, b, c) be an indefinite form with nonsquare discriminant d.

—_—

Notice that |b| < +/d if and only if ac < 0. If |b| < +/d then there is a solution b
— — —

to equation b + b = 0 mod 2¢ with (b )?> —d < 0, namely b = —b. Therefore

- _ ()

- 4

"~ has th ite sign to ¢ = @, that is, | 5 | < v/b. Let
¢ ¢ as the opposite signto ¢ = d , thatis, | b | < . Let us suppose

— ) — —

that d > b + 2|c|. Since | b | < +/d we actually have v/d > | b + 2|c||,
—

that is, (b + 2|c|)?> —d < 0, in contradiction with the maximality of 5 . Hence

Vd < 7 + 2|c|, which shows the second claim.
Assuming now that Vd < |b| we have |b| > min{|a|, |c|} =: m, since

- - 2 2 2
(b|+m)(b|—m)=b"—m">b"—4ac > 0.

Take ¢ = qo and its sequence of iterated right shifts go, g1, . . . and assume there is
an s > 0 such that |b;| > Vd for 0 <i<s,

(ao, bo, co)(ai, b1, c1)(az, b, c2) ... (as—1, bs—1, cs—1)(as, by, c5).

Let us suppose that there is a solution b; 41 to Eq. (%) b; + bj+1 = mod2c¢; with
bi2+1 —d < 0, as in Algorithm 1.9(ii). Then ¢; 1 = bzzd has the opposite sign to
¢i = ajy1. Inparticular, |b; 41| < /d andi > s. Therefore there is no solution of (%)
satisfying b?H —d < 0for0 <i < s. Then we must choose b; 1 with minimal
absolute value, which implies that |b; 11| < |c;| = |a;+1]. Since Vd < |bj,1], then
we have |b; 11| > min{|a;+1], |ci+1]} = |ci+1]. Then the sequence above satisfies

lcol = lail = |b1] > |c1l = ... = |es—1] = las| = |bg| > |csl,

which means that s < |co|. This bound for the value of s shows the first claim. O

Theorem 1.14. If q is an indefinite binary form with nonsquare discriminant, then
there is an iterated shift q' of q such that q' is binary reduced. Moreover, if q itself
is binary reduced, then so is 7

Proof. Take g = (a, b, c). For the first claim we proceed by induction on |a|. Using
Lemma 1.13 we may assume that |b| < Vd < b+2|al. If |a| < |c|, then we have
|b| < /d < min{b + 2|a|, b + 2||c}. Observe that if b < 0 then necessarily Vd <
2la| and v/d < 2|c|, which implies that d < (2|a|)(2|c|) = —4ac, that is, b> < 0,
a contradiction. Then 0 < b < +/d < min{b + 2|a|, b + 2||c}, and by Lemma 1.12
the binary form ¢ is binary reduced. If |a| > |c|, take 7 =(d,b,7)the right
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shift of ¢, and since |a| > |c| = |7| we may use induction to complete the result.
This shows the first statement.
Assume now that ¢ is binary reduced. By Lemmas 1.12 and 1.13 we have

B <~d<b +2|7)

We show that b + _b) > 0. That b + Z) > 0 follows from maximality of Z),
since —b is a solution of () with (—b)2 —d < 0 (cf. Algorithm 1.9). If Z) =—b
then |v/d + b| = +/d + b < 2|c|. As has been argued before, this implies that
2la| < |v/d —b| = +/d — b, thatis, v/d > b + 2|al, in contradiction with ¢ being a
binary reduced form (see Lemma 1.12 above).

Hence there exists k > 0 such that b + Z) = 2|c|k, and we have the following
inequalities,

dcl— B =b—2lc|tk—1) < b < /d,

thatis, — b < /d —2|c| = ~/d —2|@|. Since ~/d — 2|7 | < b, we conclude
ﬁ
that b > 0 and that g is binary reduced. O

Observe that if g = (a, b, ¢) is a binary reduced indefinite form with nonsquare
discriminant d, then 0 < b < +/d and 0 < (2]a|)(2|¢|) = d — b*® < d. Therefore
there are only finitely many such forms. This remark, together with Theorem 1.14,
implies the following result.

Corollary 1.15. For every positive nonsquare integer d there is a finite number of
proper equivalence classes of indefinite binary forms with discriminant d.

It also follows from Theorem 1.14 and the remark above that any sequence
of iterated right shifts of indefinite binary forms with nonsquare discriminant is
eventually periodic. In general it is possible that different binary forms ¢ and ¢’

%
with nonsquare discriminant satisfy 7 = ¢'. Take for instance ¢ = (1,0, 2) and
q' = (3, =2, 1) for the positive definite case, or ¢ = (1,3, 1) and ¢’ = (—1, 1, 1)
for the indefinite case. However, this cannot happen if ¢ and ¢’ are binary reduced.
Lemma 1.16. Let g and g’ be binary reduced forms with nonsquare discriminant
%
d suchthat§ = q'. Thenq = q'.

Proof. Since g = ? if ¢ is a binary reduced definite form, the claim is clear for the
definite case.
Assume now that ¢ is indefinite. Take ¢ = (a, b, ¢), ¢’ = (a’, b’, ¢’) and 7 =

%
q = (@, Z), ). Then we have ¢ = ¢/ = @ . We also have

— , =
b+ b =0mod?2|c| and b"+ b =0mod2|c|.
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Hence b —b' = (v/d —b") — (+/d —b) = 0 mod 2|c|. Since both g and ¢’ are binary
reduced, we have

0<+d—b<2c and 0<+d—b <2,

which implies that |(v/d — b') — (v/d — b)| < 2|c|. Then b = b/, and necessarily

a = a’ since g and ¢’ are properly equivalent. i
By a cycle of reduced forms we mean a sequence of iterated shifts qo, g1, - . ., gr
with » > 0 such that g, = go. We say that a binary form ¢ with nonsquare

discriminant is cyclic if it is a nontrivial iterated right shift of itself.

Corollary 1.17. Let g be a binary form with nonsquare discriminant. Then q is
binary reduced if and only if q is a cyclic form.

Proof. 1f q is cyclic, then ¢ is binary reduced by Theorems 1.10 and 1.14, and an
obvious version of Theorem 1.10 for the negative definite case.

Let g be a binary reduced form. If g is definite, then g = %; (as shown in the
proof of Theorem 1.10 for the positive case, and similarly for the negative case).
Hence ¢ is a cyclic form.

Assume now that g is a binary reduced indefinite form. Since the sequence of

iterated shifts starting with ¢ is ultimately periodic, by Theorem 1.14 we may

—
assume that 7 is cyclic. Then there is a binary reduced form ¢’ with ¢’ = 7

By Lemma 1.16 we have ¢ = ¢/, that is, ¢ is a cyclic binary form. O

It is clear that if the iterations of indefinite binary forms g and g’ with nonsquare
discriminant lead to the same cycle of reduced forms, then ¢ and ¢’ are properly
equivalent. Buell has shown that the converse is also true [17], that is, there is a
bijective correspondence between proper classes of binary forms with nonsquare
discriminant and cycles of binary reduced forms. Let us see some examples before
considering forms with square discriminant.

Applying Algorithm 1.9 to the Kronecker form g, = (1, —m, 1) with |m| > 3
(which has positive nonsquare discriminant (|m| 4+ 2)(|m| — 2)), we get the binary
reduced form p = q_>m = (1, |m| — 2,2 — |m|). The corresponding cycle of reduced

forms has period two (thatis, p = p), and consists of the forms
p=(~,m|—2,2—|m|) and 7 =Q2—|m|, |m|—2,1).

Consider now the binary form g = (3, 10, 6) with discriminant d = 28. Construct

the sequence of iterated shifts ¢° = ¢, ¢', g2, ... and observe that ¢° and ¢! =

(6,2, —1) are not binary reduced forms, and that q6 = qz, that is the forms
2 5 . . . O

q-, ..., q°> constitute the cycle of binary reduced forms associated to g,

(-1,4,3)(3,2,-2)(—-2,2,3)(3,4, —1).

Another example of sequence of indefinite binary reduced forms is given by

(3,10, —4)(—4,6,7)(7,8, =3)(=3,10,4)4,6, =7) (-7, 8, 3),
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with discriminant d
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148. We follow Conway’s notation in [19], where

(14322234) and (3194678) denote the cycles above. We stress that this notation
expresses one, two or four cycles, those obtained by setting alternating signs in the
lower row. In Table 1.2 we exhibit all cycles of indefinite binary reduced forms with

discriminant 0 < d < 50.

Table 1.2 Cycles of indefinite binary reduced forms of small discriminant 0 < d < 50

Discriminant
1

4
5
8
9

12

13

16

17

20

21

24

25

28

29

32

33

36

37

40

41

44

45

48

49

h
1

2

[l \S TRV, B \S R (S R )

AN D W

2
3
4
7

Primitive forms

Nonprimitive forms

()

(2%4%)

(07

The number of (proper) equivalence classes of such forms with discriminant d is denoted by & =

h(d)
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A binary form (a, b, ¢) is called primitive if gcd(a, b, c) = 1. Notice that if g
is nonprimitive and properly equivalent to ¢’, then ¢’ is also nonprimitive, for if
an integer s divides a, b and c, then s divides g (1), g(#|v) and g (v). Taking s =
gcd(a, b, ¢), the form p = ;q is a primitive binary form with s2det(p) = det(q).
Clearly the form ¢ is binary reduced if and only if so is p, and Al 7 = 7 Hence we
may restrict our attention to primitive forms, as we do next when considering binary
forms with square discriminant. Let us first analyze the case of zero discriminant.

Lemma 1.18. Let g be a primitive binary form with zero discriminant. Then there
exists a > 0 and c € Z with gcd(a, ¢) = 1 such that

q= (a2, 2ac, c2) or q = (—az, 2ac, —02).

In particular, any such form is properly equivalent to (1, 0, 0).

Proof. Assume first that ¢ = (a’, b’, ¢’) is a primitive form with zero discriminant,
that is, (b')> = 4ac. We may also assume that ¢’ > 0, and therefore ¢/ > 0. Then
gcd(a’, ¢’) = 1, and considering prime decompositions of @’ and ¢’, this implies
that there are relatively prime integers a and ¢ with @’ = a2, ¢/ = ¢* and b’ = 2ac.
Of course we may choose a > (0. Moreover, since gcd(a, c¢) = 1, there are integers

u1 and uy such that au; + b,2 = 1. Taking the matrix T = <u1 _b> a direct
ur a
calculation verifies that det(T) = 1 and ¢T = (1, 0, 0).
If a’ < 0then ¢’ < 0, and the result follows similarly. O

Next we complete Algorithm 1.9 to include binary forms (a, b, ¢) with ¢ = 0.
Algorithm 1.19 (Binary Reduction). For a primitive binary form q = (a, b, 0)
with b # 0 define a new binary form 7 = (0, b, ¢) taking ¢ with minimal absolute
value (positive in case of a tie) such that

ac =1 mod b.

Then q and 7 are properly equivalent forms. In particular, 7 is primitive.

Proof. Let T = [u|v] be a linear transformation with u = (u1, u2), v = (v1, v2)
and det(7") = 1. A direct calculation shows that

qT = (gW), g(u|v), q(v)) = (ui(auy +buz), b+2vi(au +buy), vi(avy +bvy)).

By hypothesis there is a v with ac 4+ bvy = 1, therefore taking u = (—b, a) and
v = (—c, —vp), we have det(T) = bvy +ac = 1 and

qT = (—b(—ab+ ab), b+ 2vi(—ab + ab), —c(—ac — bvy)) = (0, b, c).

Hence qT = 7, that is, g and 7 are properly equivalent. That 7 is primitive is
clear. O
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It is easy to verify that applying Algorithm 1.9 to an indefinite form ¢ with
square discriminant d we eventually obtain a binary form (a, Jd, 0) for some
integer a (see Exercise 7 below). In addition to binary forms satisfying any of the
equivalent conditions in Lemma 1.12, those forms (a, b, 0) and (0, b, a) satisfying
—b < 2a < b are also called binary reduced. Extending the shifting process
with Algorithm 1.19, it can easily be shown that sequences of iterated shifts are
also ultimately periodic for indefinite forms with square discriminant, and the same
correspondence between cyclic forms and binary reduced forms holds in this case.
It is important to notice at this point that the usual definition of cycle in the case
of binary forms with square discriminant does not include the construction given
in Algorithm 1.19. Instead, in this case the cycle associated to a binary form is
just a finite sequence of reduced forms, justified by the relation between continued
fractions and reduction of binary forms (see Buell [17]). For instance, the form
q = (17,4, 3) yields the sequence

(=7,4,3)3,8,-3)(—3,10,0)(0, 10, 3),

where the right shift of (0, 10, 3) is (3, 8, —3), that is, the last three forms are binary
reduced. See more examples in Table 1.2, where we use a similar notation as in the
indefinite case with nonsquare discriminant, that is, the sequence of reduced forms
above is denoted by (003 8310). For this case we have to be careful with the signs in
the lower row, considering the rule ac = 1 mod b when completing a period in the
cycle.

The following criterion is an easy consequence of our discussion above.

Proposition 1.20. A binary form is isotropic if and only if it has square discrimi-
nant.

Proof. Let ¢ be a binary form with discriminant 2. By the discussion above, ¢ is
equivalent to a form (a, b, 0) for some a € Z. In particular, g is isotropic.

Suppose that u = (11, u3) is an isotropic vector for g. We may assume that
and u; are relatively prime. Choose integers v; and v such that ujvy — viuy =

1, and consider the matrix 7 = [u|v], where v is the vector (v, v2). Since
qT = (@), qu|v),q@)) = (0, g(ulv), g(v)), the forms ¢T and g have square
discriminant d = ¢ (u|v)?. This completes the proof. O

We end this section with a characterization of definite and indefinite binary
forms, whose generalization to multiple variables will play a fundamental role in
subsequent chapters.

Proposition 1.21. Let g be a binary form.

a) The form q is positive definite if and only if g(x) > 0 for any 0 # x in Z?.

b) The form q is negative definite if and only if g(x) < 0 for any 0 # x in 7.

c) The form q is indefinite if and only if there are vectors x and y in 7* such that
qg(x)>0andqg(y) <0.
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Proof. Since all mentioned properties are invariant under proper equivalence, we
may assume that ¢ = (a, b, c¢) is a binary reduced form. If g is indefinite with
nonsquare discriminant, then a and ¢ have opposite sign (for 0 < b < +/d). Then
point (c) follows by taking x and y to be the canonical vectors eq and e in Z?. If
q has square discriminant then ac = 0 and 0 < a, ¢ < b. Taking x = e1 + e and
y = e1 — ez in this case, we complete the proof of (c).

Assume now that ¢ is positive definite. Then there are integers 0 < r, < r. such
thata = |b| + r4 and ¢ = |b| 4 r., and we have

|b|

g1, x2) = (bl+ra)xf +bxixa+ (bl +re)xd = ) Ixf+ (a0  +ag]+rax} +rex3,
where =+ is the sign of b. This shows (a), since we have expressed g as sum of
squares with nonnegative coefficients. Point () can be shown similarly. O

Exercises 1.22.

1. Give an explicit proper equivalence between (a, a, ¢) and (a, —a, ¢).
2. Find the cycle of reduced forms associated to the following quadratic forms.

i) (1,3, -2).
i) (1,35, —22).
i) (22,9, —14).

3. Give an example of a positive definite binary form ¢ such that ? is not binary
reduced.

4. How many proper equivalence classes of indefinite binary forms with discrimi-
nant d = 52 are there?

5. How many proper equivalence classes of positive definite binary forms with
discriminant d = —51 are there?

6. Find the cycle of reduced forms corresponding to the Pell form g, with r > 0.

7. For primitive binary forms ¢ = (a, b,0) and ¢’ = (a’, b, 0), show that g is
properly equivalent to ¢’ if and only if a + @’ = 0 mod b. Conclude that for
every b > 0 there is a finite number of proper equivalence classes of binary
forms with discriminant b2.

8. Let (f1)nen be the sequence of Fibonacci numbers defined recursively as fo = 0,
fi=1land fiy; = fi + fi—1 fori > 1. For n > 0, define the quadratic form

@n = Pou—1x] — 2 fnx1%2 + font1X3.

Prove that ¢o, ~ xlz + x%.
9. Let (fu)nen be the sequence of Fibonacci numbers. For n > 0 consider the
quadratic form ¢, defined in Exercise 8, and

Qn—1 = frn-1x} — (fan + fon-2)X1X2 + fon—1%3.

Prove that 1 € Dz(q2,) forany n > 0, also 1 € Dz(q1) but 1 ¢ Dz(g2,—1) for
n>2.
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1.5 Kronecker Forms and the Pell Equation

In this section we give explicit solutions to equation g (x) = 1 with vectors x in Z>
for Kronecker forms g, (with associated bigraphs K, as below) and for Pell forms
qir] (the so-called positive Pell equation).

Km = e ° and Km = o .

m>0 m<0

As direct consequence of Proposition 1.20 we have that a Kronecker form g, is
isotropic if and only if |m| = 2, and similarly a Pell form g, is isotropic if and only
if 7 is a square integer.

Consider matrices 7 = (% 1) and S = (9]), and their corresponding linear
transformations

T: 12— 7 S: 2 —7*

(x1, x2) —— (x2, mx2 — x1), (x1, X2) —— (x2, x1)

Observe that if A, is the symmetric matrix associated to g, then

0-1 1 =" 0 1
T'A, T = 2 =A, ,
o (1 m)<—’; I )(—m) "

and similarly S'A,, S = A,, and (T~ A, T~' = A,,, where T~! = (nf _01)

Take ¢ € {41, —1} such that m = ¢|m| and define recursively ap = 0, a; = 1
and as41 = |m|ag — ag—1 for s > 1. In the following proposition we show that the
set of roots R(g,) of the Kronecker form g, is

R(gm) = {£(ay, 5Sas+1)s i(ssaerls as)}szo-
With a direct calculation one can show that
{Tsei}SEZ, i=1,2 = {£(as, Ssas—i-l)a :I:(gsas_’_l’ as)}szO,

where e and e, are the canonical vectors in Z2. Observe also that if m = 0 then
{TYei}sez. i=1,2 = {*e;}i=1,2, and that for m = 1 we have

{TPei}sez, i=1,2 = {Fe;, (e1 +e2)}iz1 2.

Proposition 1.23. For m € 7Z the set of roots R(q,,) of the Kronecker form q,, is
given by

R(gm) ={T’ei}sez, i=1,2-
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In particular, q,, has infinitely many roots if and only if |m| > 1.

Proof. The claim is clear for m = 0, 1 since R(qo) = {%e;}i=1,2 and
R(q1) = {£ei, £(e1 + e2)}i=12.
Assume that m > 2. For arbitrary s € Z and i = 1, 2 by the above we have
gn(Tle;) = e (T*) Ay, T ei = el Ay, ei = qlei) = 1.

Therefore {T%e;}sez, i=1,2 € R(gm).

Assume now that x = (x1, x2) is a root of g,, with x;x # 0, and observe that
we may suppose that 0 < x; < xp (for m > 2). We claim that if T 'x = (y1, y2)
then 0 < y; < y2» = xi1. Indeed, if y; > x; then y; = mx; — x» implies that
(m — 1)x1 > xp and

1= x% +x% —(m— Dxixy —x1x2 < x1(x1 —x2) <0,

a contradiction. We conclude that there is an s < 0 with 7%x = (0, 1), hence
x € {T’e;}sez. i=12- For negative m we proceed similarly. O

It is interesting to observe that the simple reflections associated to a Kronecker
form g, with m > 0 can be obtained as 01 = ST and oo = T'S. In particular, the
transformation 007 given by

2 —1 m
oo =T = <_m m? — 1)

is known as the Coxeter transformation of the Kronecker form (cf. Sect. 4.6).

The binary integral quadratic form g[q) = x% - dx% has a long history, and is still
a source of active research (see for instance [4]). Here we are interested in finding
its roots, that is, solutions to the Pell equation,

2 2 _
xy —dxy =1,

for integer values of x1 and x,. A solution with x1x2 = 0 s called frivial. Notice that
for d < 0 or d a square integer, the Pell equation has only trivial solutions (since in
the latter case, 1 = (x1++/dx2) (x| —+/dx3) implies x;++/dxy = x| —+/dx; = £1).
Hence we will assume that d > 0 is not a square integer.

It will be convenient to consider the (real) quadratic ring Z[\/ d] (see for
instance [17]). Its elements have the form o« = x| + Vdx> with integers x; and
x2. Sums and products are given by

(x1 4+ Vdxa) + (x| + Vdxb) = (x1 + x}) + Vd(x2 + xb),

(x1 + \/dxz)(xi + \/dxé) = (x1x] + dx2x)) + \/d(xlxé + xjx2).
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The conjugate of « is @ = x1 — ~/dx2, and the function given by
N(o) = o = x} — dx3

is usually known as the norm of «. We will identify the ring Z[+/d] with Z? via x1 +
Vdxy (x1, x2) (which is well defined since V/d is an irrational number). Under
this identification a norm one quadratic number is a solution to the Pell equation.
Observe that N : Z[\/ d] — Z is a multiplicative function (Exercise 2). Therefore,
given a solution « to the Pell equation N («) = 1, all of the quadratic numbers +o”
for n € Z are also solutions to the Pell equation. A solution o > 1 such that any
solution to the Pell equation has the form +«" with n € Z is called a fundamental
solution.

Proposition 1.24. If the Pell equation x12 - dx% = 1 has a nontrivial solution, then
it has a fundamental solution.

Proof. Multiplying by (—1) and taking the conjugate if necessary, we may assume
there is a solution y; + +/dy to the Pell equation with y; > 0 and y, > 0. Since
{x1 + \/dxz}xl,xzeN is a discrete subset of R, we may also assume that ¢ = y; +
Vdyy is the minimal solution greater than 1 (see Exercise 3). If 8 is a solution
greater than 1, choose n > 1 such that " < 8 < a"t!. Then

l<a™B <a,

and by minimality, 8 = o"*!. Therefore any solution has the form +a” withn € Z,
that is, o is a fundamental solution to the Pell equation x% - dx% =1. O

We show now the existence of nontrivial solutions to the Pell equation x% —d x% =
1. The following technical lemma due to Dirichlet, in terms of elementary modular
arithmetic, establishes the fundamental step in the proof of Theorem 1.26 (attributed
to Lagrange, cf. [4]).

Lemma 1.25. There exists a nonzero integer m with solutions (x1, x2) and (y1, y2)
to the equation qpq)(x) = m, with (x1, x2) 7# £(y1, y2) and

x1 =xymod |m| and y; =y mod |m]|.

Proof. Observe first that there exists an M > 0 such that |xf — dx§| < M has
infinitely many solutions. Indeed, by Exercise 6 there are infinitely many f{’ with

g > O such that |v/d — f;| < qlz,thus |p —dq| < ; and

1
\p? —dq*| = |p — Vdqllp + Vdq| < U Vdgq| +2vdgq)
<14+2Jd =M.

Therefore there exists an m with |m| < M and infinitely many p 4+ +/dg with
N(p + +/dq) = m (observe that m # 0, see Exercise 4).
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Now, there are only m? options for p modulo |m| and for ¢ modulo |m|, therefore
we may find (p, ¢) and (p/, ¢') satisfying the claim. i

Theorem 1.26. For d a positive nonsquare integer there exists a nontrivial solution
to the Pell equation x12 - dx% =1

Proof. Let m, (x1, x2) and (y1, y2) be as in Lemma 1.25 and take o = x1 + \/dxz
and B = y; + +/dy,. Notice that a8 has the form

af = (x1 + Vdx2)(y1 — Vdy2) = (x1y1 — dx2y2) + Vd(yix2 — x1y2),
where
X1y1 —dxay; = xlz — dx% = 0 mod |m|,
Y1x2 — X1y2 = x1x2 — x1x2 = 0 mod |m].
Hence there exists a wi + \/dwg such that o = m(wy + \/dwz), therefore
m*N(wi + Vdwy) = N(m(wi + Vdw)) = N@p) = m?,

and since m # 0 we have N(w; + «/dwz) = 1. Finally wy # 0, for otherwise
y1x2 = x1y2, which implies that « is a multiple of 8, contradicting N(«r) = N(B)
and @ # £8. O

Combining Proposition 1.24 and Theorem 1.26 we now describe all solutions to
x% — dx% = 1. By the above, starting with a fundamental solution « = x1 + A dxy,
all solutions have the shape o (n € Z). For n > 0 we have

15) 13"
n o n P
o = Z <2j)d/x;z Zngj + \/d Z <2j N 1)d’x¥ 2j 1x§/+1 ’
Jj=0 Jj=0
ando™" = o”.
There is a nice relation between the roots of certain Kronecker forms and Pell
forms, and the Chebyshev polynomials of the first kind 7;,(¢) and second kind U, (¢).
Define the polynomials U_1(¢) = 0 and Up(¢) = 1 in the variable ¢, and take
recursively for s > 0,

Us41(6) = 28U (0) — Us—1.

Notice that by construction and Proposition 1.23, for £ > 0 the roots of g2, with
nonnegative entries are given by the following vectors in Z?,

(Us(0), Ug1(0)), and  (Us+1(£), Us()).
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Consider now the linear transformation W : Z? — 72 with matrix W =

01
T_1(¢) = 0 and T;(¢) = Us(f) — LU;_1(€) for s > 0, then the following are
solutions to the Pell equation gp2_; = 1,

(1 —6). A direct calculation shows that q[ZZ_l]W = ¢qo¢. Therefore, if we take

(Ts+1(0), Us (6)).

We stress that the Chebyshev polynomial of the first kind 7y may be given
recursively by setting To(£) = £ and for s > 0,

Tyy1(6) = 20T5(6) — Ts—1(6).

See the exercises below and Chap. 4 for alternative definitions and properties of
Chebyshev polynomials.

Exercises 1.27.

1. Show that for s > 0 the Chebyshev polynomials are given by

sin((s + 1) arccos(¥))

T;(£) = cos(s arccos(£)) and Us(t) =
Vi-e2
2. Show that if o, B € Z[+/d], then N(a8) = N(a)N(B).
3. Consider the order in Z[\/ d] induced from the order in R, and let (x1, x2) be a
nontrivial solution to the Pell equation x% - dx% = 1. Show that

i) x1,x2 > 0if and only if x| 4+ v/dxs > 1.
ii) x; > 0and x; < Oifandonly if 0 < x| 4+ +/dxs < 1.

4. Show that if N() = 0 for a € Z[v/d] then & = 0.
. Find the fundamental solution to the equation x> — 5y% = 1.
6. Dirichlet’s approximation theorem. For z € R a D-approximation to z is a

rational number f; with ¢ > 0 (and ged(p, ¢) = 1) such that |z — f;l < qlz.

W

1) Show that any positive real number has a D-approximation.
ii) For z > 0, show that z is irrational if and only if z has infinitely many D-

approximations.
[Hint: for n > 0 consider the numbers iz — |iz]| fori = 0, ..., n, where |w]
denotes the integral part of w. Use the Pigeonhole Principle for these n + 1
numbers within the set of n semi-closed intervals [fl, ]:1) forj=0,...,n—1.]

7. Find the roots of the Chebyshev polynomials 7y and Us.
8. Prove the following explicit formula for Uy,

Ls/2] s —i _
Us(0) = Z(—l)’( l. )(2@”’.
i=1
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1.6 Quadratic Forms with Real Coefficients

Here we consider the case of quadratic forms g (x1, ..., x,) = Z? j=14ijXiX] with
gij in the field of real numbers R for 1 < i < j < n. We use throughout general
results in linear algebra, as can be found for instance in [27] or [33].

Proposition 1.28. Let A be a symmetric n x n real matrix and q(x) = x' Ax.
a) All the eigenvalues of A are real numbers.
b) If \1 < Ay < --- < Ay are the eigenvalues of A, then

A1 = min{g(x) | x € R" with || x| = 1},

An = max{g(x) | x € R" with ||x|| = 1}.

Proof.

(@) LetA € Cand 0 # v € C" with Av = Av. Then A|[v|? = Av'v = (Av) v =
v/A'v = v'Av = A|Jv||%, where A denotes the complex conjugate of A. Hence
Ar=reR.

(b) The well-known Gram—Schmidt orthonormalisation process yields an n x n
matrix U with orthonormal columns such that

A=U'DU,

where D = diag (A1, ..., X,) is the diagonal matrix with entries Aq, ..., A,.
Hence for x € R” with ||x]| = 1 and y = Ux, we get ||y|| = 1 and g(x) =
x"Ax = y'Dy = 3"}, Aiyi. Therefore we have

n n n
=l =2 3 <Y My =q@) <A Yy = hally P = A
i=1 i=1 i=1

If u' and u” are vectors in R” with ||u!|| = 1 = ||u"|| and Au’ = r;u' fori =1, n,
then

g’y = @) Au' = 3 ||u'|)? = A,

fori = 1, n. This completes the proof. O

It can be shown that a real quadratic form ¢ (x1, ..., x,) can be represented in an
infinite number of ways as

.
q(x) =) aiX},
i=1
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with nonzero coefficients a;, and where X; = Z;’-Zl ajjxj fori = 1,...,r are
linearly independent linear forms in the variables xi, ..., x,. Here r is the rank of
the quadratic form q, that is, the rank of the symmetric matrix A, associated to g.

We show that the number of coefficients a; > 0 (resp. a; < 0) is an invariant of
the quadratic form ¢ (see for instance [27, X§2]).

Theorem 1.29 (Sylvester’s Law of Inertia). Given two representations of the
quadratic form q(x) as

r r
q@) =) aiX; and q(x)=) biY?,
i=1

i=1

where X; (resp. Y;) are linearly independent real linear forms in the variables
X1y .eeersXp Withay > ay > --- > a; >0 > ag41 > -+ > a, and by > by >
coo>b; >0> by > --- > by, then we have s = t.

Proof. With the above notation assume that s < ¢. Since X; (resp. Y;) are real linear
forms in the variables x1, .. ., x,, we may consider the following equations

X1=0, X=0, ... X, =0, Y41 =0, ... ¥, =0,

as a system of r — (r — s) equations in the r variables Y1, ..., Y,. Because r —
(t — s) < r, there exists a nonzero solution Yy = (Y7, Y2, ..., Y,) for this system.
Consequently there is a nonzero v € R” such that for g(x) = Y ;_, a; Xl2 we get
g(v) <0, while forg(x) =Y i_, b; Yl.2 we get g(v) > 0. A contradiction showing
that s = t. O

The difference o (q) between the number of positive squares and the number of
negative squares in a representation ¢ (x) = > ;_; a,-Xi2 is called the signature of

q. The number ng := n — r is known as the corank of g. The common number
ny := s =t in Theorem 1.29 is referred to as the positive index of inertia of g (and
similarly for n_ :=r — ny), and the triple (ny, ng, n_) is also called the signature
of gq.

There are simple methods to reduce a real quadratic form to a sum of independent
squares. We will describe here an algorithm due to Lagrange (cf. [27, X§3]).

Algorithm 1.30 (Lagrange’s Method). Ler q(x) = Z?,j:l a;jxix;j be a given
real quadratic form with a;; = aj; fori < j. We consider two cases:

(1) Assume ay1 # 0. Then

2

1 n
q(x) = ai Zauxj‘ +qg1(x2, ..., xn),
j=1

where q1 is a quadratic form in the variables x3, . . ., Xp.
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(2) Assume a;; =0 = ay and ajp # 0. Then
2 2

1 " 1 "
Q(x)zza12 ;(alﬂrazj)xj " 2apn ;(“U_@j)xj +q2(x3, ..., Xp),

where q> is a quadratic form in the variables x3, . . . , x,. Observe that the linear
forms 27:1 ayjxj and 27:1 azjxj are linearly independent.

By successive application of Steps (1) and (2), the form g(x) can always be
reduced to a sum of squares. Moreover, the linear forms obtained are linearly
independent since at each step the constructed linear form contains a variable which
does not appear in the remaining quadratic form.

Let us consider some examples.

i) Consider the matrix B = <a 2) and the binary quadratic form ¢ (x) = x’Bx.
r
Using Algorithm 1.30 we take g (x) to the form

éll(axl—l—rxz)z—i—(b—’z)x%, ifa #0;

q(x) - 1 2 1 ‘ 2 :
o (X1 +rx2)” — , (rxp —rxz)”, ifa=0=0>b.

ii) The quadratic form g (x1,x2,x3,x4) = 4x7 + x3 + x7 — 3x1x2 — 4x1x3 +
4x2x4 — 3x3x4 of Example 1.2 is taken to the following sum of squares (see
Exercise 6(iv) below)

1(4 3 ) )2+16( , 3 42 )2 7( 16 +27 )2 417
X1— _Xxp—2x X5— X X4)°— - X X4)°— X4.
g T TR g g2 Ty BT T e T g BT Y T e
Let A = (a;j) be an n x n symmetric real matrix and take 1 < iy <ip <--- <

is < n. The principal minor A(iy, ..., is) of A is defined as the determinant of the
matrix

Aijyiy Qiyipy - - - Aiyig

Aiyiy QAigiy - - - Aipig

aisil aisiZ st aisis

Fori < j, we denote by AJ) the minor A(l, ..., f, A j, ..., n) obtained by
omitting the i-th row and the j-th column of the matrix A. The i-th consecutive
principal minor is the determinant D; = A(1, ..., i). The adjugate matrix ad(A)
of A is defined as the n x n-matrix with entries

ad(A);j = (=) AGD,
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It is well known that A ad(A) = det(A)Id,, = ad(A) A.
Let r be the rank of A and assume D; = A(l,...,i) #0for1 <i < r.Itcan
be shown (see Exercise 6 below) that the matrix A is congruent to

1 D D,
D = diag (D ,Dl,..., 1;‘,0,...,0).
1 2 r

In particular, the quadratic form ¢ admits the following expression, known as
Jacobi’s Formula (cf. [27, X§3]),

r

D,_
g)=> "I X2 (D= 1),

o D
for linearly independent functions X1, ..., X,. In fact, this formula can be rewrit-
ten as
r 2
Y:
q(x) = Lo
; D1 D;
where Y; = ¢;jiX; + Ciit1Xi41 + - + CinXy fori =1,...,r), and
arr ... ari—1 ap j
S : Loi—1i
L PRSP <::A<1 - 1))
a,-,11...a,-,1,',1a,',1j Lol —=1
a1l ... 4ji—1 aij

Exercises 1.31.
1. Let U be an x n real matrix. Show that the following are equivalent:

(1) U'U = I, is the identity matrix.
(ii) U is nonsingularand U’ = U,
(iii) The rows of U form an orthonormal basis of R”.
(iv) For all x € R”", the norm of U(x) is the same as that of x, that is,
(U)'U(x) =x'x.
A matrix with these properties is called real orthogonal.
cos 6 sin 0

2. For 0 € R, take T(9) = ]
—sin O cos 6

) . Show that a 2 x 2-matrix U is real

10
orthogonal if and only if U = T (0) or U = 0_1 T (0), for some 6 € R.

3. Let U be a 3 x 3 real orthogonal matrix. Show that if det U > 0, then U is

congruent to <(1) T?@)) for some 6 € R.
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4. Show that any real symmetric matrix A is congruent to a diagonal matrix
diag(1,1,...,1,0,0,...,0,—-1,—1,..., —1),

with 7 entries 1, r entries 0 and v entries —1, where ¢ = m — v is the signature
of the quadratic form g (x) = x" Ax.

5. Let g(x1,...,x,) be a quadratic form. Show that Steps (1) and (2) given in
Lagrange’s Method 1.30 may be written as

1 [3g\>
qx) = ( )+q1(X),

dapy \ 0xp

1 aq aq 2 ag ag 2
q(x) = 8air |:<3)C1 + 8)62) dx1 dx2 +ax(0).
6. Apply Lagrange’s Method 1.30 to reduce the following quadratic forms to a sum
of squares:

n n—1
1) an(x1, ... x0) =Y. )cl.2 — Y xixit1;
i=1 i=1

n n—2
(i) dp(x1,...,x0) = Y X7 — 3 XiXip1 — Xp_2Xp, forn > 3;
i=1 i=1
6 4
(ili) eg(x1,....x6) = > X} — Y XiXip1 — X3%6;
i=1 i=1
iv) g(x1,...,x4) = 4x12 + x% + xf — 3x1xp — 4x1x3 + 4x2x4 — 3x3X4;

V) q2n—1(x1, x2), as defined in Exercise 1.22.8.

7. Let A = (a;;) be areal symmetric n X n matrix. Prove the following:

(i) Let r = rk(A) be the rank of the matrix A. Then there are numbers
1 <i1 £ip < --- < i < nsuch that A(i;) # 0, A(i1,i2) #
0,...,A(,i2,...,0r) # 0.

(i) Assume that D; = A(1,...,i) #0fori =1,...,r and r = rk(A). Then
A = G'DG, where D = diag (D1, ..., D,,0...,0) and
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1 i—11i
h Lt i <i<j < G f
where g;; = A(l. i—l) orl <i < j<r. Henceg; =" for
i=1,...,r.
(iii) In the situation of point (ii) we have A = T DT for an invertible upper
triangular matrix.

1.7 Positive and Nonnegative Quadratic Forms

A real quadratic form g (x1, ..., x,) is called positive (resp. nonnegative) if for any
nonzero vector 0 # v € R” we have g(v) > 0 (resp. g(v) > 0). The same
terminology will be used for quadratic forms over subrings of R, in particular
for integral quadratic forms. In this section we give classical characterizations of
positive and nonnegative real quadratic forms (following Gantmacher [27, X§4]).

Proposition 1.32. Let q(x) = x'Agx be a real quadratic form and Ay its
associated symmetric matrix. The following are equivalent:

a) The form q is positive.

b) The form q is nonnegative and regular.

¢) All eigenvalues of A, are positive.

d) If Di = Ay(1,...,1Q) is the i-th principal minor of A4, we have

Dy >0, D,>0, ..., D, >0.

Proof. That (a) implies (b) is obvious. To show that (b) implies (c) recall from
Proposition 1.28(a) that any eigenvector 0 # v € R" of A, has real eigenvalue A.
Then

Mvll* = v' Agv = q(v) > 0,

which implies that & > 0. If A = 0 we get A;v = Av = 0 and rad(q) # 0.
Let us show now that (d) follows from (a). By Exercise 1.31.7 there is an invert-

ible matrix T such that A, = T DT, where D = diag (31 , g;, . Dﬁ:l ,0,..., 0)
and r = rk(A,). Then the product of the eigenvalues of A, is 0 < det(A,) =
(detT)% det D. Hence D,, > 0. Consider the (n — 1) x (n — 1) symmetric matrix
Aé") obtained from A, by omitting the n-th row and column. Since the quadratic
form x’A((I")x is positive, D,—1 > 0. By induction we get (d).

We show now that (c¢) implies (a). Let 0 < A} < A < --- < A, be the
eigenvalues of A,. For any 0 # v € R", we get

aw=nw%< )zxmw2>a

v
l[vll
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Hence g (x) is positive. Finally, that d implies (a) follows from Jacobi’s Formula
gt = Y7, U5t x2. 0

For instance, the quadratic form g(x) = Zl?:l x,% — 22=1 XkXg+1 — X3X6 1S
positive. Indeed, g (x) = x’ Agx where

10

—_

1

—_

Ag= . B, =

3

—

1
2

—_

1

0
0
—1
2
— 1 o ) 3 o4 o5 -
0

vl coco

0
0
0
2

coocol v
cooc !l
[RSARS

1 1
Taking B = 2A, we have the minors B(1) = 2, B(1,2) = 3, B(1,2,3) = 4,
B(1,2,3,4) =5, B(1,2,3,4,5) = 6 and det(B) = 3, which are all positive. Then
the positivity of g follows from Proposition 1.32.

Observe that from the fact A(1) > 0, A(1,2) > 0,...,A(1,2,...,n) > 0
it does not follow that A is nonnegative. Consider for instance the quadratic form
q(x1,x2) = —x%. Instead, we have the following appropriate generalization.

Proposition 1.33. Ler q(x) = x'Ayx be a real quadratic form with associated
symmetric matrix A4. The following are equivalent,

a) The form q is nonnegative.
b) All eigenvalues of A, are nonnegative.
¢) Every principal minor of Ay is nonnegative (that is, A4(i1, ..., is) = 0for1 <
1 <ip<---<ig <n)
Proof. The equivalence of (a) and (b) follows as in the proof of Proposition 1.32.
To show that (a) implies (c) observe that if ¢ is nonnegative, then det(A,) > 0. The
quadratic formq(”, obtained by making x; = Ofori € I = {1, ..., n}\{i1, ..., i},
is also nonnegative. Hence A, (i1, ..., is) > 0.
We show now that (a) follows from (c). Take ¢ > 0 and consider the quadratic
form

n
ge(x) = q(x) +e Y x7 = x'Acx,
i=1
for an appropriate symmetric matrix A.. Observe that

j
Ac(l =6l + ) A el + > Aglinel T+ AL L)

i=1 1<iy<ir<j
>/ > 0.

Therefore by Proposition 1.32 the form g is positive. Notice finally thatg = lin}) qe
E—>

is nonnegative. O
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For instance, for each n € N, the quadratic form ) ;_, )cl.2 — Zl’f;ll XiXi1] —
X1xp is nonnegative, which can be shown using any of the equivalent conditions of
Proposition 1.33.

Remark 1.34. Concerning the invariants rank rk(g) (given as the rank of the asso-
ciated symmetric matrix A,) and signature ¢ (¢) (as introduced after Theorem 1.29)
of a real quadratic form g, we have:

n
i) A quadratic form ¢(x) = )" g;jx;x; is positive if and only if rk(¢) = 0 and
i=1

o(q) =n;
ii) The quadratic form ¢ (x) is nonnegative if and only if 6 (¢) = n — rk(g).

1.8 Cones in Real Vector Spaces

Following Vandergraft [50], we say that a closed subset K of the real vector space
R" is called a cone if the following conditions hold.

a) K + K C K (thatis, for vand w in K we have v + w € K).
b) AK C K forany A > 0O (thatis, Av € K for any v in K).

We further say that K is a proper cone if
c) KN(=K)={0}.

We say that K is a solid cone if moreover
d) K generates the vector space R”.

Let us consider some examples. The positive cone VT in R” is given by
Vi={v=(v,...,v) eR"|v; >0forl <i <n}.

Given a linear transformation « : R — R” and a cone K in R", the preimage

a~1(K) is a cone. Taking V = R”, the dual space V* is the set of linear

transformations from V to R, written V* = Homg(V, R). For K C R" consider

theset K- = {f € V*| f(v) >0, forv € K}.If K is a cone, then K~ is a cone.
Consider the natural isomorphism

¢: V>V oW(g) =gk), forgeV*andvelV.

If K is a proper solid cone, then K +L = ¢ (K) (see Exercise 7 below).

Let V = R” and A be a real n x n matrix. We say that a cone K is invariant
under A if A(K) C K. For instance, if A is a nonnegative matrix (that is, all entries
of A are nonnegative real numbers) then the positive cone V7 is invariant under A.
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Let g(x) = x'Ax be a real positive quadratic form with 0 < A1 < Ay <
- < X, the eigenvalues of A. Consider a set vy, ..., v, of linearly independent
eigenvectors of A with Av; = Ajv; for 1 < i < n. Define the (proper solid)

n
cone K = {Z Wwivi | mi > 0}. Then clearly A(K) C K. As last example
i=1

consider the matrix A = (1 a

) with a > 0. Then A leaves invariant the cone

K = {(x,y) € R? | 0 < y < x}. Observe that the maximal eigenvalue of A is
p(A) = +/a + 1, with eigenvector (1, [ll(p(A) —1)) ek.

Let us briefly recall some classical definitions. For a real n x n matrix A, itis a
fundamental fact that there exists an invertible matrix 7' such that

d
AT = P (éji(x)”i)

reSpec(A) \i=1

is the Jordan form of A, where Spec(A), the spectrum of A, denotes the set of
eigenvalues of A (counting repetitions). For each A € Spec(A), the degree d, is the
maximal size of a Jordan block with eigenvalue A appearing in the decomposition
and v;; > 0 is the number of blocks J; (1) in such a decomposition (multiplicity of
the block),

Al
L
Ji(y) =
_—
A

Therefore we have 0 < v/{ < n with vf* > 0 and

d),
> Yuion

reSpec(A) i=1

The number p(A) = max{|1| | A € Spec(A)} is called the spectral radius of the
matrix A. Observe that Spec(A) C B, (a), the ball of radius p(A) and center at 0 in
c.

We will only indicate the main steps of the proof of the following important
result, which goes back to Perron and Frobenius for the case of positive matrices,
and to Birkhoff and Vandergraft[12, 50] in the general situation (for details, see [50]
and Exercises 8, 9 and 12).
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Theorem 1.35 (Birkhoff-Vandergraft). Let K be a proper solid cone in R" and
A a real n x n matrix such that A(K) € K. The following hold:

a) The spectral radius p(A) is an eigenvalue of A.
b) We have d,ay > d,, for any eigenvalue A of A with |A| = p(A).
c) There is a nonzero vector v € K with Av = p(A)v.

Sketch of Proof. Leteq, ..., &, be aJordan basis of A ordered in the following way:
A1, ..., Ag are the eigenvalues of A with multiplicities and such that [A1| > |[A2| >
-+ > |Ag|. Vectors &y, . .., £m, are all the eigenvectors of A (corresponding to the
eigenvalues A1, ..., Ay) with0 =mo < m; < my < --- < my = n. Moreover, for
each1 < h < nthereisaunique 1 < j(h) < ssuchthatm;p) -1 <h <m gy and

A(en) = Ajmyen + €n+l, it h <mjm,
AEmjay) = Ajh)Emjg-

The size b of the Jordan block Jp;(A) is mj — mj_i. Take M := max{b; |
[Ajl = p(A)}. We may assume that 1, 2, ..., t are the indices j with |A;] = p(A)

andb; = M.
The case p(A) = 0 is clear, so we may assume p(A) > 0. Exercise 8 shows the
existence of numbers d, . .., d; € C such that

t
0#y=)Y djem; €K.
j=1

Assume that A1 ¢ R, (thatis, A1 # p(A)). By Exercise 9 there are real numbers
0 < cp,...,cq,notall zero, such that

q
Z c,,)»f =0.
p=0

We get then y* = 2:0 cpAP(y) = thzz d; (Zzzo c,,)»f) em; € K, and since
K is a proper cone, 0 # y*. After canceling all summands correspondingto A; ¢ R,
(1 <i <t),wegetavector) # y € K which is a linear combination of {smj |
Aj =p(A)and b; = M}. Hence

A(Y) = p(A)y,

dpay =M = dy, if [A] = p(A).

Therefore (a), (b) and (c) hold. |

It will be useful to have a sharper version of Theorem 1.35 in case the matrix
A = (a;j) is nonnegative (written A > 0), thatis, q;; > Oforall 1 <i, j <n. We
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say that A is a reducible matrix if there is a permutation matrix P such that

pap = (B0
cp)’

where B is a m x m matrix with m < n. In fact, if 0 < A is an irreducible n x n-
matrix, then (Id,, + A)"_1 > 0, that is, all its entries are positive real numbers.
The following statement is part of the classical Perron—Frobenius Theorem.

Theorem 1.36. Let A be an irreducible real matrix with nonnegative entries.
Then

a) The spectral radius p(A) is a simple eigenvalue of A.
b) There exists a vector v € R with positive coordinates such that Av = p(A)wv.

Exercises 1.37.

1. Let A be a symmetric real n x n matrix with g(x) = x’Ax a positive form.
Consider the set E4 of points x € R" such that x’Ax = 1. Show the
following:

(1) E4 is an ellipsoid.
(i) The lengths of the principal semi-axes of E4 are \/111 e Jlx , where

0 <X <--- <A, are the eigenvalues of A.
(>iii) If B(e) is a ball with center at 0 € R” and radius ¢, then

B(J;)CEACB(JL)'

(iv) Let H be any hyperplane generated by vectors wi, ..., wg in R". Then
the intersection E’ of E4 and H is an ellipsoid in H. Let b; be the length
of the semi-axes of E’ in the direction given by w;. We may assume that
by > by > - -- > by. Show the following inequalities:

1 1 1
> by, > by,

VA VA2 VY

As an illustration of the case n = 3 and k = 2 see the following figure:

‘
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where a; = \/1)\. fori =1,2,3.

2. Let g,(x1, x2) iae the forms associated to the Fibonacci numbers as introduced
in Exercises 1.22.8 and 9. Prove the following:

(i) Foralln > 1, g2, is positive.
(i) The form g is positive, g3 is nonnegative and g, is indefinite for n > 3.

3. Letg(xy,...,xy) = leifjfn qijxix; be a real quadratic form with g;; > 0
for all i. Show that the following are equivalent:

(i) The radical of ¢ satisfies rad(q) # 0.
(i) We have 0 € Dr(g) and O is locally a minimal value for the function g :
R" — R.

4. Let K be a cone in R". Show that the following are equivalent:

(1) K isa solid cone.
(ii) The interior K© of K is nonempty.
(i) K + (—K) =R".

5. Let K be a cone in R”. Take x € K and y € K. Show that x + y € K°.

6. Givenacone K C R” and a linear transformation « : R” — R”, find conditions
for the cone &~ (K) to be solid.

7. Acone K C V is generated by a set of vectors {v; };ey if

K = Zkivi|0§kieR,ieI )

iel
If I is finite, then K is called polyhedral.
(1) Show that a polyhedral proper solid cone K has the shape

N
K:ﬂHUJIT,
i=1
where {v1, ..., vs} is a set in R” and HUJIT ={x e€R" | x'v; >0}isa

half-space determined by the vector v;.

(i) Show that a polyhedral proper solid cone K satisfies
¢: V — V**is the evaluation map.

(iii) Observe that any proper solid cone K is a limit of a sequence (K;),eN of
polyhedral proper solid cones. Use (ii) to prove that K- = ¢(K).

K1+ = ¢(K), where

8. Keeping the notation introduced in Theorem 1.35, show that there exists a
nonzero

t
y= Zdj&‘mj ek,
j=1
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10.

11.

for certain numbers d; € C.
[Hint: Since K is a solid cone we may choose

n
0#z€) ciei € KO,
i=1
with 0 # ¢; € R. Then forr > n

n n
—(h—i r
vo=Yarw=3( ¥ a(,n))a

i=1 h=1 \mp)—1<i<m )

where (’) is the binomial coefficient.
It is not hard to see that

w=lim *®
=y p(A)rr(Mfl)

is well-defined. Moreover, w is a linear combination of those &, ; withl < j <t
and w € K.]

. For & € C\ R show that there are nonnegative real numbers co, . . ., ¢4, not all

of them zero, such that

q
Z cpAf =0.
p=0

Assume that A is a real n x n matrix such that A(K) C K for acone K C R”".
We say that K is properly invariant under A if A™(K — {0}) c K° for some
m > 0. In this case prove the following:

(i) The spectral radius p(A) is a simple eigenvalue of A, and for any p(A) #
A € SpecA we have |A| < p(A).
(i) Thereisavector0# y € K 0 with eigenvalue p(A).

Let n be a natural number > 2. Consider the matrices

10 -1 n
P= dC=-PP = .
<n 1) an <—n n* — 1)

Show the following:

(i) The cone K generated by C7' and C}, form > 1, where p; = ((1)) and

P2 = (,11), is invariant under C. It is a solid cone in (R2)*.
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(ii) The spectral radius of C is p = "27”2‘/"”74

Kis(1,(1+ p)/n).

12. Give a proof of the Perron—Frobenius Theorem stated in 1.36. [Hint: Use
Theorem 1.35.]

and the eigenvector of C in



Chapter 2 )
Positive Quadratic Forms fleckir

In the previous chapter we reviewed the basic definitions and tools necessary to
study properties of quadratic forms. Recall that an integral quadratic form g (x) =
Zis j4qijXiX; is unitary if all diagonal coefficients g;; are equal to one. In this
chapter we study positive unit forms, that is, those integral quadratic unit forms
with g(x) > 0 for every nonzero vector x in Z". In what follows the term diagram
is synonymous with simple graph, and a vector v = (vy, ..., v,) in Z" is called
positive, written v > 0, if vis nonzeroand v; > 0 fori =1,...,n.

2.1 Dynkin Graphs

Dynkin graphs (or Dynkin diagrams, see Table 2.1 below) appear in many places in
mathematics: algebra, geometry, probability theory. In our context they are the main
classification device for nonnegative quadratic unit forms, hence of great importance
throughout the text. Here we are concerned with properties of integral quadratic
forms associated to Dynkin diagrams.

Lemma 2.1. Let A be one of the Dynkin graphs Ay, Dy, or Ej, forn > 1, m > 4
and p = 6,7, 8 shown in Table 2.1. Then q 4 is a positive unit form.

Proof. Let us consider first graphs A, with n > 1. For x = (xy,...,xy) in Z",
observe that

qa,(x) = x12 — X1x2 +x% —Xox3+... +x371 — Xp—_1Xn + x,%

1
= 5 [x%~|— (x1 —x2)2 + (x2 —x3)2+...+ (Xp—1 —x,,)2 —l—x,%].
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Table 2.1 Dynkin diagrams A, with n vertices
Notation Graph A [R(ga)l

An (ﬂzl) @ 1 Lee1 @ n(n+1)

Dy (m=4) | 1 —__ 2m(m — 1
=, O—.

Es @ 72

E; 126

Eg 240

The vector ps, with entries given by the numbers in the vertices is the maximal root of g,,. Its
largest entry is denoted by r4,

In particular, g4, (x) > 0, and ga,(x) = 0 if and only if x; = 0 and x; 1 = x;
for1 <i < n. Thatis, ga, is a positive unit form. Notice also that if x; # O then
qa,(x) > %xlz

Consider now the form gp,, for m > 4, and observe that with an appropriate
enumeration of the vertices in D,,, for x in Z™ we have the equality

qm,, (X) = qa,,_, (X1 +x2, X3, ..., Xm) — 2x1X2.
If x in nonzero and x; + x = O then we have ¢gp,(x) = ga,_,(x1 +
X2, X3, ...y Xm) + 2x% > 0. If x; 4+ x3 # 0, by the above we have

1 1
qp,, (x) > 2()61 +x2)% = 2x1x0 = 2()61 —x2)*>0.

This shows that gp,, is a positive unit form.
Alternatively we may use Lagrange’s Method (Algorithm 1.30) to find that,

I L5
qp,, (x) = (x1 — 2)63) + (x2 — 2363)

1 2 N2 N2, .2
+2 (X3 —x4)" + (xa —x5)" + ...+ (=1 — Xm)” + X, | -
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The following expressions for exceptional cases g4, gr, and gg; and suitable
ordering of vertices can be shown similarly,

X X X + X X + X X X
dEe 1 o) 2 A 2 3 3 3 3 4 5

3 2 5 3
x5)? + 5()65 — " xe):+ xd

5
Tl g 4 8

1 3 2 2 3 3
fIIE7(x) = (x1 — 2x2)2 + 4(x2 - 3X3)2 + 3()C?, — 4X4 — 4x5)2

4 1
x7)% 4 3,

+5< ; )2+2( > )2+3(
g4 T gt T S T ) T g6 T g 3

() = (1 — L) o= xS = 3 sy
qrg (X) = (X1 sz 4 X2 3x3 3 X3 4x4 4x5
5 3 2 5 3 4 1 3 1
g (4 = 5x5>2 + s — 4x6>2 + g (o = 3x7>2 + 4 = 2x8>2 + 4x§,

which completes the proof. O

It turns out that the forms g associated to Dynkin graphs are all the connected
positive unit forms g with associated bigraph having no dotted edges (that is, those
forms satisfying ¢;; < O for all indices i < j).

Proposition 2.2. Let G be a connected graph (without dotted edges). Then q¢g is a
positive unit form if and only if G is a Dynkin diagram (see Table 2.1).

Proof. By Lemma 2.1, for a Dynkin diagram A the unit form g, is positive.

For the converse take G a connected graph and observe that if a restriction q(I; of
q¢ is nonpositive, then the form g¢ itself is nonpositive. Indeed, if qé(x) < 0 for
a vector x in Z¢0~! then completing x with zeros to a vector x’ in 760 we have
gc(x’) = qé (x) < 0. In particular G is a simple graph (that is, G has no loop and
no multiple edges).

The above implies that the graph G does not contain an extended Dynkin diagram
(see Table 2.2) for their associated forms are nonpositive (as a direct calculation
shows, cf. Exercise 4 below).

The result follows now from a combinatorial observation: a simple graph G is a
Dynkin diagram if and only if G does not contain as (full) subgraph any extended
Dynkin diagram (cf. Exercise 5). O

A vector x in Z" is called sincere if all its entries x; are nonzero. The set of roots
(resp. positive roots) of a quadratic form ¢, that is, the set of (positive) vectors x
in Z" with g(x) = 1, is denoted by R(g) (resp. by R*(g)). Observe that in the
following result we do not require the quadratic form to be unitary.
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Table 2.2 Extended Dynkin diagrams A, with n + 1 vertices

Notation Graph

Ay(nz2) @ﬂ

1 1 1 kl/ 1
f))”(i’lZ‘L) 1 ~ _— 1
2 2...2 @
1 - \1
1
Eq |
1 2 3 2 1
~ 2
E7
1 @ 3 4 3 2 1
~ 3
Eg ‘
2 4 6 5 4 3 @ 1

The vector p; with entries given by the numbers in the vertices is the generator of the radical of
the quadratic form ¢ 5,

Proposition 2.3. A positive integral quadratic form admits only finitely many roots.

Proof. A polynomial g with integral coefficients may be considered as a function
gr : R" — R. Notice that gr(x) > 0 for any x in R”". Indeed, for any y in Q"
there is a vector x in Z" and p € Z nonzero such that y = x/p. Hence gr(y) =
g(x)/p* = 0, and the same holds for y in R” by continuity.

We show that gr(x) > O for all nonzero x in R”. Let x € R"” with gr(x) =
0. Then gg has in x a local minimum, thus 0 = ag)(:) = 2qiiXi + )4 qijX;
fori = 1,...,n (see Lemma 1.1), that is, x1, ..., x, satisfy a system of n linear
equations. If the determinant of that system is zero, then it has a nonzero solution
z/p with z € Z" and 0 # p € Z. But then gr(z/p) must be zero, in contradiction
to 0 < g(z)/p* = qr(z). Hence the determinant of the above system is nonzero,
forcing x = 0.

This shows that gg restricted to the sphere S = {x € R" | ||x|| = 1} isa
positive function. Since S is compact, gr takes its minimum in some xo € S. Then
gr(v) = ||v||2qR(HﬂH) > ||v||?qr(x0) for all v # 0. Therefore any root v must

satisfy ||v||2 < that is, any root of ¢ is contained in {z € Z" | ||z||2 <

1
— gr(x0)°’
qR(lxo) }, which is a finite set. m]
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Remark 2.4. With the same proof we may actually show that, if g is a positive
integral quadratic form, for any ¢ > 0 the number of vectors y in Z" with g(y) = ¢
is finite.

The number of roots |R(ga)| of the quadratic form g4 associated to a Dynkin
diagram A is shown in Table 2.1. These numbers will appear later in Chap. 4 in
relation to the order of certain Coxeter matrices.

2.2 Roots and Reflections

Notice that Proposition 2.3 holds for all positive integral quadratic forms and
provides in principle an algorithm for constructing their roots as far as the number
min{ggr(x) | ||x|| = 1} can be efficiently calculated. In the following we give a much
more efficient way to inductively construct roots, which works nicely for unitary
forms.

In Sect. 1.2 we have defined the i-th (simple) reflection associated to a unit form
q as

0, 2" —=>7", oi(x) =x —q(xle)e;.

It was noted in Lemma 1.5(c) that ¢ (0;(x)) = q(x) — g(x|e;)* + g (x|e;)*>q(e;) =
q(x), hence by applying simple reflections to already known roots we can hope
to find new ones. The following result shows that this is in effect a powerful tool.
Recall that there is a partial ordering in Z", declaring x < y whenever 0 < y — x.

Proposition 2.5. Let x < y be positive roots of a positive unit form q : 7" —
Z. Then there is a sequence of reflections o;,, ..., 0;, with o, ---0;,(x) = y and
oi, -0 (x) =x4e, +---+e foralls € {l,... t}

Proof. Using the positivity of g and that x # y are roots of g, we obtain from
q(x) =q(y—(y—x)) =q(y)+q(y—x)—q(yly—x)that0 < g(y—x) = q(y|ly—x).
Hence there is an index i € {1, ...,n} suchthatx; < y; and 0 < g(y|e;).

Notice that y # e;, for x is a positive vector and x < y. Since 0 < g(y —¢;) =
2 —q(yle;) we get g(y|e;) = 1 and therefore x < 0;(y) =y —e; < y.Seti; =1i
and repeat the process with o; (x) instead of x. O

Remark 2.6. Observe that in the proof of Proposition 2.5 we only require the
quadratic form ¢ to satisfy g(x) > O for positive vectors x. We dedicate Chap. 5 to
the study of these kinds of quadratic forms, called weakly positive unit forms.

There seems to be one flaw in the above result, namely, it will produce only
positive roots. But in the following result we will see that this is all we need for the
forms associated to Dynkin graphs.
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Lemma 2.7. Let A be a Dynkin graph with associated unit form q : Z" — Z. If v
is a root of g A then either v > 0 or —v > 0. In particular q o has a unique maximal
positive root.

Proof. Take ¢ = g4 and let vt and v~ be defined by vl.+ = max{v;, 0} and v; =
max{—v;,0} fori =1,...,n. Thenv =v" — v~ and

1=q®) =q0" —v) =g +q@ )+ Y v v} (—gi).
ij=1

Since ¢ is a positive form by Lemma 2.1, the three summands on the right are
nonnegative integers (for if g;; > 0 theni = j and v;rv; = 0). Since v # 0 we
conclude that either v+ = 0 or v~ = 0.

For the second claim consider a maximal positive root x of g. Since 0;(x) = x —
q(x|e;)e; is again a root of g (Lemma 1.5(¢)), by maximality we have g(x|e;) > 0
foralli = 1,...,n. Moreover, if x has a zero entry, since A is connected there
are vertices i and j with x; = 0 and x; > O such that g;; < 0. Then g(x|e;) =
3 i 4ijXj < 0, which is impossible again by maximality of x. Hence x is a sincere
vector, and the same holds for any other maximal positive root y. Since there is
vertex i with g(x|e;) > 0, and y is a positive sincere root, then

0<qx—y=q@)+q() —qxly) =2 yiq(xle;) <2,
i=1

that is, x — y is a root of g. Since both x and y are maximal positive roots, then
x — y has both negative and positive entries, which is impossible by the first claim
of the lemma. O

By the above it suffices to know all positive roots of the quadratic form ga
associated to a Dynkin graph A. For instance, let g = gp, be the form associated to
the Dynkin diagram D4 with the following enumeration of its vertices,

Dy : o

L3 o) oy

We already know that the canonical vectors eq, e, €3, e4 of Z" are roots of ga.
Reflecting these roots we get

o1(e1) = —eq, (we discard this root, since it is negative)
oa(e1) = e + e, (a new root)

o3(e1) = ey = oy(ey).
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Since o; (v) > v if and only if g (v|e;) < 0, this last condition has to be investigated.
We have from Lemma 1.1

qle) =20 + Y qijv; =20 — Y vj.
VES there is
an edge
i—j

Now the calculations become easy, since o; (v) > v if and only if Z v > 2v;.
For instance we have

0 2 0 % 0 93 1 %2 1
100" 110" 11

1
Observe now that 0;(§) = § fori = 1, 3,4 and 02(8) = 111, hence no new root is
obtained, and the maximal root is found. The following picture exhibits all positive
roots of the form gp,.

1
121
|
1
111
|
0
111

1 \ 1
011 110
Q>( X
011 010 110
0 / QY 1 \ 0
001 010 000 100

An edge indicates that the two roots at the end points are obtained by a reflection
from each other (we omitted those reflections which leave a root unchanged or turn
it negative). An entry v; is depicted underlined if o; (v) > v. A patient reader may
calculate the corresponding pictures for g, gr, and ggg (Fig. 2.1). The least patient
readers may take a look at the outcome on page 50, where we show all three in one
(displaying only sincere roots). It thus remains to investigate the cases g4, and gp,
in general. We leave the easier case to the reader and analyze the roots of gp, here.

First we construct all positive roots v in Z" with v; = 0, 1 and call such vectors
thin. Denote by supp(v) the set of indices i € {1, ..., n} for which v; # 0, and call
it the support of v (thus a root v of g is sincere if supp(v) = {1, ..., n}). We say
that a vector v is connected if so is the restricted form ¢*"PP("), Recall that a tree
graph is a connected graph G such that |Gg| = |G| + 1 (for instance, all Dynkin
graphs are trees).
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Fig. 2.1 Subposets of the root poset for gg, (left above), gg, (left below) and gg, (right)

corresponding to sincere roots
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Lemma 2.8. Let G be a tree graph with n vertices, and v be a vector in Z".

a) If v is a thin vector, then v is a root of q¢ if and only if v is a connected vector.
b) If G is a Dynkin graph and v is a qG-root, then v is connected.

Proof. Take g = gg. If v is a connected thin vector then the restriction of G to
supp(v) is a tree, and

qg(v) = Z v; + Z qij ViV

_vertices i edges i—j
in supp(v) in supp(v)

= fivertices — fedges = 1.

If v is not connected then ¢ (v) = fivertices — fedges > 1, hence v is not a root. This
shows (a).

For (), assume G is a Dynkin graph. By Lemma 2.1 the form q is positive. Let
us suppose that v = v’ + v” in such a form that supp(v’) N supp(v”) = @, and
gij =0 fori € supp(v’) and j € supp(v”). If v is a root of g, then

1=q) =q0 +V")=q0")+q0"),

and by positivity either v/ = 0 or v’/ = 0, which shows that v is a connected vector.
Y P y
O

Consider a Dynkin graph D, with the following ordering of vertices,

®n—1
/
e e R
\

®n

and for 1 < € < k < n — 2 take the vector pyx = > i, € + Z:l;kz e; in Z" as
depicted below,

0— Q0 — 1~ —2— 72/
A A AN
0 k 1

The following result completes the description of roots of the positive quadratic
form gp,, .

Lemma 2.9. If v is a positive nonthin root of ¢ = qn,, then v = py i for some
1<l<k<n-2.

Proof. Let w € Z" be defined by w; = 1 if v; > 0 and w; = 0 if v; = 0. Since v
is a root, by Lemma 2.8(b) the vector v is connected, and so is w for supp(w) =
supp(v). Hence by Lemma 2.8(a), w is a thin root of g.
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Since v is a positive nonthin vector we have w < v, and by Proposition 2.5
there exists a sequence of reflections oy, ..., o;; with o, - - - 0;; (w) = v such that
oi, 0 (w) = w+ ¢, + -+ e,. We want to show that i1 = n — 2 and that
ip_1—rr=1forl <r <s.

Recall from Lemma 1.1 that g (v|e;) = 2v; — Zi*f v;, where the symbol ; — ;
denotes the sum over all edges in D, having i as an end-point. Since o;, (w) =
w—q(wle;,)e;; > w if and only if Zifj w; > 2w; and since supp(w) = supp(v),
there must exist more than two edges ending in i1, showing that iy = n — 2 and that
Wy = Wy—1 = Wyp—2 = wy—3 = 1.

Then o;, (w) = pgn—2 for some 1 < £ < n — 2. Now, a direct calculation
shows that, for 1 < ¢ < k < n — 2, the inequality g(py k|e;) < O implies either
i=f¢—1orf <i=k—1.Inthe first case we have supp(o; (pe.x)) 7 supp(pe i),
which is unacceptable for our construction. Therefore we have £ < i = k — 1 and
0i(pek) = pek—1. Proceeding inductively we get v = oy, - - 03, (07, (W) = pek
for some £ < k < n — 2, which completes the result. m|

Exercises 2.10.

1. Let g be a positive unit form. Show that if v is a root of g then v is a connected
vector. Is the same true for nonnegative unit forms?

2. Show that any positive root of g, is thin. What is the shape of the picture of all
positive roots if any two roots are connected by an edge if one is obtained by a
reflection from the other?

. Describe all positive roots of Eg.

4. Let A be an extended Dynkin diagram. Show that the vector p 3 described in

Table 2.2 is a radical vector of the quadratic form g 3.

5. Suppose that G is a connected simple graph that does not contain as (full)
subgraph any extended Dynkin diagram. Show that G is a Dynkin diagram. [Hint:
define the degree of a vertex in G as the number of edges that contain it, and a
ramification to be a vertex of degree greater than 2. Then notice that G must have
at most one ramification vertex, with degree at most 3.]

6. Show that if G is a Dynkin graph, and i is any of its vertices, then the restriction
G is disjoint union of Dynkin graphs.

(O8]

2.3 Criteria for Positivity

We call a quadratic unit form critical nonpositive if it is not positive but each proper
restriction is. The critical nonpositive forms are, so to speak, the borderline which
separates the positive forms from the rest. Since positive forms are always weakly
positive (cf. Remark 2.6), we could compare critical nonpositive forms with critical
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nonweakly positive forms.

r critical nonpositive 1

positive

weakly positive

L critical nonweakly positive N

We will have to correct this picture (later in Sect. 5.1) when considering critical
nonweakly positive forms. Now we restrict our discussion to unit forms.

First we need a simple result on nonnegative integral forms. Recall from Sect. 1.1
that a vector v in Z" is called a radical vector for q : Z" — Z if (v + u) = q(u)
for all vectors u, or equivalently, if g(v|e;) =0fori =1,...,n.

Lemma 2.11. Let g : 7' — 7 be a nonnegative unit form and p = q' a restriction
of g with I C {1, ...,n}. Then any radical vector of p, if extended by zeros to a
vector in 7", is a radical vector of q.

Proof. Let v € rad(p) and v be the extension of v by zeros in the missing
coordinates. For i € I we have

n
q(le) = qiivi + Y _vjqij = qiivi + Y _vjqij = q' (v]e;) = 0.
j=1 jel

Suppose that there is an i ¢ I with g(v]e;) # 0. Since g (v) = 0, taking o = g;; + 1
we have

0 < g(av — qvle)er) = a’q(v) + qvle) qii — aq(v]e;)?

= q(vle))*(qii — @)
<0,

a contradiction, hence the result. m]

Consider the following example, which shows that the hypothesis of nonnegativ-
ity in the previous lemma is actually needed: Let ¢ = gp be the quadratic form
associated to the graph B= 1 ==—=2 —— 3. Then rad(q(3)) = Z(e1 + e2).
Nevertheless, e1 + e is not a radical vector for ¢, since g(e1 + e2lez) = —1. We
will come back to this situation later in Sect. 3.3.
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Recall that the corank of an integral quadratic form ¢ is given as the rank of its
radical rad(g). The following characterization of critical nonpositive forms is an
adaptation of a theorem of Ovsienko in the weakly positive setting (cf. Ringel [46]
and Theorem 5.2 below).

Theorem 2.12. Let g be a unit form. Then q is critical nonpositive if and only
if either q is the Kronecker form qn, for some integer m with \m| > 3 or q is
nonnegative of corank one with a sincere radical vector.

Proof. Clearly, for |m| > 3 the m-Kronecker form
_ .2 2
qm(x1,x2) = X{ —mx1xy + x5,

is not positive since g, (1, ==1) = 2 ¢ m is negative for the appropriate sign. Thus
gm 18 critical nonpositive.

If g is nonnegative of corank one with a sincere radical vector v, then for any
vertex i the restriction ¢ ) is nonnegative. But if w € rad(q") then by Lemma 2.11
the extension by zeros w of w satisfies w € rad(q). Since rad(g) is generated by
the sincere vector v and w; = 0, it follows that w = 0. In other words, ¢ is critical
nonpositive.

Assume now that ¢ : Z" — Z is critical nonpositive. Then there exists a
nonzero vector v € Z" with g(v) < 0. Choose such a v with minimal weight
[v| = Y, |vil. Since each restriction of ¢ is positive, v is a sincere vector. Define
I={ief{l,....,n}|vi>0}and J ={i €{l,...,n}|v; <O}

Fori € I we have |v —¢;| < |v| and by minimality,0 < g(v—¢;) =q(v) + 1 —
q(vle;), hence g(v|e;) < g (v). Similarly, for eachi € J we have g(v|e;) > —q(v),
that is,

<q(), ifiel,

q(vle;) .
> —q(v), ifiel.

If g(v) = 0 we obtain vig(vle;) < 0 for alli € {1,...,n}, and thus from
0 = g(v) = Y, vig(vle;) we deduce that g(vle;) = 0, that is, that v is a radical
vector.

For any w € Z" choose nonzero integers w, A such that (uw — Av); = 0 for
some index i € {1,...,n}. Then uq(w) = g(pw) = g(pw — rv) = ¢ (uw —
Av) > 0 with equality if and only if pw = Xtv. This shows that ¢ is nonnegative.
By minimality of v, we have that p divides A, therefore ¢ has corank one with
rad(q) = Zv.

If g(v) < 0, then we obtain from the values of g (v|e;) above that v;g(v]e;) < 0
for each index i € {1,...,n}. Fori € I, we deduce from g(vle;) < q(v) =
; Zj vjg(vle;) < O that

(i —2qler) = =Y vjqvle;) > 0,
i#]
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where the last inequality is due to the fact that there must exist at least one other
index apart from i. We obtain v; —2 < 0, thus v; = 1. Similarly, fori € J, we obtain
v; = —1. Choose a vertex x such that |g(v]ey)| < |g(v]e;)| foralli € {1,...,n},
then

n

—;Iq(vlex)l > ;Z—Iq(vle,')l =q) = —lq(lex)|,

i=1
which implies n = 2 and |g(v)| = |g(v]ey)|, that is, g is a Kronecker form g,,.
From0 > g(v) =2 — |gij| = 2 — |m| we get |[m]| > 3. |

We stress that a critical nonpositive form can very well be weakly positive.
That happens precisely in the situation where g is the m-Kronecker form for some
negative m < —3, or where the sincere radical vector is not positive.

Corollary 2.13. Any critical nonpositive unit form q has infinitely many roots.

Proof. By Proposition 1.23, Kronecker forms g, with [m| > 3 have infinitely many
roots. Now, if ¢ is nonnegative with sincere radical vector v, then for any index i we
have

1 =gq(ei) = q(ei +mv),
for any m > 0, that is, ¢; + mv is a g-root. Thus the result is completed by the

characterization given in Theorem 2.12. O

An integral quadratic form g (x) = }_,_; gijxix; is called semi-unitary or a
semi-unit form given gq;; € {0, 1} fori = 1, ..., n. We need the following almost
trivial observation.

Lemma 2.14. Let g : Z"" — 7 be a semi-unit form. If q is positive, then

a) The form q is unitary.
b) We have |q;;j| < 1 for any indicesi, j € {1, ...,n}.

Proof. Since q is a positive semi-unit form we have 1 > ¢g;; = g(e;) > 0, thus g
is unitary. Taking indices i # j and a sign € € {+1, —1} such that |g;;| = €g;;, we
have

0 <g(ei —€ej) =qlei) +qlej) —eqleile;) =2 —lqijl,

hence the result. O

The following handy Positivity Criterion [7, Theorem 2.2] will be useful in
Chap. 3. By Proposition 1.20, a Kronecker form g, with |m| > 3 satisfies ¢q,,, YO
0, although g, is (critical) nonpositive.
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Theorem 2.15. A semi-unit form q : 7' — Z is positive if and only if the following
conditions hold:

PI1) We have |g;j| <2forl1 <i < j <n.
P2) The form q is anisotropic (that is, q(x) # 0 for any nonzero vector x in Z").

Proof. The necessity of conditions (P/) and (P2) follows by Lemma 2.14. Assume
that g is not positive and satisfies these conditions. Take 0 # v € Z" with ¢(v) <0,
and notice that ¢ is a unit form (for if ¢;; = 0 then ¢; € ¢~'(0)), and that |g; il <1
(forif q;j = £2 thene; £ ¢; € ¢~ 1(0)).

We proceed by induction on n. For n = 1 we have g(x1) = xf, and for
n =2, q(x1,x) = x} + x5 + ax;x, with a € {£1,0}. All of these forms are
positive. Assume n > 3, and observe that any restriction q(i ) satisfies (P1 )and (P2).
Therefore by induction we have that ¢ is critical nonpositive. By Theorem 2.12,
since n > 3 the form g is nonnegative with corank one, in contradiction to (P2). 0O

We end this section with yet another characterization of positive unit forms.

Theorem 2.16. Let g : 7' — 7Z be a unit form. Then q is positive if and only if g
has finitely many roots.

Proof. If g is a nonpositive unit form, then there exists a restriction g/ of g which
is critical nonpositive. By Corollary 2.13, ¢ has infinitely many roots.
The converse was shown in Proposition 2.3. O

2.4 Inflations, Deflations and Dynkin Type

Gabrielov transformations have been used since the early seventies for the sys-
tematic study of quadratic unit forms (see for instance [22] and [23]). They are
involutions that preserve unitary forms, and in many cases (for instance in the
positive setting) their iterations generate all equivalences between such forms.

Denote by LU(n) the set of all unitary quadratic forms g : Z" — Z in n variables.
For indices i, j € {1, ..., n} take E;; to be the elementary n X n matrix having as
unique nonzero entry a 1 at coordinates (i, j).

Proposition 2.17. Let $\(n) be the set of unitary forms in n-variables. For each
i # jin{l,...,n} define the Gabrielov transformation

Gt n) (n)

g %i(q) = 4G,

where G?j is the linear transformation given by the matrix G?j =1d —gq;; E;j. Then
%, is an involution that preserves connected unit forms.
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Proof. Notice that fork € {1, ..., n} we have

if k i
Gq — €k, 1 9
l/(ek) {ei—qijej, ifk=1.

To show that &;;(q) is a unitary form we observe that

qler) =1, if k #£1,
GL.I. e = . .
C]( lJ( k) {q(ei —q,'jej) :q(e,-) +qi2jq(ej) —q?j =1,ifk=i.

Therefore ¢;; : U(n) — U(n) is a well defined function.
We show now that &;; is an involution. Take ¢’ = %;;(q) and observe that for
k # i and £ # i we have

dhe = 4(GL ()G (e0) = glexler) = que.

On the other hand we have

4 !Q(G?j(ei)lG?j(ee)) = q(eilee) — qijq(ejlee) = qie — qijqje, if £ # j,
it =

q(G{;(e)|GTi(e))) = qleile)) — qijq(ejle)) = —qij, ifl=j.
The same equations imply that, if ¢ = ¥%;;(¢q"), then g}/, = gi¢ for k, £ 5 i, and

ql = aie — 495 = (Gie — qijqje) + qijqje = gie, if £ ],
T —al = i if¢=j.

Therefore ¢” = ¢, that is, ¢;; is an involution.

Assume now that ¢ is a disconnected unit form. After a re-enumeration if
necessary, we may take 1 <m < nsuchthatg;; =0ifl1 <i <mandm < j <n.
Then g = ¢’ ® ¢” for unitary forms ¢’ : Z™ — Z and q” : Z"™™ — Z, and the
symmetric matrix A, associated to the unit form ¢ is diagonal by blocks,

Ay 0O
At[ = ( (;I Aq,,) = Aq/ @Aqﬁ,

Ifl <i <mandm < j <ntheng; = 0and ¥(q) = q = q' 4" If
1<i,j<morm <i,j <n we have respectively either

biq)=%;qHh®q" or Y@ =49 DY%iq"),

where in the right-hand side of the equalities the expression &;; corresponds to a
Gabrielov transformation of appropriate size. In any case %;;(q) is a disconnected
form. Hence, since Gabrielov transformations are involutions, they preserve con-
nectedness. O
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It is clear that ¢;;(¢) = q if and only if g;; = 0. In what follows we take
a slightly different approach, considering similar transformations called inflations
and deflations of integral quadratic forms.

Take a sign ¢ € {+, —}, and for different indices 1 < i, j < n define the linear
transformation le 17" — 7" by

E' . .
Tij DV v — evje;.

Observe that TJ is the inverse of Tl]_, therefore the forms ¢g— = quj_ and ¢* =
qu;r are Z-equivalent to g. In particular, g~ and ¢ are positive if so is ¢.

We call the transformation T,; adeflation for q if g;; < 0, and the transformation
T; is an inflation for q if g;; > 0. Inflations and deflations are simply called flations,
and a finite composition of flations is an iterated flation. To be precise, an iterated
flation for ¢ is a composition 7 = Tlm .- T:’] such that TE'4 is a flation for ¢, and
taking inductively go = g and g5 = ¢q,— 1T > fors > 0, Té‘jV is a flation for g;_1.
Notice that if |g;j| = 1 and € € {+1, —1} i is such that lgij| = €gqij, then the form
q le coincides with the Gabrielov transformation %;; ().

Corollary 2.18. For any n > 1 the set of positive unit forms in n variables,
denoted 47°(n), is invariant under deflations and inflations. Moreover, these
transformations are involutions that preserve connected positive unit forms.

Proof. Flations preserve positivity since they are equivalences. Let g : Z" — Z
be a positive unit form. By Lemma 2.14(b) we have |g;j| < 1forl <i < j < n.
Therefore in the positive case, flations correspond to Gabrielov transformations, and
the result follows from Proposition 2.17. O

If le is a flation for ¢ and ¢€ = qTi;, then there is a bijection
R(¢°) — R(q)

given by x +— le (x). Perhaps the most important property of flations is that they
allow us to control the number of positive roots of a unitary form, as we show next.

Lemma 2.19. Let g : 7' — 7 be a unit form and take indices 1 <i # j < n and
1 <€ #m < nwith g;j <0 andqe, > 0. Consider respectively quadratic forms
q- = qu; and gt = qTZr;. Then we have proper inclusions

(T;):R*(q7) = R*(q) and (T, )" RT (@) > RT(¢™).

Proof. For a positive root x € RT(g7) we have 1 = ¢~ (x) = q(TJx). Thus

T;;x € R™(q) and ¢; € R™(g) is a root not belonging to the image T (R (g™)).

The second proper inclusion follows from the first since (TZ,;)’1 =1T,,and g =
g

q T, O
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We are now able to prove a central theorem in the theory of unitary forms, first
shown by Ovsienko in the early seventies.

Theorem 2.20. Let g be a positive unit form. Then there exists an iterated inflation
T and a unique (up to permutation of components) disjoint union of Dynkin
diagrams G such that qT = q¢.

Proof. By Corollary 2.18 we may assume that g is a connected form. Consider the
bigraph B associated to ¢. If B? has no dotted edges, by Proposition 2.2 the graph
BY is a Dynkin diagram and we are done. Assume B has a dotted edge {i, j} and
take T' = TJ Again by Corollary 2.18 the quadratic form ¢! = ¢7T'! is also a

positive unit form, having a connected associated bigraph B!. By Lemma 2.19 and
Theorem 2.16 we have |[R*(¢%)| < [RT(¢1)| < . Iterating this process we get a
sequence of positive unit forms qo, q 1 q2, ... 1in the same number of variables, and
inequalities

IRT (@M < IRT (M < IRT(¢™)| < ...

We end the proof by showing that this process must stop, that is, that there must
exist i > 0 such that the bigraph B’ associated to ¢’ has no dotted edges (and is
therefore a Dynkin diagram). Indeed, since there is a finite number of unit positive
forms with a fixed number of variables (for |g;;| < 1 for all 7, j, see Lemma 2.14),
we conclude that the set of cardinalities {| R (¢’ )}i>o0 is bounded. To complete the
proof take T as the iterated flation 7! - T so that gz = ¢T and B’ is a Dynkin
graph.

For the uniqueness claim assume again that g is connected, and that there are
iterated flations 7 and T’ and Dynkin graphs G and G’ with ¢T = gg and qT' =
g¢ - Since the forms ¢ T and ¢ T’ have the same number of roots, and |G| = |G|,
we conclude that G = G’ (cf. Table 2.1). |

By the Dynkin type of a positive unit form ¢ we mean the disjoint union of
Dynkin graphs Dyn(g) = G given in Theorem 2.20. That this is a well defined
invariant of the quadratic form ¢ is the content of our next result.

Corollary 2.21. Two positive unit forms q and q' are equivalent if and only if
Dyn(q) = Dyn(q").

Proof. If Dyn(q) = Dyn(q’) = G, then there are iterated inflations 7 and T’ such
that T = g = ¢'T’. Therefore ¢ = ¢’T'T~!, that is, ¢ and ¢’ are equivalent
forms.

For the converse we may assume that g and ¢’ are equivalent connected unit
forms (see Corollary 2.18). Take iterated inflations 7 and 7’ such that g7 = g¢
and ¢'T’ = g¢ for Dynkin diagrams G and G’ as in Theorem 2.20. Since ¢¢ is
equivalent to g¢, the graphs G and G’ have the same number of vertices and their
associated forms have the same number of roots. A direct inspection of Table 2.2
shows that G = G’, hence the result. m]
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Notice that each Dynkin diagram A has a unique maximal root, that is, a vector
pa € R(ga) such that for all v € R(ga) we have v < p, (the vector formed by the
values in the vertices of Table 2.1). From this we obtain

|vi| <ra, foralliandallv € R(ga),

where ry, = 1, rp, = 2, rg; = 3, rg; = 4 and rgg = 6. This remark can be
extended to all connected positive unit forms.

Proposition 2.22. [fv = (v1, ..., vy) is an arbitrary root of a connected positive
unit form q : 7' — 7 of Dynkin type A, then |vi| <rp foralli € {1, ..., n}.

Proof. Let q : Z" — Z be a connected positive unit form with Dyn(g) = A and
v € R(q). Let C : Z" — Z" be the transformation given by C(e;) = ¢;e;, where
gi = —1if vy; < 0ande; = 1 otherwise. The form ¢’ = ¢C is a connected positive
unit form and v = C~lv is a root of ¢’ with v, = |y| foralli € {I,...,n}.
Moreover, by Corollary 2.21 we have Dyn(q¢") = Dyn(g).If ¢’ = ga, then v’ < px
by maximality of the root pa of ga. Otherwise we may apply an inflation T; to
q’ to obtain a connected positive unit form ¢” = ¢’ Tl;“ and a positive root v’ =
(Tl.;.r)’lv/ = v'+vle; > v'. Continuing with this process we get an iterated inflation
T and a positive root v of ¢'T such that v < Vand gT = ga. Again by maximality
of the root ps we have ¥ < pa, which completes the proof. O

As a direct consequence of Proposition 2.22 we have the following observation,
which remarkably also holds in the context of weakly positive unit forms (see
Ovsienko’s Theorem 5.25).

Corollary 2.23. Let q : 7' — Z be a positive unit form. Then for any root v =
(1, ...,vp) of g we have |vi| <6fori=1,...,n.

Proof. This follows from Proposition 2.22 since ¥4 < rg, = 6 for any Dynkin
diagram A. O

Now we investigate how Dynkin diagrams behave under restriction of quadratic
forms. For this purpose we introduce a partial ordering on Dynkin graphs by setting
A, < A,, form <n;
A, <D, <Dy, ford <n < p;
D, <E, <E;, for6<p=<g<8.

The following easy observation will be used below.

Remark 2.24. For Dynkin graphs G and G’ we have G < G’ if and only if |G| <
|Gyl and rg < r¢r (cf. Table 2.1).

Recall that if 7 is a subset of indices I C {1, ..., n} then the restriction ql :
7! — 7 of a quadratic form ¢ : Z" — Z is given by ¢’ (x) = g(o (x)) for a vector
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x in Z!, where o : Z! — Z" is the linear transformation determined by o (¢;) = e;
fori € I. As before, if I = {1,...,n} — {i} for some index i then we use the
notation ¢/ = ¢®.

Proposition 2.25. Let g be a connected positive unit form. Then for any connected
restriction q' of ¢ we have Dyn(¢') < Dyn(q).

Proof. We show that Dyn(¢®) < Dyn(g) for any i € {1,...,n} with ¢®
connected. By simplicity we may assume that i = n. Let T : Z"~! — 7" be
an iterated inflation such that " T = g given by Theorem 2.20.

Take T = T @ [1] and § = ¢7. Since T is Z-invertible we have Dyn(q) =
Dyn(g) by Corollary 2.21. Extending the maximal root of g o/ by zeros we obtain a
root v of . By Proposition 2.22 we get

ra < max(|vi]) < ra,
1

where A = Dyn(g). Clearly |Aj| < |Ag], thus the result follows from Remark 2.24.
O

It might look a little odd at this point to define the order A, < D), instead of
A, < D41, but since this result will be generalized to nonnegative unit forms later
in Sect. 3.6, we choose to introduce the final order at once.

Exercises 2.26.

1. Show that the number of roots of the quadratic form gg,, associated to the Dynkin
graph E,, for p € {6, 7, 8} is different from |R(ga,)| and |R(gp,,)| forany n > 1
and m > 4.

2. Find two different Dynkin graphs A and A’ such that the positive unit forms
ga and g have the same number of roots. [Hint: Use Exercise 1 and the Pell
equation x% - 2x% = 1 to find values for a > 0 such that there are integral
solutions to the equationsn = m +a andn(n + 1) = 2m(m + 1).]

3. Compute the Dynkin type of the following positive unit forms,

) q(x) = x7 +x5 +x3 4+ x5 — (x1 +x2)(x3 + X4) + x1x2 + X324
b) ¢'(x) = x% + x% + x32 + xf + X1X4 — X1 X2 — X2X3 — X3X4.

4. Show that any positive unit form ¢ may be taken by deflations to ¢gp where B is
a bigraph with no solid edges.

5. Give an example of a nonunitary positive integral quadratic form in at least three
variables.

6. Determine which of the following unit forms is positive, and find the correspond-
ing Dynkin type for those forms which are positive.

a) q(x) =x7 +x3 +x3 4+ x5 — x2(x1 — x3) — x4(x1 + x3) + x1x3.

b) ¢'(x) = x7 +x3 +x2 + x2 + x2 + x2 — x1(x2 + x4 — x6) — x2(x3 + x5 +
x6) + x3(x4 + x5) — X4X6.
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7. Let V : Z" — 7" be a point inversion, that is, a linear transformation such that
V(ei) = Le; where ¢;, ..., e, are the canonical vector of Z". Given a positive
unit form g, is there an iterated flation 7" for ¢ such that V. =T7

8. Give an example of a unit form g and a flation T for g such that ¢ T is no longer
a unitary form.

2.5 Recognizing Positive Unit Forms

Let G be a simple graph (with only solid edges, no loop and no multiple edges) and
for two different vertices r and s define [r, s]g to be the number of edges between
vertices r and s (notice that [r, s]¢ = —(qg)rs). For fixed vertices i, j we define a
new graph G’ with the same vertices as G and the same edges as G, except those
containing vertex i for which we have

_— !ur, ile — i, jlclr. jlgl. ifr # j.

[riler =1 " . . .

[J.ile, ifr =j.
We denote the new graph G’ by GT;; and say that G is transformed by the graph
flation T;j into G’. Observe that GT;; is again a simple graph. Starting with a bigraph
B we define a new graph Frame(B) (with only solid edges), referred to as the frame

of bigraph B, by turning solid all dotted edges of B. For a unit form g we take
Frame(q) to be the frame of the associated bigraph B, of g.

Lemma 2.27. Let q be a positive unit form. Take vertices i # j such that g;j # 0
and take € € {+1, —1} with eq;; > 0. Then we have

Frame(q)7;; = Frame(g le)

Proof. By Lemma 2.14(b) we have |g;;| = 1. Hence the claim follows from the
expression

q(T5x) = q(x — qijxie;) = q(x) + x7 — qijxiq(x|e;)

= q(x) +x} — qijx; ZXj-l-ZijXk
oy

=q(x) —qijxi | 2x; + Z qkj Xk
ki, j

=q(x) —qij ZijXkXi + xix;
ki



2.5 Recognizing Positive Unit Forms 63

Notice that if the vertices i and j are not connected by an edge, then GT;; = G.

Remark 2.28. Let G be a simple graph, and take vertices i # j. Then G =
(GT;j)T;j, that is, graph flations are involutions.

Proof. By the comment above we may assume that [i, j]l¢ = 1. Take G’ = GT,; |
and G” = G'T;;. We only need to show that for r # i, j we have [r, ilgr = [r, i]G.
By definition,

[r. ilgr = |lr.ile' = [i, jlo'Ir, jlo'| = Il ilG — [, jlGlr. jlG| — [i, jlGlr, jlGl.

If [r, jlc = O then [r,ilgr = |[r,ilg| = [r,ilg. Otherwise we have [r, jlg =
1 =[i, jlg and therefore |[r, il — [i, jlclr, jl| = [i, jlglr, jl¢ —[r, ]G, and in
particular

W, ile — i, jlclr, jlc| = i, jllr, jlgl = | = [r.ilgl = [r, i]lG.

This completes the proof. O

We say that two simple graphs are flation equivalent if one is obtained from the
other by a sequence of graph flations. By Remark 2.28 this is actually an equivalence
relation. We call a graph G positive admissible if there exists a positive unit form g
with Frame(q) = G.

Proposition 2.29. The following statements hold.

a) Let G and G’ be flation equivalent simple graphs. Then G is positive admissible
if and only if G’ is positive admissible.

b) If g and q' are equivalent positive unit forms then their frames Frame(q) and
Frame(q') are flation equivalent.

Proof. Assume G is a positive admissible graph and take a positive unit form g with
G = Frame(q). Take an iterated graph flation ' = T;j, --- T}, j, forr > 1 such
that G’ = GT. Choose signs ¢;, ..., & such that T¢ := Tlfljl . Tlf’jr is an iterated
flation for g. Taking ¢’ = ¢gT¢ and using Lemma 2.27 observe that

Frame(q') = Frame(qT°) = Frame(q)T = GT = G'.

Since ¢’ is a positive unit form, then G’ is a positive admissible graph, which shows
(a).

For (b), since g and ¢’ have the same Dynkin type, by Theorem 2.20 there
are iterated inflations that take ¢ and g’ to g for some disjoint union of Dynkin
diagrams A. In particular there is an iterated flation T with ¢’ = ¢T. Then
Lemma 2.27 implies that Frame(q) and Frame(g') are flation equivalent graphs.

O

In the following results we describe bigraphs associated to positive unit forms.
We start with some necessary conditions. A (chordless) cycle in a bigraph B is a full
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subbigraph which is connected and where every vertex has exactly two neighbors.
We say that a bigraph B satisfies the cycle condition if every cycle in B has an odd
number of dotted edges.

Proposition 2.30. The bigraph B, associated to a positive unit form q always
satisfies the cycle condition.

Proof. Suppose on the contrary that there exists a positive unit form ¢ and a cycle C
in B = B, which has an even number of dotted edges. Suppose that C has vertices
{x1,...,xp} with gy, 5., # Ofori = 1,...,n — 1 and gy, x, # 0. Since g is
a positive unit form we have n > 2. Define a vector v in Z?0 by setting vy =0
forall y ¢ C, vy, = 1 and take inductively vy, ., = —@qx; 5, Vx; = %1, using
Lemma 2.14(b). Then

n n—1
2
q) = Z vy, + qui-xi+lv-xi Uxi1 T+ Gxix, Ux) Ux,
i=1 i=1

n—1 n—1

=n=Y Gr, Ve — (=G, (]‘[(—qx,.x,.ﬂ)) v
i=1 i=1

=0,

in contradiction to ¢ being a positive unit form. O

By a point inversion we mean a linear transformation V : Z" — Z" such that
V(e;) = Le; foralli € {1,...,n}. If ¢ = gV we also say that ¢’ is a point
inversion of g. Recall that a walk in a (bi)graph G is an alternating sequence of
vertices and connecting edges,

w = (U()adla U17d27 v2'-'7 vn—ladna vn)a

starting and ending in vertices vg and v, (see for instance [18]). The number 7 is
said to be the length of w. A walk w will be denoted by w = (vp|d; - - - dn|vy), or
simply by w = d - - - d,,. We say that a walk w is reduced if it does not contain any
subsequence of the form (vg, d, v1, d, vp) for an edge d joining vertices vg # v1,
and that w is open if it does not start and end at the same vertex. In what follows all
walks are assumed to be reduced.

Proposition 2.31. For two positive unit forms p and q the following are equiva-
lent:

a) There exists a point inversion V such that g = pV.
b) Frame(q) = Frame(p) and for every cycle C in the bigraph B, the number of
edges (i, j} in C with q;; # pij is even.

Proof. Let us first show that (a) implies (). That Frame(g) = Frame(qV) for
any point inversion V is clear. Assume that there is a j such that V(e;) = —e; and
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V(ei) = e; for any other index i. If j is a vertex in cycle C, then there are exactly
two edges in C containing j, namely « = {i, j} and o’ = {}j, i’} for some vertices i
and i’. Then we have for p = ¢V that p;; = —q;; and pj;» = —q . For the rest of
the edges {a, b} in By itis clear that p,;, = qqp. Hence point (b) follows inductively
for arbitrary point inversions.

For the converse choose a maximal subtree X' = (X, X'1) of B = B, (that is,
a connected subgraph of B such that |By| = |Xo| = | X1| + 1). Since Frame(g) =
Frame(p), there is a point inversion V such that ¢’ = pV satisfies g;; = ¢ ; for
all edges {i, j} in X. We only need to verify that g;; = ¢ ; for any other edge
a = {i, j} in B. By maximality of X, both vertices i and j belong to the subtree
Y. In particular, there is a walk w = (xo, o1, X1, ..., X4—1, &¢g, X4) contained in ¥
with xo =i and x441 = j.

We proceed by induction on the (relative) distance dx (i, j) between vertices i
and j along subtree X (the length d of the walk w above). If dx (i, j) = 1 then
the edge o = {i, j} actually belongs to X' (for Frame(g) has no double edges by
Lemma 2.14(b)), hence ¢;; = q;j.

Assume now that dx (i, j) > 1. If the full subgraph C of B consisting of vertices
X0, - - ., Xq (which contains edges o = {i, j}, o1 = {x0, x1}, ..., 00 = {xq4—-1, x4})
is a (chordless) cycle of B, then we have g, ,, = q;rim forr =1,...,d,
which yields ¢;; = ¢ ; by the hypothesis in (b). If C is not a cycle, then there are
indices 1| <r < s — 1 <d such that 8 = {x,, x,} is an edge of B different from «.
Replacing any of the edges «;, . . ., oy in X by the edge B, we get a maximal subtree
3" of B where the relative distance dx (i, j) is strictly smaller than dx (i, j). Apply
induction in this case.

Altogether we have a point inversion V such thatg = ¢’ = pV, which completes
the proof. O

Corollary 2.32. If two positive unit forms p and q have the same frame then they
are equivalent. In particular, they have same Dynkin type.

Proof. By Proposition 2.30 both bigraphs B), and B, satisfy the cycle condition.
Hence statement (b) in Proposition 2.31 is satisfied, and the forms p and g are
equivalent. The second claim is consequence of Corollary 2.21. O

Therefore we might speak of the Dynkin type of a positive admissible graph G,
which will be denoted by Dyn(G).

Proposition 2.33. Let g be a unit form with positive admissible frame. Then q is
positive if and only if By satisfies the cycle condition.

Proof. Let p be a positive unit form with Frame(p) = Frame(q). If g is positive
then B, satisfies the cycle condition by Proposition 2.30. On the other hand, if B,
satisfies the cycle condition then p and g satisfy condition () in Proposition 2.31,
hence there is a point inversion V with ¢ = pV. In particular g is a positive unit
form. O
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2.6 Assemblers

If I" is a graph without loops, we will say that two edges a, b of I" are incident
if they have a single vertex in common. Define the incidence graph of I" to be the
graph G having as vertices the edges of I (Go = I7), where two vertices in G
are joined by a (single solid) edge if and only if they are incident edges in I". We
denote the graph G by Inc(/") (compare with the definition of an incidence (signed)
graph associated to a directed graph, as recently given in [35]). For the sake of
clarity, graphs I" with Frame(B) = Inc(I") will be referred to as assemblers for
the bigraph B, as well as for the unit form g in case B = B,. Consider for instance
the following assemblers I” next to their corresponding incidence graphs Inc(I7),

I . Inc(1) I . Inc(1%)
\ \
| | =

Keeping the notation introduced in Sect. 2.5, next we show that the class of
incidence graphs is invariant under graph flations. For two incident edges a # b
in an assembler I', define the flation for assemblers of I" to be the graph I".7, 5
obtained from I" by exchanging the edge a by the symmetric difference a Ab (if
a=1{i, j}and b = {i, k} we have a Ab = {j, k}).

Proposition 2.34. Let I" be a graph without loop, and take a and b to be incident
edges in I'. Then

Inc(IM T, = Inc(I" T),

where Ty, is the graph flation as defined in Sect. 2.5.

Proof. Take G = Inc(I"), G’ = Ine(I" Z,) and G” = GT,p. It is clear that for
vertices ¢ # a and d # a in Go = G|, = G we get

[C, d]G = [C, d]Gl = [C, d]G”'

By definition we have [a,c]lgr = |la,cl¢ — la, blglb, clg| for ¢ # b, and
[a,blgr = la, b]g. Let us assume that the edge c is incident to a in I" (that is,
[a, c]lc = 1). We distinguish two cases: In the first one we have that c is not incident
to b in I (thus [b, c]g = 0, and therefore [a, c]g» = 1), where two subcases appear
as shown below,

r

NN e

Ve
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NN AN

a

Notice that in these subcases the edges a and ¢ remain incident in the graph I" 7,
(that is, [a, c]gr = 1). For the second case we assume that ¢ is incident to b in
I' (that is, [b, c]lg = 1, and now [a, c]g» = 0), where the possibilities are shown
below,

r a b a b
IO O
I T b b
AN e\
\/ \/

a a

Observe now that edges a and ¢ are not incident to each other in the graph I" 7,
that is, we have [a, c]g = 0. In both cases we obtain [a, c]g’ = [a, ¢]g» Wwhenever
la,clg = 1.

The case where edge ¢ is not incident to edge a (that is, [a, c]g = 0) can be
treated in a similar way, and is left as exercise. Since we want to show that [c, d]g =
[c, d]g~ for all vertices c and d in G, by the above the proof is completed by noticing
that [a, blgr = [a, blg = 1 = [a, b]g. O

We illustrate the previous proposition with some examples, showing on top of
each graph G; a corresponding assembler I; with Inc(/;) = G;, and below it a
bigraph B; with frame Frame(B;) = G;. Notice that assemblers are not unique (see
Exercise 2 below).

I D=N9; =T 4 =373
5 4 5 4 s 3 4 5
4©1 3 1 3/\1 M
NE 2 2
Gy GlTl 5 G3=GT1 4 G3T1 3
5 5
3 2 3 2
By BzzBlTL5 By=ByT}", B4=B3Tl,3
5 5 5 5
4@1 4@1 41 4@1
3 2 3 2 3 2 3 2
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Assume now that I" is a bigraph, and take I" = Frame(I"). Define the incidence
graph of a bigraph I', also denoted by Inc(I”), to be the union of Inc(I”) with
a vertex w joined exclusively to those vertices of Inc(I”) corresponding to dotted
edges of I'. Flations for assemblers .7, act in the same way on the frame of I,
leave all edges different from a with the same type (solid or dotted) and change the
type of a if and only if b is a dotted edge. We will also say that a bigraph I" is
an assembler of bigraph B (resp. of a unit form ¢) if Inc(I") = Frame(B) (resp.
Inc(I") = Frame(q)).

Corollary 2.35. Let I" be a bigraph and a # b be incident edges in I'. Then
Inc(IM) T, = Inc(I" Fp).

Moreover, if I satisfies the cycle condition, so does I" Tp.

Proof. Take G = Inc(I'), G’ = Inc(I" ;) and G” = GT,p. To show that
[c,d]g = [c, d]gr for all vertices ¢ and d in Go = G, = G, by Proposition 2.34
we only need to assume that ¢ = a and d = w. Observe that [a, w]g” # [a, w]g if
and only if [b, w]g = 1, that is, if and only if b is a dotted edge in I". On the other
hand, by definition [a, w]g’ # [a, w]¢ if and only if b is a dotted edge in 1", which
shows the first claim.

For the second claim, assume that C is a cycle in I" with # > 2 vertices, and that
Tap 1s a flation for assemblers that modifies C. Hence a must be an edge of C.

First, if b is also an edge of C, then ¢t > 2 (for a and b are incident edges in I")
and C is transformed by ; to a smaller cycle C’ with the edge b (not belonging
to C’) attached next to a. Observe that b is dotted if and only if edge a changes its
type, therefore I" 7, also satisfies the cycle condition.

Now, if b does not belong to the cycle C, then this cycle is transformed after 7,
to a larger cycle C’ now including b. Again, edge b is dotted if and only if the type
of a is changed, thus concluding that I" J}; satisfies the cycle condition. O

As for inflations and deflations (Corollary 2.18), and for graph flations
(Remark 2.28), it is clear that flations for assemblers are involutions. In particular,
any iterated flation for assemblers .J = Z,p, - - - Ty,p, 18 reversible, with inverse
given by T = Tarb, ** Tarb)-

Recall that a tree I" is a connected graph satisfying || = |I7]+ 1. A connected
graph I with |Ip| = [I7] is usually called a pseudotree (or 1-tree). Particular cases
of the following result, corresponding to Dynkin types A and D, were presented
with different formulations respectively in [5] and [6]. The details for the proof of
the following combinatorial observation, needed for the main result in this section,
are left as exercise.
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Remark 2.36. Every Dynkin graph A has an assembler I'4 with the following
shapes:

() ' = ol o2 43 ..._m forn > 1;
1

(ii) I'Dm — ° o3 o4 ..M form > 4;
2
1 —1

Gii)y = o oot . e for6<p<8
2

Moreover, if I” is respectively a solid tree with n > 1 edges, a solid pseudotree with
m > 4 edges, or a pseudotree with the cycle condition and p € {5, 6, 7} edges, then
there is a Dynkin graph A (respectively A = A,, A = D,, or A = E, ;) and an
iterated flation for assemblers .7 such that I'.7 = ',

Sketch of the Proof. A direct observation yields A = Frame(A) = Inc(I"4).

For the second claim, recall that a pendant edge in I' is an edge containing an
edge of degree one (that is, a vertex belonging to only one edge in I", cf. [18]).
Assume that I is a solid tree with n > 1 edges, and observe that I” is a linear graph
(thatis, I" = A,41) if and only if I" has at most two pendant edges. It can be easily
shown that if I" has more than two pendant edges, then there is an iterated flation
for assemblers .7 such that I".7 has fewer pendant edges than I", which shows the
claim for the case A.

Similarly, if I" is a pseudotree with m > 4 edges then there is an iterated flation
for assemblers .7 such that I’ = I'J has exactly one pendant edge (hence I'’
consists of a linear graph with a cycle attached at one end-point). Now, as illustrated
in the figure before Corollary 2.35, such a graph I’ may be taken by means of
iterated flations for assemblers to a graph with shape I"?. Finally, for the case .
use the above and the fact that flations for assemblers preserve the cycle condition
(Corollary 2.35). |

Theorem 2.37. For a connected unit form q the following are equivalent:

a) The form q is positive with Dynkin type A.
b) The associated bigraph By satisfies the cycle condition and there is an assembler
I' for q such that

i) I is a solid tree, for the case of Dynkin type A.
ii) I' is a solid pseudotree and |I'1| > 4, for the case of Dynkin type D.
iii) I' is a pseudotree with the cycle condition and |I'1| + 1 € {6, 7, 8}, for the
case of Dynkin type E.

Proof. Assume first that g is a positive unit form. By Proposition 2.33 the bigraph
B, associated to form g satisfies the cycle condition. By Theorem 2.20 there
is an iterated inflation T+ = TaTbl "'Ta—rb, for g such that g7 = g, for a

Dynkin graph A (the Dynkin type of the connected form g). Observe that Dynkin
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graphs of type A,, D, and E, are respectively incidence graphs of a solid tree
I a solid pseudotree I'P» and a pseudotree with the cycle condition I'E» (see
Remark 2.36). Hence by Proposition 2.27 we have A = Inc(I"*) = Frame(g,) =
Frame(qT") = Frame(q)T, where T is the iterated graph flation given by
T = Tup, - Tap,- Applying the reversed iterated graph flation T~! we get by
Proposition 2.34,

Frame(q) = Inc(I’')T ' = Inc(r4.7",

where 7 ~! is the corresponding iterated flation for graphs 7! = Z,.5. - -+ Ty, -
Then (b) follows since (iterated) flations for assemblers preserve solid trees, solid
pseudotrees and (by Corollary 2.35) pseudotrees with the cycle condition.

Assume now that (b) holds. By Remark 2.36 there is a Dynkin graph A and an
iterated flation for assemblers .7 such that I".7 = I'*. Again by Proposition 2.34
and Corollary 2.35 we have

A=Inc(I'*) =Ine(I".7) = Inc(I")T = Frame(q)T,

where T is the iterated graph flation corresponding to .7, that is, A = Frame(gx)
and Frame(g) are flation equivalent graphs. Since Frame(ga) is positive
admissible and B, satisfies the cycle condition by hypothesis, we conclude by
Proposition 2.33 that the unit form g is positive. By the above we also have
Dyn(Frame(q)) = Dyn(Frame(ga)) = A, which implies that ¢ has Dynkin type
A. This completes the proof. O

We end this section with a description, up to point inversion, of the roots of
connected positive unit forms of Dynkin type A, and D,,. In what follows we say
that a (reduced) walk w is minimal if, for any cycle C in I", every edge in C appears
at most once along the walk w. Consider a graph I", a walk w in I" and the incidence
graph G = Inc(I") of I'. Define the incidence vector v* of the walk w to be the
vector in Z60 = Z given as follows: fora € Go = I the entry vy is the number
of times that the edge a appears along the walk w.

Theorem 2.38. Let I” be a solid tree or a solid pseudotree which is assembler of a
positive unit form q (of Dynkin type A or D). Then for any open minimal walk w of
I" there exists a point inversion V such that V (v") is a root of q. Moreover, every
root of q can be found in this way.

Proof. Take a minimal walk w = (x|a; - - - aq|y) from vertex x to vertex y in I". We
proceed by induction on d. Case d = 1 is obvious, since v" is a canonical vector
and ¢ is unitary. Suppose that d > 1 and consider any flation for assemblers of the
shape .7, 4;,, forsome 1 <i < d. The walk w determines a smaller minimal open
walk w’ in I'" = I' F, 4, (also starting and ending at vertices x and y) by taking
out the corresponding edge a;+1. Since w’ has smaller length than w, by induction
there is a point inversion V' such that v’ := V’(v"') is a root of the positive unit
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form g’ = qui’aM, for an appropriate sign €. Notice that

€

N
ai,aiﬂ(v) =v €Vq;Caiy1>

which is a root of g. By minimality and since I" is a (pseudo)tree, a given edge will
appear at most two times in the sequence of edges of the walk w, thus the walk w’
contains the edge a;1 at most once. Notice also that if v;i is nonzero, then it has the
same value of evfiiﬂ. Hence, up to a change of sign in coordinate a;1, we deduce
that the vector T;l_, aist (v') is the incidence vector v of walk w, which shows the
first claim.

For the second claim we count walks. Let us first assume that I" is a solid tree
with n edges (thus ¢ has Dynkin type A,,). Enumerating vertices in I" observe that
for any x < y in Iy there is a unique walk w starting at x and ending in y, thus
producing n(n + 1) different roots. Indeed, a tree I with n edges has n + 1 vertices,
and for any walk w in I" both v and —v* are roots of g up to a point inversion.
This is the total number of g-roots of Dynkin type A, (see Table 2.1).

Assume now that I" is a pseudotree with m > 4 edges and notice that for any
vertices x < y in Iy there are exactly two minimal walks starting at x and ending in
y (either surrounding or not the unique cycle in I"). Since pseudotrees with m edges
have m vertices, as above we produce 2m (m — 1) different g-roots, which is the total
number of roots for positive unit forms of Dynkin type m (cf. Table 2.1). O

In what follows we will depict the shape of those bigraphs corresponding to
positive unit forms of Dynkin type A or D having a sincere positive root (indicating
the entries of such vectors in the vertices of the bigraph). Our pictures may contain
some snake edges (a ~ -~ a), each of them represents a line in B, that is, a full
subgraph of type A, with solid edges (and integer value a at each vertex).

Corollary 2.39. Any sincere positive root of a connected positive unit form q of
Dynkin type A, is given by a line with values 1 at each entry, represented by the
picture:

(A)

I~~—~-1

Moreover, if v is a sincere positive root of a connected positive unit form q of Dynkin
type Dy, then v is shown in one of the illustrations in Table 2.3.

Proof. Case A is direct consequence of Theorem 2.38, since this is the shape of
incidence vectors v for open walks in a tree I” which is the assembler for g.

Assume now that ¢ has Dynkin type I, and that I" is a pseudotree. Consider
again Theorem 2.38 and observe that a walk in I" which is not a line has the
following form,
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81=0 a1 T ap

: - N

Su—1 Sy Y1 T Vi

for integers r, s > 0,7 > 1 and u > 2. When u > 2, cases (D1-D4) in Table 2.3
correspond respectively to the cases r = 0 = s,r > 0 =s,r > 0 < s and
r =0 < 5. When u = 2, we have cases (D1'-D4’). |

Exercises 2.40.

1. Find an assembler for the positive unit forms given in Exercise 2.26.3.

2. Find a (solid) graph G with at least two assemblers (that is, different (bi)graphs
I' and I satisfying Inc(I") = G = Inc(I™)).

3. Let G be a complete solid graph with n vertices (that is, G has no loop and
[i, jlc = 1 for any pair of different vertices i and j). Find an iterated graph
flation T such that GT = A,,.

4. Let I" be a pseudotree bigraph with the cycle condition such that |I7] + 1 ¢
{6,7, 8}. Show that Inc(I") is a positive admissible graph, and determine its
Dynkin type.

5. Give an example of a (solid) graph I" such that no bigraph B with Frame(B) =
Inc(I") satisfies the cycle condition.

Table 2.3 Sincere positive roots of positive unit forms of Dynkin type D

1 (D1") 1 1 (D1)
\I 1~ \1 |~
1/ 1 1/
1 (D2) 1 1 2
\2W2 |~ é \2W2 |~
1/ 1 1/

(D3") (D3)
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6. Show that a graph which is a solid cycle is positive admissible of Dynkin type

Aj if it has three points, and of Dynkin type D, if it has n > 4 points.

Recall thatif ¢ : Z" — Z and i € {1, ..., n}, then the restriction of g to the

set {1,...,i—1,i41,...,n}is denoted by ¢\¥). Similarly we denote by G the
restrictionto {1,...,i —1,i + 1, ..., n} of a graph G with vertices {1, ..., n}. Let
x be a vertex in a connected graph G with more than one vertex. The connecting
valence vG(x) of x in G is the number of connected components of G, We say
that G is a block if all its vertices have connecting valence one.

7.

12.

13.

14.

15.

Let G be a connected graph. Show that G is a positive admissible block of
Dynkin type A, if and only if G is a complete graph.

. Let G be a block of Dynkin type ID,. Show that if Dyn(G*)) = D, _; for a

vertex x, then G™) is a block.

. Describe all blocks of Dynkin type D,,.
10.
11.

Describe all nonblocks of Dynkin type Ee.
Find the Dynkin type and an assembler for the following positive unit forms.

a) g(x) = x?+...+x2—x1(x2+x3) +X2(x3 4 x4 — x5) +Xx3(x4 — X6) — X4X5.
b) p(x) = x7 +...+x2 — x1(x2 + x3 + x4) + X2(x3 + x4) + x3(x4 — X5) —
X4X6 — X5X6.

Using inflations, show that the form gp is positive of Dynkin type Eg, where B
is the following bigraph. How many positive roots does ¢gp have?

Show that if C is a (solid) cycle with ¢ > 1 vertices and v is a sincere vector in
7!, then g¢ (v) > 1.

We say that the roots of a positive unit form g of Dynkin type A attain their
maximum if there exists a root v and a vertex i such that |v;| = ra, see
Proposition 2.22. Show that if Dyn(q) = D,, then the roots of ¢ attain their
maximum if and only if Frame(q) is not a block.

Show that the following graphs contain a subgraph of Dynkin type Ee:

a) g T b) B Br c) BT T B
AN A
o 1 s w O~y @ 4 w
N2 2
817.'.78f 517..-75[ )

forr,s,t > 1 forr,s > 2.
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16.

17.

18.

19.

20.

2 Positive Quadratic Forms
For i, j > 2 consider the graph H; ; given by

I —p—p— - —p

G oy — 3 — 2

Show that if H; ; has n > 4 elements, then Dyn(H; ;) = Dj.

For a positive admissible graph G of Dynkin type D,,, what is the number of
vertices x of G such that Dyn(G™) = A,,_1?

Show that the following graphs are either of Dynkin type E or nonpositive
admissible:

a) T B by g ————p

o p T T B2 o« pT T B2y
forr > 5 fort > 4.

Take a graph G of Dynkin type D and two proper subsets of vertices I, J with
I N J = . Assume that both restrictions G! and G” are connected. Show that
if Dyn(G') = D, then Dyn(G’) = A.

Assume that G is a connected graph of Dynkin type D, with more than 5
vertices. Show that if x and y are vertices such that Dyn(G®)) = Dyn(G®)) =
D,—1 and GXO) is connected, then Dyn(G®P ) = D), _».



Chapter 3 )
Nonnegative Quadratic Forms Shethie

In this chapter we deal with semi-unit forms that are nonnegative, that is, integral
quadratic forms g (x1, ..., x,) = leis j<n 4ijXiX; with diagonal coefficients g;;
inthe set {0, 1} fori =1, ..., n such that g(x) > O for any vector x = (x1,...,x,)
in Z". As before it will be convenient to set g;; = g;; for i # j. We begin by
describing nonnegative forms related to (solid) graphs (those forms ¢ satisfying

qij < 0fori # j).

3.1 Extended Dynkin Graphs

Recall that extended Dynkin diagrams (also known as Euclidean graphs) are
obtained from Dynkin graphs A by adding a vertex @ and edges joining w with
certain exceptional vertices in A (cf. Tables 2.1 and 2.2 in Chap. 2 and Lemma 5.9
in Chap. 5). It was shown in Proposition 2.2 that the quadratic form g¢ associated
to a (solid) connected graph G is positive if and only if G is a Dynkin diagram.
This result is generalized below to the nonnegative setting, by means of extended
Dynkin diagrams (cf. [46]). Recall that for a set of indices G the support of a vector
x € Z%0 is given by supp(x) = {i € Go | x; # 0}, and that the vector x is positive
if x #0and x; > Oforalli € Gy.

Proposition 3.1. Let G be a connected (solid) graph. Then the associated
quadratic form q¢ is semi-unitary nonpositive and nonnegative if and only if G
is a loop or an extended Dynkin diagram A,, Dy, or E, forn > 1, m > 4 or
p =6,7,8 (see Table 2.2).

Proof. Consider an extended Dynkin diagram A and its associated quadratic form
q = qj. Observe that any proper subgraph of A is union of Dynkin diagrams.
Hence by Lemma 2.1 any proper restriction of ¢ is positive. Now, it can be directly
verified that the vector p 3 displayed as vertices in Table 2.2 is an isotropic vector
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for g (see Exercise 2.10.4). Therefore ¢ is a critical nonpositive unit form, and by
Theorem 2.12 the form g is nonnegative (again since g has an isotropic vector and
Kronecker forms g, with |[m| > 2 are anisotropic, see Proposition 1.20). If Aisa
single loop, then g 3 is clearly a nonnegative semi-unit form (the zero form in one
variable &).

Let now G be a connected graph with n vertices such that ¢ := g is nonpositive
and nonnegative and take the canonical vectors {e;};cG, of 7,00,

First notice that if I C G is a subset of vertices such that ¢/ has a positive
radical vector w, then I = Gy. Indeed, if i € Go — I we may complete w by zeros
to a vector v in Z%°, which is a (positive) radical vector of ¢ by Lemma 2.11. Since
v; = 0, as shown in Lemma 1.1 we have

q(vlei) = 2qiiv; + Z%’jvj = Zq;jvj <0,
J# J#

where the last inequality is due to the connectedness of G, since g;; < 0 for all
i # j and v is a positive vector. This is impossible since v is a radical vector of g.

Assume that G has a loop, say in vertex i (that is, g;; < 0). By nonnegativity
we have 0 < ¢g(e;) = gi;, that is, the vertex i has exactly one loop on it. Then e;
is a positive radical vector for the one-variable restriction ¢}, and by the above we
have n = 1 and G is a single loop (that is, g is the zero form & in one variable).
Assume now that G has no loop, but has multiple edges (say g;; < —1 for vertices
i # j). Then0 < g(e; +e;) = 2 + g;j, thatis g;; = —2, and in particular ¢; + ¢;
is a positive radical vector of the restriction ¢!/}, Therefore n = 2 and ¢ is the
Kronecker form g2 (x1, x2) = (x1 — xz)z.

Hence we may assume that G is a simple graph (with no loops nor multiple
edges). By Proposition 2.2 the graph G is not a Dynkin diagram, for g is nonpositive.
Recall that for any connected simple graph G that is not a Dynkin graph, there is a
subset Eg C Gy such that the full subgraph E of G determined by Ej is an extended
Dynkin diagram (cf. Table 2.2 and Exercise 2.10.5). For any such diagram E, the
restriction ¢ £0 of ¢ has a positive radical vector pg, the one exhibited in Table 2.2.
Using again the above argument we have Ey = Gy, thatis, G is an extended Dynkin
diagram which completes the proof. O

We give a useful result for nonnegative semi-unit forms which is analogous to
Lemma 2.14, compare also with Lemma 2.11. We say that an integral quadratic
form g : 7" — 7 is pre-unitary or a pre-unit form if g(e;) < 1fori = 1,...,n,
where ¢y, ..., e, is the canonical basis for Z". Recall that a vector z in Z" is an
isotropic vector for q if q(z) = 0.

Lemma 3.2. Let g : Z" — Z be a nonnegative pre-unit form. Then q is semi-

unitary and the following hold.

a) Any isotropic vector for q is a radical vector.
b) We have |q;j| < 2 forall indices i, j € {1,...,n}.
c) If q(e;) =0 for somei € {1,...,n}, thenq;j =0 forall j € {1,...,n}.
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Proof. That g is semi-unitary is evident. For (a) consider an isotropic vector x €
7", an arbitrary integer m and an index i € {1, ..., n}. Then we have

0 < g(mx +e;) = m*q(x) + q (&) + mq(xler) < 1+ mq(xle).

Since m is arbitrary the equality g(x|e;) = 0 must hold, and since this is true for
any index i, the vector x is radical for g.

Take now indices i # j and observe that by nonnegativity, since g;; = g (e;le;),
we have

0<g(eixej)=qle)+qlej) £qij <2=xqi,

which shows (b). Assume finally that g (e;) = 0 for some i € {1, ..., n}. By (a) the
canonical vector ¢; is radical for ¢, that is, for any j # i we have

0=gql(eilej) = qij,

thus (c) holds. |

Let g be an integral quadratic form. Recall form Sect. 2.4 that a flation for g is a
linear transformation le : 7" — 7" given by

€ ., o
Tij.v»—>v—ev,e/,

where € € {+, —} is a sign such that eg;; = |g;;|. When g;; > 0 we say that Tl;“ is
an inflation for g, and when g;; < 0 the transformation Tl]_ is called a deflation. A
finite composition of flations is called an iterated flation.

In contrast to the positive case, nonnegative unit forms are not preserved under
flations, as the following example shows. Let & denote the zero quadratic form in
one variable and take gz to be the form associated to the extended Dynkin diagram

&2. Then g := q3,T = & @ qa, is not unitary, where the iterated flation 7" is the
composition T}, T} 5.

ol T3 sz o] —— o3 T@ o] o3

\2/ — o/ — /

o2 o2

Notice that if ¢’ denotes the quadratic form associated to the bigraph in the middle,
then the vector e] + e3 generates the radical of ¢’, and T,(e1 +e3) =e1 +ex+e3
is a generator of the radical of gz . Notice also that 75 is not a Gabrielov
transformation, and that its inverse ng is neither an inflation nor a deflation for ¢
(see Proposition 2.17). However, we show next that semi-unitary forms are actually
preserved under flations.
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Lemma 3.3. For n > 1, the set of nonnegative semi-unit forms with n variables
(denoted SU="(n)) is invariant under inflations and deflations.

Proof. Since flations are equivalences, we only need to show that they preserve
semi-unitary forms in the nonnegative case.

Let us assume that T is a flation for a nonnegative semi-unit form ¢ : Z" — Z
with g;; # 0. By Lemma 3.2 we have |g;;| € {1,2} and g(e;) = 1 = g(e;). Notice
that

qlei —e€ej) =q(e;) +qlej) —eqij =2 —|qij| € {0, 1}.

Take g€ = quj Since g€ (e;) = g(e; — €e;) and g (ex) = q(ex) for k # i, by the
above we conclude that g€ is semi-unitary. O

The fact that flations do not necessarily preserve connectedness of nonnegative
semi-unit forms (as exhibited in the example above) was used in [7] to classify those
forms.

Lemma 3.4. If q is a nonzero nonnegative connected semi-unit form, then q is
unitary. Moreover, if Tl; is a flation for q such that g¢ = qu; is not connected,
then |qij| = 2 and there is a nonnegative connected unit form q' such that

4 =q D&,

where & is the zero form in one variable.

Proof. Assume first that g is connected but nonunitary, say g(e;) = 0. If n > 1
then for any other index 1 < i < n we have g;; = 0 by Lemma 3.2(c), which is
impossible since g is connected. Then n = 1 and ¢ is the zero form.

For the second claim let us assume that g€ = ¢ le is not connected. Observe that
we must have |g;;| = 2 (forif |g;;| = 1 then T} is a Gabrielov transformation, hence
g€ is connected by Proposition 2.17). By Lemma 3.2(c) we have g (¢;) = 1 = gq(e;),
and

q(e;)) = q(ej —e€ej) =2 —|gij| =0.

Again by Lemma 3.2(c) the bigraph B¢ associated to g€ has an isolated loop at
vertex i. The result will follow by showing that B¢ has exactly two connected
components, that is, we will show that for any vertex k # i, if k # j then k and j
belong to the same connected component of B€. Let B be the bigraph associated to
q. Since for k # i we have q,f’ ; = 0 = g°(e;), and considering that g is unitary, then

g (ex +e) =q(ex) +q°(e) + q5; = qler) =1,
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and therefore, if moreover k # j,

1 =q(ex +e;) =qlex +e; —e€ej)
=q(er) +qlei) +qlej) —|qij| + qri — €qxj
=1+ qii — €qxj,

that is, gx; = €qx;. Hence, since B is connected, for every k # i, j there exists a
walk w in B joining k and j and not containing vertex i. The same is true in B¢
since the bigraph B€ differs from B only on edges containing vertex i (for clearly
9" =9, 0

Recall that a vector x in Z" is called sincere if supp(x) = {1,...,n}. The
proof of the following result, analogous to Theorem 2.20 and due originally to
Ovsienko [43], is based on an argument given by von Hohne in [52].

Theorem 3.5. Let q : Z" — 7 be a connected nonnegative unit form with
rad(q) = Zv for a sincere positive vector v. Then there exists an iterated inflation
T and an extended Dynkin graph A such that qT = q 3.

Proof. Let B? be the bigraph associated to ¢ = go. If BY has no dotted edges, by
Proposition 3.1 the connected graph B is an extended Dynkin graph and we are
done. Assume otherwise that (go);; > 0 for some i # j and consider the inflation
Ty = TJ and g1 = qoTp with associated bigraph B!. Notice that if (qo)ij > 1,
then go(e; —ej) =2 — (go)ij < 0. By nonnegativity and Lemma 3.2(a), the vector
e; — e; is radical for go, contradicting the hypothesis on the generator of rad(qo).
Therefore (go);; = 1 and by Lemma 3.4 the unit form g is connected.

Observe that the radical of g; is generated by the positive sincere vector
vl o= (TJ)’IU = v + vje;. lterating this process we find a sequence of
connected nonnegative forms qo, q1, g2, . .. with associated connected bigraphs
BY B!, B2, ... and an inflation T, for qr such that g,+1 = ¢q,T,. Moreover, the
radical of each form g, is generated by a sincere positive vector v". We show that
this process is finite, arriving in this way at a quadratic form g, with B” having no
dotted edge, therefore B” is an extended Dynkin graph again by Proposition 3.1.

For r > 0 consider the set

Cy. ={x € Z" | g(x) = 1 and there are indices i, j with x; > 0 and x; < 0}.

We divide the proof into two steps.

Step 1. The set Cy, is finite for eachr > 0.
Let us assume that C, is an infinite set. Notice that for any of its elements x and
an arbitrary index i € {1, ..., n} we have

0<gx+e)=qx)+q(e) £ qxle) =2+xq(xle),
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therefore |g (x|e;)| < 2. Consequently we may find a sequence {ao, al, a2, o)

of different vectors in Cy, such thatforanyi € {1,...,n} and any k > O we have
q(a®le;) = q(a¥|e;). By construction, for any k # ¢ the difference a¥ — a® is
a radical vector for g,, therefore a nonzero integral multiple of v". In particular,
a® — a® is a sincere vector, hence al{‘ #* af for any index i. This implies that for
any integer m > 1 there is an integer M > 0 such that for any k > M none of the
entries a{‘ of the vector a* belongs to the interval [—m, m]. Therefore we may

find k£ < £ such that

Then the difference a¥ — a* is a radical vector for g, with a negative entry as

well as a positive entry. This is impossible since the radical of ¢, is generated by
a positive vector v". Thus Cy, is a finite set for r > 0.

Step 2. Forr > 0 the inflation T, determines a proper inclusion Cy, ., — Cy,.
First assume that for a g,41-root x the vector T, (x) does not belong to C,, and
assume that 7, = T; for indices i # j. Multiplying by (—1) if necessary, we
may assume that 7, (x) = x — x;e; is a positive vector, that is, that x; > 0 for
k # jand x; — x; > 0. Since x; > 0 we must have x; > 0, that is, the vector
x itself is positive. This shows that T, (x) € Cy, for any vector x in Cy, . Thus
T, : Cy,,, — C, is an inclusion (for 7, is Z-invertible) which is proper since
Tr(ej) =ei —ej € Cy — T, (Cy, ).

Using Steps 1 and 2 we get a sequence of proper inclusions between finite sets

T Tr— T To

Cy Cy_y e Cyy Cq Cqo»

r

hence the iterative process must stop, which completes the proof. O

In the last result of this section we reformulate Vinberg’s characterization of
extended Dynkin diagrams (presented originally in the context of Cartan matrices,
see [51] and [32]) to the setting of integral quadratic forms (adapting the short
presentation given in [3]). For a unit form ¢ : Z" — Z denote by rad™ (¢q) the
subset of rad(g) consisting of positive vectors.

Theorem 3.6 (Vinberg). Let G be a connected (solid) graph without loops. The
following are equivalent:

a) The graph G is an extended Dynkin diagram (see Table 2.2).
b) The associated unit form q¢ satisfies rad™ (qg) # 9.

Proof. That (a) implies (b) is clear, since for an extended Dynkin graph A, the
vector p 3 given in Table 2.2 belongs to rad* (g )

For the converse consider the following classical terminology (cf. [3] or [32]).
For a unit form g : Z" — Z, a vector x in Z" is said to be subadditive if x is
positive and g(x|e;) > 0 fori =1, ..., n. If moreover g(x|e;) = O for all i then x
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is said to be an additive vector for g (observe that x is additive for ¢ if and only if
x € rad™ (q)). Next we divide the proof into several steps.

Step 1. The Kronecker form q,,(x1, x2) = x% —i—x% —mxxy admits no subadditive
vector for m > 2. A direct calculation shows that for x = (x1, x) we have

gm(xle1) =2x1 —mx2, and gp(x|e2) = 2xy — mxj.

This shows that for m > 2 and x a positive vector we have either g,,(x|e1) < 0
or gm(xle2) < 0.

Step 2. If G is an extended Dynkin diagram then any subadditive vector for q¢ is
additive. Let x be a subadditive vector for gg and take y = pg where p¢ is the
positive vector given in Table 2.2. Since y is a radical vector for g¢, then

0=gq6(xly) =) yiqc(xle).
i=1

This implies that g (x|e;) = 0 since gg(x|e;) > 0and y; > Ofori =1,...,n,
that is, x is an additive vector for ¢¢.

Step3. Let G be a connected (solid) graph without loops. If qc admits a
subadditive vector x, then for any proper restriction qé of qg, the restriction x'
of x to the coordinates of I is a subadditive vector for q(I; which is not additive.
First notice that x must be a sincere vector (otherwise, by connectedness there
are vertices i € supp(x) and j ¢ supp(x) with (g6);; < 0, and therefore
qc(xlej) < 0). In particular the restriction x' is also a positive vector. Then for
i € I, using that x is a positive vector and that (gg);; < 0 for j # i, we have

0 <gc(xle) = 2x; + Z(CIG)ijxj =2xi + Z (46)ijxj = q&(x'|e),
J# Jel j#i

which shows that x’ is a subadditive vector for q(I;. To show that x’ is not additive
observe that, since G is connected and I is a proper subset of vertices, we may
find vertices i € I and j ¢ I such that (g¢);; < 0. Since x is sincere, this shows
that the second inequality in the expression above is strict, therefore q(l;(x’ le;) >
O forsuchi e 1.

We are able now to complete the proof. Take a graph G as in the hypothesis, and
assume that x € rad™ (g6), that is, x is an additive vector for gg. Steps 3 and 1
imply that gg has no Kronecker restriction of the shape g, for m > 2 (that is, G
has at most double edges).

Now, if G has as full subgraph an extended Dynkin graph G’, then Step 3 implies
that the restriction x’ is a subadditive vector for g/, which is not additive. This
contradicts Step 2, therefore G admits no extended Dynkin diagram as proper full
subgraph. Since G is not a Dynkin diagram (for rad(gg) # 0), then G is an
extended Dynkin diagram (see Exercise 2.10.5). O



82 3 Nonnegative Quadratic Forms

The following examples show that, in the Theorem above, condition rad™* (gg) #
{} cannot be replaced by rad(gg) # 9.

N_/ ] A4
SN, TR

Indeed, the depicted connected graphs G are not extended Dynkin diagrams, but the
vector with entries as displayed in the figures is a radical vector of g . Subadditive
roots of g, also called locally maximal roots, will be studied later in Sect. 6.2.

3.2 Dynkin Type and Corank

An integral quadratic form ¢ is said to be balanced if ¢~'(0) = rad(q), that is, if
the linear form g (x|—) vanishes for every x € Z" with g(x) = 0.

Let g : Z" — 7 be a nonnegative quadratic semi-unit form. It was shown in
Lemma 3.2(a) and () that g is a balanced form and that |g;;| < 2forall 1 <i <
Jj < n. We show next that these conditions characterize all nonnegative forms. This
Nonnegativity Criterion, given in [7], (see also [8]), will be useful in subsequent
chapters. Observe that m-Kronecker forms g, (x1, x2) = x% — mx1xy + x% are

balanced (cf. Proposition 1.20), but for |m| > 3 they fail to be nonnegative forms.

Theorem 3.7. A semi-unit form q : 7' — 7 is nonnegative if and only if the
following conditions hold:

NI) For1 <i < j <nwehave|q;j| <2.
N2) The form q is balanced, that is, every isotropic vector for q is a radical vector.

Proof. The necessity was shown in Lemma 3.2(a) and (b).

Assume now that g satisfies conditions (N1) and (N2), and let us also assume
that n is minimal such that there is a vector v € Z" with g(v) < 0. Notice
in particular that n > 2, since Kronecker forms satisfying condition (N1) are
nonnegative. For any vertex i € {l,...,n} the restriction q(i) satisfies condition
(N1), which is condition (P1) in Theorem 2.15. If ¢® is anisotropic then it is
positive by Theorem 2.15. Hence there exists an index i and an isotropic vector
z for ¢, for otherwise ¢ would be critical nonpositive, thus nonnegative by
Theorem 2.12. Viewing z as a vector in Z" by setting z; = 0, notice that there are
nonzero integers a and b such that av + bz is nonsincere. But since g is balanced
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and ¢ (bz) = 0, the vector bz is radical for ¢, therefore
qglav+ bz) = azq(v) < 0.

This is impossible by minimality of n, for clearly any restriction of g satisfies
conditions (N1) and (N2) (see Exercise 1 below). |

The following reduction theorem, given in [7], is the main tool for the classifica-
tion of nonnegative semi-unit forms in terms of Dynkin diagrams. For ¢ € {+, —}

and a vector x in Z" define the vectors x® by taking x; = max(ex;,0) for
i =1,...,n,s0 we have x = xT — x™ (recall that x is positive if x # 0 and
x = xT). Consider also the weight of a vector x in Z" given by |x| = Y/, |x;].

Recall that the corank of a semi-unit form ¢ is the rank of its radical.

Theorem 3.8. Let g be a connected nonnegative semi-unit form with corank c.
Then there exists an iterated flation T such that qT = p ® &€, where &€ is the
zero quadratic form in ¢ variables and p is a connected positive unit form.

Proof. Notice first that by connectedness and Lemma 3.2(c), we may assume that g
is a unitary form. We proceed by induction on the corank c of g. If ¢ = 0 then ¢ is
positive and there is nothing to show. For ¢ > 0 the proof is divided into two steps:

Step 1. There is an iterated inflation T such that qT has a positive radical vector.
For a nonzero radical vector v assume that there are vertices i € supp(v™) and
J € supp(v™) with g¢;; > 0 and |v;| < |v;| (exchange the roles of i and j
otherwise). Define ¢’ = qu;“ and v/ = (Tl.;'.’)’lv = v + vje;, and observe that
since v; and v; have opposite sign we have |v; + vj| < |v;|. Since [v'| < [v]
this process must stop, getting an iterated inflation 7', a quadratic semi-unit form
G = ¢qT and a vector v = T~ v satisfying

0=9@®) =40 —v7) =q@0™") +307) + Y _q,0i;,
@0

where the sum runs over the set supp(? ™) x supp(v ™). Since every summand
on the right side of the equation is nonnegative, all of them are equal to zero
(for (@)ij < 01if (i, j) € supp(¥™) x supp(® )). By Lemma 3.2(a) all three
vectors T, 0~ and D + 0~ are positive radical vectors of . Notice that by
Lemma 3.4, if the form g is not connected then there is a connected unit form g’
and an integer ¢’ withg =q’' @ E"/, for 0 < ¢’ < c¢. Thus by induction we may
assume that g is connected.

Step 2. If q has a positive radical vector, there exists an iterated deflation T' such
that qT' is the direct sum of a zero form in k variables (for 1 < k < c¢) and a
connected nonnegative unit form with corank ¢ — k.

Assume that v is a positive radical vector of g and that there exist i, j € supp(v)
with g;; < Oandv; < v;.
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Take g’ = qT;; and v = (Tl.;)’lv = v — v;e;, and observe that v’ is a positive
radical vector for ¢’ with |v'| < |v|. Repeating this procedure as long as possible
we end up with a quadratic form g and a positive radical vector ¥ such that

n
0=G®) =Y Gt + > Gjud;.
i=1

I<i<j<n

Again, both summands on the right side are nonnegative, hence zero. Then g;; =
0 for any i in the support of U, and the claim follows from Lemma 3.4.

We conclude the proof of the theorem by induction, using Steps 1 and 2 above, and
Lemma 3.4 for connectivity. O

Considering Theorems 3.8 and 2.20, for a nonnegative semi-unit form g there
is an iterated flation 7 such that g7 = ga @ £, where A is a disjoint union of
Dynkin diagrams, g 4 is its associated (positive) unit form, and c is the corank of g.
Notice that if there are iterated inflations 7 and T’ for g such that gT = p @ &€
and gT' = p’ @ &€, then p and p’ are equivalent positive unit forms, therefore by
Theorem 2.20 the disjoint union of Dynkin graphs A related to g is unique up to a
permutation of its components. This disjoint union A is referred to as the Dynkin
type of g, written Dyn(q) = A. We now show that the Dynkin type of a nonnegative
semi-unit form, together with its corank, determine the equivalence class of such
forms. Here and in what follows, the zero quadratic form in ¢ > 1 variables will be
denoted by &€.

Corollary 3.9. Let q and q' be nonnegative semi-unit forms. Then q and q' are
equivalent forms if and only if they have the same Dynkin type and the same corank.

Proof. Assume first that ¢ and ¢’ are equivalent forms. Then cork(q) =
cork(¢’) =: c. Take iterated flations 7 and T’ such that ¢T = p @ £° and
q'T' = p' ®&°, where p and p’ are positive unit forms. By transitivity observe that
p and p’ are equivalent forms, hence using Corollary 2.21 we have

Dyn(q) = Dyn(p) = Dyn(p') = Dyn(q").

For the converse assume there is a disjoint union of Dynkin graphs A with
Dyn(q) = A = Dyn(q’), and an integer ¢ with cork(q) = ¢ = cork(q’). Then
there are iterated flations T and T’ with

qT =qa®E =4'T".

In particular, we have ¢’ = ¢ T(T’)~!, that is, ¢ and ¢’ are equivalent forms. |

Example 3.10. The quadratic form ¢ associated to the following bigraph is nonneg-
ative with Dynkin type Dyn(q) = D4 and corank one.
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o2

le /
30/ | \

o4

Its radical is generated by the vector ez +e4+e5. Moreover, the restricted forms g @,
g™ and ¢ are positive with Dynkin type D4, while Dyn(g") = Dyn(¢®) = As.

Exercises 3.11. 1. Letg : Z" — Z be a balanced semi-unit form, and take a subset
of indices I C {1, ..., n}. Show that the restricted form ¢/ is also balanced.

2. Show that if ¢ : Z" — Z is a nonnegative unit form of Dynkin type A,
with radical generated by a single positive sincere vector then ¢ = gz for the

extended Dynkin diagram An.

3. Find a connected bigraph B with at least three dotted edges such that gp is a
nonnegative unit form with Dynkin type E¢ and radical generated by a sincere
positive vector.

4. Which of the following unit forms is nonnegative?

a) g(x) =xf+x%+x§+xf+x1x2—x3(x1 — X2 + x4).
b) q(x):x%+...~|—x52—x1(x2+x3 + x4 + x5) + x4x5.
©) g(x) =x7+...+xF —x1(x2+x3 +x4) +x5(x2 — X3 + x4) — x3(x2 — X4).

5. Show that for any integer ¢ > 0 and any Dynkin graph G there is a connected
nonnegative unit form g with Dyn(g) = G and corank c.

6. Prove that the following unit forms are nonnegative and determine their Dynkin
type and corank.

a) X7+ ...+ x2 — xa(x; — x5) + x3(x1 — X2 + x4 — X5) + x4(x] + x5).
b) x7+. . .4xZ2+x1(x2—X3 —X5+X6) — X4 (X2 —X34X5—X6) + (X2 +X3) (X5 —X6).
c) xlz—l— o ~|—x72 —x1(x2 + x3 + x4) + x2x3 + x4 (x2 + 2x3) + x5(x6 — X7) + X6X7.

3.3 Radicals and Their Extensions

Recall that a quadratic form ¢ : Z/ — Z is said to be regular if rad(g) = 0. For a
subset of indices J C {1, ..., n} consider the inclusion o : 77 — 7" determined
by ej > e;. The restriction g7 : Z/ — Z of g is given by ¢’ (x) = g(o(x)) for
x € Z7. In that situation we say rad(q’) C rad(q) if the restriction of o to the
radical of ¢’ determines an injective map o : rad(¢’) — rad(g). As mentioned
in Lemma 2.11 and its following example, it is not always true that rad(q’) C
rad(q) for a unit form g. Our purpose here is to show that this property characterizes
nonnegativity.

Instead of using the somehow clumsy term “critical not nonnegative form”, we
say that a quadratic form g is hypercritical nonnegative if any proper restriction g’
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of g is nonnegative, but ¢ itself is not. Notice, for instance, that a Kroneckgr form

gm 1s hypercritical nonnegative if and only if [m| > 3. The following graph Eg with
10 vertices,

has hypercritical nonnegative associated form ¢ = qz,> where the bullet e is

the unique vertex in Eg satisfying that the restriction ¢® is nonpositive (thus
critical nonpositive.). The vector in Z° indicated by the numbers at the vertices
is the generator of the radical of ¢(*. It is convenient to point out that if ¢ is
simultaneously a critical nonpositive and hypercritical nonnegative form then ¢ is a
Kronecker form g, with |m| > 3. We say that a nonzero vector z in Z" is called a
critical vector for a critical nonpositive form g : Z" — Z if z generates the radical
of g (cf. Theorem 2.12).

Proposition 3.12. Let q : 7" — 7Z be a unit form with n > 3. Then q is
hypercritical nonnegative if and only if q is not nonnegative and for any critical
nonpositive restriction q' of q, there exists an index i such that I = {1, ..., n} —{i}
and a critical vector 7' of q! such that q(zle;) < O where 7 is the vector in 7"
obtained by extending 7' by zeros.

Proof. First let g be a hypercritical nonnegative unit form, and take v € Z" with
q(v) < 0. Since any proper restriction of ¢ is nonnegative, v is a sincere vector.
Assume ¢! is a critical nonpositive form. Since n > 3, the form ¢’ is a proper
restriction of ¢. Further, ¢’ is not the Kronecker form g, with |m| > 3, for ¢ is
hypercritical nonnegative. Therefore ¢! has a critical vector z’ (see Theorem 2.12).
Complete z’ with zeros to a vector z in Z".

Take integers m, k and a vertex j € I such that (kv + mz); = 0. Since

n
0< q(j)(kv +mz) = kzq(v) + mzq(z) + kmgq(z|v) < km Z viq(zlei),
i=1

there must exist a vertex i € {1,...,n} satisfying g(zle;) # O (hence i ¢ I).
Multiplying z by (—1) if necessary we may assume that g(z|e;) < 0. Moreover,

qQ2z+e)=4q()+1+2q(zle;)) =1+ 2q(zle;) <O,

therefore g hypercritical implies that 2z 4 e; is a sincere vector, that is, / =

{1,...,n} — {i} (and 7’ is a critical vector for g").
For the converse we need to show that q(’) is nonnegative forany i = 1,...,n.
If q(’) is not nonnegative for some i € {l,...,n} then there is a critical

nonpositive restriction q" of _q(i) (thatis, I C {1,...,1,...,n}). By hypothesis,
I ={1,...,i,...,n}and q(’) is the m-Kronecker form for some m with |m| > 3
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(since ¢ is not nonnegative, cf. Theorem 2.12). This contradicts the existence of a
critical vector for ¢/ (cf. Proposition 1.20). O

Corollary 3.13. Every hypercritical nonnegative unit form q is regular (that is,
rad(g) =0).

Proof. 1f g is a binary form, then q is the Kronecker form ¢,, with |m| > 3, and by
Proposition 1.20 the form g is anisotropic, in particular regular.

Let v be a radical vector of a hypercritical nonnegative unit form ¢ : Z" — Z
with n > 2. Consider a vertex i such that g/ is a critical nonpositive restriction
of g for I = {1,...,n} — {i}, with critical vector 7/ whose extension by zeros z
to Z" satisfies g(z|e;) < 0. If v; = O then v is an integral multiple of z (for the
restriction of v to a vector in Z! is a radical vector for ¢!), which is impossible
since z ¢ rad(g)). Suppose now that v; # 0 and consider the vector v’ in Z! such
that v = v’ + v;e;. Then

0=qlz) = q('|2) + vig(eilz) = ¢" (V'|2) + vig(zle:) = vig(zler) # O,

again a contradiction. O

As an illustration consider the (solid) r-pointed star graph S, with r + 1 vertices
and r edges

S, =

N
.

|
0
4

for r > 1. Observe that gs, is nonnegative if and only if » < 4, and is regular
if and only if » # 4. The first assertion is consequence of gs, being hypercritical
nonnegative. For the second claim, take ¢ = gs, and x = (xo, x1, ..., x;) in 7+l
such that g(x|e;) = Ofori =0, ..., r. These equations can be written as

2x0=x1+ ...+ xp,

2x1 = Xo,

2x, = x0,

and in particular 4xo = rxo. Therefore there exists such nonzero x if and only if
r=4.
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Theorem 3.14. For a semi-unit form q the following are equivalent:

a) The form q is nonnegative.
b) For any restriction q' of g we have rad(q’) C rad(q).

Proof. That (a) implies (b) was shown in Lemma 3.2 (see also Lemma 2.11).
Assume that ¢ is not nonnegative and take a hypercritical nonnegative restriction
g' of g (with I < {1,...,n}) and a vertex i € I such that ¢’ = (¢g")? is a
critical nonpositive restriction of g/ (see Proposition 3.12). Then there is a critical
vector z € rad(g’) but its extension by zeros o (z) € Z! is not radical for ¢ by
Corollary 3.13, in particular not a radical vector for g. O

We say that a semi-unit form g’ : Z" — 7Z is a radical extension of a semi-unit
form g : Z™ — Z (with m < n) if there is a subgroup U of Z" and a subgroup
U’ of rad(g’) such that Z" = U & U’ and g = ¢’|y. In other words, ¢’ is radical
extension of ¢ if there is a Z-invertible transformation S : Z" — Z" such that

q9S=q@®E"".

In particular the columns of S consists of roots or isotropic vectors of ¢’. Throughout
the text we will find many instances of radical extensions: Theorem 3.8 implies that
every nonnegative semi-unit form with Dynkin type A is radical extension of the
positive unit form g (see details below in Theorem 3.15). In Sect. 3.5 we will
consider one-point extensions, one of the main tools in the construction of unitary
forms. Radical explosions are defined in Sect. 5.5, with a particular case known as
doubling of vertices used in Sect. 6.5 for the construction of graphical forms.

Let g : Z" — Z be a nonnegative semi-unit form. Observe that rad(q) is a pure
subgroup of 7" (thatis, if 0 # n € Z with nv € rad(q), then v € rad(g)), hence
there is an isomorphism Z" /rad(q) — Z"~° where ¢ = cork(q) is the corank of g.
Recall that for v € rad(g) we have g(w + v) = g(w) for any w € Z", thus we may
consider a well-defined induced mapping

q: Z"/rad(q) —Z,

w +rad(g) —— g(w).

We show that there is a basis in Z" /rad(g) which makes ¢ a positive unit form.

Theorem 3.15. Letq : 7' — 7 be a nonnegative semi-unit form. Then the induced
mapping q : 7' /rad(q) — Z is Z-equivalent to q o, where A is the Dynkin type of
q. In particular, q is radical extension of g a.

Proof. Applying Theorems 3.8 and 2.20 to each connected component of ¢, there
is a Z-invertible linear transformation 7' : Z" — Z° & 7Z"~° such that

gT ' =6 ®gp @7 —> 7,
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where A is the Dynkin type of ¢ and ¢ = cork(q). Notice that Z¢ = T (rad(g)) =
rad(¢7 "), thus we have an induced isomorphism T : Z" /rad(g) — Z"~¢ which
makes the following diagram commutative,

Z" [rad(q)

__— T

7
q

Z

T gn—c

/"’KZ

ZC @ ZH—C
E@pa

where — denotes canonical projections. Hence T is the desired equivalence, since
we have g = paT. Taking U = T~1(Z"¢) and U’ = T~1(Z°) as in the definition
of radical extension above, it is clear that ¢ is a radical extension of g . O

Exercises 3.16.

1. Show that the quadratic forms associated to the following bigraphs are nonnega-
tive, and find their radicals and Dynkin type.

SN NN
ANZERNE N

2. Prove that a semi-unit form ¢ is positive if and only if rad(¢’) = 0 for any
restriction g’ of g.

. Give an example of a nonregular unit form g which fails to be nonnegative.

4. Determine all hypercritical nonnegative unit forms in 5 variables.

W

3.4 Omissible Variables

In this section we analyze, following [7] and [9], how Dynkin type and corank
change under restrictions of nonnegative semi-unit forms.

Lemma 3.17. Let q : Z" — 7 be a nonnegative semi-unit form. For any vertex
i ef{l,...,n}wehave

0 < cork(q) — cork(g")) < 1.

Proof. Take I = {1,...,n} — {i} and consider the canonical inclusion o : Z! —
7". By Theorem 3.14 we have o(rad(g®)) — rad(q), which shows the first
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inequality. Observe now that rad(q) is a pure subgroup of Z", and that o (rad(¢ "))
is a pure subgroup of rad(g) (cf. Remark 4.2). Hence, if v!,...,v" is a Z-
basis of rad(q(i)) then their image w’ := o (v') may be completed to a basis
wh, . w", w L we of rad(g) (where ¢ = cork(g) and r = cork(g)),
see Proposmon 4.1). If r < ¢ — 1 then there are non-zero integers a and b with
(aw™' + bw®); = 0, which means that aw~! + bw¢ is a radical vector of g
belonging to o (rad(¢?)). This is impossible since w', ..., w", w' !, ... wis
linearly independent and w!, ..., w” generate o (rad(q (’))). Therefore c—r <1,

which completes the proof. O

We now generalize Proposition 2.25 to the nonnegative setting. The following
partial ordering of Dynkin graphs was introduced in Sect. 2.4.

A, < A,, form <n;
A, <D, <Dy, ford <n < p;
Dy <Ep <Ky, for6 <p=<g=<8.

As before we take rp, = 1, rp,, = 2, rgg = 3, rg, = 4 and rg, = 6 to be the
maximal value the entries of a maximal positive root of g4 may attain, where A is
a Dynkin graph (cf. Table 2.1 and Remark 2.24).

Proposition 3.18. Let q be a connected nonnegative unit form. Then for any
connected restriction q' of ¢ we have Dyn(q") < Dyn(q).

Proof. We will show that Dyn(¢")) < Dyn(g) for any 1 < i < n such that ¢ is
still connected (see Exercise 6 below). For simplicity we take i = n.

Suppose first that cork(g My = ¢ = cork(q). Using Theorems 3.8 and 2.20 there
is an iterated flation 7 : Z"~' — Z"~! such that ¢"T = £° @ g where A =
Dyn(q(")) Consider the linear transformation T = T®[l]:7Z" — 7", and observe
that qT = £° @ ¢ with ¢ a positive unit form (for cork(g T) = cork(q) = ¢). Let
v = p, be the maximal positive root of g o (see Table 2.1) and take v, = 0, so that
we may view v as a positive root of . If Dyn(g) = A, then Dyn(g) = A and we
have

ra= max (lvil) < ra,

.....

where the last inequality follows from Proposition 2.22. Since the number of
vertices of A’ isn — 1 —c, and that of Aisn —c, we get |Aj| < [Aol andry < ra.
Thus by Remark 2.24 we have A’ < A.

Suppose now that cork(g™) # cork(g) hence by Lemma 3.17 we have
cork(¢™) = cork(q) — 1. Taking Dyn(¢™”) = A’ and Dyn(gq) = A, we notice
as above that |Ay| = |Agl. As in the proof of Theorem 3.15, the inclusion o :
7Z"~! — 7" induces an injection o : Z"~! /rad(¢"™) — Z" /rad(q). If ¢ and g™
are the induced positive unit forms of Theorem 3.15, then o determines an inclusion



3.4 Omissible Variables 91

R(g™) — R(q). Observe finally that if | Aj| = |Ao| and |R(ga/)| < |R(q4)|, then
A’ < A, which completes the proof. m]

In what follows we give conditions on an index 1 < i < n and a nonnegative
semi-unit form ¢ ensuring that the restriction ¢’ and g have same Dynkin type. We
say that an index i € {1, ..., n} is an omissible point (or an omissible variable) for
a nonnegative semi-unit form g : Z" — Z if q(e;) = 1 and there is a radical vector
v of g with v; = 1. In Example 3.10, for instance, indices 2, 4 and 5 are omissible
points.

Example 3.19. Let g be the quadratic form associated to the following bigraph:

b

|

oC

od

Then g is nonnegative, Dyn(q) = Eg and cork(g) = 3. Moreover, vertices a and
d are omissible points, Dyn(¢®) = D; and Dyn(¢(©) = E; with cork(¢?) =
cork(q©) = 3.

Proposition 3.20. Let g : 7' — 7 be a connected nonnegative semi-unit form.

a) For any omissible variable i for q, the restriction g is connected and satisfies
Dyn(q?) = Dyn(g).
b) If q is unitary and cork(q) > 0, then q admits an omissible variable.

Proof. Let i be an omissible point of g and v € rad(g) with v; = 1. Consider
x = {x',...,x% a Z-basis of Z" /rad(q) (recall that rad(g) is a pure subgroup
of Z") and take a representative x/ € Z" of x/ with x} = Ofor j = 1,...,¢
(which is possible since v; = 1). Denote by o : Z"~! — Z" the canonical inclusion
with ¢ = go, and take y/ € Z"~! with x/ = o (y/). Since rad(¢”) C rad(q)
(Theorem 3.14), the set y = {n(yl), ey n(yg)} is linearly independent, where
7 : Z'' — 7" 1/rad(q"") is the canonical projection. Since cork(¢®) =
cork(g) — 1 (Lemma 3.17), the rank of Z"~! /rad(¢®) is ¢, thus y is a Z-basis
of Z"~!/rad(q'"). If T denotes the change of basis transformation between x and
y, wehave g = gOT.

Since ¢ is connected, this implies first that ¢ is connected, thus ¢ is also
connected. Moreover, we have Dyn(g) = Dyn(g ®), which shows (a).

Assume now that cork(g) > O and that g is unitary. By Lemma 3.17, and
restricting g to a subset of vertices if necessary, we may assume that cork(g) = 1
and that rad(g) is generated by a sincere vector v. Moreover, composing with
a point inversion S we get a nonnegative quadratic form ¢’ = ¢S with radical
generated by a positive sincere vector v = Sv. By Theorem 3.5, there is an iterated
flation T such that ¢’T is the quadratic form associated to an extended Dynkin
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graph. All these forms have an omissible point (cf. Table 2.2), hence the same is
true for ¢’. Since |v;| = |vi| fori = 1,...,n, the form ¢ admits an omissible
variable. O

Remark 3.21. As a consequence of Proposition 3.20, for any nonnegative semi-unit
quadratic form ¢ and any ¢ < cork(q), there exists a restriction ¢’ of ¢ such that
cork(q') = c and Dyn(g’) = Dyn(g).

In particular, taking ¢ = 0 in the last remark, there is a positive restriction g’
of ¢ with Dyn(g’) = Dyn(q), called a core of q. The form g in Example 3.10 has
exactly three cores, namely ¢», ¢ and ¢©.

Exercises 3.22.

1. Give an example of a semi-unit form g and a flation 7' for ¢ such that g7 is no
longer semi-unitary.
2. Determine which of the following quadratic forms are nonnegative:

i) g1 =x} +x3 + x5+ x3 — x1x2 + X1X3 — X124 + X2X3 + X2x4 — 2X3%4.
i) g2 = x% + ...+ xg — (x1 + x4)(x2 4+ x3) — X3X5 — X4X6 + X2X3 + X4X5.

iii) g3 =x%+...+xf — x1(x2 4+ x3 + x4) — X2x4 + X3X4.

3. Prove that if ¢ is a nonnegative unit form then ¢ is connected if and only if the
induced quadratic form g given in Theorem 3.15 is connected.

4. Show that if the quadratic form g associated to a complete bigraph with at least
four vertices is nonnegative, then ¢ is a positive form.

5. Let ¢ be a nonnegative unit form such that Dyn(g) = Dyn(g?). Is i necessarily
is an omissible variable for g ?

6. Show that if ¢ is a connected nonnegative unit form and ¢’ is a connected
restriction of ¢, then there is a sequence of indices iy, . . ., i, with ¢/ = ¢
and such that ¢ @0 is connected for any s = 1, ..., 7.

3.5 Root Induction and One-Point Extensions

Letg : Z" — Z be a semi-unit form. Following [9], for a finite collection of g-roots
r = (r/) jey define the quadratic form induced by r, denoted by g, : 7] — 7,10
be the form

M =q|> vyir!

jeJ

Notice that g,(e;) = q(r/) = 1 forany j € J, that s, g, is a unit form. Moreover,
if g is nonnegative then g, is again nonnegative. Observe also thatif I C {1, ..., n}
and r = (e;)ier, then the root induction g, is precisely the restriction q’ . We say
that two unit forms ¢ and ¢’ are root equivalent if g is root induced from ¢’, and g’



3.5 Root Induction and One-Point Extensions 93

is root induced from g. First we show that root equivalence is indeed an equivalence
relation in the set of unit quadratic forms. Clearly we only need to prove transitivity.

Lemma 3.23. Let r = (r')jc; and s = (Sj)jej be finite collections of q-roots
and q,-roots respectively, where q is a unit form. Then there exists a collection t of
q-roots such that (qr)s = qz.

Proof. Take t/ =

qr (s/) =1, thus t = (tj)jej is a collection of g-roots. Then we have

ier siri for j € J. Observe that g(+/) = q(ZlE[ sl/r’) =

(gr)s(x) = qr Z)stj =q Z ijsj P

jeJ iel \jeJ i
=a (2 (Z”> =¢(X x| =aw. o
jeJ iel jeJ

We now show how root induction behaves with respect to connectivity. For
convenience, for an empty collection of g-roots r we denote by g, the trivial
quadratic form in zero variables. Let us first analyze the positive case.

Remark 3.24. Consider a positive unit form g that decomposes as g = q' ®q¢>, and
take a finite collection 7 = (r/) jey of g-roots. There is a partition J = J Ly J2?
such thatq (r/y =1forj e J'and ¢%(r/) = 1 forj € J?, where rf is obtained
from r/ by extending by zeros. Take collections 7’ = (/) jesrandr” = (r)); jerr
Then

@ =q Y x| =" [ Y x|+ [ D x| =gl @gl (.

= jeJl jeJ?

where x’ and x” are the restrictions of x to the entries indexed by J! and J?
respectively.

Lemma 3.25. Let p : Z7 — Z and q : 7! — 7 be root equivalent positive unit
forms. Ifp=p' ®--- @ p"andq =q' & --- ® q" are decompositions with p®
and qb connected fora = 1,... ., mandb = 1,...,n, then m = n and there is a
permutation 7w such that p* is root equivalent to g™ ® fork =1, ... n.

Proof. Letr = (r/)jej and s = (s');; be finite collections of g-roots and p-roots
respectively with p = q, and q = ps. Using Remark 3.24, we have a partmon
I = I, I, such that s’ is a p“ -root for i € I,, where s' is obtained from s' by
extending by zeros. Take s(@ = (s )tela fora=1,...,m.

Observe first that |/| = |J|. Indeed, if there is an integral linear dependence in
the collection s, say ijs/ = 0, then taking x = (x;) we have g(x) = ps(x) =



94 3 Nonnegative Quadratic Forms

p(Xic; xjs?) = p(0) = 0, contradicting the positivity of g. Then s is a linearly
independent set, and |/| < |J|. Exchanging positions of p and g we get |J| < |I].
Now we have

q:ps:pSI(I)EB...Gapg(a)@...@pﬁm),

and from | 7| = |J| it follows that s is a Q-basis in the domain of p®. In particular,
m < n. Exchanging the roles of p and g we get n < m. Hence m = n and there is
a permutation 7 of the set {1, ..., n} such that p“ is root equivalent to g™ *) using
the Remark above. O

Assume that ¢ : Z" — Z is a nonnegative semi-unit form for which the last
variable n is omissible, and take a radical vector v of ¢ with v, = 1. As shown
before, the restriction ¢ " has the same Dynkin type as g. We want to recover ¢ from
its restriction ¢ ™. With that purpose define the one-point extension p[v] : Z" — 7.
of a semi-unit form p : Z"~! — Z with respect to a p-root v as

vl = pew)s where e(v) = (e, ..., en—1, —V).

Lemma 3.26. Let g : Z" — 7 be a nonnegative semi-unit form such that n is an
omissible point for q, and take p = q". Then there exists a p-root v € Z"~" such
that g = p[v] and such that v + ey, is a radical vector for q.

Proof. Take v a radical vector for ¢ such that v, = 1, and let v € Z"~! with
v =1v +e¢,. Then

p(v) =qv—ey) =q)+qlen) +qvlen) =1,
since g (e,) = 1. Observe that the coefficients of p[v] are given as follows,
plvl(eilen) = plvl(e; + en) — plvl(ei) — plvl(en)

= p(ei —v) — p(e;) — p(=v)
= —p(eilv).

Notice now that g (e;|e,) = g™ [v](ejle,) fori = 1,...,n — 1. Since v is a radical
vector for g we have

0=q(ei|v) = qleilv+en) = g™ (ei|v) + qleilen) = qleilen) — g™ [v)(eilen),

which completes the proof. O

Proposition 3.27. Let g be a nonnegative quadratic unit form, and consider a core
p of q. Then q and p are root equivalent forms.
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Proof. Being a restriction of ¢, the core p is the root induced from g. For the
converse we proceed by induction on ¢ = cork(g). If c = 0 then p = ¢ and
there is nothing to prove. Assume that ¢ > 0 and take an omissible variable i
(using Proposition 3.20(b)) such that p is a restriction of ¢@ (written p c ¢¥).
By Proposition 3.20 we have Dyn(¢”) = Dyn(p), thus p is a core of ¢\). By
induction there is a collection r of p-roots such that ¢ = p,. By Lemma 3.26
there is a ¢V-root v such that ¢ = ¢V[v] = (p,)ew), and by the Transitivity
Lemma 3.23, ¢ is root induced from p. O

We proceed now to prove the main result of this section, as provided in [9].

Theorem 3.28 (Barot-de la Pefia). Two nonnegative unit forms have the same
Dynkin type if and only if they are root equivalent forms.

Proof. Assume first that p : Z! — Zand q : Z/ — Z are root equivalent forms. By
Proposition 3.27, p and any of its cores are root equivalent, as well as ¢ and any of
its cores. Thus we may assume that both p and g are positive unit forms. In this case
we have shown that root induction preserves connected components (Lemma 3.25),
therefore we may also assume that p and ¢g are connected.

Take a collection of g-roots r = (r');c; with p = ¢, and a collection of p-roots
s = (Sj)jej with g = p;. Consider the linear maps

4 i

4 J and 72/ ———=7

7 ——s7

el j
Xt > ier Xir Y2 ey Vs’

Since p(x) = g, (x) = q(¢(x)) and g(y) = ps(y) = p(¥(y)) and p, q are positive
unit forms, both ¢ and i are injective maps, which implies |/| = |J|. Moreover,
¢ and v induce respectively injective functions p~'(1) = ¢~ (1) and ¢~'(1) —
p~ (1), and by Proposition 2.3 both sets p~!(1) and ¢~'(1) are finite. Hence p
and g are connected positive unit forms in the same number of variables and with
the same number of roots. This implies that p and g have the same Dynkin type
(cf. Table 2.1).

Assume now that Dyn(p) = Dyn(g), and take cores p’ and ¢’ of p and ¢
respectively. By Proposition 3.20 we have Dyn(p’) = Dyn(g’). Since p’ and ¢’
are positive unit forms, they are equivalent by Corollary 2.21. Take a matrix 7 with
columns r!, ..., 7™ such that p’ = ¢'T. Then r! is a ¢/-root fori = 1,...,m
(for p’ is unitary) and the collection r = (r!, ..., r™) of ¢’-roots clearly satisfies
p' = g, thatis, p’ and ¢’ are root equivalent unit forms. By Proposition 3.27, p is
root equivalent to p’ and g is root equivalent to g’, hence by transitivity we conclude
that p and ¢ are root equivalent forms. O

As an interesting consequence of the result above, we show that the number of
nonnegative unit forms g without double edges (that is, such that |g;;| < 2 for all
i < j) of fixed Dynkin type is bounded.
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Proposition 3.29. Let g be a nonnegative unit form of Dynkin type A, and take
P = qa. Then g has no double edge if and only if there exists a collection of p-roots
r such thatr N —r = @ and q = p,.

Proof. From Theorem 3.28 we know that there is a finite collection r of p-roots
such that ¢ = p,. Assume first that there are r* = er/ in the collection r with i #£ j
and ¢ = 1. Then

eqij = prleileej) = prei +eej) — pr(e)) — prlej) = p(r' +erf) —2 =2,

that is, ¢ has a double edge. On the other hand, if 7' % r/ and r’ # —r/ for any
i # j,then

0<pr'£r))=preiLe)) =2+qeilej) =2+ qij,

that is, ¢ has no double edge. m]
Proposition 3.29 yields the following immediate consequence.

Corollary 3.30. There are only finitely many nonnegative unit forms without
double edges of a given Dynkin type.

We end this section with a result necessary for Chaps. 5 and 6.

Corollary 3.31. Letq : Z" — Z be a nonnegative unit form with radical generated

by a vectorv € Z". Then |vij| <6 fori =1,...,n.

Proof. Consideracore p : Z"~! — Z of ¢ and take a p-root w such that g = p[w].
By Proposition 2.22 we have |w;| < 6 fori = 1,...,n — 1, and the result follows
since v = +(w + ¢,), see Lemma 3.26. |

Exercises 3.32.

1. Find all nonnegative unit forms of Dynkin type Az without double edges.

2. Find a bound for the number of connected nonnegative unit forms of a given
Dynkin type A without double edges.

3. Letg : Z" — Z be a unit form with a root u, and consider a flation T : Z" — Z"
for g. Show that T luisa qT-root, and that q[u]T = (qT)[T_lu], where
T=ToI[l]

4. Doubling vertices. Let ¢ : Z"" — Z be a unit form. For an index i € {1, ..., n}
the one-point extension g[i] = g[—e;] = qu;, where v; = (e, ..., e, €;), 1S
called the doubling of the vertex i. Consider the morphism 7 : Z"+! — 7" given
by m(ex) = er if k < n and m(e,+1) = e;. Show that:

a) The mapping 7 is order preserving.

b) Forallx, y € Z"*t! we have qlil(x,y) = q(x(x), 7 (y)).

¢) rad(q[i]) = rad(q) ® Z(ea+1 — €i).

d) A vector x € N**! is a maximal positive root of ¢[i] if and only if 7 (x) is a
maximal positive root of g.
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5. Considering Exercise 4 above, show that for any pair of vertices i # j in I and
g : Z' — 7 a unit form we have ¢[i][j] = q[j1[i].

6. Show that if ¢ : Z"t! — Z is a semi-unit form such that e, — ¢; € rad(q),
then ¢ = ¢+ V[i].

3.6 Order of Dynkin Types

With the above analysis of root induction we may generalize the partial order within
Dynkin diagrams studied in Proposition 3.18. As defined in [9], for two Dynkin
types I and A we set I" < A if there is a nonnegative unit form g such that
Dyn(q) = A and a g-root induced form p with Dyn(p) = I'. In what follows
an empty graph will be considered as a Dynkin type, corresponding to the form g,
for an empty set of g-roots r.

Lemma 3.33. Let I" and A be Dynkin types such that I' is an immediate predeces-
sor of A. Then either A = I' U A or there is a Dynkin type © with I’ = © U I’
and A = O U A, where A’ is connected and I is an immediate predecessor of A'.

Proof. Notice first that for Dynkin types A; and A;, any predecessor of Aj LI Aj
has the shape I U I» where I < A; fori = 1, 2. Indeed, suppose that g is a
nonnegative unit form with Dynkin type A := Aj U Aj. By Theorem 3.28 there is
a collection of g-roots s such that ¢ = (ga)s. Thus for any g-root induced form
qr (where r is a collection of g-roots), using Lemma 3.23 we have ga-roots ¢ with
qr = ((qa)s)r = (qa)s. Since ga = qa, ® qa, and g4 is a positive unit form, by
Remark 3.24 we have

qr = (@a;, D qay)e = (@a)r @ (qay)e,

for appropriate collections of g ,-roots ¢’ and ¢”. This shows that any predecessor
of Ay U Aj has the shape Dyn(g,) = I U I with I[; < A; fori =1, 2.

Now, if A is connected, taking & = ¢ there is nothing to prove. Otherwise there
is a Dynkin type © such that A = ©® U A’ with A" connected. By the above we
have I' = ©' U I"" with ®' < © and I'" < A’, with exactly one strict inequality
since I' is an immediate predecessor of A (see Exercise 1 below). If I = A’ then
we apply the result to ® (using induction on the number of connected components)
and rearrange components. If ®’ = © then I’ is an immediate predecessor of A,
which completes the proof (observe that I’ is empty if and only if A" = Aj). O

In order to understand the partial relation in Dynkin types determined by
root induction, using Lemma 3.33 it is sufficient to determine the immediate
predecessors of all (connected) Dynkin diagrams. This is done in the following
result, given in [9], which is used below in Table 3.1 to compute immediate
predecessors of Dynkin graphs.
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Table 3.1 Immediate predecessors of a Dynkin diagram A

Immediate predecessors Immediate predecessors
Dynkin diagram A I’ of A with |I"| = |A] I' of A with |I"| < |A|
A, (n=1) Ay
AjUA, i
i=1,....,n=2)
Dy A} Aj
Ds A% U Aj Ay
Dy
]D)6 A% U ]D)4 A5
A3 Ds
Dy, (m > 6) A% UDy—2 Ay
A3 [N} Dm,3 ID)m—l
Di u Dmfi
i=4,....m—4)
E¢ AU As Ds
3
A2
Eq A De
A uDg
Ay L As
Eg Ag
Dg
Al UE,
Ay U Eg
As LU D5
2
A

The notation X" indicates the disjoint union of m copies of a Dynkin type X

Theorem 3.34. Let I' be an immediate predecessor of a Dynkin diagram A. Then
I' is a restriction (by either one or two points) of the extended Dynkin diagram A.

Proof. Take a nonnegative unit form g : Z/ — 7 with Dyn(g) = A, and consider
a collection r = (r');c; of g-roots such that p = ¢, has Dynkin type Dyn(p) = I".
The multi-point extension g[r], defined by the root induction g,.(-) where e(r) =
(ej)jes U (—r%)es (see Exercise 4 below), also satisfies Dyn(g) = A, and clearly
p is equal to the restriction ¢[r]’. Thus substituting ¢ by ¢[r] we may assume that
p = g for some subset of indices I C J.

Take ji,...,jrsuchthat J = I U {ji,..., j:},and for 0 < a < ¢ define I, =
IU{j1,..., ja}. Then we have

I' =Dyn(¢g") < Dyn(¢") < ... <Dyn(g"") < Dyn(g") = 4,
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and since I” is an immediate predecessor of A, there is exactly one a for which
Dyn(g'=-1) # Dyn(g'). Of course we may substitute ¢ by g’ and p by gle-1,
so that there is a vertex i € J such that p = ¢¥). Observe that Lemma 3.2(a)
implies that any omissible vertex j for p is also omissible for g, therefore if
the restriction p! "is a core of p, then the restriction ¢’ " has Dynkin type A
(by Proposition 3.20(a)) and ¢/ = (¢')®. Hence we may assume from the
beginning that p is a positive unit form with Dyn(p) = I" such that p = ¢®
for a nonnegative unit form g with Dyn(g) = A. Take for simplicity i = n. By
Theorem 2.20 there is an iterated inflation 7 for p such that pT = qr, and clearly
ga = (q(T & [1]1))™. Replacing ¢ by g (T & [1]), altogether we get a nonnegative
unit form g with Dyn(g) = A such that ¢ = ¢r. In particular by Lemma 3.17
we have cork(g) = 0 or cork(g) = 1.

By construction we have g;; < Oforalli # jin J — {n}. If g,; > O for some
i # n then the inflation TnJlf does not modify the restriction ¢ and takes ¢ into a
root equivalent unit form ¢’ = an"l.’. Iterating this process we consider two cases,
when ¢ is positive and when g has corank one. In the first case take a g-root w with
wy, > 0 and observe that w’ = T,/ (w) = w + wye; is a ¢’-root with w;, > 0. Since
the entries of all roots of a positive unit form are bounded in absolute value by 6
(Proposition 2.22), the process must stop after finitely many steps. Similarly, if g
has corank one, take v to be the radical vector with rad(g) = Zv and v, > 0. Then
v' =T, v =v+uv,e; is a generator of rad(g”) with v;, > 0. Now by Corollary 3.31,
all entries of these generators are bounded in absolute value by 6, thus the process
must be finite again.

Then we may assume that the associated bigraph G of ¢ has no dotted edges,
and by Propositions 2.2 and 3.1 we conclude that G is either A or the corresponding
extended Dynkin diagram A, hence the result. O

Exercises 3.35.

1. Show that if I" is an immediate predecessor of a Dynkin type A, then for any
Dynkin type ¥ we have that X' LI I" is an immediate predecessor of X LI A.

2. Let g be a nonnegative unit form with finite collections of roots r = (r')jer and
s = (s));es. Prove that qr = qs if and only if r — s is a collection of radical
vectors for g.

. Showthatif 'u X < Au X then ™ < A.

4. For a collection of g-roots r = (rl, ..., ™) where q : Z" — Z is a nonnegative
unit form, define g[r] as g.() where e(r) = (eq, ..., ey, - —r™), called
the multi-point extension of g by the collection 7. Show that the iterated one-point
extension q[rl][r2] -« [#™] is a multi-point extension.

5. Prove or give a counterexample: A quadratic unit form ¢ with |g;;| < 2 fori < j
is nonnegative if and only if ¢~ (0) is an abelian group.

W



Chapter 4 )
Concealedness and Weyl Groups Shethie

Consider the quadratic form g (x1, x2, x3) = 5xf+9x1x2+7x%+5x2)C3 +x32+4x1X3,
which is far from being a unit quadratic form. Nevertheless, the vectors v! =
(1,0,-2), v* = (0,1,—3) and v> = (0,0,1) form a basis in Z>, and the

corresponding change of basis transformation 7' takes ¢ into a unitary form,
— y2 2 2
qT (x1, x2,x3) = X7 — X1X2 + x5 — X2X3 + X3,

which is the positive unit form associated to Dynkin graph A3. The purpose of the
first part of this chapter is to find criteria to ‘uncover’ unitary forms after a change
of basis, with special interest in the positive case.

4.1 Completing Bases of Z"

In this section we consider conditions ensuring that a set of vectors vl ... v in

7" may be completed to a basis ol o v v L v of 7. Recall that if S is
a finitely generated free abelian group (written additively), then a subgroup S’ of §
is called a pure subgroup of § if the condition ns € S’ for some s € S and nonzero
n € Z implies that s belongs to S’. We say that a vector v in Z" is irreducible if
its entries are relatively prime. Recall that in this case there are integers A1, ..., Ay
such that Y ', Ajv; = 1.

Proposition 4.1. Let v', ..., v" be linearly independent vectors in Z". Then the
following are equivalent:

a) There exists a Z-basis {vl, R S v} of 7. '
b) If A1, ..., A are integers with gcd(Ay, ..., Ar) = 1, then Zle Aivt Qs an
irreducible vector in 7.

© Springer Nature Switzerland AG 2019 101
M. Barot et al., Quadratic Forms, Algebra and Applications 25,
https://doi.org/10.1007/978-3-030-05627-8_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05627-8_4&domain=pdf
https://doi.org/10.1007/978-3-030-05627-8_4

102 4 Concealedness and Weyl Groups

c) For each linear combination Z?:l MV in Z with A, ..., A € Q, we have
AM,y..., A € Z.
d) The subgroup S of Z"* generated by v', ..., v" is a pure subgroup of 7"

Proof. Assume that (a) holds and take integers Aj,...,A, such that x :=
> i, Av' is nonzero and not irreducible. Then there is a vector y € Z" and
an integer m # 1 with x = my. Since {vl, ..., V"} is a basis, there are integers
15 - - -, iy such that Y%, p;v', therefore

r n
O=x—my= Z()»i —mp;) + Z wiv'.
i=1

i=r+1

Then u; =0fori =r+1,...,nand A; = mu; fori =1, ..., r which shows that
m divides ged(Aq, ..., A+) and () holds. That (b) implies (c) can be verified easily
and is left as en exercise.

Assume (c) holds, and take a vector x in Z" and a nonzero integer m with mx €
S. Then mx = Y I_, A;v' for some integers Aq, ..., A, thatis, x = Y 1_, i"ivi. By
assumption in (c), the rational numbers 2 are actually integers, hence x € S, that
is, S is a pure subgroup of Z".

Assume finally that S is a pure subgroup of Z", and consider the canonical
projection = : Z" — 7Z"/S. Since S is pure, then Z" /S is a (finitely generated)
torsion free abelian group, therefore it is a free group with rank n — r. Take a
basis w™t!, ..., w" of Z"/S and consider vectors v’ in Z" with 7(v)) = w!
fori = r + 1,...,n. We show that v!,...,v" is a Z-basis of Z". Indeed, if
0=>"_, 2 then

n n
0=> nr@)= > rnuw',
i=1

i=r+1

hence A; = Ofori =r +1,...,n. This yields 0 = Z;zl A;jv', which shows that
A =0fori =1,...,n,thatis, vl, ..., 0" are linearly independent vectors. Now,
for x € Z" arbitrary, there are integers a,41, ..., a, with Z?:r 11 aiw' = w(x).
Since y := x — >0, a;v' is a vector in S (for w(y) = 0), there are integers
ai,...,a, withy = YI_, a;v', thatis, x = Y7, a;v', and v', ..., v" is a Z-basis
of 7. O

The following observation is direct consequence of the definition of pure
subgroup.

Remark 4.2. Let S’ be a pure subgroup of Z". Then for any subgroup S of Z"
containing §’, the group S’ is pure in S.

Lemma 4.3. For a nonzero vector v in Z" the following hold:

a) The vector v is irreducible if and only if Zv is a pure subgroup of 7"
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b) Ifq : 7" — Zis an integral quadratic form with g (v) = 1, then v is irreducible.

Proof. Consider the set {v}, which is linearly independent for v # 0. In this case,
the equivalence of (b) and (d) in Proposition 4.1 is part (a) of the claim, and part
(b) is immediate since ¢ (av’) = a>q(v') for any integer  and any v’ in Z". |

Proposition 4.1 is now used to provide a criterion for the completion to a basis of
certain sets of vectors.

Proposition 4.4. Let v be a vector in Z* with vy41 # 0 for some index 1 <r < n.
Then the set of vectors {v1 =ej, v = e, ..., v =e, vl = v} can be completed

to a basis of ZI* if and only if gcd(vy41, ..., vy) = L.

Proof. Consider the restriction 7w : Z" — Z"~" to the last n — r entries of vectors
in Z" and the inclusion o : Z"7" — 7" with m o 0 = Idys.-r. Then clearly
we have a basis {vl, vt v"} of Z" if and only if we have a basis
W v oY), L o (r ("))} of Z", and since Z" = Z" & Z"" and the
set {v!,...,v"} is basis of Z', this happens if and only if o) = o(n(v))
can be extended to a basis of Z"~".

Hence {v!, ..., v"*!} can be extended to a basis of Z" if and only if o (7 (v)) =
(Vr+1, - - -, Uy) can be extended to a basis of Z"~", which is equivalent by Proposi-
tion 4.1 to the vector o (7 (v)) being irreducible (that is, gcd(v, 41, ..., vy) = 1).

O

Proposition 4.4 provides a theoretical criterion for completion of certain sets of
vectors to Z-bases of Z", but the result does not provide a concrete constructive
method. We will develop in the following result an explicit algorithm for the
construction of a basis containing a given irreducible vector.

Algorithm 4.5 (Completing Bases). Let v = (vi,...,v,) be an irreducible
vector. We will produce a Z-invertible matrix M,, having the vector v as first column.
For a vector x € Z! denote by x| the vector in Z! = obtained from x by deleting the
last entry x;. Take also gcd(x) = ged(xy, ..., x;).

Step 1. Define recursively irreducible vectors v® =, v@=D @ D yirh
v® e 7! and integers Ai, w; and ci—1 fori = n,n — 1,...,2 satisfying the
following equations,

v =v; ey = gedW™)); 1= pacn—1 + Anvn;
(n—1).

n—1 >
(n=2),
n-2

a1 = 0™ ¢y = ged VD 1= paten—a + Apo1v

en—2v"™ P = 0"V 3 = ged PN 1= pn—2cn—3 + An—2v

ew® = v e = ged®): 1= pger + A

e = @),
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Step 2. Define recursively (j) by (j — 1) matrices M;. (forj=n,n—1,...,2,1)

as
M/ —xrjpliD
=[]
e i
Consider also the j by j matrices Mj = [v(i) M}]forj =1,...,n

Then for j =1, ...,n there exists a matrix Yj such that M;Y; = 1d;.

Proof. Define ¢,—1 := gcd(v]) = ged(vy, ..., vy—1). Since ¢,—1 and v, are
coprime, we find numbers u,, A, € Z such that

MnCn—1 + Apvy = 1.

Define a new vector v~V e 711 by v(.n_l)cn_l =vjforj=1,...,n—1. Then
gcd(v(" Do (" 1)) = 1 and we introduce

na = ged" VL D),

Mn—1Cn—2+An_ 1v(" D=1, and "2 ez 2
with v D¢, = v@=D for j = 1,...,n — 2. By descending induction we
suppose that v® =y, @D D e e Uny -y and Ay, ..., A2
are well-defined with the corresponding properties.

We show inductively the existence of a j x j matrix ¥; such that M;Y; = Id;.
Since M; = [1], take Y1 = [1]. Assume there exists a Y, with M,,_1Y,_1 =

un 0 An

Id,,_; and consider the matrix B, = | 0 Id,—» O |.Then

v, 0 ¢

Mo 0 Ay
0 Id,—» O
Un 0 Cpn—1

_[v" My, 0] _ [My—1 0
0 0 1 0 1’

since the first column is determined by

M~ (n—1)
M,,B,,:[U| e

vn0...0 Un

(n—=1)

= (UnCn—1 + Ay Un)v

1 -1
MnVi — ApCp— 1Y; (= ) ,'(n ),

while the last column is determined by

MV = e =0 (for 1 <i<n—1) and dyvy + pacaor = L.
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Consider the matrix ¥, = B, [Y"OI ?i| and verify that
My_10||Y,—10 Id,_; O
M, Y, = = =1d,.
”"[01“01}[01} §
This completes the proof of the claim. O

4.2 Concealed Forms

An integral quadratic form g : Z" — Z is called concealed if there exists a Z-
basis B = (vl, ..., v") of Z" such that gg := qTp is a unit form, where Tg =

(v'|---]v") is the matrix with columns given by vectors v', ..., v".

Proposition 4.6. Let g be an integral quadratic form, and take a Z-basis B =
', ..., v") of Z". Then qp is a unit form if and only if the basis B consists of
roots of q (that is, q is a concealed form if and only if there exists a Z-basis of Z"
consisting of q-roots).

Proof. Take qg = qTg where Tg has as columns the vectors in 8. The claim follows
from equation

(gp)ii = qplei) = q(Tge;) = q(v'),

forl <i <n. |
Keeping in mind Proposition 4.6 we will consider the following problems:

1. Given an integral quadratic form g : Z" — Z, when is it possible to find a
Z-basis of roots of g?

2. In special cases (the positive case, for instance), determine procedures to decide
whether the form ¢ is concealed.

We start with an inductive criterion to decide whether an integral quadratic form
is concealed.

Lemma 4.7. Let g : 7" — 7 be an integral quadratic form with a root v'. Then v!
may be completed to a Z-basis = (v, ..., v") of Z". Moreover, if the restriction
q/(sl) : 7"V — 7 is concealed, where qp = qTg is the form in the basis B, then q
itself is a concealed form.

Proof. The first claim is consequence of Lemma 4.3 and Proposition 4.1.
Take Tg = ('|---[v") and assume that qlgl) is concealed. By Proposition 4.6
we may consider a Z-basis {w?, ..., w"} of Z"~! consisting of qél)-roots. Taking

w! = ey in Z" and setting w’ as the vector in Z" obtained from w’ by adding an
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entry zero in the first coordinate for i = 2,...,n, then y = (wl, LLowh)isa
Z-basis of Z". Actually, y is a basis of Z" formed by gg-roots, since

ap(w') = gpler) = q(Tg(en)) = pw') = 1,
and gg (w') = qél)(wi) = 1fori = 2,...,n. Hence gg is a concealed form by
Proposition 4.6.
Now, the set {Tlgwl, ..., Tgw"} is a Z-basis of Z" (since Tg is Z-invertible and
y is a basis), consisting of g-roots, therefore g is a concealed form. O

The converse of Lemma 4.7 is false. Consider the quadratic form g (x1, x2)
x% + 2x1x + Zx%. The root v! = ¢; of g can be completed to a Z-basis § = (v1 =

el, v = ep) of 72. Observe that qél) = q(l) = 2x§ is not concealed. However,

g is a concealed form, since we have a Z-basis (w! = ej, w? = (—1, 1)) of Z?
consisting of g-roots.

Exercises 4.8.

1. In the proof of Algorithm 4.5 give an explicit construction of the inverse matrix
(0}
/ 9
2. Find a Z-basis of Z* containing the vector v = (3, 4, 6, 10). Do the same for the
vector w = (5, 2, 4, 6). Is it possible to find a basis containing both v and w?

3. Let g : Z" — Z be an integral quadratic form with coefficients g;; > 1 for each

1 < i < n. Suppose that for indices 1 < i < j < n we have ¢;; < |gij| <
gii + q;j;j. Show that we may apply a flation le =1Id, + €EY (withe = £1) in

Y, as a function of the numbers v;’”, j, Aj andcj_y for j =2,...,n.

such a way that ¢’ = Tq has coefficient ¢;; < g;;.
4. The reduction algorithm given in Exercise 3 is usually quite efficient, but stops
when |g;;| < gi;, forall 1 <1i, j < n. Show that:

1) The following form is concealed:
q(x1, x2,x3) = 3x12 — 18x1xp + 31x§ + 9x1x3 — 33x0x3 + 9x§.
i) The form
q(x1,x2,x3) = 2)612 —2x1xp + 2x§ — 2x1x3 — 2x2x3 + 3x32

cannot be further reduced using the procedure in Exercise 3.

4.3 Positive Concealed Forms

Let A be a graph with n vertices, no loop and no dotted edge. Let A4 be the
symmetric matrix associated to g4 (that is, x’Aax = ga(x) for any vector x in
7). Recall that the (symmetric) adjacency matrix M4 of A is defined by taking
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M;; as the number of edges between i and j (thus we have Ay =1d,, — éM A). We
say that A is a tree if A is connected and |Ag| = |Aq] + 1.

Lemma 4.9. Taking a tree graph A with n vertices and matrices Ax and M as
above, the following are equivalent:

a) The tree A is a Dynkin diagram.
b) Spec(M,) C (—2,2).
c) Spec(Ax) C (0, 2).

In particular, if A is a Dynkin diagram, then 0 < det(A ) < 1 with equality if and
only ifn = 1.

Sketch of Proof. Take for simplicity A = Ax and M = M 4. Observe that there is
a correspondence Spec(M) — Spec(A) givenby A > 1 — é)\. Recall that A is a
Dynkin diagram if and only if g 4 is a positive form (Proposition 2.2), that is, if and
only if Spec(A) is contained in the set of positive real numbers (Proposition 1.32),
or equivalently, if and only if A < 2 for all A in Spec(M).

It can be shown that if A is a tree, then the coefficients bys41 of the characteristic
polynomial py(t) = det(tId, — M) = > |, b;t" are all zero. In other words,
pu(t) = p'(t?) for a polynomial p’ of degree 5 if nis even, or py (1) = tp'(t%)
for a polynomial p’ of degree ";1 if n is odd (see Exercise 10 below). In this case,
Spec(M) is symmetric with respect to O (i.e. —A € Spec(M) if and only if 1 €
Spec(M)).

This already shows that (a) implies (b), and that (b) implies (c). If A is not
a Dynkin diagram, then A contains a full subgraph which is an extended Dynkin
diagram A’ (see Exercise 2.10.5). However, it is known that the adjacency matrix of
any extended Dynkin graph A’ has spectral radius ppr = 2 (cf. Theorem 3.11.1
in [20], see also Exercise 7 below). It is also known that ppr < pa (see
Propositions 1.3.9 and 1.3.10 in [20], or Exercises 6 and 9 below). We conclude
that Spec(M) ¢ (-2, 2), and by the above correspondence, that Spec(A) ¢ (0, 2).

Finally, if A is a Dynkin graph and A1, ..., A,, are the positive eigenvalues of M
(form > 0), then Spec(A) C {1, 1 — ) A;, 1+ 1A | 1 <i <m}.Since 0 < 2; <2
for 1 <i < m, then by the above correspondence we have

m m

1 1 1

0 < det(A) = ]"!(1 —, M0+ k) = ]"!(1 - D=
1= 1=

with equality only if m = O (that is, only if M has no nonzero eigenvalue). However,
it is easy to show that a symmetric matrix M has no nonzero eigenvalue only when
M is the zero matrix (see Exercise 4), which by connectedness happens only when
A consists of a single isolated vertex. O

Using Proposition 4.9 we get a handy criterion to verify the concealedness of
positive forms.
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Proposition 4.10. Let g : Z" — Z be a concealed positive integral form. Consider
the associated symmetric matrix Ay such that x' Agx = q(x) for any vector x in
Z"". Then 0 < det(A4) < 1.

Proof. Since q is concealed, there exists an invertible Z-matrix S such that ¢’ = ¢S
is a unitary form. Reducing by inflations, as in Theorem 2.20, we get an invertible
Z-matrix T and a family of Dynkin graphs Ay, ..., Ay suchthatg'T = g, ®---®
q4,- Since det(A,) is positive and det(T) = &1 = det(S) then

0 < det(Ay) = det(T)* det($)* [ [det(A4,) = [ [ det(A4,).

i=1 i=1
where A, is the symmetric matrix such that x’Ax,x = ga,(x). Then the result
follows from the last claim in Lemma 4.9. a

Remark 4.11. An alternative proof of Proposition 4.10 uses Hadamard’s Theorem
(see Exercises 2 and 3 below).

Recall that a positive form g (x1, ..., x,) = > 1, qiix? + > i~ jqijXix;j can be
written by Lagrange’s Method 1.30 as

n
CI(xl, -'-a-xn) = Zlelza
i=1

where by, ..., b, are positive rational numbers and X; = Z’}:i cijx; for certain

cij € Q. Moreover, these numbers can be inductively defined for 1 <i < j <n as

bi = qii — Z bic;»

k<i

1 _
Cij = 1, and Cij = 2 bi ! |:q,'j — ZZbkaiij] .

k<i

As an application we get the following simple bound for the coordinates of roots
of positive forms.

Proposition 4.12. Let q(x1,...,xn) be a positive integral quadratic form and
define b; (for 1 < i < n)andcjj (for1 <i < j < n)as above. Let v € Z"
be a root of q. Then the following holds for 1 <i <n,

1 CijiCiijo - - Clsi,js | 1
il = | > leijvsl + < oot ’
i Yy \/bi Z \/bjs «/bi

i<j i<ji<jp<-<js<n

where | o | denotes the greatest integer m smaller than or equal to a real number a.
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Table 4.1 Determinant of

the symmetric matrix A Ar Dn(mz4) Ee E7 Eg
associated to t'he guadratlc det(A,) T mol 3 I !
form of Dynkin diagrams 4 21 2m=2 16 16 64

Proof. Fori = n we have b, v,zl < 1. By descending induction, assume that

n
lvk| < Z lckjvjl + fork >i+1.

1
j=k+1 Vbi

: 1 1
Since b; (v; + Zj>,- cl-jvj)z < 1, we have — b T Z;'.:chijvj U, +
Z;l':i 41 ¢ijvj and the claimed inequalities follow. |

Exercises 4.13.

1. Let A be the symmetric n by n matrix associated to g4 (that is, such that
x'Aax = qa(x) for any vector x in Z") where A is a Dynkin diagram.
Determine the determinant of A 5. [Hint: see Table 4.1.]

2. Prove Hadamard’s Theorem:

Let S be a symmetric positive real n by n matrix. Show that det(S) < []7_; Si,
1

with equality if and only if S is a diagonal matrix. [Hint: Define d; = Si; 2
and let D = diag(d, da, ..., d,). Therefore det(DSD) < 1 if and only if
det(S) < [1i, Si; and thus we may assume that all diagonal entries of §
areequal to 1. If 0 < A1 < Ap < --- < A, are the eigenvalues of S, we

have

n

det(S) = l—[ki < (:l Z}\,-) = (Vll tr(A)) =1,
i=1 i=1

applying the generalized arithmetic-geometric mean inequality for nonnegative
real numbers. ]

3. Prove Proposition 4.10 as a consequence of Hadamard’s Theorem.

4. Let M be a real square matrix. Show that

i) M is nilpotent if and only if M has no nonzero eigenvalue.
ii) If M is symmetric, then M is nilpotent if and only if M is the zero
matrix.

5. Characteristic polynomial and spectral radius of a graph. Consider a
connected graph G and a selected vertex x,. Construct a new graph G by
adding a vertex x1 to G and a single edge joining x1 and x>.
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G= xXje T exp

Show that the characteristic polynomial pg of the graph G can be given as
follows, pG(2) = zpc, (z) — pG,(2), where G is obtained from G by deleting
the vertex x, (and all edges involving x7).

6. Use Exercise 5 and the recursion formulas for Chebyshev polynomials given in
Sect. 1.5 to complete and verify the contents of Table 4.2.

7. Let p(A) denote the spectral radius of the characteristic polynomial x 4.

a) Verify that for an extended Dynkin diagram A we have p(Z) =2
b) Verify that for a Dynkin diagram A we have p(A) < 2.

8. Show that p(G) = limsup \’/aff), where AK = (aff))zjzl are the powers
of A = Ag, the adjacency matrix of a connected graph G. [Hint: Take
p = p(G). There exists a ¢ > 0 such that ai(]]o
that lim sup a,(llfl) = p. Then by connectivity show that lim sup ai(f) =p.]

9. Use Exercise 8 to prove that p(A’) < p(A) for a full subgraph A’ of A. [Hint:
show that ai(lf) is the number of walks of length k from i to j.]

10. Let G be a tree graph. Show that the characteristic polynomial p¢ has the shape
pG (1) = §(1?) if pg has even degree, or pg (1) = 1§ (t%) if pg has odd degree,
for some polynomial g. [Hint: observe that any tree G is a bipartite graph (that
is, its vertex set Go can be partitioned into disjoint sets G, and G, such that
all edges in G have an end-point in G{, and an end-point in G()). Those graphs
admit an ordering of vertices such that their adjacency matrix has the shape

( 0 N) for some matrix N, see [16, 1.3.6].]

< ¢pX. Use this to show

N' 0
11. Prove or give a counter-example: for A a tree graph, det(A ,) = 0 if and only
if A is an extended Dynkin diagram.

Table 4.2 Characteristic

) 15 of Dvnki Graph  Characteristic polynomial
polynomials of Dynkin

diagrams forn > 1, m > 4 A, U, (t/2)
and p = 6,7, 8, where T, and
U, are the Chebyshev Do Un(t/2) = Un—a(1/2)
polynomials of the first and E 9
. P :
second kind -
An 2[Tn(l‘/2) - 1]

?

SI=]
=

=

?
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4.4 The Weyl Group of a Unit Form

For an integral quadratic form ¢ : Z" — 7 we denote by O(g) the group of
isometries of g, that is, the set of linear Z-invertible transformations 7 : Z" — Z"
(with product given by composition) such that g(x) = ¢ (T x) for any vector x in
7. For instance, if v is a reflection vector of ? (see Sect. 1.2) then the reflection
oy @ Z" — Z" given by o,(x) = q)(cv) v is an isometry for ¢ where
q(—|—) : Z" x Z" — 7 is the (symmetrlc) bilinear form associated to g (cf.
Lemma 1.5(c)). Recall that for ¢ a unit form the subgroup of &'(g) generated by
simple reflections, denoted W(q), is called the Weyl group of q.

In what follows we identify linear transformations from Z" to Z" with the n x n
matrix corresponding to the canonical basis. If T : Z" — 7Z" is a Z-invertible
linear transformatlon and ¢’ = gT, then the functlon @7 : O(q") — O(q) given by
B+ T BT~ is an isomorphism of groups. Indeed, if A, and Ay are the symmetric
matrices associated to ¢ and ¢’ and B € €(q'), then Aq/ = T’AqT and B'AyB =
Ay, thus we have

(TBT YA, TBT ™ Y=T"B'AyBT ' =T "Ay =T = A,,

that is, @7 (B) is an isometry of g. That @7 is a morphism of groups with inverse
@r-1 is clear. In particular, if g is a concealed form then the Weyl group W(gq)
is defined up to isomorphism (depending on the chosen basis of g-roots, see
Proposition 4.6).

Proposition 4.14. Assume that q : Z" — 7 is a positive integral quadratic form.
The following hold:

a) For B € 0(q) the set of eigenvalues of B is contained in the set {1, —1}.

b) The group of isometries O(q) is generated by the reflections o, with v a
reflection vector.

¢) If q is a concealed form then O(q) is a finite group.

Proof. (a) Let A = A, be the symmetric matrix associated to g. For B € 0(q) we
have B'AB = A. As in Sect. 1.6 there is a unitary matrix (that is, U~! = U?) such
that

UAU' = D :=diag(A1, A2, ..., Ay),

where 0 < A1 < Ap < --- < X, are the eigenvalues of A (all of them positive
by Proposition 1.32). Hence (UBU")'D(UBU') = D, and for any eigenvector
0 # x € C" of B with Bx = px, we get an eigenvector y = Ux of UBU" with
eigenvalue . Using complex conjugation x +— x in C" we get,

n
0 <> alyil* =y Dy = u?y' (UBU')' DUBU")y = p*x" Ax,
i=1

and 1%x" Ax = x" B ABx = x' Ax implies that 4?> = 1. Hence y = *1.
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(b) Let B be an isometry of ¢, and take 0 # v € Q" with Bv = esvand ¢ €
{1, —1}. Clearly we may assume that v € Z". Consider the lattice v- = {w €
7" | q(vlw) = 0}, which is a pure subgroup of Z" isomorphic to Z"~! since
v ¢ vt and ¢(—|—) is an inner product in Q" (for ¢ is a positive form). Let y € Z"
be such that Z" = Zy @ vt. Consider a basis y! = y, y2,...,y" of Z" with
vt =@, 2y

Notice that Bvt < v, since q(w|Bw) = eq(Bv|Bw) = eq(v|lw) = 0 for
w € vl. Therefore, in the basis yz, ..., y", the restriction B’ of the matrix B is an
isometry of the restriction ¢’ of ¢ to v, thatis, B’ € €'(¢’). Since ¢’ is positive, by
induction B’ = ‘71;1 .. .a;m for some reflection vectors vy, ..., v, € vi, where olﬂi
denotes the corresponding reflection in v

Observe that the matrix B and all reflections o, with w € v* have the following

shape,
e 0 10
e R gt

since e det B’ = det B = By det B’.
Assume ¢ = 1. Then B and the composition oy, - - - 0y,, are n by n matrices X
satisfying

L

t
X:[1 0,] and X’AX=A=|:a“a,:|,
x B a A

hence x = (B"A")~'(Idy»-1 — B")a. This implies that B = oy, - - - 0y,
Assume ¢ = —1. Then Y = B(oy, ... ov,,) " ! is an integral n by n matrix with
shape

-1 0
Y = , and Y'AY = A.
|:y Idn1:|

Therefore y = 2A’~!'a and we may consider the vector vy = |: A}_l i| in Z"
— a

satisfying

ay a' 1 _
q(xlvo) = [x1 x'] [ " A,} [_A,la} = xi(a1 —a'A"a).

This shows that qé)(clljzt))) = 2x1 is always an integer, thus vy is a reflection vector.

. 1 - .
Finally, o, [i£:| = |:);1,:| — 2x1 |:—A’_1a:| = [x’ +x;1yi| =Y |:fcl,:|, which

means that B = oy,0y, . ..0y,,. This completes the proof of ().
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(c) Let R(q) be the set of g-roots, and denoted by Perm(R(g)) the group
of permutations of R(g). Then we have a function &(q) — Perm(R(g)) since
any element in &'(q) preserves the roots of g. If two elements B, B’ in W(g)
satisfy Bv! = B'v! for a Z-basis v!, ..., v" of Z", then obviously B = B’. By
Proposition 4.6 the set R(g) contains a Z-basis (for g is concealed), therefore &'(q)
may be seen as a subset of Perm(R(q)) (actually a subgroup). Since ¢ is positive,
the set R(q) of g-roots is finite (Proposition 2.3) and so is Perm(R(g)), which
completes the proof. O

Letqg : Z" — Z be a unit form. A root v € R(q) is called a real root of q if there
exists an element w in the Weyl group W(g) of ¢ such that w(e;) = v for some
1 <i < n. Nonreal roots are also called imaginary.

Proposition 4.15. Let g : 7" — Z be a unit form and v be a root of q. The
following hold:

a) If q is positive then v is a real root of g and o, € W(q).
b) If q is weakly positive and v € RT(q) is a positive root of q, then there is a
sequence of indices i1, ..., i and some 1 < j < n such that

ej < Uil(ej) < Gizail(ej) < e < O’,'S -~-U,'20','l(€j) = 0.

In particular v is a real root of q and o, € W(q).

Proof. (a) Assume that g is positive. By induction on the weight [v| = Y_7_, |vi]
of v we construct an isometry w € W(q) such that w(e;) = v forsome 1 < j < n.
If [v| = 1, then v = =e; for some 1 < j < n (notice that if v = —e; then
v =0j(e;)). Suppose |v| > 1. Then

2=q@lv) =) viq(eilv),
i=1

and there is some index 1 < k < n with vig(ex|v) > 0. Assuming that vy > O then
q(erlv) > 0and

0<q(v—e)=2-qvler),

implies that g (ex|v) = 1. Hence o (v) = v — ¢ satisfies |ox(v)| = |v| — 1, and by
induction hypothesis, oy (v) = w(e;) for some w € W(g) and 1 < j < n. Then
v = oxw(e;) with oyw € W(q), for oy is an involution (Lemma 1.5(b)). If vy < 0
we get similarly g (ex|v) = —1 and 0% (v) = v + e; with |ox(v)| = |v| — 1, and the
proof continues as in the first case.

To show that o, € W(g) we proceed again by induction on the weight of v. If
v = *ej forsome j € {1, ..., n}, then oy is the simple reflection o;. If |v| > 1 then
as before there is an index 1 < k < n such that |0} (v)| = |v| — 1, and by induction
hypothesis we have w' := 04, () € W(g). Then w’ = 04,1y = akavaljl = 0k 0y0%
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(see Lemma 1.5 and Exercise 1.7.4), which means that o, = oyw'or € W(q) as
claimed.

(b) Both statements may be proved as in (a), following Proposition 2.5 and
Remark 2.6. O

As direct consequence, if g is a positive concealed form then the Weyl group
W(q) of g is uniquely determined, namely W(g) = 0(q).

Examples 4.16. The description of Weyl groups for some quadratic forms is known.
Let us consider a few examples.

a) Consider ¢ = ¢qa, the form associated to the Dynkin diagram A, forn > 1.
Define a group homomorphism from the Weyl group W(g) to the group of
permutations of n + 1 elements S;,+1, sending o; to the transposition (i, i + 1).
As an orthogonal transformation of Z"t1 the matrix associated to (i,i + 1) is
the reflection at the vector e; — e;41. Hence W(qg) is isomorphic to the group
generated by (i,i + 1), 1 <i < n, thatis, to the group of permutations S,+1. In
particular W(q) has (n + 1)! elements.

b) Let gm(x1,x2) = xl2 + x% — mx1x2 be the m-Kronecker form. Clearly,

o—_lo o) = Lm and w—oo—_l om
Yl 2T o-t AR R

(the matrix on the right is called Coxeter matrix corresponding to the Kronecker
form g,,, see Theorem 4.31 below). For |m| > 1, the subgroup of W(g,,)
generated by w is cyclic of infinite order, and since ojwo] = cowoy = 0201 =
(0102)_1, it is a normal subgroup. Moreover, cjw = o2, which shows that
W(g) is isomorphic to the semi-direct product of (02) = Z /27 with (w) = Z
(written W(g,,) = (Z/27) X Z.).

¢) Let A be an extended Dynkin graph with n vertices and take ¢ = g3 : Z" —
Z the corresponding unit form. Consider the positive generator § € Z" of the
radical of g (see Table 2.2). The corresponding Dynkin graph A with n — 1
vertices can be seen as a subgraph of A such that, taking i the additional vertex,
we have §; = 1 and w := 8 — ¢;, as a vector in Z" L, is the maximal positive
root of the restriction ) = g4 (see Table 2.1). Hence

0=3g0©) =qw)+q(ei) +qwle), thatis, g(wle;) =—2.

As indicated in Exercise 4, the element o,0; has infinite order in &(g).
Moreover, since W(g,) is a finite group (Proposition 4.14), Proposition 4.15
yields oy, € W(ga) C W(g). Hence oyo; € W(g), which is an infinite
group.

Lemma 4.17. Let g and q' be non-negative unit forms such that there is an iterated
flation T : 7" — 7" for q with q¢' = qT. Then the isomorphism @1 : O(q') —
0(q) given by B +— T BT ™! restricts to an isomorphism @1 : W(q') — W(q).
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Proof. Assume first that T is a Gabrielov transformation, that is, there are vertices
i # jsuchthat T(x) = x — g;jx;e; for any vector x in Z". Then T (ex) = e if
k # i and T (e;) = 0j(e;), thus for any 1 < k < n there is an element wy in W(g")
with T (ex) = wi(ex). Using Lemma 1.5 and Exercise 1.7.4 we have

O7r(0}) = To,T™' = 07() = Ouper) = wkakwlzl,

which is an element in W(g), where ¢’ and o denote reflections of ¢’ and ¢
respectively. Since T is invertible and its inverse is a Gabrielov transformation, by
the above arguments @ ;- is inverse of @r.

Using now that g is nonnegative, then any iterated flation T for g such that g7 is
unitary is a composition of Gabrielov transformations (see Lemma 3.4), hence the
result follows from the above. O

Theorem 4.18. Let q : 7" — 7 be a unit form. Then W(q) is a finite group
if and only if q is a positive form. In this case there is a finite collection of
Dynkin diagrams Ay, ..., As such that W(q) is isomorphic to the direct product
[T;2; W(ga,) (where the disjoint union Ay U ... U Ay is the Dynkin type of q as
defined in Sect. 2.4).

Proof. In Proposition 4.14 we already showed that if g is positive then W(g) =
O(q) is a finite group. For the converse assume that W(g) is finite and that ¢ is
connected and nonpositive (see Exercise 2 below). Since for any restriction ¢*) the
Weyl group W(g ) of ¢ may be seen as a subgroup of W(g), we may assume by
induction on n that ¢ is positive for 1 < i < n.

Hence ¢ is critical nonpositive, and by Theorem 2.12, since g is not the
Kronecker form ¢, for any integer m with |m| > 3 (by Example 4.16(b)), then ¢ is
nonnegative of corank one with a sincere radical vector. As shown in Theorem 3.5
(see also Step 1 in the proof of Theorem 3.8), there is an iterated flation 7" such that
qT = qj for some extended Dynkin diagram A. Then by Lemma 4.17 we have
W(g) = W(qj), which is impossible since W(g 3) is an infinite group as shown in
Example 4.16(c).

For the second claim, if g is a positive unit form then by Theorem 2.20 there
is an iterated flation 7 and a Dynkin type A (disjoint union of Dynkin diagrams
Aq, ..., As) such that gT = ga. Again by Lemma 4.17 and using Exercise 2 we
conclude that

W(q) ZW(ga) =W(ga, & - ®qa,) = [Wiga).
i=1

Exercises 4.19.

1. Let g : Z" — Z be a unit form and take indices 1 < i < j < n. Consider the
simple reflections o; and o; in the Weyl group W(qg) of g. Show that
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a) 0;0j = 0;0; (that is, ((‘)’,’(‘)’j)2 = 1)if and only ifq,'j =0.
b) (0i0;)° = 1if and only if g;j € {1, —1}.

In general, let m(i, j) be the minimal number m with (0;0;)" = 1. Calculate
m(i, j) when |gi;| > 2.
2. Show that if ¢ is a unit form and ¢ = ¢' ® ¢? then W(q) = W(g') x W(g?).
3. Letg : Z" — Z be a unit form and take ig, i1, . . ., iy a sequence of indices such
that

eip < 0 (eiy) < ... <o -0 () =:v.

Show that o, € W(g). Is the converse true?
4. Let v be a positive root of the unit form g : Z" — 7Z, and assume that g (v|e;) <
—2 for some index i. Show that o,,0; has infinite order as an element of &'(g).
[Hint: Let ¢ = 0,07 and consider cpk(e,-) = aﬁ)ei + aé’i)v and (pk(v) = aig)ei +
ag;)v. Show that integers aﬁ), afg), agi) and ag;)

of the k-th power of the following matrix,

B_[ -1 —q(le) }
= 5 .
q(vle;) g(vle))” —1

For ¢ (v|e;) < —3, the entries of BX grow exponentially with k. For ¢ (v|e;) =
—2, the matrix B is equivalent to a Jordan block J>(1).]

can be found as the coefficients

4.5 Cyclotomic Polynomials

We now prove a celebrated and useful result of Kronecker in number theory (1857),
see for instance [45, Theorem 4.5.4(a)].

Theorem 4.20 (Kronecker). Let f be a monic polynomial with integer coeffi-
cients. If every root ) of f lies in the unit disc {z € C | |z| < 1}, then any nonzero
root of f is a root of unit.

Sketch of Proof. Let n be the degree of f. The set of all monic polynomials of
degree n with integer coefficients having all their roots in the unit disc is finite. To
see this we write

n
f@Q="4a" " ta"?+ . ta, = l—[(z —2j)s
j=1
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where a; € Z and z; are the roots of the polynomial f for j =1, ..., n. Using the
hypothesis |z;| < 1 we obtain

n
lan—1l =lzi+...+zul <n= <1>

n
lanal=1 Y zzjl < <2>

I<i,j<n

n
laol = lz1z2---zal < 1= <n)

Hence the claim follows since the coefficients a; are integers.
Define for £ > 1 the polynomial

fr@)=T]c=2H=> (D" en 7',
j=1 i=0

where e,_; ¢ is the elementary symmetric polynomial of degree n — i in variables
zf, ey zf; (cf. Exercises 1 and 2 below for the definition of elementary symmetric
polynomials and Newton’s identities, see also [45, 3.1.1]). Using Newton’s iden-
tities, the values nle; , are integers for i = 0, ..., n, thus as before the set of
polynomials { f1, f2, f3, ...} is finite.

Therefore there exist | < k < m such that fy = f;;. Since the roots of f; are

zlf, R zﬁ and those of f;, are z’l”, ..., Z, then there is a permutation o in S, (the
symmetric group in n letters) such that z],‘ = z;”(r) forr = 1,...,n. Let s be the

order of o in S,,. Then we have for a nonzero root A = z, of f,

kS _ kk‘v71 _ mk‘Pl _ mzk’Y72 _ _ ms _ ms
MEL =% Thep T T A
It follows that AF' =" — 1, that is, A is a root of unity. O

By the proof above, there are only finitely many monic polynomials of a fixed
degree with integer coefficients and with roots lying in the unitary disc. For n = 2,
for instance, f(z) = z> — az + b implies |a| < 2 and |b| < 1, giving rise to 15
polynomials. Among them nine have their roots in the unitary disc:

2, 2=z, Pz, A1, Pz, 4L P-4, 22241, 242241
By cyclotomic polynomial we mean a monic polynomial with integer coefficients

£ (z) that divides (zF—1)™ for some k, m > 1 (that is, such that there is a polynomial
g(z) with integer coefficients and with f(z)g(z) = ZF = Dm).
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Corollary 4.21. Let f(z) be a monic polynomial with integer coefficients. Then f
is a cyclotomic polynomial if and only if |A| = 1 for any (complex) root ) of f.

Proof. Let f be cyclotomic. Then there are k, m > 1 such that (Ak — 1™ =0 for
any root A of f, thus in particular [A\| = 1. For the converse take A, ..., A, the
different complex roots of f, with multiplicities m; fori = 1,...,r.

By Kronecker’s Theorem 4.20 all A; are roots of unity, thus there exists k > 1
such that )»f.‘ = 1fori =1,...,r. Taking m = max(my, ..., m,) we may factor
the polynomial (K — D™ as f(z2)g(z) = (zF — 1)™ for some complex polynomial
g(2). It can be shown that g(z) has integer coefficients (Exercise 5 below), that is,
f is cyclotomic. O

We recall some facts on cyclotomic polynomials (see for instance [39] or [45]
for more on this topic). The n-th cyclotomic polynomial @, is inductively defined
by the formula

—-1= and(z),

d|n

where the product runs over all divisors d of n (in particular @1(z) = z — 1 and
@,(z) = z+1). Observe that all ¢, are monic polynomials with integer coefficients
(Exercise 5) and that the roots of @, are primitive n-roots of unity, thus if ¢(—)
denotes Euler’s totient function

pm =y 1,

1<é<n
ged(€,n)=1

then the n-th cyclotomic polynomial @, has degree ¢ (n). It is known that @,(z)
is irreducible in Z[z] (see [45, 3.3.3]), and that any cyclotomic polynomial
f(z) decomposes as product of irreducible cyclotomic polynomials f(z) =
Dy, (2) -+ Dy, (2) for1 <ny < ... < n,. Forinstance, the nine polynomials above
factor as follows,

2%, 201(2), 292(2), P1(2)P2(2), P3(2), Pu(z), P6(2), P1(2)%, P2(2)%,

and in particular only the last six of them are cyclotomic.
Recall that a matrix X is called weakly periodic (resp. periodic) if the difference
Id — X* is a nilpotent matrix (resp. zero matrix) for some positive integer k.

Theorem 4.22. Let X be an integral matrix and p(z) = |ldz — X| its characteristic
polynomial. The following statements are equivalent:

a) The matrix X is weakly periodic.
b) The characteristic polynomial p(z) is cyclotomic.
c) For any eigenvalue A of X we have |A| = 1.
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Proof. Let ¢(z) be the minimal polynomial of X (with coefficients in Q) and recall
that there is an integer £ > 0 such that p divides ¢ (for every divisor of p is a
divisor of ¢). Then p is cyclotomic if and only if ¢ is cyclotomic.

Take k,m > 0 and f(z) = (z¥ — 1)™. Then f(X) = O if and only if the
minimal polynomial g(z) divides f(z), that is, X is weakly periodic if and only if
q is cyclotomic. This and the above show the equivalence of (a) and (), and their
equivalence with (c) follows from Corollary 4.21. O

The following corollary describes a particular case of Theorem 4.22. Its proof is
left as an exercise.

Corollary 4.23. Let X be an integral matrix and p(z) = |zZId— X| its characteristic
polynomial. The following statements are equivalent:

a) The matrix X is periodic.
b) The matrix X is diagonalizable and p(z) is a cyclotomic polynomial.
c) The matrix X is diagonalizable and |A| = 1 for any eigenvalue A of X.

We give now more explicit expressions for cyclotomic polynomials. Recall that
the Mobius function is defined as follows (cf. [45, 3.3.2])

1, ifn=1,
um) =10, if n > 1 is divisible by a square,
(=1, if n = py -- - p, is a factorization into distinct primes.

For the rest of the chapter we set v, = 1+ z + 22+ ...+ 7" ! (notice that v, has
degree n — 1).

Lemma 4.24. For each n > 2 we have

O,(2) = [ [ = D"D and  ®,(2) =[] vasa@" .
d|n dn

Proof. The identity on the left follows directly from the definition of &, and the
Mbobius inversion formula (see Exercise 4). For the identity on the right use that
Zd|n u(d) = 0 (Exercise 3) to get

[ [owa@*@ =] Tlvna@ @ = DIHP =T = D@ = @,(2),

dln dln dln

which shows our claim. O

Let s(j) denote the number of irreducible cyclotomic polynomials of degree j,
that is, for each j > 1 the number s(j) is equal to the number of solutions x to the
equation ¢ (x) = j (in other words, the cardinality of the set ¢~1(j)). For example,
s(8) = 5 since the equation ¢(x) = 8 has the following five solutions: 15, 16,
20, 24 and 30. We may have s(j) = 0, for instance if j is any odd integer greater
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than 1 (see Exercise 9), but also for some even integers such as 14, 26, 34, 38,
50. .. Carmichael conjectured in 1922 that s(j) # 1 for all j, that is, that equation
¢(x) = j has either no solution or has at least two solutions. Schlafly and Wagon
showed in [48] the validity of Carmichael’s conjecture for all j below 101", Anold
conjecture of Sierpinski asserts that for each integer k > 2 there is an integer j for
which s(j) = k. This conjecture was proved recently by Ford [25], while Erdos has
shown that any value of the function s appears infinitely often [24].

A polynomial p(z) of degree # is said to be self-reciprocal if p(z) = z"p(; ). In
the following table a(n) is the number of cyclotomic polynomials p of degree n for
small n, the number of such polynomials which are additionally self-reciprocal is
indicated by b(n), and c(n) is the number of those which are self-reciprocal and
where p(—1) is the square of an integer. Our interest in such polynomials will
become clear below (see Lemma 4.28). There is an efficient algorithm to determine
such polynomials of given degree 1, based on a quadratic bound for n < 4¢(n)? in
terms of Euler’s totient function, see [49, p. 248].

n 1 3 4 5 6 1 8 9 10 11 12

a(n) 2 10 24 38 78 118 224 330 584 838 1420
bm)y 1 5 5 19 19 59 59 165 165 419 419 1001
cn) 1 3 5 12 19 34 59 99 165 244 419 598

Cyclotomic polynomials @, and their products are a natural source of self-
reciprocal polynomials. Clearly, @1(z) = z — 1 is not self-reciprocal, but all
remaining @, (with n > 2) are. Hence, exactly the polynomials (z — 1) [1,-, @
with natural numbers k and e, are self-reciprocal with spectral radio one and without
eigenvalue zero.

n 15 20 25

a(n) 4514 30,532 152,170
b(n) 2257 20,399 76,085
c(n) 2257 12,526 76,085

It is not a coincidence that in the above tables we have b(n) = c(n) = b(n — 1)
for n > 1 odd. Indeed, p is cyclotomic self-reciprocal of odd degree if and only
if p(z) = (z + 1)gq(z) for some cyclotomic self-reciprocal polynomial g of degree
n — 1, and in that case p(—1) = 0.

Exercises 4.25. One can see directly that for complex numbers zp, ..., z,, the
following polynomial expansion holds,

n n
[[e—2) =) D" eritzr, ..., 207,
i=1 i=0
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where e;(z1, . . ., Z») denotes the elementary symmetric polynomial in n variables
1, ifi =0,
iz, if1 <i<n
€21, ... 2n) = > wewpiflsisn,
I<ji<..<jizn
0, ifi > n.
For £ > 1 definee; ¢y = ¢; (Zf, R zfl) and consider the ¢-th power sum:

n

L

Pt = Zzi-
i=1

The equations in Exercises 1 and 2 are known as Newton’s identities.

1. Show that for any k > 1 we have keg,1 = Zle (—1)"’1ek,,-,1p,-, and conclude
that for £ > 1 we have

k

kere =Y (=D ex—iepac.
i=1

[Hint: Take the sum over i = 1,...,k of the substitutions z = z; in the
polynomial []7_, (z — z;), and consider its expansion as above.]
2. Show that for £ > 1 we have
-1 .
pe=(=D""kee(z1, . z) + Y (D e izin - ) pie
i=1

3. Prove that the Mobius function pu satisfies

1, ifn =1,
2 md) = {0, ifn > 2.
d|n

[Hint: Take the product x of all primes dividing n and notice that

dould) =) ud.

d|n d|x

Show the sum on the right must be zero for n > 1 (cf. [45, 3.3.2]).]

4. Mobius inversion formula. Let G be an abelian group (with multiplicative
operation) and consider functions f, g : N — G such that f(n) =[] d|n 8(d) for
any n € N. Show that

gm) =[] fn/d)*@,

d|n
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where u is the Mobius function. [Hint: Show that

Youd) Y gwy=) g Y ud),

dln t|(n/d) tn d|(n/t)

since if d and ¢ divide n then d divides n/t if and only if # divides n/d. Then use
Exercise 3.]

5. Let a(z) = Y ;-paiz and c(z) = Y ;-ociz be polynomials with integer
coefficients (thus a; = 0 = ¢; for almost all 7).

i) Show that if a # 0 and a(z)b(z) = c(z) for some complex polynomial b(z),
then b(z) has rational coefficients.

ii) Assume thatb(z) =) ;. b;z' is a polynomial with integer coefficients such
that a(z)b(z) = c(z). Show that if ged({a;}i>0) = 1 = ged({b;}i>0) then
ged({citiz0) = 1.

Conclude that if a is monic and a(z)b(z) has integer coefficients for some
complex polynomial b(z), then b has integer coefficients.
6. Prove that there is no linear bound for » in terms of the totient function ¢ (n).
7. Show that the polynomials f; in the proof of Theorem 4.20 actually have integer
coefficients.
. Give a proof of Corollary 4.23.
9. Show that if n > 2 then the n-th cyclotomic polynomial @, has even degree.

oo

4.6 Coxeter Matrices

Let (—, —) : Z" xZ" — 7 be abilinear form. A linear transformation X : Z" — Z"
satisfying

(v, w) = —(w, Xv), for all v and w in Z",
is called a Coxeter transformation for (—, —) (see for instance [34, 38] or [47]).

If the bilinear form is nondegenerate then it has a unique Coxeter transformation.
Indeed, if X and X’ satisfy the above conditions, then for any v and w in Z" we
have

(w, X'v—Xv) = (v, w) — (v, w) =0,
therefore X’w = Xw. Fixing the canonical basis ey, ..., e, of Z" consider the
matrix 7 = SM_ _ satisfying (v, w) = v'Tw, with coefficients given by (e;, e;)
for 1 <i, j < n.In particular det(7") # O if the bilinear form is nondegenerate, and

taking X = —T T’ we have

—(w, Xv) =w' T(T 'THy =w'Tv =v'Tw = (v, w).
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The matrix X = —T!'T" is called Coxeter matrix of T, and corresponds to
the Coxeter transformation of (—, —) with respect to the canonical basis. Observe
that in the nondegenerate case, Coxeter transformations are Z-invertible (in fact
det(X) = (—1)"), and that X = -Id, if and only if (—, —) is symmetric.
Observe also that if (—, —) is a bilinear form equivalent to (—, —) (that is,
T := SM__yand T’ := SM,_ _y are congruent matrices, say 7' = S'TS for
some Z-invertible matrix S) then we have similar corresponding Coxeter matrices
X and X/,

X' =) N1 = (ST T7IsTNS T S) = ST T")s = 57 XS,

where S~7 denotes the inverse of the transposed matrix S, which is just another
way of expressing the uniqueness of the transformation defined by X. Conditions
on the quadratic form g (x) = (x, x) impose severe restriction on the Coxeter matrix
X, as we show next.

Theorem 4.26. Let X be the Coxeter transformation of a nondegenerate bilinear
form (—, =) : 7" x Z" — Z and assume that the integral quadratic form q(x) =
(x, x) is positive. Then X is periodic and |\| = 1 with .. # 1 for any eigenvalue A
of X.

Proof. Notice first that for v € Z" we have

q(Xv) = (Xv, Xv) = (v, v) = q(v).

By Remark 2.4 the set {Xke,-}kzo is finite for the canonical vectors ey, ..., ¢,
since q(Xke,-) is constant for all & > 0. Then there exists k; > 0 with
Xkie;=e; fori=1,...,n. Take a common multiple k£ of ki, ..., k, and observe
that X* =1d.

Now, by Theorem 4.22 (see also Corollary 4.23) every eigenvalue A of X
satisfies [\|] = 1. That 1 is not an eigenvalue of X will be shown below in
Lemma 4.28(c).

O

The hypothesis that g is positive in Theorem 4.26 cannot be weakened, as shown
by the following example given in [47]. Consider the matrix 7 with det(7T) = 1 and
its associated Coxeter matrix X = —T ~'T" as given below,

23 5 4
T_<12> and X_<_4_3>.

Then the quadratic form g(v) = v'Tv = 2(v; + )2 is nonnegative, and one can
easily verify that X is not periodic. However (X — Id)? = 0, as expected from the
following generalization of Theorem 4.26 for nonnegative quadratic forms, given
by Sato in [47] (the assertion on the eigenvalues of X is shown in Theorem 4.22).
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Theorem 4.27. Let X be the Coxeter transformation of a nondegenerate bilinear
form (—, =) : 7" x Z" — Z and assume that the integral quadratic form q(x) =
(x, x) is nonnegative. Then X is weakly periodic and |\| = 1 for any eigenvalue A
of X.

The converse of Theorems 4.26 and 4.27 does not hold in general (the Coxeter
transformation X of any symmetric bilinear form satisfies X?> = Id). A similar
example with T upper triangular and with ones on the main diagonal is given in [38],
correcting an erroneous claim in [21].

10-1—-1-12 2 2 —4-3222-1-1-1
01 —1—-1-12 2 2 —3-4222-1-1-1
001 0 0 —1—1-1 —5-5233-1-1-1
_looo 1 0 -1-1-1 | -5-5323-1-1-1
T'=1000 01 -1-1-1 and X =| 2375355114
000 0 0 1L 0 O 2.2111-10 0
000 0 0 0 1 0 221110 10
000 0 0 0 0 I 221110 0 —1

The upper triangular matrix 7' above has determinant one, and its Coxeter matrix
X = —T7 7" satisfies X3 = —Id, that is, the Coxeter transformation associated
to the bilinear form determined by T is periodic. However, if v is the vector
(1,1,1,1,1,0,0,0) then g(v) = v'Tv = —1.

The characteristic polynomial of X is usually known as Coxeter polynomial of
the bilinear form, and by the above it is an invariant of the equivalence class to

which (—, —) belongs. Some general properties of Coxeter polynomials are easy to
determine.
Lemma 4.28. Consider a Coxeter matrix X = —T~'T" and its Coxeter polyno-

mial x (z) = det(Idz — X). The following assertions hold:

a) The polynomial yx is self-reciprocal.

b) Ifdet(T) = 1 then x(—1) is the square of an integer.

c) x(1) = 0 if and only if the integral quadratic form q(x) = x'Tx has nontrivial
corank cork(q) # 0.

Proof. Point (a) is a direct calculation:

1 1
X < ) — det(Idz) det(Id  + T7'T)
Z Z

=det(ld + T'Tz) = det[T (T’ T~ + 1dz)T]
=det(ldz + T'T~") = detddz + T~'T)
= x(2).

Assume now that det(7') = 1. Then

x(z) = detddz + T7'T) = det(T ") det(zT" + T) = det(T + zT").
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Hence yx (—1) is the determinant of a skew-symmetric matrix S := T —7". Using the
skew-normal form of S (see for instance [41, Theorem IV.1]), we obtain ' = U'SU
for some Z-invertible matrix U, where S’ is a block diagonal matrix whose first
block is the zero matrix of certain size and the remaining blocks have the shape

|: 0 n:)':| with integers m;. Thus the claim (b) follows. For (c) observe simply
—m;

that, since 7 is invertible, for any nontrivial v in cork(g) we have
0=T'"T+THv=Ud+T"'T"Hv = 1d — X)v,

that is, v is an eigenvector of X with eigenvalue 1. Conversely, if 1 is an eigenvalue
of X then det(Id — X) = 0 = det(T + T") and we may find a vector v in Q" with
(T + T")v = O(using for instance the Gauss elimination process), and multiplying
by an integer if necessary we may assume that v has integer entries. Therefore v €
cork(q). |

We associate a Coxeter matrix X4 to a given quadratic unit form g by means
of the Gram matrix 7, and the bilinear form it determines (x,y) > vthw
(that is, we define X, := —ququ’), and take the Coxeter polynomial of q to
be the characteristic polynomial x,(z) of X,. This choice is somehow arbitrary,
for equivalent unit forms ¢ and ¢’ might have different Coxeter polynomials x,
and y, (since the Gram matrices 7, and T, need not be congruent even if g
and ¢’ are equivalent forms). Below we give an alternative construction of Tq’1
using the simple reflections o7, ..., 0, associated to a unit form g. Consider the
coefficients

YDy, ifi <

... ) Oss
v =a ifi = j,
0, ifi > j,

where fori < j and 0 < s we define

Z Giky - - -Gk, j» 0 <5 < j—1,
i<ki<..<ks<j
qij» if s =0,
0, ifs > j—i.

ys(i, J) =

and take the (upper triangular) matrix C; = (¥ (i, j))
is indeed the inverse of Tj,.

First we verify that C,

n
ij=1"

Lemma 4.29. Let T; be the Gram matrix associated to a unit form q : ' — Z as
defined in Sect. 1.1. Then T,C, = 1d.
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Proof. We proceed by induction on n > 1 (for n = 1 the claim is clear). Define the
matrices Tq/ and C; by deleting both the last column and the last row from 7, and

C, respectively. Take ¢’ = ¢™ and observe that T, is the Gram matrix T, of ¢,
and similarly C, 6/1 is the matrix C,/ constructed above corresponding to ¢’. Then by
induction, and since g,y (n, n) = 1, we only need to verify that for 1 <i < n we
have

Y qiry(r,m) =0.

r=i

Observe first that by definition, for s > 0 we have

Z qirys(r,n) = Z qir Z qrky - - -Yken | = vs+1(i, n).

i<r<n i<r<n r<ki<..<ks<n

Then

n n—1
D qiryin) =qin+ Y (=D gy rn)
r=i

r=1s5>0

=gin+ y_(-D'"! [qm/s(i, m+ Y gy n)}

5>0 i<r<n

= gin + ) _ (=D [ys (i, n) + ys11(, m)]

s>0
= gin — yo(i,n) = gin — qin =0,
which completes the proof. O

Lemma 4.30. Consider the simple reflections o1, ... ., o, associated to a unit form
q:72"— Zforl <i < j < n and define the vectors a; j := o; ---0;_1(e;) and
Bi,j =0} --0ir1(e) inZ". Then

j j
Qi j = Zy(r, Jer and B ;= Zy(i,r)e,,

r=i r=i
where y (i, j) are the coefficients of the matrix C, as defined above.

Proof. We show the claim for §; ;, the proof for ; ; goes similarly. Fix 1 <i <n
and notice that 8;; = e; = y (i, i)e;. Assume the claim holds fori < j < n and
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observe by induction that

J
Bijr1 =0j11(Bi,j) =041 Zy(i, r)er

r=i

J
= Z y@.r)ler —qrjvieiv1]

r=i
J J

= Zy(i, re, + —Zy(i, F)Grj+1 | €j+1-
r=i r=i

Now, since i # j + 1 and C4;T; = Id by Lemma 4.29, the product of the i-th row
of C; with the j + 1-th column of 7 is zero, that is,

j+1 J
0= y@Ngrjs1 =) viNgrjp1+vGj+1),
r=i r=i
which shows that
J J j+1
Bijri=Y vi.re+ | = yi. g |ejr1 =Y y(i.rer.
r=i r=i r=i

For 1 < i < n define the (column) vectors
a; =o01---0;i—1(¢;), and B =0y 0i11(ei),

or using the notation of Lemma 4.30, o; = o1 ; and B; = B; ,. When coming from
certain algebraic settings (see for example [2] or [37]) «; and B; are called projective
and injective vectors. The correspondence of Coxeter matrices with the product of
simple reflections (in some order) was first observe by Howlett in [34] (see [38,
Corollary 2.11]). In what follows we identify a transformation from Z" to Z" with
its associated n by n matrix with respect to the canonical basis of Z". Recall that
the square matrix having as columns the vectors x!, ..., x" in Z" is denoted by

el gam.

Theorem 4.31. For a unit form q : 7' — Z we have

Cy = (ail|...|lan) and C; = (B1l...1Bn).
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In particular X4 = —Cy Cq_’ = 01 - - - Oy, therefore the Coxeter transformation X,
is an isometry for q belonging to the Weyl group W(q).

Proof. The first assertions follow directly from Lemma 4.30. For the second claim
observe that both X, and o1 - - - 0, are linear transformations that send the vector B;
to the vector —«; fori = 1, ..., n. Thus the result follows since clearly both sets
{a1,...,0,} and {B1, ..., By} are Z-basis of Z". O

Which self-reciprocal polynomials are Coxeter polynomials (of unitary forms)?
Notice that the request for p(—1) to be a square number discards many self-
reciprocal polynomials (for instance @4, @¢, g and D¢ in the cyclotomic case).
What about the cyclotomic case? For example, the cyclotomic polynomial p(z) =
@5(z2)Ps(z) = z° + 1 does not appear as a Coxeter polynomial X, of any unitary

lab
form g, despite the fact that p(—1) = Ois a square. Indeed, the matrix 7 = |0 1 ¢

001
yields the Coxeter matrix

a4+ b2 —abc—1a—ac*+bch—ac
X = bc—a -1 c ,
—b —c —1

with Coxeter polynomial x (z) = z>+az>+az+1, where « = —a®>—b*c?>+abc+3.
Therefore we look for integral solutions to the Markov—Hurwitz type equation

3 =a?+b*+c* — abe.

Any such solution, if exists, must satisfy a, b, ¢ = 0 mod 3. Thus the right side of
the equation is divisible by 9, which is impossible (see Exercise 2).
We now consider the bilinear form (—, _>8 determined by a directed graph (also

—_—
known as quiver) G, where every edge has a fixed ordering. In this case directed
edges are called arrows and are depicted as such. The adjacency matrix Az of a

directed graph 6 has as coefficients the integers

(Ag),-j = Number of arrows from i to j.

Then for vectors v and w in Z9© we take (v, w)g =v'(Id — Ag)w. Observe that

if G is the underlying graph of 6 (the graph obtained by ignoring the orientation of

all edges), then gg(v) = (v, v)g for any v in 790, Recall that by a path in 6) we
mean a walk such that all directed edges point in the same direction (trivial walks

are also paths). An oriented cycle in 6 is a closed path, and a digraph without
oriented cycles is called acyclic. In what follows we will assume that G is acyclic,

- -
thus in particular G has no loop. We will say that the ordering of vertices in G
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is admissible if the existence of an arrow i — j implies that i < j. Notice that
—
the ordering of G ¢ is admissible if and only if the adjacency matrix Az is upper
triangular.
Lemma 4.32. Let 6 be a directed graph with adjacency matrix Ag. The number
%
of paths in G of length k > 0 from vertex i to vertex j is given by the (i, j)-th entry

in the matrix A%.

Proof. We proceed by induction on k& > 0. The claim is evident for k = 0 and
k = 1, and assume it holds for £ > 1. Every path w of length k + 1 from i to j
is the concatenation of a path w’ of length k from i to some vertex £, and an arrow
a : £ — j.By induction the number of paths of length k + 1 from i to j is given by

D (Aie(Ag)y = (A,
ZEEO
O

In particular, if 6 is acyclic then the matrix Az is nilpotent, therefore (Id—Ag)
is an invertible matrix with inverse given by Id + A + A% + A% + ... We also
have

(Id — Ag)i;l = Number of paths from i to j.

. . L = .
The Coxeter matrix X el associated to an acyclic directed graph G is the Coxeter

matrix of the nondegenerate bilinear form (—, —)g- It has the following explicit
shape
_ _ A1 ALY — ¢ gt
Xg=—(Id—Az)'Md—Ay) ZAE (Id — A%,
£>0

Remark 4.33. The following interpretation of the coefficients in the Coxeter matrix

associated to an acyclic directed graph 5) can be verified directly (cf. A. Boldt [13]).
By a twisted path from i to j we mean a path of length £ > 0 from i to k for some
vertex k, followed by a directed edge from k to j. Then we have

Number of twisted paths Number of (nontwisted) paths
(X3)ij = S - oo ,
from i to j fromi to j
for any pair of vertices i and j.

The Coxeter polynomial of the bilinear form associated to an acyclic directed
— —
graph G is denoted by XG- Recall that G is a forest if its underlying graph G is
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disjoint union of tree graphs. The following are well-known properties of Coxeter
polynomials of directed graphs (see for instance [40]).

Proposition 4.34. Let 6 be an acyclic directed graph.

a) The Coxeter polynomial X does not depend on the ordering of vertices in 6

b) If 6} is a forest, then the Coxeter polynomial X does not depend on the
orientation of the arrows in 6)

Proof. Let {1, ..., n} be the set of vertices of 8, and take 6’ to be the directed

graph obtained after a permutation 7 of the set of vertices. The adjacency matrix
Aa, is given by the coefficients (Ag,)ij = (Ag)ﬂ(,-)ﬂ(j), that is, the permutation

matrix P = (ez(1)| - - - lexn)) yields a congruence
— ptA_,
Ag, =P AG P.
Since P’ P = Id we have equivalent bilinear forms (—, _>5’ and (—, —)3, hence

similar Coxeter matrices X—, and X—. Then XG = Xg-

The proof of (b) can be found in [40]. It uses a special type of transformation
on directed graphs (sink-source reflections) as used by Bernstein, Gelfand and
Ponomarev in the context of representations of algebras [10]. O

Lemma 4.35. Consider an acyclic directed graph 61 with source x;, and let 6)
be the directed graph obtained from G ' by adding a vertex x| and an arrow from

2
X1 to x2. The subgraph ofg obtained by deleting vertex x, is denoted by 6 .

Ql
[

X|e > eX)

Then the Coxeter polynomial of 6) is given by

xg@ =@+ D@ —2x52().

—1 —
Proof. Let n be the number of vertices in G . Enumerate the vertices of G taking
x1 = n + 1 and xp = n. By the description of the coefficients of the Coxeter matrix
X g asa difference of twisted minus nontwisted paths (Remark 4.33), we have

XﬁZbO
E;): at Al
a 20
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where a and b are column vectors with n — 1 entries, A € Z and O is a zero matrix
of appropriate size. Expanding det(zId — X 2) by minors along the last column we
get

Xe () = X! (2) + det(B),

Idz — X_» =b| . Idz — X_.» —b .
where B = G N Since X! (z) = det G N (for x; is

—a — —a 7 —

a source of 6 ), we conclude that
X! () = e + det(B),
that is,
xg @ =@+ Dxz1(2) —2xz2(2).

Hence the result. O

Recall that a directed graph 6 is called bipartite if there is a partition of the

vertex set 6)0 = P; U P, such that every arrow in G starts at a vertex belonging
to P; and ends in a vertex in P,. Many important (spectral) properties of Coxeter
matrices for bipartite directed graphs (a family of graphs that includes all trees) are
consequences of A’Campo’s Theorem [1], which describes Coxeter polynomials in

terms of the characteristic polynomial associated to the underlying graph G of G.

Theorem 4.36 (A’Campo). Let 6 be a connected bipartite directed graph with n
—
vertices. Then the Coxeter polynomial X of G satisfies

xg@) =7"pez+z7h),
where G is the underlying graph of 6) and p¢ denotes the characteristic polynomial
of the (symmetric) adjacency matrix of G.

Proof. By Proposition 4.34(a) we may enumerate the vertices of 6 in such a way

that vertices 1, . . ., m are the sources of all arrows in G, whilem + 1, ..., n are the
targets of all arrows, for some 1 < m < n. Then the adjacency matrix Az of the

directed graph 6 is given as follows,

0 M
As = ,
G (0 On_m)
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while the adjacency matrix Ag of its underlying graph G is Ag = Az + At?;)’

where 0, denotes the zero m by m matrix. Since 8 has no path of length 2, by
Lemma 4.32 we have A% = 0. Since bipartite graphs have no oriented cycle, by

Remark 4.33 the Coxeter matrix of 6 is given by

— t
Xg =—(d+Ag)d - AL).

G
Taking A = Ag and considering again that A> = 0, we have

xg (%) = det(z’1d — X) = det(z’Id + (Id + A)(Id — A"))
= det(z’Id + (Id + A)(Id — A")) det(Id — A)
= det(z>(Id — A) 4+ (Id — A>)(Id — A"))
= 7"det((z +z HId — z7'A" — zA)

Z"det((z + z~HId — (A" + A)),

where the last equality follows from the specific shape of the matrix zA + z 1 A?,

_ 0 zM
A TAl = )
ZA+z <Z1M’ 0 )

This completes the proof. O

As consequence of Theorem 4.36 it can be shown that the eigenvalues of the
Coxeter matrix Xz, for 6 a bipartite directed graph, are either positive real
numbers, or complex numbers with modulus one (cf. [1] and Exercise 7 below).

The formula in Lemma 4.35 can be used to find the Coxeter polynomials of a
wide variety of oriented graphs. Take for instance the star graph [p1, ..., p:] with
t branches of length pq, ..., p; and the following orientation of arrows

(2,2,3,3,4] =

The sequence of numbers (p1, ..., p;) is referred to as the star type of the star.
By Lemma 4.35 (see Exercise 3) we find that the Coxeter polynomial of a star
[p1, ..., p:] has the form

t t
Xipt..p1(2) = [(z +h—-z) vf),._é()z):| [[vn@.
iz Upitt

i=1



4.6 Coxeter Matrices 133

which gives an explicit formula for the sum of coefficients of x(p,..... p,] as follows,

t t
1
Xipi,p (1) = 2—t+zp. [Tr
i=1

tli=1

Remark 4.37. The special value x (1) = x[p,,...,p,1(1) has a specific combinatorial
meaning, which can be directly verified:

1) x(1) > 0if and only if the star [py, ..., p;] is of Dynkin type.

2) x(1) = 0if and only if the star [pq, ..., p;] is of extended Dynkin type.

3) x(1) < Oif and only if the star [pq, ..., p;] is neither of Dynkin nor extended
Dynkin type.

In particular, Tables 4.3 and 4.4 show factorizations of the Coxeter polynomial
associated to Dynkin and extended Dynkin diagrams without oriented cycles.
Observe that, for the extended Dynkin graph A, the Coxeter polynomial depends on
the orientation of arrows: If a (resp. b) denotes the number of arrows in clockwise

Table 4.3 Coxeter polynomials of Dynkin diagrams, expressed with a v-factorization and a
cyclotomic factorization

Dynkin Star Cyclotomic Coxeter
diagram symbol v-Factorization factorization number
A, [n] Un+1 [Tain+1 @a n+1
d>1
Dy, [2,2,m —2] v2 Ui(r::” ) l—Id\Z(m—l) ] 2(m — 1)
d>m—1
Es 2,3,3] _ev12 D312 12
E7 [2,3,4] e VI8 D2 P3 18
V2V3V5
Eg (2,3,5] vevtovs V30 P30 30

Table 4.4 Coxeter polynomials of extended Dynkin diagrams

Extended Dynkin Star Coxeter Cyclotomic

diagram type polynomial factorization

&p,q - (z — l)zvpvq (nd\p qjd) (Hd\q ¢d)
D, — (z— l)zvgvm—z @I‘P% [Tapn—2 Pa

Es [3.3,3] (z — D?v0} D20}

By [2,4,4] (z = 1)?vav304 PIDID3 P4

Eg [2,3,6] (z — D%vav305 DI D D3 Ps
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(resp. anti-clock~wise) orientation (thus ¢, b > 1 and a + b = n + 1), that is, the
quiver has type A, ;, the Coxeter polynomial is x4 5(z) = (z — 1)2va Up.

In a slightly different context, in 1982 Howlett [34] gave further properties on
the spectrum of Coxeter matrices. Recall that an M-matrix C is a square matrix
with nonpositive off diagonal coefficients such that each of its principal minors is
positive. For the proof of the following result we refer interested readers to [34].

Theorem 4.38 (Howlett). Let T be an M-matrix and assume that the quadratic
form q(v) = v' Tv is not positive. Then the Coxeter matrix X = —T ~'T" has a real
eigenvalue A with A > 1. Moreover,

a) If q is not nonnegative then ). > 1.
b) If q is nonnegative then all eigenvalues of X have modulus one, the real number
1 is a repeated eigenvalue and X is not diagonalizable.

Exercises 4.39.

1. Find the Coxeter matrix and Coxeter polynomial of the Kronecker form g, and
the Pell form qpq;.

2. Show that the equation a® + b + ¢? = abc mod 3 has only trivial solutions in
the finite field [F3.

3. Let 8 be a directed graph without oriented cycle. Show that the Coxeter
polynomial of the directed graph 80” (obtained by changgg the orientation

of all directed edges) is equal to the Coxeter polynomial of G .

4. Let ¢’ be a unit form obtained from a quadratic unit form ¢ after a point
inversion. Show that x, = x,.

5. Find the Coxeter polynomial of the maximal star S, (of type [2, 2, ..., 2] with
m entries).

6. Let C be the companion matrix of a monic polynomial p. Find the inverse of C
if p is self-reciprocal.

7. Use A’Campo’s Theorem 4.36 to show that for any bipartite directed graph

6, all eigenvalues of Coxeter matrix X g are either positive real numbers or
complex numbers with modulus one.

8. Give an example of a tree graph T that is not an extended Dynkin graph and
such that 1 is a root of the Coxeter polynomial x,, associated to the quadratic
form gr.

9. Prove the statements in Remark 4.37.

10. Show that the matrix X = ( _54 _43) is not periodic.

11. Let 6 be an acyclic directed graph, with adjacency matrix Ag. Show that if

the order of vertices in 6) is admissible, then Id — Aﬁ is an M-matrix. Is it
true in general?

12. Let X be the Coxeter transformation of a nondegenerate bilinear form (—, —),
and let v and w be eigenvectors of X with eigenvalues A and u such that A #
1. Show that (v, w) = 0.
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Weakly Positive Quadratic Forms Shethie

Consider the quadratic form g associated to the bigraph G below (left). On one
hand we observe that ¢ is not a positive form, since T = T,T}; T;{ is an iterated
flation for g such that g7 is the form associated to extended Dynkin diagram D4
(alternatively calculate g(—1,0, 1,1, 1) = 0). In particular ¢ has infinitely many
roots (Theorem 2.16).

G oy

o — o

On the other hand, the positive roots R*(g) of ¢ are contained in the set of positive
ga-toots RT(g4), where A is the Dynkin diagram Ds. Indeed, for a vector x €
73 we have g(x) = ga(x) + x1(x4 + x5), and if x is a positive root of g, then
Xx1(x4 + xs5) = 0 and x is a positive root of ga. Hence the set of positive roots
R (g) of g is finite. The equality g(x) = ga(x) + x1(x4 + x5) also shows that if
xeZisa positive vector, then g (x) > 0.

A semi-unit form g : Z" — Z is said to be weakly positive if g(x) > 0 for every
positive vector x € Z" (recall that a vector x € Z" is positive given x # 0 and
x;i >0fori=1,...,n).

Examples 5.1. The following are examples of weakly positive unit forms.

a) A positive unit form is weakly positive.

b) Let B be a bigraph with only dotted edges, and take gp to be its associated
quadratic form (that is, g is a unit form with (¢);; > 0 fori # j). Then gp is
weakly positive.

© Springer Nature Switzerland AG 2019 135
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¢) Consider the quadratic form ¢%? associated to the following bigraph, with
integersa, b > 1

Y1 Y2 Ya

N

X0
1 2 b

Then ¢%? is a unit form in a + b + 1 variables which is weakly positive exactly
when a < 3. Indeed, we may write

a

b
1\ 4-a
q(XO,yl,---,ya,m,---,Zh)=Z<y;—2Xo) t oy X§+Z(zf+xm/’),
i=1 j=1

and verify the claim.

5.1 Critical Unit Forms

A unit form g is called critical nonweakly positive, or for short just critical,
if every proper restriction of g is weakly positive, but the form ¢ itself is not
weakly positive (compare with critical nonpositive forms defined in Sect. 2.3). The
following characterization of critical forms was shown by Ovsienko in [43] (see
also [52]). For the proof we follow Ringel in [46].

Theorem 5.2. Let g be a unit form. Then q is critical if and only if q is the
Kronecker form g, (x1, x2) = x12 —mxix2 ~|—x%f0r some m > 3, or q is nonnegative
of corank one with radical generated by a sincere positive vector (referred to as a
critical vector of q).

Proof. Clearly the stated conditions are sufficient (see proof of Theorem 2.12). For
the converse let g : Z" — Z be a critical form and v > 0 a positive vector with
minimal weight [v| := Y"7_, |v;| such that g (v) < 0.

Since any proper restriction of g is weakly positive, the vector v is sincere. Then
for each vertex i € {1, ..., n} we have by minimality

0<q—e)=q+1—gqle),

and therefore g (v|e') < ¢ (v) for all i.

If ¢(v) = O then it follows from q(v) = Y1, vig(vle’) that g(v]e’) = 0
for all i (since v is sincere and positive), that is, v is a radical vector. For any other
positive w with g (w) < 0 we choose an index a such that ’l‘)’: < ’:jl_" foralll <i <n.
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Take z := v, w — w,v and notice that z is a positive vector in Z" with z, = 0. Then
0 < ¢'(2) = q(vaw — wev) = vig(w) <0,

and since ¢'¥ is weakly positive, ¢ (z) = 0 implies v,w = w,v. Again by
minimality of v all its entries are mutually coprime, therefore v, divides w,, that
is, w is an integral multiple of v. This shows that if g(v) = 0 then g is nonnegative
with radical generated by v.

If g(v) < 0 then we proceed as in the proof of Theorem 2.12 to obtainn = 2 and
q(x1,x2) = X7 + qax1x2 + x5 with gp < —3. o

In particular notice that all critical forms g in n > 3 variables are nonnegative
with radical generated by a sincere positive vector. Using Theorem 3.5, if g is
connected there exists an iterated inflation T for ¢ and an extended Dynkin graph
A such that qT =qj3.

Corollary 5.3. A critical unit form is always critical nonpositive, that is, any
proper restriction of a critical unit form is positive.

Proof. The claim is clear for critical forms ¢ : Z" — Z with n = 2 (Kronecker
forms g, with m > 2). If n > 2, it follows from Theorem 5.2 that a critical unit
form is nonnegative with radical generated by a sincere vector. Therefore any proper
restriction of ¢ is positive, that is, g is critical nonpositive. O

Using Corollary 5.3 we are ready now to correct the picture drawn in Sect. 2.3.

nonpositive
| but weakly positive ‘

Recall that the one-point extension g[v] : Z'*' — Z of a unitformgq : 2" — Z
with respect to a g-root v is defined as

n
qvl(xt, ..., X0, Xpt1) =¢q <in@i —xn+1v> ,

i=1

which is again unitary, see Lemma 3.26.
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Proposition 5.4. Let g be a unit form in more than two variables.

a) The form q is critical nonpositive if and only if ¢ = p[v], where p is a positive
unit form and v is a sincere root of p.

b) The form q is critical if and only if ¢ = plv], where p is a positive unit form
and v is a positive sincere root of p.

In both cases the radical rad(q) of q is generated by a vector z having a vertex i
with z; = 1, while for all vertices j we have |zj| < 6.

Proof. This is a direct consequence of Theorems 2.12 and 5.2, since g[v] is
a nonnegative unit form with rad(g[v]) generated by the vector v + e, (cf.
Lemma 3.26).

For the last statement, see Corollary 3.31. O

The following technical lemma will be widely used throughout this chapter.
Recall that for v € Z", the support of v is given by supp(v) = {i € {1,...,n} |
v; # 0}.

Lemma 5.5. For a weakly positive semi-unit form q : Z" — 7 the following
statements hold:

a) The form q is a unitary.

b) For every pair of indices i # j with q;j < 0 we have q;; = —1.

c) If v € Z" is a positive g-root then —1 < q(vle;). Moreover, if i and j are

different indices in the support of v, then q(vle;) < 1 and g;; < 2.

Proof. Point (a) is clear. For (b) we evaluate g at the vector ¢; + e; to get
0 <glei+ej)=qle)+qlej) +qleilej) =2+ qleilej) =2+ gij.

To show (c) notice that the inequality —1 < g(v|e;) holds in general (evaluate
q at v + ¢;). Now, if i, j € supp(v), the nonzero vector v — ¢; has no negative
coordinates, therefore 0 < g(v — ¢;) = 2 — g(v]e;). For the second inequality
assume that ¢;; > 3, and notice that
q(ei —ej) =q(ei) +qlej) —qleilej) =2 —gqij <O0.
Since we may assume that g (v|e; —e;) < 0 (change the roles of i and j otherwise),

fory = v +¢; —ej we have

g(y) =q)+qe;i —ej) +q(vle; —ej) <0,

a contradiction since y is a positive vector. O

We say that a weakly positive unit form g : Z" — Z is sincere if there exists a
positive sincere root v of g.
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Corollary 5.6. Forn > 1 there are finitely many sincere weakly positive unit forms
in n variables.

Proof. It q : 7' — Z is a sincere weakly positive unit form, then by Lemma 5.5
we have —1 < g;; <2forall 1 <i # j < n. Thus the result follows. m]

In Sect. 1.2 we have defined, for a quadratic unit form g, the i-th simple reflection
oi 7" — 7" given as 0;(x) = x — q(x|ej)e; for x in Z". In the following
Proposition we resume some basic facts related to reflections when applied to
weakly positive unit forms. We need some preliminary observations.

Lemma 5.7. Let g be a unit form.
a) Ifvisaq-root, then Y »_, viq(vle;) = 2q(v) = 2.
If moreover q is a weakly positive form and v is a nonsimple positive root, then:

b) Foralli € supp(v) we have |q(vle;)| < 1.
c) There exists an i € supp(v) with g(v|e;) = 1.

Proof. Part (a) is a direct calculation. For (b), by hypothesis we have v £ ¢; > 0.
Therefore 0 < g(v + ¢;) = 2 %+ g(v]e;), which implies that |g(v|e;)| < 1. Part (c)
follows directly from (b) and (c). O

Let g be a unit form. Recall that a positive g-root v is called maximal if for any g-
root w with w > v (that is, such that w — v is a nonnegative vector) we have w = v.
Maximal roots play a key role in understanding weakly positive roots. Furthermore,
since the restriction of a weakly positive unit form is again weakly positive, we may
want to first understand those forms which are sincere.

Proposition 5.8. The following are equivalent for a positive root v of a weakly
positive unit form q : 7' — 7.

a) The g-root v is maximal.
b) We have oi(v) <vforalli =1,...,n.
c) We have g(vlej) > O foralli =1,...,n.

Proof. Assume (a) holds. By definition o; (v) = v — g (v|e;)e;, thus we have either
o0;(v) < v oro;(v) > v. Since o;(v) is also a root of g (Lemma 1.5(c)), by
maximality of v we have o; (v) < v, therefore (b) holds.

That (b) implies (c) is obvious. We show that (c) implies (a). Let w be a g-root
with w > v. Then w; > v; and g (v|e;) > O for any index i, therefore

0 < g(w—v) = g(w)+q)—g wlv) = 2= wig(vler) <2-Y  vig(vle;) =0,

i=1 i=1
showing that g(w — v) = 0, that is, w = v since ¢q is weakly positive. O

The hypothesis that g is weakly positive is essential to show that (c) implies
(a) in Proposition 5.8, as the following example shows. Let ¢ = gp be the form
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associated to the bigraph B below and take v and w to be the vectors as indicated
by the integers at the vertices.

B: e —e UI | 11 w:ooq7 1 —5
\ \ \
° 1 9

o o 2 2 34 26
/ T / 1 / 17
e e e e ‘ ‘
3—2— 11 51 —42 — 33 —25

Then it is easy to show that in fact g (v) = g(w) = 1 and g(v|e;) > 0 for any vertex
i,butclearly v < w. Italso clear that g is not weakly positive since g (w—v) = —16.

In view of the preceding result, for a maximal g-root v it is natural to distinguish
between vertices i for which g (v|e;) > 0 and those vertices j where g (v]e;) = 0. A
vertex i is called exceptional for the maximal g-root v if g (v|e;) > 0. The following
result was observed by Ringel [46] in the context of sincere representation finite
algebras.

Lemma 5.9. Let v be a sincere maximal positive root of a weakly positive unit
form. If v # e; for 1 <i < n then either there exist exactly two exceptional vertices
i # jwithv; =v; =1, or there is exactly one exceptional vertex i with v; = 2.

Proof. By Proposition 5.8(c) and Lemma 5.7(b) we have g(v|e;) = 0, 1 for any
vertex i . Hence the result follows from Y ;_; vig(vle;) = 2, see Lemma 5.7(a). O

Notice that a vertex is exceptional with respect to a maximal root. Since there
might exist several maximal roots, exceptional vertices are in general not inherent
to unit forms (but to specific maximal roots), as the following example shows.

Example 5.10. Consider the quadratic form gp associated to the bigraph depicted
below.

where encircled numbers indicate the exceptional vertex in each case.

The following important result will be used below in Theorem 5.13.
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Corollary 5.11. For any critical unit form q : 7' — 7 and any positive q-root v
thereis avertexi € {1, ..., n} withq(vle;) < 0. In particular q has infinitely many
positive roots.

Proof. By Theorem 5.2, if g is critical then either ¢ is the Kronecker form
gm(x1,x2) = x12 + x% — mx1x2 with m > 3, or ¢ is nonnegative with radical
generated by a positive vector z.

Consider first the former case, and take v = (v1, v2) a positive root of g, thus
in particular v% + v% =1+ mvjvy. Then

q(vlenqlez) = vi — mv2)(2vy — muy) = (4 +m*)v1vs — 2m (v} + v3)
= (4 +m*)vivs — 2m(1 + mvivp)
=Q2+m)2—m)vivy —2m,

and since v is positive and m > 2 we have g (v|e1)q(v]e2) < 0.

Now, for the second case consider a positive root v with g(vl|e;) > O for all i
and take w := v + z. Since z is positive and sincere we have w; > v; > 0 for
i=1,...,n Then

q(2) = q(w—v) = gw)+q)—qwlv) = 2= wig(vle;) <2—Y vig(vle;) =0,
i=1 i=l

which is a contradiction. We conclude in any case that there is an index i with
q(vle;) < 0. For the last claim, for any positive root v with g(v|e;) < 0 we have
that o (v) is a positive root larger than v, thus the assertion follows. O

If g is a critical unit form in more than two variables, then ¢ is connected and
nonnegative by Theorem 5.2. As defined in Sect. 3.2 the Dynkin type Dyn(g) of g
is a Dynkin graph. For instance, in Table 5.1 we exhibit all critical forms of Dynkin
type Ee.

5.2 Checking for Weak Positivity

As a first (rather obvious) criterion to verify weak positivity notice that a unit form g
is weakly positive if and only if it does not contain as a restriction any critical form.
The following nontrivial characterization is due to Drozd and Happel (cf. [30]). We
need a preliminary observation.

Lemma 5.12. Lerv', v?, v°, ... be an infinite sequence of different positive vectors
in Z". Then there exist 0 < s < t such that vy < v; (in other words, the poset of
positive vectors in Z" has finite width).
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Table 5.1 Critical forms of type Eq

Proof. We proceed by induction on n > 0 (the case n = 1 is evident). Consider
the nonnegative integer mk = min(vll‘, R v,’i) for k > 1. If the sequence {mk}kzl
is unbounded the claim is clear (taking ¢ such that m’ > max(v%, ey v,ll) then we
guarantee that v! < v'), hence we may assume that {mk}kzl is bounded.

Taking subsequences if necessary, we may further assume that there is an
index 1 < i < n such that the sequence {vl’.‘} is bounded, thus we may
actually assume that the integer vf is fixed for all k > 1. Consider the vector

ok = (vlf, ..,vf_l, fo, R v’,j) in Z"1 for k > 1, and observe that {ﬁk}kzl
is a sequence of different positive vectors in Z"~!'. Hence the result follows by
induction. O

Theorem 5.13 (Drozd-Happel). Let g : Z" — 7 be a unit form. Then q is
weakly positive if and only if q accepts only finitely many positive roots. Moreover,
in this case there is an iterated deflation T such that qT = qc where G is a bigraph
with only dotted edges and no loop.

Proof. We start by proving the last statement. Suppose that R (g) is a finite set
and that g is weakly positive. If ¢;; < O for some i # j then g;; = —1 by
Lemma 5.5(b). Consider the deflation T = Tl]_ for ¢ and take g1 = ¢ T (whichis a

unit form by Proposition 2.17). Then T : R (q1) — R™(q) is a proper embedding
(Lemma 2.19) thus R™ (q1) is a finite set. To continue we will look for indices k # ¢
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such that (g1)x¢ < 0. Since this procedure may be iterated only a finite number of
times, we get a composition of deflations 7 taking g to gg where G has only dotted
edges.

Assume first that g is not weakly positive. Then there exists a critical restriction
g" of g, and by Corollary 5.11 the forms ¢! and g have infinitely many positive
roots.

Assume now that g : Z" — 7 is a weakly positive unit form such that R (g)
is an infinite set. Let n be minimal with this property, so that for each index i the
weakly positive unit form ¢ has finitely many positive roots. In particular, ¢ has
infinitely many sincere positive roots, and by Lemma 5.5(c), for any such root v we
have g (vle;) € {—1,0, 1}. Therefore there should be an infinite sequence {vk}kzl
of positive g-roots with (q(v¥|e! ))?_, afixed vector in Z". By Lemma 5.12 we can
find two comparable roots v* < v’, and we have

) 1 i i
0<qQ —v') = zq(vt — v — %)

1 & ‘ ‘
=, 2 = oDl len) — g(vle)] =0,

i=1

which is impossible. Therefore R (g) is a finite set. |

The iterated simple reflections of a unit form ¢ may also be used to check for
weak positivity of g (cf. Proposition 2.5 and Remark 2.6).

Proposition 5.14. A unit form q : 7" — Z is weakly positive if and only if there
exists N > 0 such that for every sequence of q-roots with the shape

e < Ugl(e,') < ngo'gl(ei) <...<O0yp -Ugl(e,'),

we haver < N.

Proof. For q weakly positive the condition is necessary since R™ (g) is a finite set
(Theorem 5.13).

If g is not weakly positive then there is a critical restriction g’ of g. By
Corollary 5.11, for any positive g’-root v there is a vertex £ such that ¢’(v|eg) =
q(vleg) < 0. In particular, if v = oy, - - - 0¢, (¢;) is a positive root, then v < oy (v)
which completes the result. O

Ovsienko’s Theorem (see Theorem 5.25 below) claims that if v € Z" is a positive
root of a weakly positive unit form g : Z" — Z, thenv; < 6fori =1, ..., n. This
establishes a priori the bound N = 6" in the algorithm of Proposition 5.14.

Recall from Proposition 2.5 and Remark 2.6 that we may construct all positive
roots (inductively using reflections) for a unit form g known to be weakly positive.
However, we usually do not know beforehand that ¢ is weakly positive. Still, we
could start to construct g-roots inductively using reflections, and find a way to stop
the process using the following simple criterion.
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Proposition 5.15. Ifq : ' — Z is a nonweakly positive unit form with q;; > —2
for 1 < i,j < n, then there exists a positive q-root w and a vertex i such that
g(wle;) < —2.

Proof. Since g is not weakly positive there exists a critical restriction ¢/ of ¢ which,
by the hypothesis g;; > —2 and Theorem 5.2, has a positive sincere radical vector
z. For an index i in I and identifying z € Z’ with its inclusion in Z", we have
q(zle;) = q'(zle;) = 0. Take w = z — ¢; € Z" which is a positive root of ¢, and
calculate

q(wle;) = q(zle;)) —q(eile;) =0 —2. O

Algorithm 5.16. By iteratively calculating positive q-roots using reflections one of
the following two situations appear after a finite number of steps: either one finds a
positive root w and a vertex i such that q(wle;) < —2 and conclude that the form
was not weakly positive, or we end up with a finite number of positive roots unable
to produce any new positive roots using reflections, hence concluding that the form
is weakly positive (and we have reached all positive roots).

The last result of this section will be heavily used in the rest of this chapter.

Lemma 5.17. Let q be a sincere weakly positive unit form and consider its
associated bigraph B,. Then the subgraph of B, determined by all solid edges is
connected.

Proof. Suppose that the opposite holds, namely, that the set of vertices may be
divided into two disjoint subsets / and J such that g;; > O whenever i € I and
j € J.Consider a positive sincere root v and write v = v/ +v/ where supp(v!) = I
and supp(v’) = J. Then each summand on the right side of the following equation
is nonnegative,

1=q0"+v)=q0)+q0)+ Y v/v/g,
iel, jeJ

hence we must have ¢ (v!) = 0 or g(v’) = 0, that is, either I = @ or J = . |

Exercises 5.18.

1. Find the exceptional vertices of the maximal positive root of the quadratic form
associated to each Dynkin diagram.

2. Calculate the root-picture for gp (that is, the Hasse diagram of the poset of
positive g g-roots) where B is the following bigraph,
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3. Find all the maximal roots of g and their exceptional vertices, where

70

B:

4. Determine which of the following bigraphs correspond to a weakly positive unit
form.

1<

Which of these forms is sincere?
5. Give an iterated deflation T such that the bigraph associated to the form g7 has
no dotted edges, where g is the following weakly positive unit form,

q(x) = xP 4. . AxF — x2(x1 +x3+x4) — x3(x5 4 x6) + X4 (X1 + X6 — X7) — X6X7.

5.3 Edge Reduction

Let g : Z" — Z be a semi-unit form and take different indices i and j such that
gij < 0. Define a new unit form ¢’ : Z"*t! — 7 by the formula

ek, ifl <k <n;
q'(x) = q(p(x)) +xixj, where p(ex) = )
ei+ej, ifk=n+1.

We say that ¢’ is obtained from g by edge reduction with respect to indices i and j
(see [53]). The quadratic form g can be recovered from ¢’ using the nonlinear map
7 7" — 7' defined as

w(x)x = xk, fork ¢ {i,j,n+ 1}and

(T (xX)i, w(x)j, T(X)pt1) = :(O,Xj —xi, %), ifx <xj;

(x; —xj,0,x;), ifx; > xj.

Indeed, we have pormr = Idz» and g(x) = g (p (7 (x))) = ¢’ (7w (x)) —r(x)im(x); =
q'(w(x)) for every x € Z".
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Lemma 5.19. If g is a unit form and q’ is an edge reduction of q with respect to i
and j, then q' is again a unit form if and only if g;; = —1.

Proof. The claim follows from the observations g’(ex) = g(p(er)) = q(er) = 1
forl <k <n,and

q'(ent1) = q(plent1)) = qlei +¢j) =2 — qij. O

Proposition 5.20. Let q : 7" — Z and q' : 7' — 7 be unit forms such that q'
is obtained from q by edge reduction with respect to vertices i and j. The following
hold:

a) The functionmw : 7" — 7"V induces an injection w : R (q) — R (q").

b) The form q is weakly positive if and only if q' is weakly positive. In this case
7 : RT(q) — RY(q’) is a bijection.

Proof.

(a) If x is a positive g-root then

q'(m(x)) = q(p(r(x) + T (x)iw(x); = q(x) = 1,

since by definition either 7 (x); = 0 or w(x); = 0. Clearly = is an injection.
(b) Assume ¢ is weakly positive and take y to be a positive vector in Z"*!. Then

clearly p(y) is a positive vector in Z" and ¢'(y) = q(p(y)) + yiy;, where the

first summand is strictly positive and the second nonnegative. Hence ¢’(y) > 0.

For the converse, assume that ¢’ is weakly positive and take x a positive vector
in Z". By construction 7 (x) is a positive vector in Z" and g (x) = ¢q’(7w(x)) > 0.

Finally suppose ¢ is weakly positive and take a positive root y € R*(g’). Then
I =4'(y) = qlp(») + yiy; > yiy; = 0, which means that y;y; = 0 and
p(y) € RY(q) with w(p(y)) = y, thatis, w : R*(q) — RT(q’) is abijection O
Examples 5.21. Next we illustrate graphically the edge reduction procedure.

a) Considerg!' = ¢ pl, where B! is the bigraph

Bl
1 2

N
3/ \4
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Reducing ¢! with respect to 0 and 1 yields g% = ¢ B2, Where B? is the bigraph
below (and the added vertex is labeled 5).

B2 B3 B*
1 2 1 2 1 2
50 50 R (R
1\ RN |
3 4 3 6 4 3 6 4

Reduce g2 with respect to 0 and 3 to get g> = g3, after reducing bigraph B3 to
avoid both types of edges between two vertices (regularization). Continue with
edge 0 and 4 to get B*, and similarly as indicated below:

B> B® B’
1 2 1 2 1 2010
50T 5000 7 LR
813 e T 4 8136 vv _ 42 836 b4
) 9 ,

At the end we get a bigraph B’ containing only dotted edges, hence we cannot
continue to perform reductions. According to Proposition 5.20, all quadratic forms
q’,4%, ..., q" are weakly positive. Observe also that B” has a double dotted edge
between a pair of vertices (0 and 10).

b) As an illustration of Lemma 5.19, consider the unit form ¢ = g-1 where C Lis
the bigraph

Cl
1 \7/ 2
3
After applying edge reduction with respect to 1 and 2 we get g> = qc2, where

C? is the bigraph below

Cc? c3
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Now we get the following interesting situation: Reduction with respect to
vertices 3 and 4, which are joined by a couple of solid edges. This reduction
yields quadratic form g3 = qc3, where C 3 is (the regularization of) the bigraph
above, which has an isolated loop. Hence q3 is not a unit form, and therefore
none of the forms ¢, g2 and ¢> is weakly positive.

The following reduction procedure for weakly positive unit forms is presented
by von Hohne in [53], and it forms the basis of the algorithm described below.

Theorem 5.22. Let g : Z" — Z be a weakly positive unit form and consider a
sequence of forms ¢ = q", g"tY, ..., q° suchthat q' is obtained from q'~' by edge
reduction (hence q' : 7! — Z) for i > n. The following hold:

a) Each q' is a weakly positive unit form for i > n.
b) We have s < |RY(q)| and if s = |RT(q)| then q* has coefficients q;j > 0 for
every pair of indices 1 < i, j <s.

Proof. By Proposition 5.20 each ¢/ is a weakly positive unit form, and the mapping
7t 7" — 71 induces a bijection 7' : RT (¢’ — 1) — R (¢q') foreveryi > n.
Since each canonical vector e/ is a positive g’ -root, we have

i <IRT(g"H=IRT (.

If s = |R*"(g)| and if for some pair of indicesi < j we have ql‘?j < 0, then qu =-1
by Lemma 5.5, hence ¢*(e; + e;) = 1, which is impossible since R* (¢*) = (el |
1<i<n+s} O

As consequence of Theorem 5.22, if g is a weakly positive unit form there is a
bound for the length of any possible iterated edge reduction for ¢, namely |[R™ (g)| —
n where n is the number of variables of ¢g. The converse is false. For instance, the
(classical) Kronecker unit form ¢, admits iterated edge reductions of length at most
two, although ¢> is not weakly positive. Now we describe an algorithm to verify
weak positivity for a unit form ¢ : Z" — Z, constructing on the way all positive
g-T0o0ts.

Algorithm 5.23. Let g : 7' — 7 be a unit form.

Step 1. Construct a sequence of quadratic forms g™, g"t', ..., gV, where ¢" = g

and g**V is obtained from g* by edge reduction with respect to vertices iy, and ji
(in particular, g**' : Z¥t' — 7 is a quadratic form), forn <k < N.

Step 2. Define the sequence of vectors 7', ..., 7" in Z" as follows: For k =
1,...,ntake 7 = ey the canonical vector, and for k > n define

R R <L
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Step 3. For each N > n verify the following stopping conditions:

a) qf;.’ >0foralll <i,j <N.
b) qf;.’ < =2 for somei # j.
c) N> 6"

Then the algorithm must stop after finitely many steps, and the unit form q is weakly
positive if condition (a) in Step 3 is satisfied at some point.

Proof. First, if case (a) arises for some N > n, then ¢% is weakly positive with
RY(gM) = {e1, ..., en}. By Theorem 5.22 we conclude that ¢ itself is a weakly
positive unit form and |R™(g)| = N. Moreover, it can be shown that

RT(¢)={<',.... ")

If one of the cases (b) or (c) holds, the form ¢” is not weakly positive (respectively
by Lemma 5.5(b) and Ovsienko’s Theorem 5.25 below). In any case, g is not weakly
positive. O

In practice it is never necessary to go so far as the bound 6" in the algorithm
above, and in the next chapter we will review this algorithm and see how to improve
it to make it one of the fastest of all.

Theorem 5.24. A unit form q is weakly positive if and only if any iterated edge
reduction q’ of q is unitary.

Proof. The necessity is a consequence of Theorem 5.22(a). Let us assume that the
quadratic form g : Z"" — 7 is unitary, but not weakly positive.

Assume first that there are vertices i # j such that ¢;; < —3.1If ¢’ is edge
reduction of ¢ with respect to i and j, then clearly ¢'(e;,+1) =2 —m < —1, that is,
q is a nonunitary form.

Assume now that g;; > —2 for all indices i and j, and take a critical restriction
g" of g. By Theorem 5.2 the restriction ¢/ is nonnegative and has a critical vector
z in Z! (which will be identified with its inclusion in Z"). Since ¢ is unitary the
weight |z] = > °;_, z; of z is larger than 1. Consider the following evident facts:

i) If |[v| > 1 for a positive vector with g(v) = 0, then there are vertices i # j in
the support supp(v) of v such that g;; < 0.

ii) If moreover ¢’ is the edge reduction of ¢ with respect to vertices i and j, and
v/ = m(v) € Z"!, then v’ is a positive vector with ¢’(v') = 0 and |[v'| < |v].

Starting with the critical vector z, the result follows by induction using points (i)
and (ii) above. |

It follows from the proof of Theorem 5.24 that in the reduction process we may
find quadratic forms g with ¢g;; < 1 for some vertex i. These are called pre-unit
forms, and will be considered again in next chapter when addressing the weakly
nonnegative setting.
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5.4 Ovsienko’s Theorem

As shown in Proposition 2.22, the absolute values of the entries of any root v of
a positive unit form are bounded by 6. This is now extended to positive roots of
weakly positive unit forms, the celebrated Ovsienko’s Theorem. The proof given
closely follows Ringel in [46] (see also Gabriel and Roiter [26]).

Theorem 5.25 (Ovsienko). For any vertex i € {1,...,n} and any positive root
v € Z" of a weakly positive unit form q : Z" — Z we have v; < 6.

Proof. The proof is combinatorial and done in several steps. We have already seen
a positive (hence weakly positive) unit form with a root having an entry 6, namely
qr, (see Table 2.2).

Let s > 6 be an integer. Among those weakly positive unit forms g with

s = M(q) := max{v; | i is an index of ¢ and v is a positive root of g},

we choose one, say ¢, having minimal number of positive roots. Fix a maximal
positive g-root v such that vy = s for some index k. By minimality, v is a sincere
root.

Step 1. We show that g;; > 0 forall i, j # k.
Suppose v; < v;. We see from 0 < g(e; +¢;) = 2 + g;; that g;; > —1.If
gij = —1 then we know from Lemma 2.19 that g~ = un_ has fewer positive
roots than ¢. Take v/ = (Y’i;)_lv = v — v;ej, which is a positive root of g~
satisfying v; = vx = s. This contradicts the assumed minimality of ¢, since
M(g™) = M(q).

Step 2. We show that q;j < 1 foralli, j # k.
It follows from Lemma 5.5(c) that ¢;; < 2.1f g¢;; = 2, assuming that g (v|e;) <
q(vle;) and taking the positive vector w = v — vje; + v;e;, we obtain

1< g(w) = qv) +2v] — vjlq(vle) — qvle)] —vigij < 1.

Hence w is a positive root of the restriction ¢/ with wy = s. But ¢/) certainly
has fewer positive roots than ¢, again in contradiction to minimality.

Step 3. We have qk; = —1 for every vertex i # k. This is a direct consequence of
Steps 1 and 2, and Lemma 5.17.

Step4.  The root v has exactly one exceptional vertex £ and vy = 2.
Otherwise Lemma 5.9 implies that there are precisely two exceptional vertices
¢ and ¢’ with g(v|eg) = g(vleg) = 1 and vy = vy = 1. But in that case,
o¢(v) = v — ey is a sincere positive root of q(e) with o¢(v)r = s, in contradiction
to the assumed minimality of g.

Step 5. Define the sets of vertices | = {i # L | qiy = 1}and J ={i #£ | qiv =
0}, where £ is the exceptional vertex for v. Then we have q;j = 1 forall i, j in I.
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Indeed, consider the positive vector w = v + e, — e¢ + e; + e;. Since £ is the
unique exceptional vertex for v we have

q(lex) = q(vle)) =q(vle;) =0, and g(vle) =1,

thus we deduce from wy = v + 1 > s that
2<qw)=5—qle)) —qgre +qxi +qxj — qei — qe¢j + qij =1+ qij.

Hence g;; = 1 by Step 2.

Step6. Wehavevy =3+ ;. vi =—1+ ;v
Indeed, from 1 = g (v|e¢) = 2v¢ — vk + Ziel viwegety, =5 =3+ Zie[ v,
while from

0=g(vler) =25 — ) v
ik

:s—l—(vk—Zv,-)—Zvi—vg=s+3—2vj—2,

iel ieJ iel

we obtains = —14+ )", _; v;.
Step7. Foralli € I and j € J we have v; =1 and q;; = 0.
Indeed, we calculate

0=gq(vle)

=2v; + Z%’mvm
m=#i
= -I-va-l-zclijvj-l—vz—vk
mel jeJ
=V +(Uk_3)+ZQijUj +2—
jeJ

=—-14v ~|—Zq,~jv/~.
jeJ

Since g;; > O for all j € J we must have v; = 1 and ¢;; = 0.
Step 8. Letz € J be suchthat v, > v; forall j € J. Then there exist two vertices

JU# Jjoin J with qzj, = qzj, = 0.
By Step 7 we have

0=gq(vle) =2v; + Z qzjVj — Vk = Vg + anv/ - Zv/ +1
jeJ, j#z jes jeJ
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Thus we infer that

v, < Z(l —q;j)vj < Z(l — qzj)vz,

jeJ jeJ

hence 2 < ., (1 — gz;), which implies the claim.

Step 9.  For vertices ji and jp as in Step 8 we have qj, j, = 1.
Otherwise the restriction of g to vertices {k, £, z, ji1, j2} equals gp, in contradic-
tion to the weak positivity of g.

We have now collected enough information to conclude the proof. Assume s >
7. Then by Steps 6 and 7 the set [ has at least four vertices i1, i2, i3, i4. Hence
the restriction of ¢ to the set {k, €, i1, i2, i3, i, 2, j1, j2} has exactly the following
associated bigraph (left)

Jl

N

2

But g evaluates to zero at the positive vector indicated by the number on the vertices
in the figure above (right), a contradiction (the bigraph above corresponds to a
critical unit form, see figure €’(6) in Table 5.3). |

We now present a suitable generalization of Proposition 1.32 to the weakly
positive case due to Zeldych [55] and based on unpublished notes by S. Brenner,
where the assumption of g being unitary is dropped. Recall that the adjugate ad(B)
of a square matrix B is the transpose of the matrix of cofactors of B.

Theorem 5.26 (Zeldych). Let A be the associated symmetric matrix of an integral
quadratic form q : 7" — 7 (that is, q(x) = x' Ax for any vector x in Z""). Then the
following conditions are equivalent:

a) The form q is weakly positive.
b) For each principal submatrix B of A we have either det(B) > 0, or ad(B) is not
positive (that is, ad(B) has a nonpositive entry).

Proof. Assume (a) holds, let B be a principal submatrix of A and suppose that
ad(B) is a positive matrix. By the Perron—Frobenius Theorem 1.36 there exists a
positive eigenvector v € R" of ad(B) with eigenvalue p > 0. Considering g as a
real function gr : R” — R it is clear that gr(x) > O for any positive vector x in
R”". That actually gr(x) > O can be argued as in the proof of Proposition 2.3. Then
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the inequality det(B) > 0 is deduced from
t 1 t 1 2
0<gr(w) =v'Bv= v'B(ad(B)v) = det(B)|v]~,
P P

since we have (B)ad(B) = det(B)Id.

For the converse we assume that g satisfies (b) but is not weakly positive. Take
such a form minimal in the number of variables. Since taking principal submatrices
corresponds to restrictions, we infer from minimality that ¢ is critical. Hence each
proper restriction of g is positive (see Corollary 5.3), and thus by Proposition 1.32
we have det(B) > 0 for each proper principal submatrix B of A.

Thus det(A) < O since otherwise ¢ would be positive (again by Proposi-
tion 1.32). Take ad(A) = (v,-j)l’.szl, thus by hypothesis there must exist i, j
with v;; < 0. Let v be the j-th column of ad(A), so that Av = det(A)e; and
q(v) = det(A)vj;. Further, let w > 0 be a sincere positive vector with g(w) < 0.
For i = — 112{ > 0 we have (v +Aw); = 0 and (since the restriction ¢*) is a positive
form)

0<qgq+rw)

= q(v) + 22w’ Av + A%g(w)
det(A)[v;; +2Aw/]
det(A)

= [viiw; —2v;;w;].
w; jjWi ijWj

IA

If vj; < O (thus we may take i = j) then
0 < g+ Aw) < det(A)(—vj;) <0,

a contradiction. If vj; > 0 then v;;w; — 2v;;w; > 0 and the following equation
yields another contradiction

det(A
O0<qgv+rw) < e )[vjjwi —2v;;w;] <0,
wi

which completes the proof. O

For convenience in what follows we collect the different Criteria for Weak
Positivity shown in this chapter.

Theorem 5.27. For a quadratic unit form q : 7' — 7 the following claims are
equivalent:

a) The form q is weakly positive.
b) The form q admits only finitely many positive roots.
c) For any positive root v and any vertex i we have v; < 6.
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d) For any positive nonsimple root v and any vertex i we have q(vle;) > —1.

e) For each principal submatrix B of A; we have det(B) > 0 or ad(B) is positive.

f) Forallvertices i # j we have g;j > —2 and g~ 10) NN = {0}.

g) Forallverticesi # j we have g;j > —2 and for all subset of vertices I we have
rad(¢’) N N2 = {0}.

Proof. The equivalence of (a) and (b) was shown in Theorem 5.13, that of (a) and
(e) in Proposition 5.26, that (a) implies (c) is Ovsienko’s Theorem 5.25 and that (c)
implies (b) is obvious. That (a) implies (d) is shown in Lemma 5.5(c) and that (d)
implies (a) is Proposition 5.15. This already show the equivalence of (a — e).
Now, (f) and (g) are reformulations of the fact that no critical form can be
contained in a weakly positive unit form: Suppose g is not weakly positive. Then
there exists a restriction p = ¢! which is critical, that is, p is either an m-Kronecker
form p(x;, x;) = x? — mx;x; + x3 for some —m = p;j < —2, or p is nonnegative
with a positive sincere radical vector. Therefore (f) and (g) imply (a). Conversely,
if (f) or (g) do not hold then ¢ admits a critical restriction, which completes the
proof. O

Exercises 5.28.

1. Consider a sequence of quadratic forms ¢”, g"*!,..., ¢", where ¢" = ¢ and
g**1 is obtained from qk by edge reduction with respect to vertices iy and ji, as
in Algorithm 5.23. Also take vectors 20 = ¢ fork =1,...,nand z&+D =

2 47U for k > n. For k > n define recursively transformations p*~" : Z* —
7" as

1 _ . k+1—n _ _k—n . X
o= plns/n and o =p © lOllH»ka/iH»k’

where p;; is the transformation associated to the edge reduction with respect to
vertices i and j.

a) Show that z¥ = pN="(¢p) fork =1,..., N.
b) Conclude that if ql.]}] >0foralll <i,j <N, then

RY(q) =z, ...,z

2. Give an example of a weakly positive unit form with corank two.
3. Find an iterated edge reduction o for the following forms g such that the bigraph
associated to go has no solid edge.

1) g(x) =x% + ... ~|—x‘% —x1(x2 4+ x3 4+ x4).
i) gx) = )cl2 +... +x52 —x1(x2 4+ x3 + x4 + x5) + x02X3.
4. Give a weakly positive unit form g such that M(g) = 5 (see proof of

Theorem 5.25).
5. Provide an example of a weakly positive unit form that fails to be nonnegative.
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6. Consider the quadratic form ¢ associated to the following bigraph, and show that
q is weakly positive.

5.5 Explosions and Centered Forms

Letq : Z" — Z be a unit form. We say that a unitary form ¢ is a (radical) explosion
of g if g is a particular type of restriction of g, namely: There is a vector s =
(s1, ..., s,) in N" such that the set

Iy ={G,k)|1<i<nandl <k <s},

is an index set for g satisfying e¢;x — ¢;1 € rad(q) for 1 < k < s (where
{ei k)i .kel, denotes the canonical basis of Z's) and q is the restriction of g to the

indices (1, 1), ..., (n, 1). If 5; > 1 for some index i we will say that the vertex i is
exploded s; — 1 times. If s, = 1 we say that g is an explosion of g with respect to w,
forw e {l,...,n}.Ifs; = 1for j # i and s; = 2, then we say that g is obtained

from g by doubling vertex i (cf. Exercise 3.32.4). Below we show a small example,
doubling vertex 2 in the Dynkin graph A3.

2.1

o]

) o3 o(1,1) 3,1

22

The following result collects some elementary properties of explosions of weakly
positive unit forms. For instance, it shows that the new quadratic form in the example
above has no sincere root.

Proposition 5.29. Let q : 7" — 7 be a weakly positive unit form and q an
explosion of q with index set I for s = (s1, ..., Sy). The following hold:

a) The form q is weakly positive.
b) If g has a maximal sincere root, then q has a maximal sincere root z if and only
if s < v for a sincere maximal positive root v of q. Moreover:

i) Ifs=vthenz= Y e
(i,k)els
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ii) If s = 1 for some win{l,...,n} and s; = v; fori # w, then
7= Vplu,1 + Z € k-
(i,k)el;
(i, k)#(w,1)

In both cases z is uniquely determined.

In situation (i) we say that q is a full explosion of g (with respect to the maximal
root v). In situation (ii) we say that q is a full explosion of q with respect to vertex
w (and the maximal root v).

Proof. Considerr;y = e;x —e;1 € rad(g) fork =1,...,s; (notice thatr; ] = 0
fori = 1,...,n), and the function @ : 7 — 7n given by

i PR =2— Y Zknk
(i.k)el;

Considering Z" as a subgroup of Z% by means of the inclusion ¢; > e; 1, we
observe that @ is a projection of Z’s onto Z" satisfying ¢(z) = q(®(z)), and that
z > 0 implies @(z) > 0. Therefore g is weakly positive if so is g.

Assume now that z € Z" is a sincere positive vector. Clearly there is a sincere
positive vector z € Z’ such that ®(z) = z if and only if s < v. In this case z is
a maximal sincere root of ¢ if and only if z is a maximal sincere root of ¢, which
shows (b). The description of z can be easily verified. O

For instance, the full explosion of gg, with respect to the star center is given by
1 1
NV =g N
R e

where the numbers at the vertices indicate the maximal positive root.

A unit form ¢ is said to be centered at vertex c if go; = —1 for all i # ¢ and
gij = Oforalli, j # c. The importance of centered forms (already used in the proof
of Theorem 5.25) relies on the following result. Recall that

M (q) := max{v; | i is an index of ¢ and v is a positive root of g}.
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Proposition 5.30. For each S € {2, ..., 6} let gs be a weakly positive unit form
with M(qs) = S such that

|IR" (gs)| = min{|R™" ()| such that q is weakly positive with M (q) = s}.

Then qgs is a centered form, with a maximal sincere positive root having a unique
exceptional vertex.

Proof. Arguing as in Steps 1 and 2 of Ovsienko’s Theorem 5.25, we see that there
exists a vertex ¢ such that 0 < ¢;; < 1foralli, j # c. Let v be a root with
ve = M(q).

Since for each i ¢ supp(v) the restriction ¢’ has fewer roots than ¢, but still
M(q®) = M(q), we deduce from the minimality in the number of positive roots

of g that v is sincere. As a consequence of Lemma 5.17,we obtain g.,; = —1 for all
i #c.

If v has two exceptional vertices i # j then v; = 1 and g(v|e;) = 1. Hence
0:(v) = v—é' is asincere root of ¢ ") and again ¢") has fewer roots than ¢, but still
M(q®) = M(q), contradicting minimality. Thus the result. O

It is important to observe that the maximal value M (¢g) may not be attained at a
sincere root of ¢g. To see this, define

M;in(q) := max{v; | i is an index of ¢ and v is a positive sincere root of ¢},

and observe that My;,(q) < M(q). Let us consider some examples where the
inequality is strict. For each bigraph B in Table 5.2 observe that there is a unique
sincere root v of g g, the one displayed by the integers at the vertices. However, there
exists another positive root w satisfying

max{w; | i € supp(w)} > max{v; | i € supp(v)}.

Indeed, the bigraph on top fully contains the Dynkin graph Dy, those in the middle
fully contain Dynkin graphs E¢ and [E7, and both in the bottom fully contain Eg.

The unit forms g in Table 5.2 are examples of the situation M;,(q) < M(q)
for Min(q) =1, ...,5. By Ovsienko’s Theorem we cannot expect to find a similar
example for M;;,(q) = 6.

We will now determine those centered forms which are critical (nonweakly
positive). Since critical Kronecker forms are not centered, by Theorem 5.2 any
critical centered form ¢ is nonnegative of corank one with a sincere positive radical
vector. We can say even more:

Proposition 5.31. If g is a critical centered unit form then g = p[w] where p is a
positive centered unit form and w is a sincere positive root of p.

Proof. Denote by c the center of g, and let v be a sincere positive radical vector
of g with mutually coprime entries. Then there exists an index i with v; = 1 (an
omissible vertex, see Proposition 3.20).
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Table 5.2 Some examples of weakly positive unit forms g with Ms;,(¢) € {1,...,5} and
satisfying Myi, () < M(q)

—4—3—2 (? 1
3 éD—l 2
1 —3

—4

Encircled numbers correspond to exceptional vertices of the displayed maximal root

For j # ¢ we have 0 = g(v|e;) = 2v; + Z#jﬁc gjeve — v, that is, ve =
2v; —i—Z@# j.edjeve > 1, therefore i # c. Hence g9 is a positive connected centered
unit form with Dyn(¢”) = Dyn(g) (again by Proposition 3.20) and v’ = v — ¢!
may be seen as a positive sincere g )-root. From Lemma 3.26 we have g = ¢ [v'],
thus the result. O

Since any root of a positive connected unit form of Dynkin type A, has as support
a line (see Proposition 2.39), there are only two positive centered unit forms p of
Dynkin type A, which admit a sincere positive root v, namely ga, and g4,

VAN

In any case, however, the form p[v] is not centered.
In order to ensure that p[v] is centered again we need the condition p(vie.) = 1
and p(v|e;) < Oforall i # c. From Lemma 5.9, the only possibility for a centered

Az . Ll A3
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positive form of type D, is D4, with centered critical extension Dy,

TN TN

In a similar way, we calculate all cases for [£, and obtain the list in Table 5.3.

Since the approach in this book is based on algorithms, we do not present a
‘paper proof” of the fact that Table 5.4 contains all weakly positive centered forms
g admitting a sincere positive root and satisfying ¢g;; < 1 for all vertices i # j
(graphical forms). By induction any sincere weakly positive centered form admits a
restriction to a sincere weakly positive centered form in one less variable. Hence a
paper proof could show that no form ¢ in the list admits an extension to a centered
form g by a vertex k with g(wl|ex) = —1 for any sincere g-root w not containing
any of the critical centered forms above.

Our list is not entirely complete, since we removed from it all forms which can be
obtained by explosions of noncentered vertices. For a weakly positive unit form g
with associated bigraph belonging to Table 5.3, and vector v with entries as indicated
in the vertices, the maximal number of times a noncentered point may be exploded
is v; — 1. This is due to the fact that this number is the corresponding entry of the
(unique) maximal sincere positive root of (any) restricted centered form q® with
vr = 1, cf. Proposition 5.29(b).

Table 5.3 Critical centered forms
€ (2) C4)

AN ZANE7(\

The minimal positive radical vector is indicated by the values at the vertices
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Table 5.4 Sincere weakly positive centered forms without multiple edges (graphical forms)

Z(1) Z(1,1) F(2)
1
@/\® Co
F(2,2) s Z(3) Z(3,3)

AN AN AN

F(4) \ F(4,4) y FA) 4

7N

F@4.5) ,

1

5.6 Roots with an Entry 6

By direct inspection of the list of sincere centered weakly positive unit forms
(Table 5.4), we observe that some of these forms are indefinite. However, there need
not exist an indefinite weakly positive form g with M (¢) = s for all possible values
s = 1,...,6.In fact, in the following we will prove that if g is a weakly positive
unit form having a sincere positive root v with v, = 6 for some vertex w, then q is
a nonnegative unit form (Theorem 5.38 due to Ostermann and Pott [42]).

A brief description of the proof is in order. The starting point is Ringel’s
Lemma 5.32 below, where centered weakly positive unit forms having a positive
root v with an entry v; = 6 for some vertex i (plus certain additional properties) are
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described. One of these properties, indicating that all other entries v; for j # i are
equal either to 1 or 0, is the main technical condition of so-called regular pairs. This
definition is meant to keep track of forms having positive roots with this particular
shape. In Lemmas 5.33, 5.34 and Proposition 5.35 it is shown how iterated deflations
can be used to reduce our problem to centered forms. With the help of Lemma 5.36
we prove the main technical result in [42] (Theorem 5.37 below), ensuring the
existence of radical vectors that somehow control vertices outside the support of
the maximal root in a centered regular pair. This result is used to sketch the proof of
Ostermann and Pott’s Theorem 5.38.

Let g be a weakly positive unit form and v a maximal sincere positive g-root
with v, = 6 for some vertex w. Denote by g the unit form obtained from ¢ by
exploding each vertex i # w exactly v; times (that is, a full explosion with respect
to vertex w as in Proposition 5.29) and let ¥ be the maximal root of g given in
Proposition 5.29(b)(ii). Notice that v, = 6 and vy = 1 for any other vertex x.
Since ¢ is nonnegative if and only if so is ¢, we can restrict our attention to the
case where v; = 1 for any i # w. Explosion was our first reduction step. Our
second step will be reduction to centered forms by means of deflations for full edges
i —jwithi # w # j. After each such deflation TJ’ the corresponding vector

(Ti;)_1 v = Tl;rv will have smaller support than v, so we have to keep track of the
points running out of the support of v. This motivated the definition of regular pairs
as given in [42]. For simplicity, for the rest of this chapter we consider pairs (g, v)
where ¢ is a unit form and v is a root of ¢, and referred to them simply as (unit)
pairs. The following terminology will be useful for the technical results below.

a) A pair (g, v) is weakly positive if g is a weakly positive form and v is a positive
root.

b) A pair (g, v) is sincere if v is a sincere root.

c) A weakly positive pair (g, v) is centered if g is a centered form.

d) A weakly positive pair (g, v) is regular if

i) v is a maximal g-root.
i) v, =6and0 <v; < 1foralli # w.

iii) g;; <2foralli # j.

V) gwi = —1 and g(v|e;) = O for alli ¢ supp(v).

Notice that a pair (g, v) is regular and sincere if and only if v is a maximal root of
q with v, = 6 and v; = 1 fori # w (cf. Lemma 5.5(c)). In view of Lemma 5.7
and Proposition 5.8, for a positive g-root v condition (i) is equivalent to having
0 < g(vle;) < 1foralli € supp(v). By an exceptional vertex of a regular pair
(g, v) we mean an exceptional vertex of the maximal g-root v, that is, a vertex
i € supp(v) such that g(v]e;) = 1 (cf. Lemma 5.9).

Proposition 5.29(b) may be reinterpreted as follows: To any sincere positive
maximal g-root z with z,, = 6, where ¢ is a weakly positive unit form g, we can
assign a regular sincere pair (g, z) where ¢ is a full explosion of ¢ with respect to
vertex .
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Table 5.5 Weakly positive centered forms gy = g« s) and g3y = gw(13) having a maximal
sincere positive root z(gy and z(13) with an entry 6

9(8) 1 9(13) LT

3/ :

..2!

On the left we have |(g(@))ij| < 1forall 1 < i, j < 8 (numbers on the vertices indicate vector
Z(8))- On the right the pair (g(13), z(13)) is regular. Encircled points indicate exceptional vertices

The following lemma, whose proof we skip (Part (a) is shown by Ovsienko
in [43] whereas Part (b) is Lemma 4.2 in [42]), is a fundamental part of (and perhaps
the inspiration behind) Ostermann and Pott’s results concerning weakly positive unit
forms having a positive root with entry 6.

Lemma 5.32. Let (q, v) be a sincere maximal centered pair with v, = 6 for w the
center vertex of q.

a) If lgij| < 1 foralli, j then (q,v) is, up to a permutation of vertices, the pair
(8(8), 2(8)) given in Table 5.5.

b) If (g, v) is a regular pair then (q, v) is, up to a permutation of vertices, the pair
(g13), z13)) given in Table 5.5.

Next we prove the basic results for our second reduction step. Notice that
Lemma 5.32 plays a key role in the proof of Lemma 5.34. If (g, v) is a unit form
and T is a flation for g such that g7 is a unit form, then we denote by (g, v)T the
unit pair (¢7, 7).

Lemma 5.33. Let (g, v) be a regular pair and i, j € supp(v) — {w} two different
vertices with q,; = qij = —1.

a) Then the restriction of q Tl; and TJU to supp(TJv) is a sincere regular pair.
b) If moreover q(vle;) =0, then (q, v) Tl; is a regular pair.

Proof. Letq' = qT;; and v = TJv = v — vje;. If v/ is not maximal then there

exists aroot w > v’ and hence le_w =w+we; > v+ vie; = v, in contradiction
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to the maximality of v. This shows point (7) in the definition of a regular pair for
both (a) and (b), whereas (ii) is obvious, since v, = v, forall £ # j and 0 = v} =
v; — v;. Hence (a) holds by the discussion after the definition of a sincere pair.

Let us assume now that g (v|e;) = 0 to show (b). For (iii), observe that g, = gk
forall £,k # i. Now, for £ ¢ supp(v') we have

1<q'(V' +e—e) =3-q'(We) —qj,

<3—qj

where the last inequality is due to the maximality of v". Therefore ¢/, < 2, and for
£ € supp(v’) the same inequality holds by Lemma 5.5(c).

Finally, for (iv) observe that supp(v’) = supp(v) —{;j}. So, if £ ¢ supp(v’) then
£ # i and we have g, = qu¢ and g'(v'|eg) = q(vleg). For £ # j, we use that (¢, v)
is regular whereas for £ = j, it follows directly from the hypothesis that ¢, , = —
and ¢’ (v'|eg) = 0. O

The previous result gives an inductive tool as long as we can find different
vertices i, j € supp(v) — {w} with g,; = ¢g;j = —1 and g(v|e;) = 0. Now, if
q is not centered, then it follows from Lemma 5.17 that there exist different vertices
i,j € supp(v) — {w} with g»; = g;j = —1. So the question is whether we can
always find such vertices for which, in addition, g (v|e;) = 0. This is affirmatively
shown in the following lemma.

Lemma 5.34. Let (q,v) be a regular, noncentered pair. Then there exist i, j €
supp(v) — {w} with q,j = —1 = g;; such that q(vle;) = 0.

Proof. Assume that v is a sincere g-root. Since v is a maximal positive root, recall
from Lemma 5.9 that v has exactly two exceptional vertices, say k and k’. Assume
on the contrary that (g, v) satisfies the following:

[*] The pair (g, v) is a sincere regular noncentered pair such that for any i, j #
w with q,j = —1 = q;j we have q(v|e;) = 1.

Consider the set @/, ) = {£ € supp(v) — {w} | q¢» = —1}, which by hypothesis
is nonempty. Since the bigraph of ¢ is connected by solid walks (cf. Lemma 5.17),
there are £ € @/, ) and k” € supp(v) —{w} with gxry = —1 = gui~. By hypothesis
g(vlexr) = 1, therefore k" € {k,k’}. Let us say that £, {’ € ., ) are such that
qre = —1 and g = —1 (possibly € = £').

Take 7 = (g Ty lsupp(rtv) 2nd T o= (T vl
ma 5.33(a) that (¢, v) is a sincere regular pair.

supp(T,} v)> and notice by Lem-

Step 1. The sincere regular pair (¢, V) satisfies condition [*] above.
Take p, r € supp(V) — {w} with Gup = —1 = G-
If p = £ then

g (Wler) = q(|Tyer) = q(vlee) + g(vlex) = q(vler) = 1.
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If p # ¢, assume first that r # £. Then gop = Gup = —1 = ¢pr = qpr, and by
hypothesis [*] we have p = k’. Calculate

g @lep) = qv|Tyep) = ql) = 1.

Assume finally that p # ¢ and r = £. Since —1 = gp¢ = gp¢ + gpk, and
Jop = ok = —1, we must have g, = —1. Hence p = k" and

q(Vlep) = 1.

Step 2. The vertex £ is exceptional for (¢, V). In particular §,¢ = 1, thus q,¢ = 0.
We calculate

q(@le) = (T;)(Tyvler) = qITyee) = q(vlee) +qvler) = 1.

Consider now k”, the second exceptional vertex of U, and take w = oy (D) =
U — eyr. By connectedness with solid walks (Lemma 5.17), and the fact that [x]
holds for (g, v), we notice that if g,¢ > 0 then there is a solid walk from £ to
o that does not pass through the exceptional vertex k”. Hence [x] implies that
there must be a third exceptional vertex, a contradiction. Then g,¢ = —1, and
therefore g,¢ = 0.
Step 3. We have |23 )| = |%4,v)| — 1.
This follows from Step 2 considering that after applying a flation le to a
quadratic form g, all modified edges in the bigraph B, T have as end-point vertex
J-
Using Steps 1-3 as many times as necessary we may assume that (g, v) is a
sincere regular and centered pair satisfying [+] with <7, ) = {£}. We next observe

that gxr = 2, and deduce from gur = g = —1 = qke = qr¢ and gy = 0
(by Step 2) that 0 < ggr < 2. Assume that g = 1, and notice that o, (0% (v)) =
v — e — e, (for g(ox(v)|ew) = q(v — exlew) = —quwk = 1). Moreover, we have

q(owor(V)lex) = q(v —ex — ewler) = q(vley) — qrk — Gk = 1,

and therefore w := oy 0,01 (V) = v — e — e, — eyr. Since k, k' ¢ supp(w), there
must exist a vertex k” € supp(w) — {w} connecting £ with w, that is, g, = —1.
However, by [x] the vertex k" is exceptional for (g, v), a contradiction.
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So far we have shown that we may assume that the restriction of g to the set
{w, k, k', £} has the following associated bigraph (left):

@<g>@ PR

Apply once more deflation T}, to the pair (¢, v) and restrict to the support of T[,gv to
obtain a sincere regular pair (g, V) as before (bigraph on the right above), which is
centered by Step 3. The same step shows that k" and £ are the exceptional vertices of
(¢, V). But notice that in this case we have gi; = 1 (since gz = 2 and gy = —1).

On the other hand, by Lemma 5.32(b) the pair (g, V) coincides with the pair
(g(13)> 2(13)), where (g(13))r¢ = 2 (the exceptional vertices of the maximal g(13)-
root z(13y are joined by a double dotted edge, see Table 5.5). This is a contradiction,
which completes the proof. O

Proposition 5.35. Let g be a weakly positive unit form and v a maximal positive
q-root such that v, = 6 and v; = 1 for i # w. Then there is an iterated deflation T
for q such that (q, v)T = (qT, T~'v) is a regular centered pair.

Proof. Since v is a sincere vector, by assumption (g, v) is a regular pair. If (g, v) is
a noncentered pair, use Lemmas 5.33(b) and 5.34 to find a deflation Tl]_ such that

qT; . Tl.;rv) is a regular pair. This process has to stop, since
lv| = Zv,» > Zv,» — 1 =I|T;v].
i i

Hence the result. O
We need a final preliminary result.

Lemma 5.36. Let (g, v) be a regular centered pair, and take j € supp(v) and
k ¢ supp(v) such that q jx = 2. Then

a) Vertex j is nonexceptional for v.
b) Vector ej — ey is radical for the form q|supp(v)Uik)-
c¢) For{ ¢ supp(v) U {k} we have qj¢ < qie.

Proof. For (a) we have
0<qw—ej+er)=3—qlej) +qlex) —gjk =1—qlej),

therefore g (vle;) = 0.
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Notice now that y = v — ¢; + e is a positive g-root. Let a and a’ be the
exceptional vertices of v, and observe that they are also the exceptional vertices
for y (indeed, by Lemma 5.32(b) the restriction of g to the support of y is g(13), and
in this form the exceptional vertices are characterized as the unique pair of vertices
with ¢, = 2 in the component of ¢ (13)@) with five vertices, cf. Table 5.5).

Thus if £ € supp(y) — {a, a’} then

0=q(yle)) = q(zlee) — qje + qre = qre — qje,

and if £ € {a, a’} then

1 =gq(ylee) = q(zlee) —qje +qre = 1+ qre — qje-

In any case, if £ € supp(y) = (supp(v) U {k}) — {j}, we have gj; = gi¢, and the
same equality holds for £ = j by hypothesis. This shows (b).

Take now ¢ ¢ supp(v) U {k} and observe by Ovsienko’s Theorem 5.25 that y + ey
is not a root of g, since otherwise

0wy +e))o =Yoo —q(y +etlew) =6 —qew =1.

Hence

2<q(y+e)=2+q(yler) =2+q) —qje+ qke,

which shows (¢). O

Theorem 5.37. Let (g, v) be a regular centered pair, and consider vertices i €
supp(v) and k ¢ supp(v) such that q;x = 1 and such that qu'}; is a weakly positive
unit form. Then there exists a j € supp(v) such that ej — ey € rad(q).

Proof. Take g+ = ¢T;f and vt =T, (v) = v + ey.

Step 1. Thereisa j € supp(v) with qj; = 2.
Assume on the contrary that gjx < 2 for all j € supp(v). It can be shown
(Exercise 7 below) that in this case the set

(k) ={j €supp(v) | gjx =1}

coincides, up to symmetries of vertices, with one of the sets {1, 1, 3, 3", 3", 5}.
{3,3,3",5,6,7} or {1,1,2,2/,5,6} in the following figure (the connected
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components of the restriction ¢ (13)@ of bigraph ¢ (13) in Table 5.5).

Kz ol v e

o3 o | oy '104“: ey
Assume A (k) = {1,1/,3,3,3”,5} and take a’,a” € A (k) such that i, a’
and a” belong to different components %, 7" and #" of 4(13)(“). Then the

restriction of ¢ and ¢ to the set of vertices {w, i, a’, a”, k} have the following
forms

o o, o,

,.k.

hence the restriction of g to the set {w, i, a’, a”’} has the form As, contradicting
the weak positivity of g .

Assume 4 (k) = {3,3',3",5,6,7} and i = 3. Then the restriction of g to the
set {1,2,3,3/,5, 6,7} has the following shape,

L2

v
where the positive vector z indicated on the right satisfies ¢7(z) = 0, a

contradiction. Up to symmetry the remaining case is i = 5, in which case the
restriction of g™ to the set of vertices {w, 1, 2, 3, 5, 6, 7} has the shape

o *7 1 1
7] 3 —— o5 * 1 2—1 1
where again the positive vector on the left is radical.

Assume A (k) = {1, 1/,2,2/, 5, 6}. Then vertex i is (up to symmetry of vertices)
one of vertices i = 1 ori = 5. In any case the restriction of g to the set
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{w,1,1,2,2/,5, 6} has the shape

L20)
\\Aq 1
o o3 o5 °

6 1 1 1 1

where again on the left we exhibit a positive radical vector. In any case we reach
a contradiction, completing the proof of Step 1.

Step 2. For every £ we have q(e; — exleg) = 0.
Take z = e; — e and let us assume that g(zleg) # O for some £. By
Lemma 5.36() and (c) we have £ ¢ supp(v) U {k} and g (z|e¢) = gj¢ — qie < O.
Consider the following facts:

i) supp(v") = supp(v) U {k}.
ii) qf =2.
i) g (vTler) = g(vleg) = 0.
iv) gt (vtlex) = g(vlex) = 0.

Take now y = vt — ¢, + ¢; and observe that y is a positive root of ¢ . Indeed,
since g (vle;) = 0 by Lemma 5.36(a), we have
Gt =g 0" —ea+ep) =3-g e + 4T ) — g
=1+q " e)) =1+4q(vle;) = 1.
Moreover, g T (y|eg) = qj*'e — gy, < 0. Therefore o¢(y) is a positive g *-root with
£ € supp(o¢(y)), and also
gt @eMlew) = 47 (v = g* lepeclew) = g+ (Vlew) — 4T leoqy,

=q" (e — g, +61;~?g =qje — qre <0,
since ¢ T (y|e,) = 0. Hence o, (0¢(y)) is a positive ¢ T-root with 64, (0¢(¥))ew =
Vo — (qj¢ — qke) > 6, contradicting Ovsienko’s Theorem 5.25.
This completes the proof. O

Before we can prove the main result of this section we have to analyze another
extreme situation. Let ¢ : Z8 — Z be a connected positive unit form of Dynkin type
Eg having a maximal positive root v with v, = 6. By Theorem 2.20 there exists an
iterated inflation T such that g7 = gp, and T~y is the maximal root vg of qEg-
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8
< Y (vg)i = |vg| =29.
1 =1

Hence |v| =

8
i=

2— 4—6—5— 432

Therefore, if ¢* : Z" — 7Z and qfég : Z™ — Z are respectively the full explosion of
q and g, with respect of vertex w, thenn < m and m = 8 + 16 = 24. The bigraph
associated to qfég is shown in Fig. 5.1.

Theorem 5.38. Let q : 7' — 7 be a weakly positive unit form having a sincere
positive root v and a vertex w € {1, ...,n} with v, = 6. Then q is a nonnegative
unit form with Dynkin type Dyn(q) = Eg and corank n — 8. In particular

8<n<?24 and 113 < |ZT(q)| < 418923665 =75-83784733

where the last equality is a prime factorization.

Sketch of Proof. Assume that v is a maximal sincere g-root and take the full
explosion ¢’ : Z™ — 7 of g with respect to vertex @ (and maximal root v). By
Proposition 5.29, the pair (¢', v') is sincere and regular, where v’ is the root given
in Proposition 5.29(b(ii)).

We proceed by induction on m. If m € N is minimal such that there is
a sincere regular pair (¢’,v'), then (¢, v’) is a centered pair (for otherwise by
Proposition 5.35 there is a deflation T such that the restriction of (¢'T, T-1) to
the support of 7~'v contradicts the minimality of m). Hence by Lemma 5.32(b) we
have ¢’ = g(13), which is nonnegative of Dynkin type Es.

Now, for nonminimal m we have, by Proposition 5.35, an iterated deflation T
such that (¢’T, T~'') = (¢”,v”) is a centered regular pair. Then T is nontrivial,
thus there exist i € supp(v”) and k ¢ supp(v”) such that ¢/, = 1 and ¢T,} is
weakly positive. By Theorem 5.37 there is a j € supp(v”) with ¢; — ¢; € rad(q”).
Consequently ¢” is an explosion of the restriction (¢”)®, which by induction is
nonnegative of Dynkin type Eg. Then by Proposition 5.29 ¢” is nonnegative of
Dynkin type Eg, and so are ¢’ (since ¢’ = ¢”) and g (cf. Theorem 3.28). In
particular, Dyn(g) = Eg and cork(g) =n — 8.

For the last claim it is clear that 8 < n. The proof of n < 24 is briefly sketched:
Take n maximal such that a weakly positive unit form g : Z" — 7Z has a maximal
sincere positive root v with v,, = 6. By maximality of n the sincere pair (g, v) is
regular. By the above, ¢ is a full explosion of a positive unit for g of Dynkin type
Eg with respect of w and a maximal g-root v. But a positive unit form with a sincere
maximal positive root ¥ that maximizes the weight || = Y "7_, 7; must be precisely
4 = qrg. Therefore g = qfég, the full explosion of g, with respect of the star center
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G (24)

1

Fig. 5.1 Full explosion gy 4y = qﬁs of g, with respect to the star center. Encircled vertices
correspond to exceptional vertices of the indicated (maximal) positive root
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(see Fig. 5.1). This shows that n < 24. The bound for the number of positive roots
of g is computed by Ostermann and Pott in [42]. O

Exercises 5.39.

1. Show that if ¢ is a positive centered form with a positive root w, then g[w] is a
critical centered form.

2. Determine which of the bigraphs in Table 5.4 correspond to nonnegative forms.

3. How many centered regular pairs (g, v) are there (up to permutation of vertices)
with associated bigraph G, having exactly one double dotted edge?

4. Show that the encircled vertices in the bigraphs of Table 5.5 are in fact
exceptional vertices of the corresponding quadratic forms.

5. With the notation of Table 5.5, show that g(13) is a full explosion of gy with
respect to vertex w.

6. Prove that if ¢ : Z** — Z is a weakly positive unit form having a sincere root v
with v, = 6 for some 1 < w < 24, theng = qfég as in Fig. 5.1.

7. Let (g, v) be a regular centered pair. Show that if £ ¢ supp(v) and gjx < 1 for
all i € supp(v), then the set {i € supp(v) | gix = 1} is (up to symmetry of
supp(v)) one of the following subsets of vertices of g(13) (cf. Table 5.5):

i {1,1,3,3,3",5)
i) {3,3,3",5,6,7}
i) {1,1,2,2,5,6).

[Hint: Show that otherwise one of the critical centered forms %' (2) — %(6) in
Table 5.3 is a restriction of ¢.]

5.7 Thin Forms

In this section we further reduce weakly positive unit forms, following Drixler,
Drozd, Golovachtchuk, Ovsienko and Zeldych [22], to get a so-called good thin
weakly positive unit form. Since this reduction process is reversible, a classification
of such forms determines, in principle, all weakly positive forms. This classification
(partially achieved computationally) is presented in [22], cf. Theorem 5.46 and
Tables 5.6, 5.7 and 5.8.

A unit form g : Z" — Zis called thin if g((1, ..., 1)) = 1, that is, if the sincere
vector ™ with tl.(") = 1fori =1, ..., n (called the thin vector of Z") is a g-root.
In particular, weakly positive thin forms are sincere. In the following we write t
instead of 7 if no confusion arises.

Proposition 5.40. For any weakly positive sincere unit form q : Z"' — 7 there is
an iterated deflation T such that qT is a thin weakly positive unit form having thin
vector T as unique (thus maximal) sincere root.
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Proof. Let v be a maximal sincere g-root and T = 7" the thin vector. We prove the

n
result by induction on |v| = )" v;. If [v] = n then v = t and we have nothing to
i=1
do, so assume v > t. Since v is a root, v cannot be a multiple of 7, and thus using
Lemma 5.17 we may find vertices 1 < i # j < n with g;; < O and v; < v;. By
Lemma 5.5(b) we have g;; = —1.

Take ¢’ = qT; and vV = TJU = v — vie; > 0. Then ¢’ is a weakly positive
unit form (for if x > O then le_x > 0) and has a maximal sincere root v’ with
[v'| < |v|. By the induction hypothesis there is an iterated deflation 7’ such that
q'T' is a weakly positive thin unit form having the thin vector as unique (maximal)
sincere root. Take T = TU_ T’ to complete the proof. O

We now restrict our attention to deflations that preserve the thin property. If g :
7" — Z is a thin weakly positive unit form with 7 a nonmaximal root, then
there is a vertex j € {1,...,n} such that q(r(")lej) = —1 (see Lemma 5.7 and
Proposition 5.8). In this case, a deflation TJ for g is called a t-deflation. Notice
thatif y := o (t™)y =™ 4 ej, then Tl.;“(y) =y—yie; = 7™ Therefore qu;
is again a thin form. An iterated deflation consisting of corresponding r-deflations
will be referred to as an iterated t-deflation. For a t-deflation Tl; for g, taking
q- = qu.JT, the inflation TJ for ¢~ is called a t-inflation, and iterated t-inflations
are defined similarly. The following result is evident from the discussion above.

Lemma 5.41. Let g be a thin weakly positive unit form. Then there is an iterated
t-deflation T such that the thin vector ™ is maximal for the thin weakly positive
unit form qT.

In order to have at hand an effective inductive tool to construct weakly positive
unit forms, we define following [22] a new type of extension on weakly positive
pairs (g, v). We call a weakly positive pair (¢, v") a reflection-extension of (q, v)
if there exists a vertex i of g (the extension vertex) such that (¢)) = ¢ and
q'(v'|e;) = v}, and if o] denotes the reflection with respect to the unit form g’
and v is identified with its inclusion in Z", then o/ (v") = v. If furthermore v’ is a
maximal ¢’-root with two exceptional vertices (cf. Lemma 5.9), we say that (¢’, v')
is a main reflection-extension of (g, v).

A sincere pair (g, v) is called bad if there is a radical vector 1 € rad(q) such
that both v +  and v — pu are positive g-roots. Otherwise (g, v) is called a good
pair. Recall that, for a unit form ¢g : Z" — Z and a g-root z, the one point extension
qlz] is defined as the root-induced form g.(;) where e(z) = (e, ..., e,, —2) (cf.
Sect. 3.5), that is

qlz](yts ooy Yus Yu+1) = q(y1e1 + ...+ ynen — Yn+12).

Proposition 5.42. Let q : 7" — Z and q' : Z'"' — Z be weakly positive unit
forms, and assume that q is a thin form.
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a) The pair (q', t""*V) is a main reflection-extension of (q, t™) if and only if there
isani € {1,...,n} such that q’(x) = q[r(”)](x) + XiXp41.

b) If (g, ™) is a bad pair and (q', T"*V) is a reflection-extension of (q, T™),
then (q', T"*V) is a bad pair.

c) If (g, t™) is a good pair, then (q', T"*V) is reflection-extension of (q,t™)
and is a bad pair if and only if there is a q-root with |z;| < 1 fori =1,...,n
such that q(z|t"™) = —1 and ¢’ = q[—z].

Proof.

(a) By definition of reflection-extension we have ¢’(t""* Ve, 1) = 1. By max-
imality of 71 there is exactly one other exceptional vertex for "1 say
i €{l,...,n}, thatis, ¢'(t""*D]e;) = §;; for j € {1,...,n}. Therefore

q'(enyile)) = '@ =2 Wlej) = g(—=1"lej) + 8,
that is, ¢’ (x) = g[t™](x) + x;x,41. Conversely, since (¢')™ = g notice that
q'@"PVlen) =q' ")+ q'(eny1) — ¢/ "V —ep ) =2-1=1
Now, for j € {1,...,n} and j # i we have
q'@ " Vlep) = ¢’ ™le) + q'(entile)) = g ™ley) — gz Mlej) =0,

whereas ¢'(t"tV|e;) = g(t™]e;) — g(z™]e;) + 1 = 1. Hence TV is a

maximal ¢’-root and (¢’, T 1) is a reflection-extension of the pair (g, M),
(b) Take u € rad(qg) with u; € {1,0, —1} fori = 1, ..., n and define u’ € Z"*!

with u; = p; fori = 1,...,nand w;_ ; = 0. We show that u’ € rad(q").

Since ¢'(u',e;)) = q(u,e;) = 0 fori = 1,...,n, let us assume that
q' (W len+1) > 0 (multiplying ' by —1 if necessary). Then

q' (W7 ) = ¢'(Wlens1) = 1,
and therefore for the positive vector "1 — 1/ in Z"*! we have
q'@"V =) = ¢/ @)+ (W) — g W1 D) = 1= 12"D) <0,

a contradiction.

(c) Assume first that (¢, t™*D) is a bad extension of (¢, "), and take u €
rad(g’) with |p;| < 1. If up1 = 0 then (g, T™) is itself a bad pair, therefore
we may also assume that p,,+1 = 1. Then z := e,4+1 — u is a g-root with entries
z; € {1, 0, —1} such that

gty = g’ (ent1 —11t™) = ¢’ (ens11T" ™) —q' (ensi1lent)=1-2=—1.
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By definition of z we have ¢’ = g[—z], since for x1, ..., x», Xp+1 € Z, taking

n
X =Y xje;, we have
i=1

q/(x + Xnt1€n4+1) = q/(x) +x5+1 ‘|‘xn+lq/(x|en+l)
=q'(x) +xp4 1 + Xns1q' (X2 + p)
=q(x) +q(xnt12) + q(x]2)

=q(x + xp4+12).

Conversely, since ¢’ = g[—z], the restriction of ¢’ to the first n variables is ¢.

Moreover,
/e (n+1) 7 ()
q( lent1) = q'(en+1lent1) +q' (T |ent1)
=2+4¢@"|) = 1.

Hence (¢/, ©"*D) is reflection-extension of (g, 7). O

A small example is in order. Consider the thin unit form ¢ = ¢p,, which

is positive, hence weakly positive. The thin vector 7 is nonmaximal (we have

qg(t™]e;) = —1, see the figure on the left below). The bigraph associated to the

one-point extension ¢[7®] has the following shape (center):

Lz /.r/ 5 /.r/ o5
o o o3 o o o3 ) o o3

The figure on the right corresponds to a reflection-extension (g’, ) of (g, ™)
satisfying both point (a) and (b) of Proposition 5.42. That is, the pair (¢’, ) is a
bad main reflection-extension of (¢, t¥), with both ¢ and ¢’ weakly positive unit
forms.

Lemma 5.43. Let q : Z" — Z be a thin weakly positive unit form. Then there is a
sequence of thin weakly positive unit forms q; : Z! — Z fori = 1, ..., n such that
gn = q and (gi+1, TTV) is a reflection-extension of (q;, ) for 1 <i < n.

Proof. We proceed by induction on n > 1. For n = 1 there is nothing to show. For
n > 1 consider the (nonsimple) thin vector 7™ e Z" and apply Lemma 5.7(c) to

getavertexi € {1,...,n} with q(r(”)|e,-) = 1. Then o; (™) = 7™ — ¢;, which
is the thin vector 7 for the restriction ¢ . Then (g, ™) is a reflection-extension of
(g™, 1), and the result follows by induction. O

Theorem 5.44. Let (q', t"*tV) be a reflection-extension of (g, t™) with both g
and g’ weakly positive unit forms. Then there exist an iterated t-deflation T for q
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and an iterated t-deflation T' for q' such that (q'T’, T "tV is a main reflection-
extension of (qT, T™).

Proof. We proceed by induction on the number |R*(g’)| of positive roots of
g’. If @D is a maximal g’-root there is nothing to show (in particular if
[R*(q")| = 1). Assume now that %D is a nonmaximal ¢’-root. By Lemma 5.7
and Proposition 5.8 there is a vertex j € {1, ..., n} such that q’(r(”+1)|ej) = -1
Since ¢’ is weakly positive we get

0<q'(ej+7™)=2+44'C"™D —eppile)) =1— 9jns1s

therefore q},nﬂ <0.

If q},n—i—l = 0, then by Lemma 5.17 there is a vertex i € {1, ...n} such that
q{; = —1 (hence i # j). Since g Mlej) = q'(x"*Dlej) — e = —1, the
deflation Tl]_ is a t-deflation for both ¢" and g. Observe also that the restriction of
q' TJ to Z" coincides with qu; Moreover, (g’ TJ, D) is a reflection-extension
of (g Tl;, t(")), since

@' T)HE " Plenrn) = ¢/ (T "I (ens1))

=q' ("D +ejlens)

= ¢ " Vjeri) + Qpir = 1.

If q}’nﬂ < 0 then q}’nﬂ = —1 (by Lemma 5.5(b)). Then Tt is a T-deflation

for ¢’ and the restriction of ¢'T to Z" is q. Again we have

@'Ty D" Plenn) = ¢' (T ;@I (enr)
=q' " +ejlentr +e))
=q'@" Vleny) +4' " Vlej) + )11 +4'(ejle))
=1-1—-14+2=1,
therefore (47, ;. (D) is reflection-extension of (¢, 7).

To complete the proof we use induction observing that in both cases the number
of positive ¢’-roots decreases (see Lemma 2.19). |

Algorithm 5.45. Theorem 5.44 is used in [22] to sketch a four step algorithm to
produce all good thin weakly positive unit forms in n + 1 variables starting from
those forms in n variables.

Step 1. Apply all possible iterated t-deflations to the good thin weakly positive
unit forms in n-variables.
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Step 2. Construct all main reflection-extensions (using Proposition 5.42(a)) of the
obtained forms.

Step 3. Apply all possible iterated t-inflations to the list obtained in Step 2.

Step 4. Filter the final list to sort out any bad thin forms.

From Theorem 5.44 it is clear that every good thin weakly positive unit form
in n 4+ 1 variables belongs to the list obtained in Step 4 of Algorithm 5.45. For
instance, in n = 1, 2, 3 variables there is exactly one good thin weakly positive unit
form, namely g4, ga, and ga, respectively. For n = 4 apply Step 2 to g4, to get
the two forms on the left below

/

The third form on the right (for which the thin vector © @ is nonmaximal) is obtained
after applying Step 3. Case n = 5 is sketched in Exercise 4 below.

Before we can state the main classification result of this section we consider
yet another construction of unit forms. We say that a point i in a bigraph B is
a linking vertex if it has exactly two neighbors and is joint to them by simple
solid edges. A linking vertex of a unit form ¢ is a linking vertex of its associated
bigraph. By a chain in a bigraph (or unit form) we mean a sequence of vertices
a_i,ap...,a, ax+1 where g; is a linking vertex fori = 0, ..., k joined precisely
to a;—1 and a;+1. The number k + 1 will be referred to as the length of the chain.

For u > 1, the u-blow up ¢“**) of a unit form ¢ with respect to a linking vertex
a is the form with bigraph B* obtained by replacing vertex a by a chain of length
u. To be precise, if a is joined to vertices a_; and a, 11 in By, we get B* from the

oy oy LY
o] L/ 3 o L)

o3 ®]

(% 3

restriction B;“), by adding vertices ao, . . ., a, such that g; is joined by solid simple
edges only to a;_1 and a;41, fori =1, ..., u. Now, if A is a set of linking vertices
of g and u = (u;)yea is a vector of natural numbers, then the blow up of g with
respect to (A, u) is the unit form ¢4**) defined recursively as

(Awu) _ ( (A*{A}*uf{uk}))(A*Ltk)’

q q

for some A € A. This procedure yields, for a unit form g with a set of linking
vertices A, a series of unit forms {g(4**)} indexed by u € N4. Whether the forms in
the series associated to g and A are (good and thin) weakly positive, assuming that g
is (good and thin) weakly positive, is the subject of investigation in [22, Section 5].
Their outcome leads to the following classification result.

Theorem 5.46. Every good thin weakly positive unit form in n > 15 variables is a
blow up of one of the 63 unit forms in Tables 5.6, 5.7 and 5.8, referred to as basic
good thin weakly positive unit forms.
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Table 5.6 Basic good thin weakly positive unit forms in n variables for n = 3,4, 5,6
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The distinguished set of linking points A is denoted by encircled vertices
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Table 5.7 Basic good thin weakly positive unit forms in n = 7 variables

The distinguished set of linking points A is denoted by encircled vertices
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Table 5.8 Bas g od thin waklyp sitive unit forms i iables forn = 8,9, 10, 11

r3

m ;;; d g > @ j

HRNEN

The distinguished set of linking points A is denoted by encircled vertices
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Exercises 5.47.

1.

2.

Show that if (g, v) is a bad sincere pair and (¢’, v’) is a reflection-extension of
(g, v), then (¢’, v') itself is a bad pair.

Find a thin weakly positive unit form ¢ : Z"t! — Z with D a maximal
root such that (¢, T"*V) is a reflection-extension of (¢, ™) and 7™ is a
nonmaximal ¢ ™ -root.

. Give an example of a good thin weakly positive unit form ¢ and a t-deflation Tl;

for g such that g7} is thin weakly positive but not good.

. Consider the three good thin weakly positive unit forms in 4 variables ga,, g,

and ¢’ with associated bigraph as below.
o4
L¥]

i) Determine all five main reflection-extensions of the forms ¢a,, gp, and ¢’.

ii) Using r-inflations determine two remaining good thin weakly positive unit

forms in five variables.
iii) From the seven obtained forms, how many are bad?

o o3

. Use Algorithm 5.45 to produce the complete list of good thin weakly positive

unit forms in 6 variables. [Hint: There are exactly 26 such forms.]

. From the lists obtained in Exercises 4 and 5, how many good thin forms are blow

ups of one of the 63 unit forms in Tables 5.6, 5.7 and 5.8 (cf. Theorem 5.46).

. Show that the quadratic form associated to the following bigraph is a good

thin weakly positive unit form which is not blow up of one of the 63 forms in
Tables 5.6, 5.7 and 5.8.



Chapter 6 )
Weakly Nonnegative Quadratic Forms Shethie

In the previous chapters we met notions like positivity, nonnegativity and weak
positivity, and applied to them various techniques like deflations, inflations, one-
point extensions, reflections and edge reductions. Here we turn our attention to
weakly nonnegative forms, that is, semi-unit quadratic forms g : Z" — Z such that
q(v) = 0 for all positive vector v in Z". The above-mentioned methods are used to
extend earlier results and algorithms to the weak nonnegative context, where now
the existence of maximal sincere g-roots plays a key role, and hypercritical forms
take the place of critical forms.

6.1 Hypercritical Forms

A quadratic semi-unit form g : Z" — 7 is called hypercritical if it is not weakly
nonnegative, but every proper restriction ¢’ is. For instance, the m-Kronecker
form g, (x1,x2) = x% + x% — mx1xy is weakly nonnegative if and only if
m < 3, and is hypercritical exactly when m > 3. Theorem 5.2 tells us that if
the number of variables is at least three, then a critical (nonweakly positive) form is
nonnegative with radical generated by a positive vector z, called a critical vector. In
Proposition 6.2 below we give an analogous result for hypercritical forms.

Lemma 6.1. Let g : 7" — 7 be a hypercritical semi-unit form.

a) Ifq is also critical, then n = 2 and q is the Kronecker form q,, = x%—i—x%—mmxz
for some m > 3. In particular, g has no critical vector.

b) If q is nonunitary then n = 2 and q is (up to order of variables) one of the forms
q,, or q,, below, with m > 0,

gy, (x1,x2) = Xf —mx1x and gy (x1,x2) = —mxx2.
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Proof. 1f q is also critical and n > 3, by Theorem 5.2 the form ¢ is nonnegative, in
particular weakly nonnegative. This is impossible since g is hypercritical.

Then n = 2, that is, g (x1, x2) = )cl2 + x% — mx1x, for some m € 7Z (since q is
unitary by Lemma 5.5(a)). Observe that if m < 2 then g is weakly nonnegative, and
see Proposition 1.23 for the claim on critical vectors.

To verify (b) observe first that the forms g}, and ¢,, are hypercritical precisely
when m > 0. Consider a vertex ¢ € {1, ..., n} such that g(e.) = 0, and take x(©) to
be the vector in Z"~! obtained by deleting the variable x.. Then

q(x) =q ) +xc [ Y giexi
i#c

Now, if ¢ is hypercritical then there is a positive sincere vector x such that g(x) <
0. Moreover, ¢ (x(©) > 0 implies that the second summand above is negative.
Since x is a positive vector, there must be a d # ¢ such that g.; < 0. Then the
restriction ¢’ = ¢{“? is one of the hypercritical forms ¢/, or ¢/, above. Since ¢ is
itself hypercritical, then ¢ = ¢’ and the result follows. O

By Lemma 6.1(b) we may focus only on hypercritical unit forms, which can be
characterized as follows.

Proposition 6.2. For a unit form q : 7' — 7 with n > 3 the following are
equivalent.

a) The form q is hypercritical.

b) The form q is not weakly nonnegative, and for every critical restriction g of q
there is an index i with I = {1, ...,n} — {i}, and a positive critical vector z of
q" such that q(z)e;) < 0.

Proof. Assume ¢ is hypercritical and consider a positive vector v with g(v) < 0.
Since any proper restriction ¢’ is weakly nonnegative, the vector v is sincere. If
g! is critical, since n > 3 then ¢’ is a proper restriction of g by Lemma 6.1(a).
Moreover, since g;; > —2 forall i # j (for g does not contain any Kronecker form
gm With m > 2) by Theorem 5.2 we may take a critical positive vector z for ¢,
which we identify with its inclusion in Z".

Take positive numbers m and k such that kv — mz is a positive but nonsincere
vector, say (kv —mz); = 0. (Such numbers exist: take anindex j € {1, ..., n} such

that i' < i’ foralli € {1,...,n} and take k := z; and m := v;.) Therefore
t J
0 < gV (kv —mz) = kK*q(v) — kmq(z|v) + m*q(z) < —km Y _viq(zle),
i¢l

and since v; > O foralli € {1,...,n} there must exist an i ¢ I with g(zle;) < O.
Observe now that 2z + ¢; is a sincere vector for ¢ is hypercritical and

qQ2z+ei) =4q(2) +2q(zle) +1=2q(zle)) +1 <O0.
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Hence I = {1,...,n} — {i}. For the converse assume that ¢ is not weakly
nonnegative for some i € {1,...,n} and take I C {1,...,n} — {i} such that ¢’
is a critical restriction of g¥) (thus a critical restriction of ¢). By hypothesis (b) we
have g/ = ¢©). Therefore ¢'") is hypercritical as well as critical, and by Lemma 6.1,
it is the Kronecker form ¢, for some m > 3, which contradicts the existence of a
critical vector for ¢). Then ¢ is weakly nonnegative for all i € {1, ...,n}, that
is, q is a hypercritical form. O

Lemma 6.3. Letq : Z" — Z be a hypercritical unit form with at least three indices

i, J, k.

a) If qij = =2 then n = 3. In particular, the bigraph B, associated to q is one of
the following six bigraphs:

i (5 I
2 2 2
I Is Ts
1 \/ 3 1 \3 1 \3
2 2 2
b) Ifgij = qik = qjx = —1 and q® is critical, then n = 4 and the bigraph of q is

one of:

Ni N N3

Moreover, the quadratic form g represents numbers —1 and —3 for
A € (T3, Ty, Ts, Ts, N2, N3}

Proof. Since g has at least three vertices, B, does not contain any Kronecker form
gm as a restriction for m > 3, that is, g,s > —2 for all vertices r < s.

Assume first that g;; = —2 for some vertices i < j. Then g7} is a critical
restriction of g. By Proposition 6.2 we have n = 3. Set (i, j, k) = (1,2,3) and
notice that z = (1, 1) is a critical vector of ¢®, thus again by Proposition 6.2 we
have

0 < q(zle3) = q13 + q23.
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This implies that B, is one of the bigraphs 71, ..., Ts. Moreover, the forms g7; for
i =1,...,6 are all hypercritical (Exercise 1 below).

Assume now that g;; = qix = qjx = —1. Then ¢!/} is a critical restriction of
q,hence n = 4 and we may take (i, j, k, £) = (1, 2, 3, 4). Since q(3) is critical (with
critical vector e] +e2 +e4), we have g14 = go4 = —1 and 0 > g(e; +e2+e3les) =
—2 + g34. Therefore g34 € {—1, 0, 1}, with corresponding cases N1, N> and N3.

For the last claim simply verify g7, (vi) = —1 = g; (v;.) and gr; (w;) = =3 =
4qn; (w;.) for the vectors in the following list (fori = 3,...,6 and j = 2, 3)

v3=(1,2,1) and w3 = (2,5, 2),
va=(1,1,1) and wg = (2,3,2),
vs = (2,2, 1) and ws = (4,4, 1),
ve = (1,1,1) and wg = (2,2, 1),
vy = (1,1,1,1) and w) = (2,2,2, 1),
vy =(2,2,2,1) and w = (4, 4,4, 1). O

We now show that almost all hypercritical forms represent numbers —1 and —3.
The importance of these two numbers will be clear in the proof of Theorem 6.16. In
what follows, by a slender quadratic form we mean a unit form g with g;; > —1 for
all i < j. The bigraph associated to the Kronecker form ¢,, is denoted by K, for
m # 0.

Proposition 6.4. Let g : 7' — 7 be a hypercritical unit form whose associated
bigraph is not K,,, (m > 3), T1, T>» or N (see Lemma 6.3 for notation). Then there
are positive (sincere) vectors v and w such that q(v) = —1 and g(w) = —3.

Proof. Consider By, the bigraph associated to g. Since K,, is not contained in B,
form > 3 we have ¢;; > —2foralli < j. If g;; = —2 for some i < j, by
Lemma 6.3(a) the bigraph B, is one of T3, ..., Ts, which represent —1 and —3.
Therefore we may assume that g is a slender form. We may also assume, using
Proposition 6.2, that g™ is a critical form with critical vector z, and g(z|e,) =
—s < 0. Moreover, by Proposition 5.4 we may take z; = 1.

First we show that 0 < s < 3. By the above assumptions, the vector x :=
7z — e1 + ey, is positive and not sincere. Thus, since g (e1le,) = g1, > —1,

0<q(x)=q@)+2—qzler) +q(zlen) —qleilen) =2 —qin —s <4 —>5.
Notice now that s # 3. Indeed, for s = 3 and x = z — e] + ¢, we have 0 <
q(x) =2 — g(er|en) — 3, thatis, g1, = —1 and ¢(x) = 0. Then ¢! is not weakly

positive, and again by 6.2, the form ¢! is critical. Since x, = 1 the vector x is
critical for ¢1. We may assume that g, = —1, therefore

0=g(xlex) =q(zle2) — q12 + q2n = —q12 — 1,
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that is, g1 = —1. Now use Lemma 6.3(b) to conclude that B, = Nj, which is
impossible.

The proof is completed by showing that in cases s = 1, 2 such vectors v and w
may be given explicitly:

Cases = 1.

q(2z+en) = 1+2q(zlen) = —1 and g(4z +e,) = 1 +44q(zlen) = —3.
Case s = 2.

q(z+e)=1+¢q(zley) = —1and g2z + e,) = 1+ 2q(zle,) = —3. |

As an immediate consequence we have:

Corollary 6.5. Let g : 7' — 7Z be a hypercritical unit form with n > 5. Then q
represents numbers —1 and —3.

For integers a < b denote by [a, b] the set of integers £ witha < £ < b.

Lemma 6.6. For any hypercritical unit form q : 7' — 7 there is a (sincere) vector
v € [0, 12]" such that q(v) < 0.

Proof. The statement is clear for Kronecker forms g,, = gk,, with m > 3, and for
the forms with associated bigraphs 73, T4, T5, Ts, N2, N3 by simple inspection of
the proof of the last claim in Lemma 6.3.

If g is not the form associated to graphs 77, T», then by Proposition 6.4 we may
assume that ¢ is a critical restriction with positive critical vector z, and —1 is
either represented by 2z 4 e, or by z + e,,. Since by Corollary 3.31 we have z; < 6
for all i (cf. also Proposition 2.22), then both 2z + ¢, and z + ¢, belong to [0, 12]".

To deal with cases T1, T» (resp. N1) evaluate at the vector v = (1, 1, 1) (resp.
v=(1,1,1, 1)) to get g, (v) = =2, g1, (v) = =3 (resp. gn, (v) = —2). |

Exercises 6.7.

1. Show that all bigraphs in Lemma 6.3 correspond to hypercritical forms.
2. Prove that the form g,, = gx,, does not represent the number —3 for any m > 2.
3. Show that the form g4 does not represent the number —1 for any

A € {KWM Tl, T21 NI}WLZ4

4. Which of the forms associated to 77, 7> or N; represents the number —3?

6.2 Maximal and Locally Maximal Roots

For a weakly nonnegative semi-unit form ¢ : Z" — Z denote by rad™ (¢) the set of
positive vectors x with g(x|e;) = 0 fori = 1, ..., n (called the positive radical of
q). Observe that if x € rad™ (¢g) then ¢ has no maximal positive root (with partial
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orderx > yif x — y € Njj), since 1 = g(v) = g(v + mx) for any positive g-root
v and any m € N. As in the weakly positive case, we say that a weakly nonnegative
semi-unit form ¢ is sincere if it has a sincere positive root.

Proposition 6.8. Let g : 7' — 7 be a sincere weakly nonnegative unit form. The
following are equivalent.

a) There are finitely many sincere positive roots of q (and we call g finitely sincere).
b) There is a maximal sincere positive root of q.
c) radt(g) = 0.

Proof. Clearly we have that (a) implies (b) and that (b) implies (c). To show that
(c) implies (a) let us assume that g has infinitely many sincere positive roots. Then
we may take a sequence of sincere positive g-roots y', y2, ... with y" < y”*! for
m=1,2,...(see Lemma 5.12). Notice that |g(y"|e;)| < 2foralli =1,...,n and
m > 1. This follows from the sincerity of y™ and the inequality

0<q(y"+xe)=2+q0"e).

Hence there are y¢ < y™ with q(y%le;) = q(y"|¢;) foralli = 1,...,n and 0 #
y" — yt e rad " (q). ]

A positive root v of a semi-unit form ¢ is said to be locally maximal if g (v|e;) > 0
foralli =1, ..., n. For v a maximal positive g-root, since ; (v) = v —q(v|e;)e; is
again a g-root where o; is the i-th reflection for g (Sect. 1.2), v is a locally maximal
root. The converse is false in general, as the following example shows.

Example 6.9. Consider the quadratic form ¢ given by the following bigraph, and
selected vectors u and v.

u 1 1 v: 2 2
N / N /
2 4
/ /

1 / 1 1 7 2
N / N/ /
2 2 2 4
/ 7\ / RN
N s 1 N s 2
N / N /

ANIVEN N2

Then g is weakly nonnegative and u < v are positive g-roots with u a locally
maximal root.

Proposition 6.10. Let g : 7' — 7 be a finitely sincere weakly nonnegative unit
form. Then a sincere positive root y of q is maximal if and only if y is locally
maximal.
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Proof. We only need to show that local maximality implies maximality. Assume y
is a locally maximal sincere positive root of g, and that x is a root with y < x. Then

q1x) =Y xiq(yle)) = Y yig(yler) = q(yly) = 2.

i=1 i=1

Thus0 < g(x —y) =2—g¢g(y|x) <0, thatis, g(x —y) = 0. Notice thatv :=x — y
satisfies g(v|e;) > O foralli = 1,...,n (for if g(vle;) < 0 then g(2v + ¢;) =
4q(v) + 1 4+ 2g(v]e;) < 0). We also have g(v|y) = q(x]|y) — 2 = 0, therefore

0=q|y) = Zyiq(v|€i),
i=1

which implies that v € rad™ (g), in contradiction with Proposition 6.8. O

A vertex i such that g(y|e;) > 0 for a locally maximal positive g-root y of a
weakly nonnegative semi-unit form g is called an exceptional index (or vertex) for
y (cf. Lemma 5.9).

Lemma 6.11. For a locally maximal positive root y of a weakly nonnegative semi-
unit form q, one of the following situations occur:

a) There are exactly two exceptional indices i # j and q(yle;)) = yi =1=y; =

q(ylej).
b) There is only one exceptional index i, and q(yle;) = 1 and y; = 2.
c) There is only one exceptional index i, and q(yl|e;) =2 and y; = 1.

Furthermore, if y is also maximal then situation (c) never occurs.

Proof. Let y be a sincere locally maximal positive g-root. Then we have
n
2=q0ly) =) yigOlen,
i=1

thus clearly one of (a), (b) or (c) occurs. If (c¢) holds then g2y — ¢;) = 5 —
2g(yle;) = 1 and 2y — ¢; > y, therefore y is not a maximal root. O

The following lemma will be useful to determine the maximality of positive
sincere roots. For instance, this criterion is used below in the proof of Lemma 6.13.

Lemma 6.12. Let g : Z" — 7 be a semi-unit form with a maximal sincere positive
root y. Then for any positive vector v with q(v) = —1 we have g(y|v) = 0.

Proof. Since v is positive and y is locally maximal we have g (y|v) > 0. Then

_q(lv)

2(v) v=y+q(ylvv,

oy(y) =y

which is a positive g-root with y < o0y (y). By maximality g(y|v) = 0. O
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Lemma 6.13. Let g : Z" — 7 be a unit form such that there are indices 1 < i <
J <nwith =5 < gij < —3. Then q has no maximal sincere positive root.

Proof. Let us assume that y is a sincere maximal positive root of g (hence locally
maximal). Consider the triple r = (e;, ¢}, y) and the root induced unit form g, given
by

qr(x1, x2, x3) 1= q(x1€; + x2¢; + x3Y)

= X} + x5 + 23 4+ xix3q(yles) + xax3q(yle;) — sx1xa,

where g;; = —s for some integer 5. Let B be the bigraph associated to g,. The shape
of B depends on the values of g (y|e;) and g(y|e;). Since y is a root we have

2=qO1y) =) wa(len,
k=1

and since y is sincere, positive and locally maximal then g(y|ex) > O for at most
two vertices k (and g (y|ex) = O for the rest), and in particular m := g(yle; +¢;) €
{0, 1, 2}. Thus we consider four cases: Case 1) m = 0; Case 2) m = 1; Case
3) m = 2 and g(yle;)g(yle;) = 0, and Case 4) g(yle;) = 1 = g(ylej). These
cases correspond to the four possibilities for B as depicted below (from left to right,

observe that in all cases we have (g,)12 = g12 = —5).
9 1 1 1
3 4 1 1
7 4 3 6
8 12 1 1 2 1 2 3
2 2 3 6 1 1 1 1
4 sedges 4 3 sedges 3 2 sedges 4 5 sedges 10

Each vertex of B contains a column with three natural numbers, corresponding to
three vectors in Z5° which are, from top to bottom, sincere positive roots of g, for
s = 3,4, 5 respectively. Then g, has a sincere positive root x = (x1, x2, x3) and
y' :=x1e; +x2ej + x3y is aroot of ¢ with y’ > y, which is impossible. |

The following technical lemma imposes restrictions on sincere weakly nonnega-
tive unit forms which fail to be unitary.

Lemma 6.14. Let g : ! — 7 be a weakly nonnegative semi-unit form, and x € 7.1
a positive sincere root. Forr = 0,1 take I" = {i € I | g;; = r} and consider the

restriction x” = x|;r in Z!". Then one and only one of the following assertions
holds:

a) gxH =1 and gij = 0 foranyi € and j eI
b) q(x') = 0 and there exist i # j in I° such that x; = x;j = gij = 1. Moreover, if
s € I%andt € I is a different index satisfying qs; # 0 then {s, t} = {i, j}.
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c) q(xl) = 0 and there exist i in I1° and j € I' such that x; = xj =gqij = L
Moreover, if s € I° and t € I is a different index satisfying qs; # 0 then
{s,t} =1{i, j}.

Furthermore, if x is maximal and I1° # @ % I', then (c) holds and I° contains
exactly one element.

Proof. Let us suppose that / = {1, ...,n} and 19 = {1,...,m} form < n. Then

l=qgkx)= q(xl) +q(x0) ~|—q(x1|x0), where q(x1|x0) = Z qijXiXj.
iel!
jel®

Now, by Lemma 6.1 we have ¢;; > 0 fori € 1° and j € I (for ¢, and g, are
hypercritical if m > 0). Hence the three summands on the right of the equation
are nonnegative, therefore exactly one of them is nonzero. This leads to the three
assertions above, since x is sincere.

For the last claim we give a root y > x for both cases (a) and (b). For (a) take
y = 2x%4x!, whereas for (b) take y = x°+2x!. Notice that y > x since I" = ¢ for
r =0, 1. Thus if x is a maximal root then (c) holds, that is, 1 = g(x) = ¢ (x!|x?).
Further, if k € I° with k # i then

q(x +ex) = q(x"1x%) + g(xler) + g (xlexr) = g(x' 1% = 1,

that is, x + e is aroot of ¢ larger than x. O
Exercises 6.15.

1. Do hypercritical unit forms have to be connected?

2. Show that the quadratic form ¢ in Example 6.9 is weakly nonnegative.

3. Show that if ¢ contains a bigraph with shape T7, 7> or N; (as in Lemma 6.3),
then g does not have a maximal sincere positive root.

4. In Example 6.9, verify that # and v are roots of g.

5. For a weakly nonnegative semi-unit form ¢, a positive g-root x and a positive
isotropic vector z of g, show that the following assertions hold:

i) g(xlej) > —2and g(zle;) > —1fori =1,...,n.
ii) If x; > O then g(x|e;) <2, and if z; > 0 then g(z|e;) < 1.
iii) qij = 3if x; #O;éxj,andq,-j <2if gz 750752]'.

6. Let ¢ be a nonzero connected weakly nonnegative semi-unit form. Must g be
unitary?

7. Consider the unit form in three variables g (x1, x2, x3) = xlz + x% + x32 — $X1X2.
Show that if s > 3 and s — 2 is not the square of an integer, then g has a sincere
positive root.
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6.3 Criteria for Weak Nonnegativity

Here we prove a Weak Nonnegativity Criterion due to Happel and de la Pefia
in [31]. Ovsienko showed in [44] that this result also holds without the condition
gij = —Sforalli < j.

Theorem 6.16 (Happel-de la Pefia). Let g : Z" — 7 be a unit form with q;; >
—Sforalll <i < j < n.If q has a maximal sincere positive root, then q is weakly
nonnegative.

Proof. Let y be a maximal sincere positive root of g. By Lemma 6.13 and
Exercise 6.15.3, the form g does not contain bigraphs of type Ny, T1, T», K3, Ky,
Ks, nor, by assumption, bigraphs K,, for m > 6. If g is not weakly nonnegative,
there is a hypercritical restriction ¢/ of ¢, and by Proposition 6.4 there exist positive
vectors v and w with support I and with ¢g(v) = —1 and g(w) = —3. It follows
from Lemma 6.12 that g(y|v) = 0. Since v and w are positive vectors with same
support and y is locally maximal, then g (y|w) = 0. Therefore

g2y +w) =4q(y) +q(w) =1,

in contradiction with the maximality of y. O

Lemma 6.17. Let g be a hypercritical unit form and i an index such that ¢ is not
critical. Then gV is a positive form.

Proof. Observe first that ¢ is weakly positive, since otherwise it would contain a
critical restriction ¢, contradicting Proposition 6.2. Again by Proposition 6.2 there
must exist a vertex ¢ such that ¢(°) is a critical restriction of ¢ (hence ¢ # i), with
critical positive vector z such that ¢(zlec) < 0. Then ¢©@® is a positive unit form
by Corollary 5.3.

If ¢ is not positive, there is a nonzero vector v such that ¢®(v) < 0. In
particular v. # 0 since ¢(©@) is positive, so we may assume that v = v’ + v.e,
with v, = 0 and v, > 0. Notice that for &/, 8 > 0 we have

g(av + Bz) = a?q (V) + afq(z]v' + veer) < aBucq(zles) < 0.

Since ¢ is weakly positive the vector v’ has a negative entry. But z is a critical
positive vector of ¢(©), therefore we may find &, 8 > 0 such that «v+ gz is a positive
nonsincere vector (take for instance « = z, and 8 = —v, where a is an index such
that ’Z’Z is minimal among all fractions IZ}; for j € supp(z) = {1, ...,n}—{c}). This
is impossible since g (av + Bz) < 0 and ¢ is hypercritical, hence ¢ is a positive
unit form. |

The following immediate consequence may be considered as a partial analogue
of Theorem 5.2 (see also Corollary 5.3).

Corollary 6.18. Any proper restriction of a hypercritical unit form is nonnegative.
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Proof. The result is clear for Kronecker forms ¢, with m > 3. Therefore we may
assume the hypercritical form ¢ has at least three vertices (in particular g;; > —2
for all i < j). By Lemma 6.17, if ¢ is not positive then ¢* is critical, thus
nonnegative by Theorem 5.2. O

We now prove a generalization of the (Jacobi-like) Zeldych Criterion 5.26 given
in [55]. Again we do not assume the quadratic form to be unitary. Let ad(B) denote
the adjugate of a square matrix B.

Proposition 6.19. Let g : 7' — 7 be an integral quadratic form with associated
symmetric matrix A (thatis, q(x) = x" Ax for any x € Z"). The following assertions
are equivalent:

a) The form q is weakly nonnegative.
b) For every principal submatrix B of A we have either det(B) > 0, or ad(B) has
a negative entry.

Proof. Let B be a principal submatrix of A and assume that ad(B) is nonnegative
(that is, it has no negative entry). By Perron—-Frobenius Theorem 1.36 there exists a
positive eigenvector v € R” of ad(B) with eigenvalue p > 0. Assuming that g is
weakly nonnegative and considering g as a real function ggr : R” — R we have by
continuity

1 1
0<gr(v) =v'Bv=v'B(ad(B)v) = det(B)|v]?
o o

and therefore det(B) > 0.

Suppose now that g satisfies (b) but is not weakly nonnegative. Since property
(b) is preserved by principal minors, by induction on n we may assume that ¢
is hypercritical. By Corollary 6.18, every proper restriction of g is nonnegative,
therefore by Proposition 1.33 we have det(B) > 0 for each proper principal
submatrix B of A.

Thus det(A) < 0 since otherwise g would be nonnegative. Take ad(A) = (v;;).
By hypothesis there must exist i, j with v;; < 0. Let v be the j-th column of ad(A),
so that Av = det(A)e; and g(v) = det(A)v;;. Further, let w > 0 be a sincere
positive vector with g(w) < 0. For A = —ZZ > 0 we have (v + Aw); = 0 and

(since the restriction ¢!) is nonnegative)

0 <q(+rw)
= q(v) 4+ 2Aw' Av + A*q(w)
< det(A)[vj; + 2 w;]
_ det(A)

[vjjwi — 2vijw;].
w; Y ijwj
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As in the proof of Proposition 5.26, if v;; < 0 we take i = j, thus
0 <qg(v+Aiw) < det(A)(—vj;) <0,
and if vj; > O then v;;w; — 2v;;w; > 0 and we have

det(A)
0<qgqlw+rw) < [vjjw; —2v;jw;] < 0.
wi

Both cases yield a contradiction. O

The following practical criterion is useful for the computational verification of
weak nonnegativity.

Theorem 6.20. A semi-unit form q : 7' — Z is weakly nonnegative if and only if
q(z) = 0 forevery z € [0, 12]".

Proof. If ¢ is weakly nonnegative then g(z) > O for all z € [0, 12]". If ¢q is
not weakly nonnegative, then there is a hypercritical restriction ¢’ of g, and by
Lemmas 6.1 and 6.6 there is a vector z € [0, 12]" with ¢ (v) < 0. |

We say that a weakly nonnegative semi-unit form g is O-sincere if there exists
a sincere vector y € rad*(q). We point out that in this case any isotropic vector
y € Nj belongs to the positive radical rad " (¢) of g. In fact, we have the following
more general result.

Lemma 6.21. Let g : Z! — 7 be a weakly nonnegative semi-unit form and take
-1
weq(0).

a) Ifx € rad* (¢) and supp(u) C supp(x), then p € rad(q).
b) If u is positive and z € 7! is such that q(z|p) = 0 and z + nu is a positive
sincere vector for some n > 0, then u € rad™ (q)-

Proof. Assume there is an index i € [ such that g(u|e;) # 0 and take ¢ = +£1 such
that eg(ule;) > 0. Taking y = e; — 2e ., we observe that

q(y) = q(ei) —2eq(ule;) < —1.

By the requirement on the supports in (a), notice that there exists a k > 0 such that
y + kx is a positive vector, thus we arrive at the contradiction

0<q(y+kx)=q) =-1

This shows (a). For (b) assume that u ¢ rad(q), thus there exists i € I with
q(ulei) > 0 (for u is a positive vector). In particular, there is k£ > 0 such that

q(z +kule;) = q(zle;)) +kq(ule;) > g(z) + 2.
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Take m := max(k,n) and y := z + mu. Then g (yle;) > q(z) +2 and g(y) = q(2)
since g (z|u) = 0 and g () = 0. Therefore

gy —ei) =q(y) +qei) —qylei)) =q(@)+1—q(yle;)) <= —1,

which is impossible since y > z + nu is positive and sincere. O

For a semi-unit form g with a sincere positive radical vector z, we trivially
observe that any vector x may be taken into a positive vector x + kz with k € N, so
that g (x) = g (x + kz). This proves the following lemma.

Lemma 6.22. Any O-sincere form is nonnegative.

6.4 Iterated Edge Reductions

Recall from Sect. 5.3 that for a unit form g : Z" — Z and indicesi # j withg;; <0
we construct a quadratic form ¢’ (x) = g(p(x)) + xixj, with p : /Ny given
by

ek, ifl <k <un;

pler) = }
ei+ej, ifk=n+1,

called the edge reduction of q with respect to i and j. The same construction can be
performed when ¢ is a semi-unit form (or even a pre-unit form, that is, an integral
quadratic form g with g(e;) < 1 for all indices i) satisfying g(¢;) = 1 = g(e;) and
qij < 0.

The quadratic form ¢ can be recovered from ¢’ using the nonlinear map 7 :
7" — 7"t defined as follows,

w(x)y =xk, fork ¢{i,j,n+ 1}and

Os | — Ay X ), f S K
(1 )y () = | T ) =
(x,' —x/',(),x/'), ifx,- >x/~.

Since p o w = Id we have g (x) = ¢’(;r (x)) for any vector x € Z".

Example 6.23. Consider the unit form g with associated bigrah B, as shown below
(left). Its edge reduction with respect to vertices a, b is the form ¢’ with bigrah B,/

(right).
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B, = o,
Y

N y

For a quadratic form ¢ denote by X7 (gq) the set of isotropic vectors of g with
nonnegative entries.

Proposition 6.24. Let g : 7' — 7 be a semi-unit form and q' : Z"t' — 7 be
obtained from q by edge reduction with respect to indices i and j. Then q is weakly
nonnegative if and only if q' is weakly nonnegative. In this case the maps p and &
are bijections (inverse to each other) between the sets X (q) and XV (q').

Proof. Take a positive vector y in Z"+1_If ¢ is weakly nonnegative, since p(y) > 0
we have

q' () =q()+ iy >0.

Conversely, if 0 < x € Z" and ¢’ is weakly nonnegative, then 7 (x) > 0 and
q(x) =q'(w(x)) = 0.

Assume that ¢ and g’ are weakly nonnegative. By the identity ¢ (x) = ¢’ (7 (x)) the
mapping 7 restricts to a function 7 : Xt (g) = XT(g'). If y € X7 (q’) then

0=¢'"(») =g+ iy

Since both summands on the right are nonnegative, it follows that y;y; = 0 (thus
y € Im(x)) and that p(y) € XV (g). In particular, 7 : X7 (q) — XT(¢')is a
surjective mapping, and the result follows since p o 7 = Id. O

Even though there is a bijection between X+ (g) and X ¥ (¢) when g is a weakly
nonnegative semi-unit form and ¢’ is an edge reduction of ¢, it is not always true that
q and g’ have the same number of critical vectors (a vector z is critical for g if the
restriction of g to the support supp(z) of z is critical having z has positive generator
of its radical). For instance, if ¢ and ¢’ are the forms shown in Exercise 6.23, then
the following vectors vy and v, are critical vectors for g,

2 1
1/\$1 i

0 00
0 0.0 1 11
N N
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while ¢’ has the following different critical vectors, 7 (v1), 7 (v2) and a third vector
w with an entry 3.

1 0 0
AN - ath
0 0 1 ™1

N7 \1/ N,
0 \}0 7T - \\1\1
\0/ \1/ \l/

This behavior, along with notions like positive corank and conformality for edge
reductions, are further explored in [54].

For a unit form g which is not weakly positive there might be an arbitrarily long
iterated edge restriction for ¢, which is evident from the following example,

B, = o) —— e B, = e

q - 2

N
oy

3 .
o3

where By is a subbigraph of the bigraph B, associated to the edge reduction ¢’ of
q with respect to the vertices 2 and 3. Notice that this example is actually weakly
nonnegative.

An iterated edge reduction for a semi-unit form ¢’ : Z" — Z is a quadratic form
q : Z™ — Z with m > n that is obtained iteratively from ¢ by a sequence of edge
reductions. For instance, for the example in three variables g above, consider the
iterated edge reductions g” by edges {1, 2}, {1, 2} and {2, 3}, and the reduction g"”
by edges {2, 3}, {1, 2} and {1, 2} respectively, as shown below.

Bq// = .43 Bq/// = ST .53
o5 " @) o - 02

o] ®]

o o

.3. .3

The following is a suitable generalization of Theorem 5.24 to the weakly nonnega-
tive setting.

Theorem 6.25. A semi-unit form q : 7' — 7 is weakly nonnegative if and only if
any iterated edge reduction q’ of q is semi-unitary.

Proof. The necessity follows from Proposition 6.24.
For the converse assume that g is a semi-unit form which is not weakly
nonnegative. If there are vertices a # b with g,p < —2, then the edge reduction
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of ¢ with respect to a and b is not semi-unitary. Therefore we may assume that
qab > —2 for all vertices a # b. By Proposition 6.2 there is a critical vector z and
i ¢ supp(z) such that g(z|e;) < 0. In particular,

qQz+e;) =qii +2q(zle;)) < 0.

Take vertices a and b with g4 < 0 and consider the reduction ¢’ of ¢ with respect
to a, b. First we notice that there exists a j ¢ supp(z) such that

q'2n(z2) +ej) <O0.
If a =i and b € supp(z) then take j = n + 1, so that
q'2m(2) + en+1) = q(P[27(2) + ent1]) = ¢z +ei +ep) < gz +e;) <O0.
Ifi ¢ {a, b} or {a, b} N supp(z) = ¥ then take j = i and observe that
q'2n(z) +e) =qQRz+e) <O.

Now, if the weight |z| = ), |z;| of z is greater than one, taking a, b € supp(z)
we have |7(z)] < |z|. By the above argument, replacing g for some iterated
reduction of g, we may assume that |z| = 1, thatis, z = ¢, for some k € {1, ..., n}.
Hence

0> gQex + ei) = 4qik + gii + 2qui.

Since gi;, qrk € {0, 1} we have gxr = 0 > gi;. Then the bigraph B associated to the
restriction q{k”} has one of the following forms,

Co—D)  Cu.

corresponding to cases ¢;; = 0 (left) and g;; = 1 (these restrictions are the
hypercritical semi-unit forms ¢,, and ¢,, from Lemma 6.1). For the reduction ¢’
of g with respect to k and i we have

q,’,+1,,,+1 = qkk + qii + qki = qii + Gki»

thus ¢’ is not a semi-unit form unless B has the form C’k ®. In this case
the restriction (¢"){%>"*+1} has the following associated bigraph,

()

®n+1

7
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hence the reduction of ¢’ with respect of k and n + 1 is not a semi-unit form, which
completes the proof. O

Following [54], by an exhaustive reduction for a semi-unit form g : Z" — 7 we
mean an iterated edge reduction g’ of ¢ satisfying the following conditions:

i) Every edge reduction involved in the construction of ¢’ is with respect to vertices
i and j satisfying 1 <i < j <n.
ii) Forany 1 <i < j < nwehaveql.’j > 0.

Notice that all exhaustive reductions involve the same number K of edge reductions,
namely

K== Y a

i<jandg;;<0

The forms ¢g” and ¢’ right before Theorem 6.25 are examples of exhaustive
reductions of the quadratic form

q(x1, x2,x3) = x7 + x5 + x3 — 2x1x2 + xX1x3 — x2%3.

Furthermore, we may consider a sequence qo, ql, qz, ... of semi-unit forms such
that ¢ = ¢ and for k > 0 the form ¢* is obtained from ¢*~! by an exhaustive
reduction. Then we say that ¢* is obtained from ¢ by an iterated exhaustive
reduction (of length k). Notice that there is a sequence of integers

n=npo<n<n<...<ng

such that qi is a semi-unit form in n; variables for i = 0, ..., k. It is not known
whether a semi-unit form ¢ is weakly nonnegative if and only if any iterated
exhaustive reduction of g stops, after finitely many steps, in a quadratic form
having only nonnegative coefficients. However, the following criterion (which is
an alternative version of Theorem 6.25) was proved in [54].

Remark 6.26. Let g : Z' — 7 be a semi-unit form, and ¢g¥ : Z" — Z be a
sequence of iterated exhaustive reductions of g fork =0, 1, 2, ... Then g is weakly
nonnegative if and only if ¢g¥ is semi-unitary for all k < 31.

6.5 Semi-Graphical Forms

The following result, known as the reduction theorem by deflations of weakly
nonnegative forms, gives the main procedure to obtain graphical forms from weakly
nonnegative semi-unit forms, which is one of the main tools in next section. We
present a useful generalization.
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Theorem 6.27. Let q : Z! — 7 be a weakly nonnegative semi-unit form with a
maximal sincere positive root x. If I = J U K is a nontrivial partition of the index
set I, then there is an iterated deflation T for q concentrated in J such that the form
q' = qT satisfies the following.

a) The form q' is a weakly nonnegative semi-unit form.

b) The form q' has a maximal positive root x’ with x = T (x').
¢) We have qi’j > 0foralli, j € J Nsupp(x’).

d) There are inclusions,

RY(¢)—T—>RT(g) and ZT(g)——= 5" (q).

Proof. Take a deflation Tl]_ for g and the form g~ = quj_ Consider a positive
vector y € Z" and take y~ = TJ (y) =y +yiej. Then y~ is a positive vector and

g M =qT;y)=q(7) =0,

which shows (a). For (b) we take i and j with x; > x; so that x™ := (Ti;)’lx is
a positive ¢~ -root. If y™ is a positive ¢~ -root with y~ > x7, then y := Tl]_ (y7)is
a positive g-root with y > x. Hence y = x, that is, the vector x is a maximal root.
The claim (d) follows as in Lemma 2.19. Therefore points (a), () and (d) hold for
iterated deflations.

For (c), as long as there are vertices i and j such that g;; < 0 we may take a
deflation Tl]_ or Tj; and continue with the reduction. The process must stop since in

each step the weight [x~| = ), x;” of x™ is smaller than the weight |x| of x. m|

Following Drixler, Golovachtchuk, Ovsienko and de la Pefia [22], we say that
a semi-unit form ¢ : Z! — Z is semi-graphical if there exists a vertex w € I
such that g.; < O for all i # w, and ¢;; > O for all i, j # w. As defined by
Ringel [46], a graphical form is a semi-graphical unit form g such that |g;;| < 1 for
alli # j. According to Sect. 5.5, a centered form g is a semi-graphical unit form
with g,; = —1 for all i # w. Therefore graphical forms are centered.

Lemma 6.28. Let g be a finitely sincere weakly nonnegative semi-unit form. Then
By is a connected bigraph. Moreover, qi; = 0 for a vertex i if and only if gjj > 0
forall j #1i.

Proof. If B, has a nontrivial partition supported by the sets of vertices / Uand 12,
and x is a sincere positive g-root, then x = x! 4 x? with supp(x’) = I fori = 1, 2.
Since 1 = q(xl) + q(xz) we may assume that q(xl) = 1 and q(xz) = 0, and
thus conclude that all vectors x! 4 mx? are sincere positive g-roots for m > 0, in
contradiction with g being finitely sincere.

For the second assertion notice that if g;; = 0 and g;; < 0, then ¢(2¢; + ¢;) =
qjj +2gij < 0. Conversely, assume that g;; > 0 for all j # j and that g;; = 1.
Since B, is connected, there exists j # i such that g;; > 0. Then for any sincere
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positive root x we have

q(xle) =2xi + Y xiqui = 3,
ki

which is impossible since 0 < g(x — ¢;) <2 — g(x]e;). |

The Kronecker form g, for m > 2 is a semi-graphical form which is critical
and hypercritical for m > 3. All other critical semi-graphical forms are actually
graphical.

Lemma 6.29. Any critical semi-graphical form q in n > 3 variables is a graphical
form.

Proof. Since n > 3 we have g;; > —1 forall i, j # w. We show that g;; < 1 for
i, j # w. Since the vector e; — e; is not sincere, and proper restrictions of critical
forms are positive (cf. Corollary 5.3), we have

0 <gqlei—ej) =2—gqij,

thus the result. m]

The list of critical semi-graphical forms with n > 3 is precisely that of Table 5.3.
It will be useful to have a classification of centered hypercritical forms (equivalently,
hypercritical semi-graphical forms with n > 3 variables). In Table 6.1 we exhibit
such forms.

Recall that by a O-sincere form we mean a weakly nonnegative semi-unit
form g having a sincere positive radical vector. We say that a 0-sincere (weakly
nonnegative) unit form is reduced provided g;; < 1 for all vertices i, j (compare to
slender forms). The following lemma justifies this definition. Recall from Sect. 5.5
that a unit form ¢ is obtained from ¢’ by doubling a vertex k if ¢ is the one-point
extension ¢ = q’[—ey] (cf. also Exercise 3.32.4).

Lemma 6.30. Let g be a 0-sincere (weakly nonnegative) unit form. Then q is not
reduced if and only if there is a vertex i such that q can be recovered from the
restriction ¢\ by doubling a vertex.

Proof. Assume g : Z" — 7 and take for simplicity i = n and ¢’ = ¢™. Then
clearly g'[—ex]in = 2, thus ¢ = g'[—ex] is not reduced.

For the converse assume that g;; > 1 for some vertices i # j, and take z to be a
sincere positive radical vector of g. Then we have

O0<qg(z+e —ej)=qlei—ej) =2—gqij,
thatis, g;; = 2. In particular g (¢; — e;) = 0, and since ¢ is a nonnegative unit form

(Lemma 6.22), by Lemma 3.2(a) the vector e; — ¢ is radical, that is, g is obtained
from ¢’ by doubling vertex j. i
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Table 6.1 Hypercritical graphical forms

HE2)

In the last part of this section we begin with technical preparations to end
our discussion on integral quadratic forms with a generalization of Ovsienko’s
Theorem 5.25 to the weakly nonnegative context. In Table 6.2 we show some 0-
sincere forms of small corank. The reason why we exclude those forms associated
to bigraphs €' (1), € (2), € (3) and €' (4’) is the content of the following result (cf.
Table 5.3 and the figure below).

€(1) 2 ¢Q2) 2 ?(3) )

NANZANE/

The following classification result of graphical weakly nonnegative unit forms of
small corank, due partially to Ringel [46] (cf. [23] for comments and proofs), will
be used in the last steps in the proof of our last result Theorem 6.37.

We say that a O-sincere graphical form ¢ is triangular if there are precisely three
critical restrictions ¢!, ¢’ and ¢’3 of ¢ such that for any i # j in {I,2, 3} the
restriction ¢/iY/j is a 0-sincere form of corank 2.
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Table 6.2 Reduced O-sincere semi-graphical forms of corank one or two, without the forms
associated to € (1), €(2), ¢ (3) and € (4") appearing as critical restrictions

Ao

In cases Ajp and Aj; the vector shown as integers at the vertices is the positive generator of the
radical. A vertex marked as e; or e; represents a critical restriction g or ¢ of shape Ao or
Ay, respectively

Theorem 6.31. Let g : Z! — 7 be a 0-sincere graphical form without critical
restrictions having associated bigraph of the shape € (1), € (2), € (3) or € 4).

a) If cork(q) = 3 then q is either triangular or one of the forms associated to ©
or ©; (see Table 6.3).
b) cork(q) =2 if and only if ¢ = qy, for £ =15, ..., 20 (see Table 6.2).

Remark 6.32. Let g be one of the forms g, for £ = 15,...,20. If u(l) and u(z)
are critical vectors of ¢ one can show by inspection that there are vertices i and j
such that ,u(l) = 1. In particular, for
any positive radical vector u of g, there are positive numbers m and m such that
p=mip® +mop®.

Similarly, it can be shown that if g is a triangular O-sincere form, then there
are vertices {i, j, k} such that the restriction of the critical vectors u", 1® and
w13 are the canonical vectors with three entries. Therefore, for any sincere positive
radical vector p there are positive numbers m 1, my and m3 such that u = m ,u(l) +
map® + map®.
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Exercises 6.33.

1.

Show that the solid star T, ., is equivalent to the centered form g where q("’)
has associated bigraph B = U/ (r; — 1) and where [ (m) is the complete dotted
bigraph on m vertices.

. Letq : Z! — Z be a weakly nonnegative centered unit form with center w, and

fori € I consider the set S; = {j € I | g;; > 0}. Show that if x is a positive
sincere vector, S C S; with i # w and

xi —q(xler) = xo — ) xj,

jes

then § = §; and ¢;; = 1 forall j € §;.

. Let g : Z! — 7 be a weakly nonnegative semi-graphical form with center .

Suppose that x is a maximal sincere positive root with x,, > 7 and only one
exceptional vertex.

a) Show that g is a centered form, and that ¢;; < 1 forall j # w.

b) Set S = {j # i | ¢ij > 0} and show that the restriction of B, to S is a
complete graph with dotted edges. Moreover, x; = 1 for all j € S! and if
Jj € Siand k € I satisfy gjx > 0, thenk € S;.

c¢) Prove that S; has exactly x,, — 2 elements.

d) Notice that g is not weakly positive (why?) and show that if J C [ and the
restriction qJ is critical, then S; C J.

e) Conclude that x,, = 7. [Hint: use (c) and (d) to verify that the restriction g’
may be identified with the critical form g« (), see Table 5.3].

. Which of the hypercritical centered forms in Table 6.1 have as restriction the

following bigraphs?

AN

6.6 Generalizing Ovsienko’s Theorem

Our objective in this section is to show that any maximal positive root x of a weakly

nonnegative unit form ¢ satisfies x; < 12 for any index i, following arguments by
Drixler, Golovachtchuk, Ovsienko and de la Pefia in [23]. We say that x € Z" is a

2-layer root of an integral quadratic form g : Z" — Z if x is a positive g-root and

there exist positive isotropic vectors u and ' such that x = w + u’ (in particular

1 =qx)=q(ulu)).
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Theorem 6.34. Let g : 7" — Z be a weakly nonnegative semi-unit form with a
maximal positive root x.

a) Ifthere is a positive isotropic vector u with L < x then x is a 2-layer root.
b) If x is a 2-layer root then x; < 12 foralli =1, ..., n.

Proof. Without loss of generality we may assume that x is a sincere vector. To
show (a), by maximality of x we have u ¢ rad(q), and therefore g (x|) # O by
Lemma 6.21(b). That g (x|n) = 1 follows from the equations

0=<g(x—p) =q) —qgxin) =1-qxlw),
0<qg(x+mu) =qgx)+mgx|un) =1+mg(x|n), forallm > 0.

Hence g(x — u) = g(x) — g(x|u) + g() = 0, thatis, u’ := x — w is an isotropic
vector.

We now turn to the proof of (b), which we illustrate with an example. Take
x =+ 1 with w and u’ positive isotropic vectors of g.

X

Step 1. First we double all vertices I = {1,...,n} of the foormq : Z" — Z
Z

(cf. Exercises 3.32.4 and 5) to get a weakly nonnegative form ¢ : Z/Y/ —
ZIUJ

. . X¥=10F1t

oy o3

where J = {n + 1,...,2n}. Consider u as a vector in and define u =
Y| eiyn. Then the projection 7w : Z/% — Z! given by n(ei1n) = ¢ =
m(e;) fori € I satisfies w(x) = x where x = u + p is a maximal positive root
of g (see Exercise 3.32.4(d)).

Take I’ = supp(n) and J' = supp(u), and replace g by its restriction to I’ U J’
(figure below for our example).

y ————————— 3

Step 2. Apply now the Reduction Theorem 6.27 to g with respect to I’ to get an
iterated deflation T' (concentrated in /’) and a weakly nonnegative quadratic form
g’ = qT with a positive maximal root n such that 7 () = x, and q;j > 0 for all

i, j € I'Nsupp(n).
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By Lemma 6.14, there is a vertex w € I’ such that the support of 1 is J' N {w},
q., = 0 and the restriction ¢’ of ¢’ to J' is a unit form (in the example below
the iterated flation is T = T|,T;,). Moreover, there exists a j € J " such that
Nw =1j = q;,j = 1 (in particular n = u + ey), and j is the unique element in
J' satisfying g;,; # 0.

Y : \cO
4/ —_— 3/
Step 3. By Lemma 6.21(b) we have i € rad™ (¢’), thus i belongs to the set

U={yeradt(q)|y; =1}

If U has infinitely many elements, there exist y < y € U, therefore y — y’ €
rad ™ (¢’). This contradicts the maximality of 7.

We conclude by pointing out that U is a finite set, thus by Lemma 6.35 below we
have u; < 6 fori € I. Since by symmetry we also have u; < 6, then x; < 12 for
alli e 1. |

Lemma 6.35. Suppose q : Z! — Zisa (weakly nonnegative) 0-sincere semi-unit
form such that there is an index i € I with ¢ unitary. If the set U of positive
radical vectors y of g with y; = 1 is finite, then y; < 6 foranyy € U andi € I.

Proof. We claim that the restriction ¢¥) is a weakly positive unit form. Otherwise
there exists a positive isotropic vector i with i ¢ supp(u). By Lemma 6.21(a) the
vector p is radical, contradicting the finiteness of U.

If y e Utheng(y —e;) = q(e;) = 1, thus y — ¢; is a positive root of the weakly
positive form ¢@. The result follows from Ovsienko’s Theorem 5.25. O

The following example shows that the bound 12 in Theorem 6.34 is optimal.
The example is constructed by identifying all but the exceptional vertices of two
copies of g, , where the vector shown (a maximal positive root) is the sum of the
corresponding positive generators of the radicals of g, (one for each copy).

6 1

The example above is not a 0-sincere form, which is a direct consequence of the
following lemma.
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Lemma 6.36. Suppose q : ZI' — 7 is a (weakly nonnegative) O-sincere unit form.
Then g;j > 1 if and only if q is obtained from g9 by doubling vertex j.

Proof. Assume that g;; > 1. By Exercise 6.15.5 we have ¢;; = 2. Since ¢; — ¢;
is an isotropic vector (0 = 2 — g;; = q(e; — ¢;)), by Lemma 6.21(a) the vector
e; — ej is radical. Therefore by Exercise 3.32.6 the form g is equal to g®[j] (up to
areordering of vertices if necessary). The converse is evident. O

The following generalization of Ovsienko’s Theorem is the main result in [23].

Theorem 6.37. Let q : 7' — 7 be a weakly nonnegative semi-unit form with a
maximal positive root x. Then x; < 12 foralli =1, ..., n.

Sketch of Proof. Suppose on the contrary that x is a maximal positive root of g with
Xo > 12 forsome w € {1, ..., n}.

Step 1. We may assume that q : 7! — 7. is a weakly nonnegative centered form
without critical restriction of shape € (1), € (2), € (3) or €(4). In this case, the
maximal root x has two exceptional vertices. We may further assume that the
cardinality |I| is minimal among all such forms.

Apply the Reduction Theorem 6.27 with respect to the set I’ = I — {w} and the
maximal root x to get an iterated deflation T concentrated in I’ and a maximal
positive root x” of ¢’ = ¢T such that x = T (x’). Deleting some vertices if
necessary, we may assume that x’ is sincere, thus q{j > O0foralli, j # w.

If there exists an i # w such that g/, > 0 then by Lemma 6.28 we have ¢/, = 0.
In particular ¢; is a positive isotropic vector of g’ with e¢; < x’, therefore by
Theorem 6.34, x’ is a 2-layer root and x,, = x,, < 12, a contradiction.
Moreover, if ql.’ » < —1 then gj,, = —2 and the vector e, + ¢; is isotropic for q’
with e, + ¢; < x’, which is again impossible. Hence ¢’ is a centered form.
Observe from Table 5.3 (see also the graphs after Lemma 6.30) that if ¢’ is a
critical restriction of ¢’ with associated bigraph 4 (2), €' (3) or & (4’), then there
is a positive isotropic vector ;4 < x, which once more by Theorem 6.34 yields a
contradiction.

Finally, the statement about the exceptional vertices of x’ is worked out in
Exercise 6.33.3. Write ¢ for ¢’ and x for x’.

Step 2.  Let i and j be the exceptional vertices of x and consider the quadratic form
q(y) = q(y) — yiyj. Then q is a O-sincere centered form with sincere positive
radical vector x.

By Lemma 6.11 we have x; = 1 = x}, therefore i, j # w.

First notice that the restriction ¢)/) is weakly positive (otherwise there is a
critical restriction with a critical positive vector u, and g(u + x) = g(x) =
1 since i, j ¢ supp(u), contradicting the maximality of x). This implies that
2 < gqij < 3. Indeed, by Exercise 6.15.5 the inequality 0 < g;; < 3 holds. If
gij < lthenq(e; +e;j+e,) < 2 and the claim below yields a contradiction with
z=¢€ tej+ew

Claim. If z is a positive vector with g(z) < 2 satisfying zx < 1 forall k # w
and z; = 1 = z;, then z, > 6.
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Proof. If z, < 6 then x — 7 is a positive vector and since ¢’ is weakly
positive we have

0<qgPVx—2)=q(x—2) =q(x) +q@) —q(x]2)
=1+4q@) — (zig(xle)) +zjq(xlej)) =qz) —1 < 1.

Then x —z is a positive root of ¢ (), and by Theorem 5.25 we have x, —z,, < 6,
in contradiction with x, > 12. O

Observe that the bilinear form associated to g has the following shape,
qg(lw) = glw) —viw; — vjw;,

hence g(x|ex) = O for all k since g(x|lex) = xx = 1 for k = i, j. Then x
is a sincere positive radical vector for ¢, and we only need to show that g is
weakly nonnegative. Observe that g =¢g® and ¢ = ¢V If ¢ is not weakly
nonnegative, then there is a hypercritical restriction g’ where J C I contains
both i and j. From Table 6.1 we see that ¢;; # 3. Furthermore, if g;; = 2 then
g’ has a restriction including i and j with one of the following bigraphs (see
Exercise 6.33.4)

AN

Using the claim above with the vector z as indicated by the vertices in the figure,
which satisfies g (z) < 2, we get a contradiction. Then ¢ is a 0-sincere form with
sincere positive radical vector x.

Step 3. If for some vertices s, t € I we have qs; > 1, then {s, t} = {i, j}.

Assume on the contrary that i does not belong to the set {s, 7} and consider the
restriction ¢’ = ¢¥), which has the vector y = x — ¢; as positive root. If ¢’ is
weakly positive, then y,, = x, < 6, contradicting Ovsienko’s Theorem. Then
there is a critical restriction (¢)” of ¢’ with critical positive vector .
Since g,; = g5+ > 1, by Lemma 6.36 the O-sincere form ¢ is obtained from its
restriction ¢ by doubling vertex s. Consequently the vector w = u — use; +
Wres is a positive isotropic vector for ¢’ (thus also for ¢). Since i, j ¢ supp(w)
implies that g (w|x) = 0 we get the equation

g(x +w) =qx) =1,

which contradicts the maximality of x.
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For a weakly nonnegative unit form ¢ : Z! — Z consider the union I* of
the supports of all positive radical vectors of g. By Lemma 6.21, the restriction
gt =q! " is a O-sincere form, called the O-sincere kernel of q.

Step4. Let £+ : ZK — 7 be the O-sincere kernel of the restriction ¢. Then £+
is nontrivial and satisfies cork(§T) < 2.
Notice that y = o;(x) = x — ¢; is a sincere positive root of ¢’ := ¢"). Since
Yo > 12, the form ¢’ is not weakly positive, thus the O-sincere kernel £ is
nontrivial.
Now, since ¢’ = q(i), by Step 3 the form ¢’ is graphical. Assume that cork(§ ") >
3. Then we may take a O-sincere restriction & of £% such that cork(£) = 3 (cf.
Lemma 6.22 and Remark 3.21).
Apply Theorem 6.31 to the form &, and notice first of all that @ is not the bigraph
associated to & (by Theorem 6.34, since the vector z with z,, = 5 and zx = 1 for
all other vertices is isotropic with z < x). Thus if & is triangular or B is @, it
can be seen that there exist critical vectors 1, w2 and u3 of £ such that

(s — )l <2, and (s —udil <1 fork # o,

for any s # t in {1, 2, 3} (see Exercise 2 below). Hence x — (g — us) > O.
Suppose that there are s # ¢ such that g (x|us — py) > 2. Then

q(xlps — ) = q(y + eils — ) = qleilps — ) > 2,

and since x — (us — uy) > 0, we get the contradiction

0<qg(x— (s — 1)) =qgx) +qQus — ) — g(x|ps — pr) < 0.

In particular, in the set {g(e;|1k)}k=1.2,3 there are at least two equal elements,
say g(eil;1) = q(ei|ln2). We may also assume that (1 — @2), > 0. Then
s — Wy is a radical vector of ¢, and taking d = min(xx | (s — )k = —1)
we get a nonsincere positive g-root z = x + d(us — i) satisfying z, > 12.
Using Exercise 1 below, the vector z is a sincere maximal positive root of the
restriction of g to the (proper) support of z, obtaining in this way a contradiction
to the minimal choice of |/]| established in Step 1.

Step 5. The form q admits no critical restriction with associated bigraph of shape
€ (1),€(2),63)or €¢&).
Since the form g is centered (Step 2), its bigraph does not contain the bigraph
% (1) as arestriction. In all other cases notice that the support of the critical vector
1 must contain both i and j (otherwise it would be a critical vector for ¢). Thus
w would be a positive root of g, and using the claim in Step 2 we get i, > 6, a
contradiction.

Step 6.  Final analysis of the case cork(é1) = 2.
Consider that £+ : ZX — 7 is a O-sincere graphical form with cork(¢ %) = 2,
which is by construction a restriction of the quadratic form ¢ = ¢® where
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q: 7! — 7 is our original form. First we notice that K = I — {i}, that is, that
£t = ¢® . Indeed, if there is a k # i in I — K then the restriction of ¢ to the
set K U {k} has corank 3 by Exercise 5 below. This is impossible since £ has
corank 2. Hence K = I — {i}. We will reach a contradiction by considering two
cases.

Case ¢;; = 2. By Lemma 6.30 the form g is obtained from £ ™ = ¢ by doubling
vertex j. Define the vector u := x — e; + ¢, which can be shown to be a sincere
isotropic vector for & * with u j = 2. Indeed, we have

ET) =q(x —ei +¢j) = q(x) = q(x) — xix; = 0.

Taking wV and 1@ to be critical vectors of the two critical restrictions of £+,
there are positive integers m and my such that u = m ,u(l) + mzu(z) (see
Remark 6.32). Since u#; = 2, up to exchanging the roles of w® and 1@ we
1

; ) 51)
uM < x, therefore x is a 2-layer root by Theorem 6.34(a). This contradicts
X > 12 by part (b) of that theorem.

Case g;; = 1. Again by Exercise 5 and Theorem 6.31, either ¢ is a triangular
form, or the form associated to one of the bigraphs @; or ©;. If ¢ is triangular,
then by Remark 6.32 there are positive integers m1, mo, m3 such that

may suppose that " = O or ;” = 1. But notice that in both cases we have

x=mip® +mop® +myu®,

where miu™™, miu® and mu® are critical vectors of ¢. Since x; = 1 we
may assume that Ml(l) = 0, therefore u < x. This is again impossible by
Theorem 6.34. A similar argument can be formulated for case ©®; (see Exercise 3
below). Finally, if ¢ = g@,, then the vector z given by z,, = 5 and z; = 1 for
i # w is a positive g-root, contradicting the claim in Step 2 (see Table 6.3 and
Exercise 4).

Step 7. Final analysis of the case cork(§T) = 1.
We assume now that £7 is itself a critical form, and let u be its critical vector.
Suppose first that £ is the form associated to one of the graphs %'(5) or € (6).
It can be shown then (see Exercise 6(b) and (c) below) that £ is the (one-point)
restriction of a form of corank 2. Therefore we have again £é* = ¢ = q(i). As
before we consider separately the cases ¢;; =2 and ¢;; = 1.
Case q;; = 2. By Lemma 6.30 the form ¢ is obtained from § * by doubling
vertex j. Hence u := x — ¢; + ¢, is a sincere positive radical vector of §%.
Because u; = 2 we have u = mu for some m € {1,2}. However, recall from
Proposition 5.4 that p, < 6, therefore x,, < 2u, < 12, a contradiction.
Case g; ;= 1. A direct inspection of the bigraphs Y17, ..., ¥ given in
Exercise 6 shows that, since x; = 1, we may find a critical restriction of g
avoiding vertex i, and such that its critical vector p satisfies ©4 < x. The
contradiction is again derived from Theorem 6.34.
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By Step 5 and the discussion above we may finally suppose that £ is the form
associated to the graph €' (4). Let us first assume that K = I — {i} (that is, that
£t = ¢W). Then if g;j = 2 we can argue as above, while if ¢;; = 1 then by
Exercise 6(a) the form ¢ fails to be O-sincere, in both cases a contradiction.
Therefore we may fix a vertex k # i in the set I — K. Let us now assume
that I — K = {i,k}. If g;; = 2 then one can check that ¢ is not 0-sincere,
and if g;; = 2 then by Exercise 6(d) the form ¢ is associated to one of the
bigraphs ¥is, ..., Y13, and one can proceed as above to find a critical vector p
with 4 < x, obtaining a contradiction using Theorem 6.34.

Assume now that we can find a second vertex £ # i, different from k, in the
set I — K. Consider the restriction § = ¢XY%% and take ¢’ = 7. Hence
(q’ )(k) = &7, which is the form associated to the graph %'(4). By Exercise 6(a),
the graph associated to ¢’ has shape A or Aj;. By Exercise 6(d), the form ¢
is either not 0-sincere, or is associated to one of the bigraphs ¥is5, ¥4, ¥17 Or
Yig. It is shown in [23, Sect. 9.9] that all these cases imply that g itself is not
0-sincere, a contradiction.

This completes the proof. O

Exercises 6.38.

1.

Let g : Z! — 7 be a weakly nonnegative semi-unit form with a maximal sincere
positive root x. If i € rad(g) and x + w is a positive vector, show that x + p is
a maximal sincere positive root of the restriction of ¢ to the support of x + u.

. Let ¢ be a O-sincere graphical form of corank 3 without having as restriction a

form associated to the bigraphs €'(1), € (2), €(3) or € (4').

a) If g is a triangular form, let @1, (2 and p3 be the positive critical vectors of
q. Show that for s # ¢ in {1, 2, 3} we have

[(us =)ol <2, and  |(us — udkl <1,  fork # w.

[Hint: Use Theorem 6.31.]
b) If B, = ®; consider the vectors

Show that (¢, 2 and u3 are critical vectors of ¢, and that for s # ¢ in {1, 2, 3}
we have

[(us — k] < 1, forall k.

Why is g not a triangular form?
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Table 6.3 Some 0-sincere semi-graphical forms of corank 3

3. Show that if ¢ is the quadratic form associated to &, (Table 6.3), and ,u(l),
u®, 1@ and u® are its critical vectors, then there are nonnegative integers
mi, ..., mq such that any sincere positive radical vector ; can be written as

@) 3 (C))

w=mip +mop® +m3p® + map®.

Show also that we may assume, up to a reordering of variables, that m and m;
are positive integers.

4. Consider the quadratic form g with bigraph @; with center w (Table 6.3), and let
z be the vector with z,, = 5 and z; = 1 for all other vertices. Show that z is an
isotropic vector for g. Is it a radical vector?

5. Let g : ZX — Z be a O-sincere graphical form without critical restriction of

shape €(1), €(2), €(3) or €(4’), and take k € K.

a) Show that if the restriction ¢ is a 0-sincere form of corank 2, then ¢ is
0-sincere of corank 3.

b) Show that in the situation of point (a), either ¢ is a triangular form, or g is
one of the forms @; or ®, shown in Table 6.3.

6. Let ¢ : Z/ — 7 be a weakly nonnegative graphical form having no critical
restriction of shape €'(1), € (2), € (3) or € (4'). Consider a vertex j € J.

a) Show thatif ¢(/) = q%4), then ¢ is the form associated to one of the bigraphs
Ajg or Aqp below, and cork(g) = 1.

b) Show that if q(j ) = %(5)> then g is the form associated to ¥17, Y19 or ¥y,
and cork(qg) = 2 (see Table 6.2).

¢) Show that if q(j ) = q%(6), then ¢q is the form associated to ¥ig or ¥y, and
cork(q) = 2 (see Table 6.2).
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d) Show that if ¢(/) = qa,, OF gV = qa,,, then either g is the form associated
to Y15, Y16, Y17 O Y13, Or g is not O-sincere.

A 4

7

7. Let g : Z7 — 7 be a graphical O-sincere form having no critical restriction of
shape € (1), €(2), €(3) or € (4’). Show that if there is a vertex j € J such
that q(/) has associated bigraph A1 or A1, then B, is Y15, W16, W17 or ¥is. In
particular g has corank 2.
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D-approximation, 28
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M -matrix, 134
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q = (a, b, ¢) binary form, 12
q”, q® restrictions, 6
q1 @ q» for quadratic forms ¢ and g3, 4
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gm Kronecker form, 12
qir) Pell form, 12
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Ty Gram matrix, 3
>+ (q); positive isotropic vectors of ¢, 194
det(q) determinant of form ¢, 3
K, Kronecker bigraph, 24
supp(v) support of vector v, 49
9iq, q(— | ;) partial derivative, 3
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iterated, 172
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t-inflation, 172
- iterated, 172
Ay, 45

A’Campo’s Theorem, 131
Adjacency matrix, 128
symmetric, 5, 106
Adjugate, 31, 152, 191
Anisotropic form, 10
Anisotropic vector, 10
Assembler, 66, 68

Bigraph, 5
(upper) adjacency matrix of a, 5
associated to a quadratic form, 5
quadratic form associated to a, 5
regular, 5
Binary form, 12
cyclic, 19
definite, 12
indefinite, 12
negative, 13
positive, 13
primitive, 21
reduced, 14, 22
semi-definite, 12
Binary reduced form, 14
Bipartite graph, 110, 131
Birkhoff-Vandergraft Theorem, 37
Block, 73
Blow up, 176

Centered form, 156
Chain of linking vertices, 176
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length of a, 176
Characteristic polynomial, 109
Chebyshev polynomial, 27, 110
Concealed form, 105

positive, 107
Cone, 36

proper, 36

solid, 36
Connected quadratic form, 5
Connecting valence, 73
Conway—Schneeberger Fifteen Theorem, 10
Corank, 4, 30, 54, 83

positive, 195
Core, 92, 94
Coxeter matrix, 114, 123
Coxeter polynomial, 129
Coxeter transformation, 122
Criteria for Weak Positivity, 153
Criterion

nonnegativity, 82

positivity, 55

weak nonnegativity, 190

weak positivity, 153
Critical form, 136
Critical nonpositive form, 52
Critical vector, 86, 136, 181, 194
Cycle, 63

condition, 64
Cyclotomic polynomial, 117

Deflation, 58, 77

Determinant, 2

Diagram, 43

Disconnected quadratic form, 4
Discriminant, 12

Doubling vertices, 96, 155, 199, 205
Drozd-Happel Theorem, 142
Dynkin graph, 43

Dynkin type, 65, 84

Edge reduction, 145, 193

iterated, 195
Eigenvalue

degree of, 37
Elementary symmetric polynomial, 121
Escalation, 11
Escalator form, 11
Euler’s totient function, 118
Exceptional vertex (index), 140, 161, 187
Exhaustive reduction, 197

iterated, 197
Explosion, 155

Index

full, 156

radical, 155
Extended Dynkin graph, 75
Extension vertex, 172

Finitely sincere form, 186

Flation, 58, 77, 106
assembler, 66
equivalence, 63
iterated, 58, 77

Frame, 62

Full subbigraph, 6

Fundamental solution, 26

Gabrielov transformation, 56
Gram matrix, 3, 125
Graph, 5
directed, 128
flation, 62
positive admissible, 63
signed, 5
Graphical form, 159, 198
Group of isometries, 9, 111

Hadamard’s Theorem, 108, 109
Happel—de la Peiia Criterion, 190
Howlett’s Theorem, 134
Hyperecritical form, 181
Hypercritical nonnegative form, 85

Incidence graph, 66
of bigraphs, 68
Incidence vector, 70
Incident edges, 66
Inflation, 58, 77
Irreducible vector, 101
Isometry, 9, 111
Isotropic vector, 9, 10
Tterated shift, 14

Jacobi’s Formula, 32

Jordan block
multiplicity of, 37

Jordan form, 37

Kronecker bigraph, 24

Kronecker form, 24, 54, 82, 114, 115, 136,
141, 181

Kronecker quadratic form, 12
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Lagrange’s Method, 30

Line, 71

Linking vertex, 176

Locally maximal root, 82, 186

Mobius function, 119
Mobius inversion formula, 121
Matrix
adjugate, 31
integral form, 10
nonnegative, 38
reducible, 39
Minor, 31
principal, 31
Multi-point extension, 99

Newton’s identities, 117, 121
Nonnegativity Criterion, 82

Omissible point, 91
One-point extension, 94, 137
Order of Dynkin types, 97
Ovsienko’s Theorem, 150
generalized, 205

Pair, 161

bad, 172

centered, 161

good, 172

regular, 161

sincere, 161

unit, 161

weakly positive, 161
Parallel edges, 5
Path, 128
Pell equation, 24, 25
Pell quadratic forms, 12
Periodic matrix, 118

weakly, 118
Point inversion, 62, 64
Positive radical, 185
Positive unit form, 43
Positive vector, 43, 75
Positivity Criterion, 55
Pre-unit form, 149
Primitive form, 21
Pseudotree, 68
Pure subgroup, 7, 88, 101

Quadratic form, 2
balanced, 82
binary, 12
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concealed, 105

equivalent, 4

integral, 2

isotropic, 10

nonnegative, 34

positive, 34, 43

pre-unitary, 76

regular, 4

restriction, 6

root induced, 92

signature of a, 30

slender, 184

symmetric matrix of a, 2

thin, 171

triangular, 200

unit, 43

unitary, 6

universal, 10

weakly nonnegative, 181

weakly positive, 135
Quiver, 128

Radical, 4
extension, 88
positive, 185
vector, 53
Rank, 30
Reduction procedure, 148
Reduction theorem, 197
Reflection, 7, 47, 139, 186
simple, 7, 111
vector, 7
Reflection-extension, 172
main, 172
Regular form, 85
Regularization, 5
Regular pair, 161
Represented element, 10
Restriction, 6
of a quadratic form, 6, 73
Right shift, 13
Root, 9
2-layer, 202
connected, 49
equivalence, 92
imaginary, 113
induction, 92
locally maximal, 82, 186
maximal, 60, 139
positive, 45
real, 9, 113
simple, 9
sincere, 49
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Self-reciprocal polynomial, 120 Vector
Semi-graphical form, 198 critical, 136, 181
Semi-unit form, 55, 75 incidence, 70

nonnegative, 75 irreducible, 101
Sincere form, 138, 186 positive, 43
Sincere vector, 45 radical, 53
Snake edge, 71 sincere, 45, 79
Spectral radius, 109 thin, 49, 171
Spectrum, 37 Vertex, 5

Star graph, 87, 132
Star type, 132

Subbigraph, 6, 64 Walk, 64
Support, 49, 75, 138 minimal, 70
Sylvester’s Law of Inertia, 30 open, 64

Weakly nonnegative semi-unit form, 181
Weakly periodic matrix, 118

Thin form, basic, 176 Weakly positive unit form, 47
Thin vector, 49, 171 Weight, 83

Tree graph, 49, 68, 107
Trivial solution, 25
Truant, 11

Twisted path, 129 Zeldych Criterion, 152, 191

Weyl group, 9, 111

Unit form, 6
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