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Preface

We are honored to announce the publication of the book Advanced Engineering for
Processes and Technologies which is a collection of reviewed international chapters
in the Advanced Structured Materials series of Springers. All the chapters published
in this book were mostly contributed by the academia of Universiti Kuala Lumpur
Malaysia Spanish Institute (UniKL MSI) in Kulim, Malaysia, led by their research
and innovation head, Dr. Muhamad Husaini Abu Bakar.

Nowadays, advanced engineering is the key driver for sustainable innovation
and productivity. As we engage on this new revolution of technology, it would be
beneficial for those involved in Internet of things (IoT), big data, automation, and
many more. Thus, expanding the business and technology opportunities access that
exists among us is crucial. This book explained a range of advanced processes and
technology methods used for the establishment of engineering innovation and
productivity through their enlightening/competitive research findings and the
exposure of their relative merits and limitations, together with some directions of
further researches for sustainability operations and developments in advanced
engineering research fields.

Lumut, Malaysia Azman Ismail
Kulim, Malaysia Muhamad Husaini Abu Bakar
Esslingen am Neckar, Germany Andreas Öchsner
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Three Dimensional Simulation of Filling
Process for Stacked-Chip Scale Packages

Mior Firdaus Mior Abd Majid, Mohamad Sabri Mohamad Sidik,
Muhamad Husaini Abu Bakar, Khairul Shahril Shafee,
Zainal Nazri Mohd Yusuf, Mohamad Shukri Mohd Zain
and Mohd. Zulkifly Abdullah

Abstract Encapsulation is one of the key processes in electronic packaging in
order to protect the integrated circuit chips from environmental and mechanical
damages. The most obvious choice for the encapsulation process is transfer
moulding due to its capability to mould small parts with complex features. An
electronic package that employs transfer moulding is Stacked-Chip Scale Package
(S-CSP). However, a computer simulation is one of the tools that could be used to
simulate and predict the mould process. It is highly desirable in order to avoid the
typical time-consuming procedure of mould design and process optimization by
trial and error. In this paper, a fully three-dimensional analysis to predict the
transfer moulding process of S-CSP encapsulation using a finite volume method
(FVM) based software, FLUENT is presented. The proposed FVM simulation
model is built and meshed using GAMBIT. Some simplification is done for the
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simulation model due to time consumption and the complicated geometry of the
actual S-CSP model. In the analysis, the volume of fluid (VOF) technique was used
to track the flow front of the encapsulation. The viscosity versus shear rate is plotted
and the void formation problem is also discussed. The numerical results are com-
pared with the previous experimental results and are in good agreement.

Keywords Stacked-Chip Scale Package (S-CSP) � Finite volume method (FVM)
Volume of fluid (VOF) � Front tracking � Void

1 Introduction

Electronic packaging is defined as a package to house a silicon chip in an electronic
system. The main functions of an electronic package are to protect the electronic
components from adverse environmental and mechanical effects and to act as a
structural support and electrical insulation [1]. It also provides heat dissipation,
signal timing and power distribution [2]. In electronic packaging, one of the key
processes is encapsulation. Generally, transfer moulding and liquid encapsulation
are the most common encapsulation techniques. In transfer moulding, an epoxy
moulding compound (EMC) is preheated before loading into the transfer port. By
applying certain pressure, the heated moulding compound is transferred from the
transfer port through the runners and then into the mould cavities which may consist
of a single or many dies [3].

An example of electronic package using the transfer moulding process is Chip
Scale Package (CSP) which is a package whose area is less than 1.2 times the area
of the Integrated Chip (IC). CSP has smaller, thinner and lighter characteristics and
has been developed to address the demands of modern electronics. The pace of CSP
technology development is accelerating rapidly. The semiconductor industry is
driven by the broad adoption of CSP in wireless handsets and handheld electronic
devices. Looking into the modern life today, the market demand for thin, small,
light and user friendly electronic packaging that can provide wider variety of
functions is still on the increase in recent years [4–6]. The Stacked-Chip Scale
Packages (S-CSP) can be the best option to meet the aforesaid demands to a
remarkable extend. It integrates Application Specific Integrated Circuit (ASIC) and
memories such as flash, Static Random Access Memory (SRAM), and Double Data
Rate (DDR) into one package by stacking dies, interconnecting them with wire
bonding and moulding all into one package based on the Joint Electronic Device
Engineering Council (JEDEC) standard [7, 8]. S-CSP is adopted widely in portable
multimedia devices such as cellular telephones, digital cameras, PDAs and audio
players [9].

There are several factors that can affect the mould filling yields, such as die
thickness (gap clearance), size and array arrangement of complicated stacking dies.

2 M. F. Mior Abd Majid et al.



They are defined as critical factors at the initial stage of the product quality planning
[10]. As the S-SCP mould is the matrix array type with thin space and wide filling
area, the quality concern of the filling process becomes very significant. It involves
complex non-Newtonian fluid flow, coupling heat transfer and chemical reaction.
As a result, the problems like incomplete mould, void formation, unbalanced flow
and wire sweeping are common. Moreover, these phenomena in the complex mould
geometry make it difficult to analyze the process and further optimize the design
[11].

Although transfer moulding is a mature technology, it is still difficult to optimize
and the mould design is a costly and lengthy process. Prototyping often requires
numerous modifications and revisions. To minimize the impact of these problems
and for better mould design and optimization, numerical flow analysis during the
encapsulation process is needed [12]. Turng and Wang [13], Han and Wang [14],
and Nguyen et al. [15–18] are the pioneers in numerical simulation of the flow
during encapsulation. Their numerical formulation was mostly based on the finite
element method (FEM) coupled with the volume of fluid (VOF) technique. The
Generalized Hele Shaw approximation was made for the fluid field. Basically, the
Hele-Shaw cell consists of two flat plates that are parallel to each other and sep-
arated by a small distance. The Hele Shaw approximation uses gap wise-averaged
mass and momentum-conservation equations ignoring the gap wise component of
the flow. Moreover, the thickness of th model is relatively small as compared to its
width and length, and the viscous effect dominates the flow. Thus, the inertia effect
is negligible [19]. Abdullah et al. [20, 21] presented flow visualization and EMC
rheology on S-CSP encapsulation studies using the finite difference method. An
alternative FVM-based three-dimensional mould filling analysis using the incom-
pressible Navier-Stokes equation is introduced in the current study. The Epoxy
Moulding Compound (EMC) is modelled as a non-Newtonian fluid and the EMC is
treated as a generalized Newtonian fluid (GNF). Accordingly, in our previous work
[22], 3D simulation of pressurized under-filling of flip chip package has been
presented. The Simulations were done with the computational fluid dynamics code
FLUENT 6.3. The Volume of fluid (VOF) Technique is used to track the flow front
during calculation. In the present study, we adopt the technique to investigate the
flow visualization and encapsulate filling microchip encapsulation process.
Numerical results of flow front profiles are compared with previous experimental
results. In additional, the void formation is observed.

2 Numerical Model

The three-dimensional incompressible flow equation, namely the conservation of
mass, Navier-Stokes equation and conservation of energy for non-isothermal,
generalized Newtonian fluids (GNF) are given below:

Three Dimensional Simulation of Filling Process for … 3



(i) Continuity equation:
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(ii) Navier-Stokes Equation:
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(iii) Energy equation:

qCp
@T
@t

þ u � rT

� �
¼ r krTð ÞþU ð5Þ

However, a modification in the conservation of energy has been made by
inserting an energy source term. The energy source term is as follows:

U ¼ g _c ð6Þ

For predicting the relationship between viscosity and the degree of polymer-
ization that are given accordingly as:

The Cross rheology model:

g T ; _cð Þ ¼ g0 Tð Þ
1þ go _c

s�

� � ; ð7Þ

4 M. F. Mior Abd Majid et al.



where

g0 Tð Þ ¼ B exp
Tb
T

� �
ð8Þ

n is the power law index, g0 is the zero shear rate viscosity, s� is the parameter
that describes the transition region between zero shear rates and the power law
region of the viscosity curve, _c is the shear rate, B is an exponential-fitted constant
and Tb is a temperature fitted-constant, and T is the absolute temperature.

In a three-dimensional filling simulation, accurate tracking of the melt fronts as
well as the representation and evolution of the complex topology are very impor-
tant. In the VOF method the melt front can be tracked by solving the transport
equation of the fractional volume function. The transport equation can be solved by
either in the geometrical approach or the algebraic approach. The VOF equation is
given as:

dF
dt

¼ @F
@t

þ u
@F
@t

þ v
@F
@t

þw
@F
@t

� @2F
@x2

þ @2F
@y2

þ @2F
@z2

� �
¼ 0; ð9Þ

where F is defined either as equal to one (F = 1) for the fluid region or equal to zero
(F = 0) for the empty region and partially full if F has value in between one and
zero at the melt front (0 < F < 1).

3 Simulation Setup

The volume of fluid (VOF) model in FLUENT 6.3.26 is utilized to simulate the
S-CSP mold filling process. In the VOF model, a single set of momentum equations
is shared by the fluids, and the volume fraction of each of the fluids in each
computational cell is tracked throughout the domain. Air and encapsulant material
Hitachi CEL-9200 XU (LF) [23] are defined as the phases in the analysis and the
mould temperature is set as 175 °C. Implicit solution and time dependent formu-
lation are applied for the volume fraction in every time step. The volume fraction of
the encapsulant material is defined as one and zero value for the air phase. Besides,
viscosity cross model and VOF techniques are applied to track the melt front. The
model is created by using GAMBIT software and a total 94196 tetrahedral elements
are generated for the simulation. The simulation took about seven hours to complete
for a single case. The S-CSP package model used in the present study and its
simplified model and the meshed model are shown in Figs. 1 and 2, respectively.
Some simplifications have been made to the actual model such as replacement of
chamfered corners by 90° corners and removal of vents for the simulation model.
The material properties [23] for the current study are summarized in Table 1. The
boundary and initial conditions used in the calculation are as follows:

Three Dimensional Simulation of Filling Process for … 5



(a) On the mould wall: u ¼ v ¼ w ¼ 0; T ¼ Tw;
@p
@n ¼ 0

(b) On the melt front: p ¼ 0
(c) On the inlet: u ¼ v ¼ w ¼ given; p ¼ pin x; y; z; tð Þ; T ¼ Tin.

(a)  Actual model (b) Simplified model

Fig. 1 The actual and simplified S-CSP models. a Actual model. b Simplified model

Fig. 2 3D meshed model

Table 1 Material properties
[23]

Parameter Value

n 0.7938

s� Pað Þ 7.264E−4

B 5.558E 4

Tb Kð Þ 7.166E3

qðkg=cm3Þ 2.000E3

cp J=kg�Kð Þ 1079

k W=m�Kð Þ 0.97

6 M. F. Mior Abd Majid et al.



4 Results and Discussion

The experiments have been done to investigate the flow behaviour of epoxy
moulding compound (EMC) inside the actual mould of Stacked-Chip Scale
Package (S-CSP) with twelve arrays of six stacking dies. The EMC used in this
investigation is the HITACHI CEL-9200-XU (LF). The mould temperature is set at
175 °C and the package pressure is 70 kg/cm2. Short-shot results have been per-
formed to observe the melt front advancement at different times step. The short-shot
samples can be obtained by setting certain stroke length of the plunger. The
package will be incomplete if the sets less then the stroke length. Thus the front
profile can be attained. Figure 3 illustrates the gate, air vents, stacking dies in
matrix array of 4 � 3 and the flow direction.

Figure 4 demonstrates respectively the experiment and simulation (short shot)
results of melt front advancement with an inlet velocity of 4 mm/s in the S-CSP.
Hitachi CEL-9200-XU (LF) is used as an encapsulant in the simulation. The
encapsulation process shows a good agreement of flow front profile at 1.5 s and 2 s
for experimental and simulation result. The mould compound flows around the dies
and moves quickly before it starts to cover the dies. However, the flow above the
dies covers more area in the experiments compared to that of the simulation. The
effect of dies on the flow fronts is clearly visible. It restricted the flow along
the edges and over the dies. As a result, the flow around the dies is accelerated.

However, at 2.5 s the simulation flow front profile is found more slowly in
filling compared to experiments. This phenomenon is caused by the simplification
of the simulation model. The simplification on the stacked chip may be a factor for
affecting the encapsulant during the process. The simplified chips act as a larger
obstruction to the flow and caused the encapsulant to fill the free region. At 6 s of

Gate

Free passage flow

Backside flow

Die

Top die flow

Vent

Fig. 3 Schematic of flow in the cavity
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the filling stage, a void is found in the mold filling process. Figure 5 shows the void
formation during the S-CSP filling process.

Figure 6 shows viscosity variation versus shear rate. The curves show as a
power law viscosity variation where the viscosity reduces with the shear rate.

Experiment Simulation Experiment Simulation

1.5 s 2.0 s

2.5 s 3.0 s

3.5 s 4.0 s

5.0 s 6.0s

Fig. 4 Short shot results of melt front advancement at distinct time steps with velocity inlet of
4 mm/s
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5 Conclusion

A three-dimensional non-isothermal incompressible analysis model based on the
finite difference method (FVM) for the transfer moulding process is presented and
compared with the experimental results. The three-dimensional S-CSP package is
simulated to study the flow visualization in the process. The encapsulant material
used is the Hitachi Chemical CEL-9200-XU (LF). Cross-viscosity model and
volume of fluid (VOF) technique are used to track the flow front in the numerical
simulation. Navier-Stokes equations are solved by the finite volume method and
SIMPLE segregated algorithm. It is found that simulation results of melt fronts are

Fig. 5 Void formation at circled region
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in good agreement with the experimental results, thus proving the strength of the
model and the fluent software in handling stacked chip encapsulant problems. The
present study may be extended further for more actual type of stacked chip and
different parameters on different S-CSP packages.
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Analysis of Temperature Distribution
Behavior of Motorcycle Brake Pads
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and Muhamad Husaini Abu Bakar

Abstract The gradual phasing-out of asbestos in motorcycles brake friction
materials in many parts of the world has sparked the onset of extensive research and
development into safer alternatives. As a result, the brake friction industry has seen
the birth of different brake pads and shoes in the past decade, each with their own
unique composition, yet performing the very same task and claiming to be better
than others. This suggests that the selection of the brake pad design geometry
surface is based more on original shape and simulation trial and error rather than
fundamental understanding. This analysis strives to eliminate the cloud of uncer-
tainty by providing an insight into the pros and cons of the geometry surface shape
of motorcycle brake pad and make-up used in contemporary temperature behavior
distribution on pads and shoes. In this analysis brake pad designs are reviewed and
their advantages and disadvantages in contemporary brake applications are
discussed.
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1 Introduction

Brake pads are a component of disk brakes used in automotive and other appli-
cations. Brake pads are steel backing plates with friction material bound to the
surface that faces the disk brake rotor. Brake pads convert the kinetic energy of the
car to thermal energy by friction. Two brake pads are contained in the brake caliper
with their friction surfaces facing the rotor. When the brakes are hydraulically
applied, the caliper clamps or squeezes the two pads together into the spinning rotor
to slow/stop the vehicle. When a brake pad is heated by contact with a rotor, it
transfers small amounts of friction material to the disc, turning it dull gray. The
brake pad and disc both now with friction material, then “stick” to each other,
providing the friction that stops the vehicle.

Brake pad materials range from asbestos to organic or semi-metallic formula-
tions. Each of these materials has proven to have advantages and disadvantages
regarding environmental friendliness, wear, noise, and stopping capability.
Semi-metallic pads provide strength and conduct heat away from rotors but also
generate noise and are abrasive enough to increase rotor wear.

Asbestos was widely used in pads for its heat resistance but, due to health risks,
has been replaced with alternative materials, such as mineral fibers, cellulose,
aramid, chopped glass, steel, and copper fibers as shown in Fig. 1. Depending on
material properties, disc wear rates vary. The properties that determine the mate-
rial’s wear, involve trade-offs between performance and longevity. Newer pads can
be made of exotic materials like ceramics, aramid fibres, and other plastics.
Vehicles have different braking requirements. Friction materials offer
application-specific formulas and designs. Brake pads with a higher coefficient of
friction provide good braking performance with less brake pedal pressure
requirement, but tend to lose efficiency at higher temperatures which increases the
stopping distance. Brake pads with a smaller and constant coefficient of friction do
not lose efficiency at higher temperatures and are stable, but require higher brake
pedal pressure.

Fig. 1 Brake pads
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1.1 Problem Statement

The disc brake is a device for slowing or stopping the rotation of a wheel of
vehicles. To stop the wheel, the friction material in the form of brake pads is forced
mechanically, hydraulically, pneumatically, or electromagnetically against both
sides of the disc and causes the wheel to slow down or stop.

By the First Law of Thermodynamics, when the brake pedal is pressed, the
brakes on the vehicle heat up, slowing it down. But if the brakes are used rapidly,
the discs and brake pads will stay hot and get no chance to cool off. The brake
cannot absorb much more heat because the brake components are already so hot.
The braking efficiency is reduced. This malfunction of the brake system is called the
brake fade. In every brake pad there is the friction material which is held together
with some sort of resin. Once the brake pad starts to get too hot, the resin holding
the pad material together starts to vaporize forming gas. This gas cannot stay
between the pad and the disc, so it forms a thin layer between the brake pad and
rotor trying to escape. The pads lose contact with the disc, thus reducing the amount
of friction. The design of the brake pad is important to determine the rate of cooling
and uniform wear of disc and brake pad and thus affecting the braking efficiency.

This project will focus on the simulation analysis of the temperature distribution
behavior of motorcycle brake pads during operation when forces and moments
generated from the braking are applied. The temperature distribution of the brake
pad from the simulation result can be analyzed. To study about the effect of
motorcycle brake pads performance includes the following variables:

• Contribution on heat transfer coefficient (h),
• Temperature (T),
• Total heat (q),
• Brake pads geometry (surface, area) and provide result of area.

There is never a right analysis data about motorcycles brake pads.
High temperature distributions at disc brake components may cause undesirable

effects, leading to brake failure.

1.2 Objective

The aim of this project is to determine the temperature distribution and to study the
temperature behavior from the new design geometry shape of motorcycle brake
pad. To achieve this project, the objectives are set as below:

1. To analyze the temperature distribution as well as the maximum temperature
attained.

2. To design a new model of motorcycle brake pads.
3. To compare the datum design with the new design to determine the best design

of motorcycle brake pads.
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1.3 Scope and Limitation

The scopes and limitation of this project are:

1. Literature review on the working principles, component, standard and theories
about the brake system.

2. To analyze the temperature distribution behavior of the best geometry shape
design for the motorcycle brake pad.

3. Develop a new design geometry surface of brake pads.
4. Simulation of the thermal transient behavior using ANSYS software.
5. Construction of 3D modeling for motorcycle brake pad design.

2 Literature Review

The braking system used in the car is used primarily to help the driver to control the
vehicle deceleration. It is one of the major systems and specifically designed to
reduce the speed of a fast-moving vehicle. An ordinary car braking system consists
of a brake device having different components, which are used to slow down or stop
the vehicle. More precisely, the tools to reduce or stop the speed of a moving or
rotating body by absorbing kinetic energy mechanically or electrically. The system
automatically controls the wheel slip and prevents the wheels from spinning. They
are widely used in motor vehicles, buses, trucks, trains, airplanes, motorcycles and
other types of vehicles. The braking system used in cars has come a long way in
recent years. The use of anti-lock braking system along with the introduction of
different brake components made of carbon fiber, steel, aluminum and others have
completely stopped giving better performance compared to traditional brake
system.

Sliding contact member brake discs result in the conversion of kinetic energy into
heat at the pad and disc interface. Increase in friction is a limited quantity and
depends on the coefficient of friction, rubbing the radius of the road, and the forces
acting on the pad. The slip process leads to a rise in temperature, while the peak is
one of the most important factors in the action to occur. The temperature at the
contact surfaces during the quarter emergency brake system is intensified by a
significant heat load caused by the friction force and high velocity of this process [1].

Temperature and thermal constriction resistance as a function of the parameters
of the velocity is determined. Temperature and thermal stresses pad (band) with
retarded continuous sliding on the surface of the disk (a half) both during and after
the heating studied [2].

However these geometric configurations can study with the actual engineering
applications, where there is no perfect solution, particularly the application of finite
frictional heating system needs to be recognized. Simplification of the actual
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modeling techniques from three-dimensional to two-dimensionality associated with
the rate of heat uniformly distributed circumferentially were so far achieved [3].

Disc brakes consist of a cast iron disc that rotates with the wheel, caliper fixed to
the steering knuckle and the friction material (brake pads) as shown in Fig. 2. When
the braking process occurs, the hydraulic pressure forces the piston and therefore
the pad and the disc brakes are in sliding contact. This prepares a resistance
movement and the vehicle slows down or eventually stops. The friction between the
disc and the pads are always opposes to the motion and the heat generated by the
conversion of kinetic energy. Under the influence of temperature, friction elements,
the operating conditions become less favorable friction patches and result in
decreasing wear and friction coefficient decreases, which can lead to emergency
situations. Therefore, experimental, mathematical and numerical modeling of the
temperature distribution is a significant problem in the design of the braking system.

The experimental determination of the surface temperature of objects authentic
touch in most cases significant technical problems and expenses [4]. Therefore, the
analytical or numerical definition of a temperature regime of friction pair elements
obtained with the corresponding problem solving frictional heat during braking
attracted great interest.

3 Methodology/Experimental Set-Up/Model Set-Up

There is an advantage of brake pads, where most of them are poor to thermal
conductivity which protects the hydraulic actuating elements from overheating. It is
also ease to manufacture and low cost. However, the pads needs to be inspect
frequently due to rapid wear as a result from higher temperatures and contact
pressures associated with the operation of a brake disc. Figure 3 shows a typical
geometry of the brake pad design.

Fig. 2 Motorcycle brake
pads system
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3.1 Modeling Software

There are different softwares available for modeling some of them are:

• Solid works
• Pro-E
• Ideas
• Inventor
• Catia v5.

Solidworks a multi-platform CAD/CAM/CAE is used as the modeling tool in
this project.

3.2 Solidworks (Part Modeling)

The SolidWorks is a Parasolid-based solid modeler, and utilizes a parametric
feature-based approach to create models and assemblies. Parameters refer to con-
straints whose values determine the shape or geometry of the model or assembly.
Parameters can be either numeric parameters, such as line lengths or circle diam-
eters, or geometric parameters, such as tangent, parallel, concentric, horizontal or
vertical, etc. Numeric parameters can be associated with each other through the use
of relations, which allow them to the capture design intent. SolidWorks allows the
user to specify that the hole is a feature on the top surface, and will then honor their
design intent no matter what height they later assign to the model as shown in
Fig. 4.

Building a model in SolidWorks usually starts with a 2D sketch (although 3D
sketches are available for power users). The sketch consists of geometry such as
points, lines, arcs, conics (except the hyperbola), and splines. Dimensions are added

Fig. 3 Motorcycle brake pads geometry shape
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to the sketch to define the size and location of the geometry. Relations are used to
define attributes such as tangency, parallelism, perpendicularity, and concentricity.
The parametric nature of SolidWorks means that the dimensions and relations drive
the geometry, not the other way around. The dimensions in the sketch can be
controlled independently, or by relationships to other parameters inside or outside
of the sketch.

3.3 Material Properties

Young’s modulus (EX) must be defined for a static analysis. If we plan to apply
inertia loads (such as gravity) we define mass properties such as density (DENS).
Similarly if we plan to apply thermal loads (temperatures) we define the coefficient
of thermal expansion (ALPX) as shown in Table 1.

3.4 Thermal Analysis

A thermal analysis calculates the temperature distribution and related thermal
quantities in a system or component. Typical thermal quantities are:

• The temperature distributions
• The amount of heat lost or gained
• Thermal fluxes.

Fig. 4 Brake pads part design using solidworks

Table 1 Material properties
for asbestos

Thermal conductivity 2.06 wm/k

Density 2798 kg/m3

Specific heat, c (J/kg k) 691

Poisson’s ratio, v 0.25

Thermal expansion (�10.5) 1.0

Elastic modulus 14.25 GPa

Coefficient of friction, µ 0.2
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Types of Thermal Analysis:

1. A steady state thermal analysis determines the temperature distribution and other
thermal quantities under steady state loading conditions. A steady state loading
condition is a situation where heat storage effects varying over a period of time
can be ignored.

2. A transient thermal analysis determines the temperature distribution and other
thermal quantities under conditions that vary over a period of time. The
expected result at the end of the research is when the measurement surface
geometry changes, the temperature conditions will decrease and produce better
results.

3.5 Mesh Generations

In the finite element analysis the basic concept is to analyze the structure, which is
an assemblage of discrete pieces called elements, which are connected, together at a
finite number of points called nodes. Loading and boundary conditions are then
applied to these elements and nodes. A network of these elements is known as the
mesh (Fig. 5).

Fig. 5 Meshed model of the
brake pads

Fig. 6 Boundary condition
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3.6 Condition

As shown in Fig. 6 a model presents a three-dimensional solid disk squeezed by
two finite-width friction material called pads. The entire surface, S, of the disk has
three different regions including S1 and S2. On S1 the heat flux is specified due to
the frictional heating between the pads and disk, and S2 is defined for the con-
vection boundary. The rest of the region, except S1 and S2, is either temperature
specified or assumed to be insulated: the inner and outer rim area of the disk.

4 Results and Discussion

Design analysis

From the ten design variations, the best design has been chosen which is the design
that had a lower maximum temperature distribution. Value of material properties
has been added to the new design and then the analysis has been done. The result is
shown in Fig. 7.

Fig. 7 Design analysis using thermal approach
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Criteria to determine a good design with datum design

The graph in Fig. 8 shows that the lowest maximum temperature is design 8,
compared with the datum design. The results shown in the graph of the temperature
distribution, that the actual design 8 is the best compared with the other design. The
graph in Fig. 9 shows the total heat flux for all designs compared with the design
datum. In this analysis, the determination of the best design is dependent on the
highest total heat flux. What can we see in this graph is that the design 3 is the best
from the datum design and the design 8 the best design and was selected in the
graph of temperature distribution.

Comparison of the new design with the datum design

The pie chart in Fig. 10 shows the difference in percent of each design compare to
the design datum. This percentage pie chart shows that the design 8 is the best with
46.54%, while design 3, shows the percentage of 11.17% is moderately good and
the percentage of the worst in this analysis is the design 4 which is 2:39% compared
to the datum design.

Fig. 8 Temperature distribution

Fig. 9 Total heat flux
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5 Discussion

After all the analysis has been completed and the data collection in each analysis,
some problems have occurred in the analysis. To find the best design is so difficult
because there are two designs, which have their own advantages in the design. First,
design 8 (the best lower temperature distribution) and second, design 3 (the best
total heat flux), this decision has to be made, with a look at some of the factors that
enabled the results to be accurate. Therefore, an additional analysis was made
which makes the analysis of the distribution of the temperature, for all design
including the datum design to see the movement of the temperature, from the front
temperature to the center/grooving surface to the back surface. Among other factors
to be considered are analyze the pro & contra between the two designs in Fig. 11
are:

Fig. 10 Percentages new design compared to datum design

Fig. 11 Percentages of new design compared to datum design
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• (Design 3—easy to wear and suitable for superbike racing only)
• (Design 8—can be used for long time and suitable for all standard bikes).

Finally, after consideration of all the mentioned factors, design 8 has been
selected to be the best design in the analysis.

6 Conclusion

The conclusion can be made from the result obtained from different forms, the
modified model with different surface pads has a better result than the datum design.
So the best design option is design 8, after a comparisons made according the
criteria required to achieve the objective of the analysis. Finally, it can be concluded
that the temperature is slowly expanding by the selected design from design 3, is
due to the large surface area and temperature distribution for the selected design is
the best design of the datum and nine others.
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Application of a Portable Coordinate
Measuring Machine onto Automotive
Door Panel for Quality Inspection
Activity

Tajul Adli bin Abdul Razak, B. T. Hang Tuah bin Baharudin,
Khairul Shahril bin Shafee and Khairul Akmal bin Shamsuddin

Abstract An experimental investigation was conducted to explore the feasibility of
replacing the current inspection method by a portable coordinate measuring
machine (CMM) for daily quality inspection in automotive industry. The experi-
ment focusses on inspecting stamped body parts due to the significant number of
inspection points that could be time consuming for inspection activities. Two
inspection methods were performed, i.e. the application of checking fixture
(CF) which is the current method and the second method was using a portable
CMM. Both inspections were performed onto the same loose freeform surface of an
outer door panel. Factors related to inspection duration, economical and data reli-
ability were all compared to understand the practicality of replacing the current
inspection method with a portable CMM. It was found that a portable CMM pro-
vide a significant shorter inspection duration, more economical and better data
reliability but at the same time is unable to match the performance of conventional
inspection onto freeform surface. The conclusion was made that a portable CMM
alone is not sufficient to replace the current inspection method thus require further
study.
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Keywords Automotive industry � Manufacturing � Portable CMM
Quality inspection

1 Introduction

Quality inspection is part of quality control to detect any defective product and
separate it from non-defective products. Inspection is performed at various stages in
automotive manufacturing activities starting from incoming material, loose parts,
assembled parts and finally to a complete car. In the objective to achieve the highest
quality of the product in current mass production business operation, automotive
manufacturers have practiced a sampling method in their quality inspection
activities.

For obvious reason, it is impossible to perform 100% inspection on mass pro-
duction due to the massive volume. It will be impractical and time consuming for
such commitment. Unlike certain super luxury car makers such as Ferrari and
Lamborghini for instance, the volume is small and consider niche that these
companies are able to perform 100% inspection on their parts and finished goods.
Instead of performing 100% inspection, other car makers that operate in mass
production business operation are more interested in inspecting a fraction of sam-
ples out of the total volume and produce a mathematical analysis that can indicate
the capability of the production process and predict the future trend of quality.
Accuracy of this analysis is highly depending on the size of the samples. More
samples will produce highly accurate analysis and vice versa.

Sampling has become the practice of many industries especially in mass pro-
duction business operation in performing reasonable inspection onto a certain
number of samples. The randomly picked sample will be measured and evaluated in
detail that in the end, will reflect the quality of a production batch. Due to the
increasing complexity of engineering parts, standard inspection procedures alone is
not always suffice to achieve given quality standards. The higher quality require-
ment has prompted industries to increase the capabilities of measuring device and
with the application of automated coordinate measuring machine (CMM) in auto-
motive industry, it has improved the efficiency of quality inspection. However,
automated CMMs are not widely used due to the various limitations of the CMM
itself. An automated CMM is more suitable to measure specific pre-programmed
assembled products compared to simpler and relatively smaller size parts such as
door panels.

Rather than using automated CMMs for measuring, industries are often resolute
to checking fixture (CF) and gauge to complete simpler inspection task that can be
performed by humans due to its simplicity. The same concept is used in measuring
the surface profile, CF that follows the profile of inspected component is introduced
as inspection equipment for cheaper, robust and straight forward measurement
equipment.
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2 Problem Statement

Initial setup of CF will require certain steps for physical geometrical alignment
which often could be the major drawback of this method [1]. The problem will start
to emerge when there are more parts to inspect. For instance, if a company has 3
different car models to produce, then the company will have 3 different CF for door
panel to inspect. In normal practice, a door panel will consist of an inner and an
outer door panel. This will require in total 6 CF for door panel inspection. For a
single car model, there will be 4 doors as shown in Fig. 1. All 4 doors consist of
inner and outer door panel is equivalent to 8 CF. That will be for 1 car model. If a
company produce 3 different car models, total CF for door inspection is 24 in total.

The direct effect of the inspection method to this system are:

• Compounding inspection activity is far more time consuming.
• Large area for CF storage.
• Increasing investment for CF development.

The effect is significant towards manufacturing efficiency considering from
macro view perspective. A new approach of inspection is required to avoid any
future congestion at the inspection area. The objective can be achieved by changing
the manufacturing policy regarding new model introduction planning, which
requires massive management changes that can be some distance away in the future.
Other practical method to increase the manufacturing efficiency could be, re-invent
the inspection method using suitable latest technology. This study will look into
possibilities of extending the usage of portable CMM in daily quality inspection.

Rear and 
front door

Fig. 1 Sedan model consist of rear and front door assemble
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3 Frequent Inspection

Quality in manufacturing can be referred as a state being free from defects, defi-
ciencies and significant variations. It is a practice of consistent commitment to
achieve uniform products within permissible tolerance to satisfy certain requirement
or specific customers. A basic engineering premise is that a condition is acceptable
when “it is close enough for practical purposes” [2].

In order to maintain the close control of production quality, frequent measure-
ment and process parameter adjustments are desirable [3]. Frequent inspection
needs to be done to monitor any deviation from the process that can affect the
finished good. To inspect is to determine compliance to a specification for such as
tolerance by measuring, gauging, or other means of examination [4]. Among other
systematic tools used in quality assurance (QA) is statistical process control (SPC).
It is an industrial-standard methodology for analyzing process capability in pro-
ducing quality parts during the manufacturing process. Statistical process control
(SPC) is a useful technique of monitoring a production process with the application
of control charts. The collected data from random samples or in-process production
in various stages can produce an analysis of variations or trends of the processes
that may affect the quality of the end product. Since the data is gathered much
earlier before the assembly process begins, problems can be detected and eliminated
earlier compared to quality control that detects problems at the end of finished
goods. Early detection of problems through SPC can reduce wasted time and
resources and may detect defects that other methods would not.

SPC is a powerful collection of problem-solving tools useful in achieving
manufacturing process stability and improving capability through the reduction of
variability [5]. The advantage of SPC for quality assurance (QA) is the application
of sampling techniques which require small amount of samples to represent the
whole. The sampling strategy is to determine the representative points which are to
be measured to approximate the real feature [6]. Application of sampling in quality
assurance (QA) can decrease the number of parts to inspect from 100 to 15% or
lesser, thus saving time and cost for inspection activity.

3.1 Coordinate Measuring Machine

In automotive industry, there has been an increasing requirement of faster mea-
surement of the parts for quality control purposes. This cannot be achieved by using
traditional coordinate measurement machines (CMM), due to the time-consuming
nature of the point-wise contact measurement [7]. Inspection needs to step up from
manual inspection to digital inspection. A digital inspection technique must
embody a number of simultaneous characteristics: high speed, high accuracy, large
measurement volume, ability to measure features on both simple and complex parts,
ability to measure parts with complex surface finishes ranging from freshly

28 T. A. bin Abdul Razak et al.



machined to dark paint, operation in ambient factory lighting conditions, real-time
data analysis, and operational simplicity [8]. Overall limitation can be classified as
below:

• Measuring complex surface profile
• Measuring deformable and fragile parts
• Measuring tube and pipe
• Less portable due to its mechanical build up.

3.2 The Portable CMM

A coordinate measuring machine (CMM) is a measuring device that measures the
physical geometry of a part. It can be operated both manually and automatically.
A CMM is mainly based on mechanical systems designed to move a measuring
probe to determine coordinates of points on a workpiece surface. The probe can be
mechanical, laser, optical or white light and moved based on the X, Y, Z coordinate.
It provides precise measurements of objects for design, testing, assessment, pro-
filing, and reverse engineering of parts. Machines are available in a wide range of
sizes and designs depending on the requirements. Based on the requirement also,
the interface of software is different form one software to another.

There are mainly 3 main components for CMM: the mechanical machine itself,
the measuring probe, and the control or computing system with measuring software.
A probe is used to measure different points on the measured part by mapping the
X, Y, Z coordinates. The probe operates either manually by an operator or auto-
matically by a control system. The X, Y, Z coordinates are then uploaded to a
computer interface where they can be recorded and examined using the specific
software integrated in the system.

The main characteristic that differentiate a traditional CMM from a portable
CMM is the method to move the probe. A portable CMM uses articulated arms to
freely move around the object while for a traditional CMM, the probe is moved on
3 Cartesian axes representing X, Y and Z respectively. As requirements on com-
plexity and accuracy of dimensional metrology increases, multi sensor measure-
ments combining different sensors are implemented to achieve both holistic
geometrical measurement and improved reliability of measured data. Because laser
scanners and tactile probes have complementary characteristics in capability, sys-
tems combining the two are quite common [9]. The accuracy of laser scanning in
3D data acquisition, for a laser scanner mounted on a CMM, is about 25 microns at
best, while the accuracy obtained by a CMM equipped with a contact probe is less
than a micron [10]. We will use a portable CMM integrated with a 3D laser scanner
technology for the study. Measuring instruments that consist of hardware and
software from 2 different companies will be used to assist on the measurement.
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4 Methodology

The selected mechanical instrument for inspection is a ROMER Absolute Arm that
has an integrated laser scanner with portable CMM probing. This hardware has
both, i.e. a laser scanner and a probe needle in one single head. The software
integrated to this articulated arm is PolyWork Inspector that has the ability to
embedded CATIA data and provides a very user-friendly measuring interface. The
sample to be used in this study is outer front door panel, right hand (RH) consisting
of Outer front door panel as shown in Fig. 2.

Inspection will be performed onto the loose component and comparison among
two different inspection techniques will be observed from aspect of duration to
inspect, reliability of measured data, cost saving and other related benefits.
A cumulative of 51 points of checking need to be performed in this case study. The
points are partially taken from the actual inspection practice from OEM. All points
are important for various manufacturing reasons such as ease of assembly, wind
noise avoidance, surface tangency etc. Table 1 explains the allocation of the 51
points for the outer door panel and show as in Fig. 3 the position of inspection
points respectively. There are several steps to follow in completing the task of
inspection by using the checking fixture as shown in Fig. 4.

By imitating the same steps for comparison purpose, portable probing also will
follow the same set of activities to obtain actual comparison among the 2-inspection
method. Figure 5 is the flow chart for the portable probing.

Fig. 2 Inner and outer front
door assemble
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5 Results and Discussion

5.1 Inspection Time

The duration taken to inspect outer front door panel has shown a significant time
saving when using the Portable CMM probing compared to be checking fixture
inspection practice. Figure 6 shows the comparison in every step stated in the
previous flowchart.

As proven from Fig. 6, the total duration of inspection using the portable CMM
probing is 78 min. A staggering 2.9 h faster than using the checking fixture.

Table 1 Points allocation of inspection

Point Inspection area Inspect item Total points Accumulated points

1–5 Window Opening Surface height 5 5

Trim edge 5 10

6–10 Edge Surface height 5 15

Trim edge 5 20

11–27 Surface area Surface height 17 37

28–31 Holes and slot location X 4 41

Y 4 45

Z 4 49

Hole Diameter Diameter 2 51

Fig. 3 Location of inspection
points
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In overall, the major contributors to time reduction in the inspection activity when
using the Portable CMM Probing are:

• Measuring equipment setup—Since there is no checking fixture involved, there
will be no checking fixture retrieval issue. By using a portable CMM with user
friendly inspection software, the troublesome arrangement with another separate
department will be eliminated.

• Part setting—Measured parts will be aligned in 3D and embedded with 3D data
using Polyworks Inspector. It is a simple and quick process to perform.

Fig. 4 Flowchart of inspection activity with CF

Fig. 5 Flowchart of inspection activity with portable probing
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• Data collection—No more manual writing involves. All dimensions will directly
be transferred to the computer.

• Report preparation—Since data is already in softcopy, it can be manipulated to
provide different type of document.

• Storage measuring equipment—Multi sensor portable CMM requires a small
space for storage and easy to store. It eliminates the need for forklift from
another separate department.

• Data retrieval—Since all data are in softcopy and stored on a server, it can be
retrieved rapidly within any department.

5.2 Data Reliability

Figure 7 shows the comparison of measurement between the checking fixture and
portable CMM probing. From the graph, probing only shows consistency when the
measuring area relates to window opening and holes dimension but show great
discrepancy when dealing with freeform surface profile.
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5 5 
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Time Comparison (minutes) 
Between CF and Portable CMM

Checking Fixture (in minutes) Probing (in minutes)

Fig. 6 Time comparison between checking fixture and portable CMM
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The inconsistencies become more obvious when reaching the middle area of the
outer door panel in between point 11 till 27. Major contributors to this pattern can
be explained as below:

• The outer door panel—The outer door panel is a mild steel formed to be in a
required way and will be assembled with other single parts to create a complete
door. The outer door panel thickness is just 0.8 mm only. When the loose part
was placed on the inspection table, the outer door panel, especially in the middle
area will dent due to gravity force. Thus, the panel is already out of tolerance
before it was measured.

• Pressure force from CMM Probe—When measuring a surface profile, the probe
will require certain pressure onto the profile surface before the sensor can pick
up the signal. The pressure force from the activity can deform the surface and
provide a wrong measurement. This is because the profile surface is a large area
and has no structure to support itself during loose part condition.

5.3 Cost Saving and Other Benefits

Apart from all the technical aspects gained from the application of a portable CMM,
it also will help management to save a significant amount of cost by eliminating the
usage of checking fixture, reducing duration of inspection, reducing manpower and
minimizing storage area. Millions of ringgit can be saved if OEM is able to apply a
portable CMM in their daily inspection. For a single checking fixture used in
inspecting the outer door panel, the average price is RM75,000 per unit. Usually,
the checking fixture will come in a complete car set which consists of 4 separated
checking fixtures. The overall price of the checking fixture for a complete car is as
expensive as RM300,000 per car set. A Portable CMM on the other hand is quoted

Fig. 7 Measurement consistency between scanning and probing in red circle
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to be around RM198,000 per unit including the mechanical Romer arm and
Polyworks software. Unlike the checking fixture which is limited to inspect specific
parts only, a multi scanner portable CMM can be used to almost every part within
its measuring range making cost saving become more significant when a variety of
parts are required to be inspected.

Labor cost also can be reduced in two ways, reducing manpower and reducing
duration of man-hour. Fewer workers are required to perform part inspection with a
portable CMM application. What once to be the practice of checking fixture where
at least 2 peoples are required to perform the measurement activity and recording
the measured information are no longer the case when applying a portable CMM for
inspection. The simple and easy operation of a portable CMM has reduced the
manpower from two inspectors to only one inspector to complete the task.

The cost for direct labor is also reduced when the duration of inspection is
decreased significantly compared to the checking fixture. In a typical manufacturing
company, direct labor cost is the biggest component of total operating cost. The
application of an advanced inspection system is one of the most efficient methods to
increase output and reducing annual labor costs. The usage of a portable CMM in
inspection will reduce the time needed to perform activities, thereby reducing the
total inspection duration. Figure 7 shows the significant amount of time saving of
the proposed method compare to checking fixture which can be translated into cost
reduction.

The space area in a factory contributes to indirect cost and every space occupied
with work-in-progress (WIP) parts, storage area and production activities are as
important as the main business itself. With the application of portable a CMM for
inspection, it could help eliminating the usage of checking fixture. The dedicated
areas in plant for checking fixture storage are now an empty space and can be used
for the purpose of increasing production. Further studies should be done to acquire
all the information in detail for better management decision.

With the usage of a portable CMM also can provide high level of data integrity
compared to checking fixture where there are so many rooms for human errors.
Even though the inspection is performed by different inspectors, the chances for
human error is minimized and eliminated.

6 Conclusion

The application of advanced technology in daily manufacturing operation can
provide a very sound result on the optimization minimize of current inspection
activity. Although it is not feasible to fully apply a portable CMM in daily
inspection activity due to limitation as discussed, it can act as a complement to
fixture and further minimize the inspection duration.

A portable CMM which is not widely used for daily inspection can now be
extended to daily inspection manufacturing activity and contributing to maintain
high accuracy of components. Instead of performing inspection on a single axis,
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inspection is now more accurate with the availability of X, Y, Z measurement
distance. Problem analysis and solving can now be improved with all the infor-
mation gathered.

The application of a portable CMM can reduce the duration of inspection by
merely 2.9 h from current practice. The limitation to inspect on freeform surface is
the only issue that holding this proposal from materialize. Thus, the solution could
be the combination of both methods. By combining portable probing for points and
checking fixture for surface inspection, it can further reduce the development cost,
inspection time and storage space.

For better inspection in the future, further study on the proposed inspection is
required. At this point, we already have a good understanding the disadvantages of
a portable CMM towards freeform surface statistical process control and thin sheet
metal. We are looking to study on the application of 3D scanning in daily
inspection activity in the future. Objective of the study will still be the same, to
increase the number of samples for more accurate Statistical Process Control
analysis. With more samples used in Statistical Process Control, it can make as
much conforming product as possible with a minimum of waste (recall, rework or
scrap).
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Study on Implementation of Neural
Network Controlling Four Quadrants
Direct Current Chopper

Part1: Using Single Neural Network Controller
with Binary Data Output

S. Arof, N. H. Diyanah, P. A. Mawby and H. Arof

Abstract This paper describes the implementation of Artificial Neural Network
(ANN) as chopper operation controller (COC) that is responsible for selecting the
correct mode for a four quadrants direct current Chopper (FQDC) that drives a dc
series motor. In turn, the direct curent motor propels an electric car (EC). The right
mode of chopper operation is necessary for optimum performance and maximum
battery power utility. The process starts with preparing the data for training the
ANN controller. Then a MATLAB/Simulink model is established to test the per-
formance of the trained ANN. The results show the ANN can perform the tasks of a
COC successfully.
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1 Introduction and Review

The advancement of super capacitors as a power storage medium and the intro-
duction of efficient low voltage direct current motors have motivated researchers to
develop direct current drive suitable for electric vehicle or hybrid electric vehcle
(HEV) application [1–4].

1.1 Four Quadrants Drive DC Chopper and Chopper
Operation Controller

The common half-bridge direct current chopper for direct current series motor is not
suitable for electric vehicle or hybrid electric vehicle application as it cannot per-
form reverse driving, field weakening and resistive braking [5–8]. Therefore, a new
four quadrants direct current drive chopper (FQDC) that offers a complete set of
modes in forward and reverse driving, field weakening, parallel driving, generator,
regenerative braking and resistive braking is needed. The FQDC is shown in
Fig. 1 [9].

1.2 Chopper Operation Controller

The FQDC uses three controllers to select the right mode of operation, fire IGBTs,
and delay the interchange of contactors. The controller that selects the mode of
operation is called the chopper operation controller (COC). It contains an expert
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system, fuzzy logic, self tuning fuzzy logic or neural network algorithm that pro-
cesses the input signals and determines the best operating mode to execute [10–12].

1.3 Neural Network as Chopper Operation Controller

A multilayer perceptron shown in Fig. 2 is a feedforward neural network with one
or more hidden layers. It consists of input layer of source neurons, at least one
middle or hidden layer and an output layer. The input layer accepts input signals
and redistribute them to all neurons in the hidden layers. The output layer accepts
output signals from hidden layer and establishes the output pattern. The weight of
the neurons represent the features hidden in the input pattern. This multilayer
feedforward neural network can be trained with back propagation algorithm such as
Lavenberg–Marquardt (LM) technique [13].

2 Methodology

An electric car usually comes with some preset parameters such as maximum
torque, speed and expected distance traversed when fully charged. In general, the
performance of a particular EC is measured based on these parameters [11, 12, 14].
However, there are other factors that influence its performance like load and the
profile of the route such as climbing up a steep hill, negotiating traffic jam, going
downhill, etc. If a fully loaded EC climbs up a steep hill its speed will drop and a lot
of energy is expended.

Fig. 2 Multilayer perceptron
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2.1 Proposed Control Strategy

The FQDC requires three controllers to support its operations and they are the
chopper operation controller (COC), subsequent and delay controller (SAD) and
IGBT firing controller (IFC) [15–17]. In this study, an ANN algorithm is imple-
mented as the COC of the FQDC to choose the most suitable mode of operation in
response to signals from accelerator pedal, brake pedal, speed, error, etc. Failure to
choose the right mode is unacceptable and will be downright dangerous. Figure 3
shows the flow of determining the most suitable chopper operation for the EV by
the ANN controller. When accelerator or brake pedal signal is received, relevant
data such as speed, torque, error, rate of error, load and current mode are passed to
the ANN controller and processed based on the inputs. The ANN operator generates
an output value for each mode of operation. The output value indicates the fitness of
each mode and the one with the highest output will be selected as the most suitable
mode to be executed.

2.2 Neural Network Data Training Preparation Process

2.2.1 Neural Network Data Preparation

To train the ANN controller, sufficient data, which include the input and output
signal must be available. In preparing the needed data, the first step is to choose the
profile of the route also known as the earth profile. Figure 4 shows examples of
different earth profiles that can be used to test the EC. Each profile should comprise
different driving conditions such as flat driving, going downhill and uphill, so
that different modes of the controller are invoked.
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Quadrant
DC
Chopper

input

System
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Fig. 3 Block diagram of
chopper operation controller
with NN
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2.2.2 Accelerator and Brakes Signals

In the second step, the expected accelerator and brake pedal signals that accompany
each earth profile are prepared. The accelerator pedal and brake pedal signals for
earth profile 1 in Fig. 4, are shown in Figs. 5 and 6 respectively.

2.2.3 Predetermined Chopper Operation

The output data set is the sequence of the chopper operation modes. It must be
made available for the ANN training together with the input data. So first, raw input
data are estimated logically using simple physics rule based on the earth profile,
accelerator and brake pedal signals. Then, using the raw input data, the earth profile
and the accelerator and brake signals, the sequence of the operation modes is
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determined. Figure 7 shows an example of the predetermined chopper mode
sequence for a test earth profile. At any instance, only one mode is activated. In the
figure, signal 9 is the accelerator pedal, signal 8 is the earth profile, signal 7 is the
brake pedal and signals 1–6 are the chopper operation modes. During start up,
the driving mode is selected. As the EC reaches a sufficient speed level, the mode
switches to the field weakening as more speed is needed due to the high accelerator
signal. When the EC attains the desired speed and the accelerator signal turns low,
the generator mode is selected to recover the kinetic energy. When a normal brake
command is detected at a high speed, the regenerative mode is activated. As the
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vehicle speed drops to a certain value while the brake signal is still high, the
resistive braking mode is triggered. However when brake command is replaced by a
low acceleration command at low vehicle speed, the driving mode is activated
again. When the vehicle moves downhill while the accelerator signal is low, the
generator mode should be selected. However, if the accelerator signal is high, the
field weakening mode should be engaged. As the vehicle climbs a steep hill,
the speed is expected to drop. Hence, as more torque is required the parallel mode is
selected. Finally, as the vehicle gains more speed with the accelerator signal still
high, the field weakening mode is selected.

2.2.4 Matlab/Simulink Simulation Model

Once the raw data and the mode sequence are available, a simulation model of the
FQDC [12] and the dynamic model of the EC are established using MATLAB/
Simulink. Details of the EC vehicle dynamic model are not in the scope of this
paper. The simulation model is prepared to obtain more realistic input and output
data signals and to correct the data used earlier. Figure 8 below shows the
MATLAB/Simulink model for the data collection.

In this step, the data used for the ANN training are adjusted in case they appear
illogical or they disregard the influence of intra-variables. As a result, an operation
mode can be deleted, delayed or replaced in the mode sequence. Figure 9 shows
delay adjustments to a set of modes.
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2.2.5 Gathering Data for NN Training

After the data adjustment step, the MATLAB/Simulink model is run again. This
time, the generated data such as speed, error, rate of error, voltage, acceleration
signal, brake signal, etc. are recorded. The data will be used as inputs while the
chopper modes are used as outputs when training the ANN. Figures 10 and 11
show examples of the signals (normalized) and three different chopper modes.

2.2.6 Target Output Signals for ANN Training

If a single ANN is used, the number of its output nodes can be one or equal to the
number of modes. If the number of output node is one, it generates a real value. In
this case, each mode is represented by a value within an interval as shown in Table 2.
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Note that the values representing the modes are equally separated. However, if the
output nodes are as many as the modes, each output node can take a binary or real
value as shown in Table 1.

Another approach is to use as many ANNs as the number of modes. Thus each
ANN has a single output as shown in Fig. 12. In this study, only one ANN is used
and it has 6 output nodes as shown in Fig. 13. Each output node has a binary
output.
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Table 1 Target of NN controller

Neural network output data to represent chopper operation modes in binary
Selected mode DRV FW PAR GEN RGB RSB
DRIVING 1 0 0 0 0 0

FW 0 1 0 0 0 0

PAR 0 0 1 0 0 0

GEN 0 0 0 1 0 0

RGB 0 0 0 0 1 0

RSB 0 0 0 0 0 1

Neural network output data to represent chopper operation modes in integer
Selected mode DRV FW PAR GEN RGB RSB
DRIVING 0.15 0 0 0 0 0

FW 0 0.3 0 0 0 0

PAR 0 0 0.4 0 0 0

GEN 0 0 0 0.6 0 0

RGB 0 0 0 0 0.75 0

RSB 0 0 0 0 0 0.9
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2.3 Neural Network Training

The input and output data sets previously collected, are used to train the ANN
controller in a supervised learning. MATLAB/Simulink neural network tool is used
for this purpose (Fig. 14).

The number of nodes in the hidden layer and the number of iteration are adjusted
during training to get the lowest error rate. Figure 15 shows the flow of training the
ANN.

Table 2 Target of NN controller in single value integer

Neural network output data to represent chopper operation modes
one single integer

Chopper operation Integer value

Driving 1.5

Field weakening 3.0

Generator 4.5

Regenerative braking 6.0

Resistive braking 7.5

Parallel mode 9.0

Fig. 12 Six NN controllers with single output
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2.3.1 NN Training Results

The performance of the ANN controller is tabulated in confusion matrices of
Figs. 16, 17, 18 and 19. The training, validation, testing and overall confusion
matrices are given in Fig. 16. As seen, the number of incorrect responses for each
mode is low, and thus the overall accuracy is high. In Fig. 17, the error histogram
indicates that the distribution of errors for training, validation and test phases is
almost at −0.033 and this is considered acceptable. Figure 18 shows the relation-
ship between the outputs of the network and the targets. The training, validating and
testing curves look similar indicating a good condition. In Fig. 19, the regression
result is as expected result due to binary output target and this is acceptable. In
Fig. 20, the receiver operating characteristics (ROC) is shown. The colored lines in
each axis represent the ROC curves. The ROC curve is a plot of the true positive
rate (1—sensitivity) versus the false negative rate (1—specificity) as the threshold
is varied. A perfect test is shown in the figure in the left upper corner, with 100%
sensitivity and 100% specificity [18].

Fig. 13 One single NN controller with six output nodes
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Fig. 14 Matlab/Simulink tool for NN training

NO
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Load input and output data

Set number of neuron in hid-
den layers 

Set number of training in-
terations

Performance ac-
ceptable

STOP

YES

Fig. 15 NN training process flow diagram
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2.4 Testing the ANN

The ANN controller is tested with a new set of input signals to test its response.
Figure 21 shows the simulation model and Fig. 22 shows the chopper operation
controller (COC) responses.

3 Neural Network Controller Final Testing and Results

3.1 Development of Complete Simulation Model

Computer simulation using MATLAB/Simulink as shown in Fig. 23 is used to test
the Neural Network chopper operation controller (COC) and to study its effec-
tiveness in a complete system that represents an EC. Some parameters value that are
required by the simulation software such as car weight, voltage supply, max power,
etc. must be provided by the user.
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Fig. 16 Training confusion
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3.2 Performance Index (PI)

As the ANN controller for this study has six outputs, a performance index(PI) is
needed to compare each output of the ANN. The rule to follow is that the output
node with the highest value represents the mode to be executed. A PI with “if then
rules” is used in this study and in Fig. 24, the associated ANN controller is shown.

Such “if then rules” example is If O1 > O2 && O1 > O3 && O1 > O4 && O1
& O5 && O1 > O6, then selected mode is O1.

3.3 Results

The results of implementing the MATLAB/Simulink model are shown in Figs. 25,
26, 27, 28 and 29. Figure 25 shows a sequence of FQDC modes chosen by the
ANN controller. Overall, the ANN picks the right mode of operation most of the
time except where glitches occur at the end of the test. Figure 26 shows an enlarged
view of the part where the glitches are. This is due to a slight confusion when the
ANN controller is not sure whether to choose the field weakening or parallel mode.
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But eventually it picks the parallel mode, which is the correct decision. In Fig. 27
the motor speed is shown. The maximum acceleration and speed are restricted by
the state of charge (SOC) of the battery and the remaining distance traverse shown
in Fig. 28. The SOC is shown in Fig. 29.
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Fig. 21 NN COC testing simulation model
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Fig. 23 MATLAB/Simulink model
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Fig. 24 PI with NN controller
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4 Conclusion

ANN has a high potential to be utilized as the chopper operation controller
(COC) for electric vehcile. In summary, the performance of the ANN, which
operates as a COC with six outputs, is satisfactory. The results vindicate that the
technique, which starts with preparing the input-output data for training the ANN
controller and establishing the MATLAB/Simulink model, is successfully imple-
mented. Retraining the network, increasing the number of hidden neurons, training
vectors, input-output data, or trying different training algorithms may improve the
performance of the system. The SOC, DT and speed may also influence its per-
formance. The effects of adjusting these parameters will be discussed in another
paper.
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Processor in the Loop for Testing Series
Motor Four Quadrants Drive Direct
Current Chopper for Series Motor
Driven Electric Car

Part1: Chopper Operation Modes Testing

S. Arof, N. H. Diyanah, N. M. Yaakop, P. A. Mawby and H. Arof

Abstract This paper describes the process of testing a four quadrant drive direct
current (DC) chopper (FQDC) that controls a DC series motor using the processor
in the loop (PIL) technique. The DC motor serves as a propeller to an electric
vehicle (EV). The main function of the four quadrant drive chopper is to provide a
smooth operation for the electric vehicle(EV) while optimizing battery power
consumption and maximizing distance traversed. In the processor in the loop
(PIL) test, MATLAB/Simulink environment was used as the platform for the four
quadrants drive chopper and electric vehicle, whereas in the hardware part, the
FQDC was controlled by three PIC microcontrollers. Serial communication was
used as the channel of data transfer between the hardware and software. The
simulation results of the ATLAB/Simulink indicate that the FQDC controller was
able to control the DC motor that drove the EV. Overall, the PIL technique was
suitable for testing and validating the operation of the FQDC, its controllers and the
control algorithm.
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1 Introduction and Review

Using electric vehicles (EV) and hybrid electric vehicles (HEV) is one of the
solutions to reduce the use of fossil fuel [1]. The present EV/HEV mainly use
alternating current(AC) drive but interest in direct current (DC) drive has increased
since the introduction of highly efficient brushed direct current motor that operates
at low voltage [2]. One of the applications suitable for these direct current(DC)
motors is for propelling electric vehicles(EVs) and hybrid electric vehicles(HEVs).

1.1 Proposed Four Quadrant DC Drive Chopper Design

The main purpose of developing a direct current (DC) drive system for EV/HEV
using direct current brushed motor is to produce an efficient but cheap hybrid or
electric car that is affordable. Brushed direct current motor requires four quadrants
chopper to operate in various modes [3–5]. The proposed four quadrants chopper,
shown in Fig. 1, has seven modes of operation namely driving, reverse, field
weakening, parallel mode, regenerative braking, resistive braking, and generator [6].
This is much better than what the conventional H bridge chopper can offer.

The mathematical model of each mode of the four quadrants drive chopper
(FQDC) is given a set of equations below [6].

Driving and reverse mode equations

eg ¼ Kbemf ifx ð1Þ

Td ¼ Ktiaif ð2Þ
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Fig. 1 New four quadrants
DC Chopper
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Td ¼ J
dx
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Regenerative brake pre excitation
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2 Simulation Model Established from Mathematics
Equation

Each set of mathematical equations can be transformed into a simulation model as
shown in Fig. 2. The simulation model generated from mathematical model is fast
and as a result, a longer simulation is feasible. A similar simulation model can also
be created using MATLAB/Simulink toolbox by selecting appropriate components
from its library as shown in Fig. 3. This model is easier to establish but is slower in
execution. Thus for the same execution time, this model produces a shorter sim-
ulation [7].
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2.1 Methodology

2.1.1 Processor in the Loop (PIL)

The performance of the proposed FQDC and controllers can be evaluated by
simulation or by implementing a real hardware prototype. A real hardware
implementation is very desirable as it reveals the true potential and limitations of
the system. However, it is very time consuming and expensive. In contrast, sim-
ulation is fast and cheap, but the value of its results depends on its ability to emulate
the system accurately [8–10]. Hence, simulation also known as virtual experiment,
is chosen as a platform to test the four quadrants drive chopper(FQDC) and the
algorithm developed for the Electric vehicle or hybrid electric vehicle(EV/HEV)
application. Processor in the loop (PIL) is a part of the hardware in the loop
(HIL) technique used for verifying hardware in conjunction with simulation soft-
ware [11–14]. In this study the main objective of applying the PIL is to test the
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FQDC hardware controllers and its control algorithm. Since a four quadrants
chopper has many operations, it requires three sub controllers (PIC microcon-
trollers), which are assigned for chopper operation (COC), subsequent and delay
(SAD), and insulated gate bipolar transistor(IGBT) firing controller (IFC) (Fig. 4).

2.1.2 Chopper Operation Controller

MATLAB/Simulink receives data from sensors at the direct current(DC) motor and
vehicle. Some important data are field current, armature current, armature voltage,
battery voltage, motor speed, accelerator pedal position, brake pedal position, etc.
In turn, it sends the data to the chopper operation controller and IGBT firing
controller via serial interface. The chopper operation controller selects the suitable
mode of operation for the DC motor to run based on the data received [15, 16].
Specifically, the controller runs an expert system(ES) algorithm which processes the
input data and determines the best operation mode and passes the decision and other
information to the subsequent and delay (SAD) controller via serial communication
(UART). Details of the expert system(ES) algorithm is not discussed in this paper.

2.1.3 Subsequent and Delay Controller (SAD)

The subsequent and delay(SAD) controller has four important tasks. The first task is
to control the contactors’ switching according to the chopper operation. The second
is to introduce a delay in the transition from changing one chopper operation to
another operation for soft switching [17] transition. The third is to send or remove

IGBT Firing
Controller
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lay Controller

Chopper Operation 
controller

Serial Matlab/Simulink RS232 
interface

Fig. 4 Four quadrants
chopper controller
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ready signal via input or Output(I/O) pin to the igbt firing controller(IFC) in order to
start or stop IGBTs firing sequence. The last task is to relay the selected chopper
operation mode to the IFC via SPI communication. The delay subroutine algorithm
is implemented in this controller but its details are not covered in this paper.

2.1.4 IGBT Firing Controller (IFC)

Besides data from the SAD controller, the IFC also receives several data signals
from MATLAB/Simulink such as, accelerator pedal position, brake pedal position,
speed, torque, current, voltage, etc. Then the IFC produces the PWM signals for
firing the IGBTs and sends information on the chopper operation mode back to
MATLAB/Simulink via serial interface. The PWM signals for firing the IGBTs are
the output of digital or discrete proportional Integrator derivate (PID) algorithm
used to control the direct current(DC) series motor with direct torque control
(DTC) implemented in MATLAB Simulink model. Details of the digital PID
algorithm and DTC implemented in this controller are also not discussed in this
paper [18].

The flow of the data and signals in the Processor in the loop (PIL) from
MATLAB/Simulink to FQDC controllers and vice versa is simplified in the block
diagram shown in Fig. 5. The signals flow from FQDC controllers to the Matlab/
Simulink for communication and data distribution is shown in block diagram as in
Fig. 6.
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2.1.5 Signal Conversion

MATLAB/Simulink works with data and signals from the FQDC and EV in the
form of real, integer, signed integer, double etc. The hardware controllers (PIC
microcontrollers) on the other hand, are all running in digital/binary forms.
Therefore signal conversion is required. First, all input signals sent to the con-
trollers, such as speed, current, torque, voltage and others, are transformed into
voltages. As the microcontrollers run on 5 V direct current (DC) power supply, the
voltages are then adjusted using voltage dividers or similar circuits to step down the
voltages levels so that their final values are in the range of zero(0)V to five(5)V.
Then analog to digital conversion is carried out using analog to digital converter (A/
D) with a 10-bit resolution. After the conversion, 5 V is represented by 1024 in
decimal and 0 V is represented by zero in decimal. Given a normalized voltage
level from zero to five voltage (0 V-5 V), its decimal value is determined by the
following equation.

The digital representation = (input voltage/5v) * 2^n − 1
where n = 10, is the A/D resolution in bits.
After A/D conversion, the decimal signals are split into two bytes because at one

time only 8 bits of data can be transferred via RS232 or serial port for communi-
cation. Since the signals are 10 bits data, they must be divided into two bytes where
the two most significant bits (MSB) constitute the first byte and the 8 least sig-
nificant bits (LSB) comprise the second byte. The action is done using MATLAB/
Simulink byte conversion function. In byte utility, the data are converted from
decimal numbers into 8 byte ASCII characters. An example of ASCII character
table is shown in Fig. 7. This is done automatically before the data signals are sent
via UART serial communication.

Brake
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Accelerator

Four Quadrants DC Chopper

Series Motor Feedback sensors
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Transmit

Fig. 6 Block diagram of controller data path
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2.1.6 Signal Serial Transmission and Baud Rate

The baud rate of the RS 232 or serial communication determines the speed of data
transmission. It can be set within the range of 9600 bits per seconds (bps) to
115,200 bps. A high baud rate improves communication speed, but a lower baud
rate guarantees data integrity. An example of data being transmitted using 11 bits
serial data with ASCII is shown in Fig. 8.

2.1.7 Data String Protocol

A data string protocol is implemented to avoid data corruption due to noise. The
data string consists of a header, a sequence of data and a terminator. The header is a

Fig. 7 ASCII table
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character “A” and the terminator is a character (‘/n’). The overall data sequence will
be as follow

A, data1, data2, data3, data4……, /n (Fig. 9).

2.1.8 Hardware in the Loop Processing Time

The processing time is defined as the total time taken to process a batch of data. It
starts with the time taken by MATLAB/Simulink to read signals from FQDC and
the sensors and then send these signals to COC and IFC to be processed. It also
includes the time taken by IFC to transmit output data (IGBT PWM firing and
chopper operation mode signals) back to MATLAB/Simulink plus the implemen-
tation of the received data on the FQDC and EV. Finally, it adds the delay time
before new data are gathered and transmitted again. The sum is called the pro-
cessing time. In Fig. 10, an example of one cycle of processing time for MATLAB/
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Simulink with its tasks is shown. In Fig. 11, the processing time of the whole
system including Matlab/Simulink and the FQDC controllers is shown.

Figure 12 shows one cycle processing time for MATLAB/Simulink under
magnification.

PIC 16F microcontrollers can operate at 20 MHz while PIC 18 microcontrollers
can operate at speed of sixty(60) Mhz. The program execution time is calculated by
dividing the cycle counts with the clock rate. The results show that the program
execution times for the two microcontrollers are 9 and 14 microseconds(ls)
respectively. The processing time also includes the controller’s execution time (run
by PIC microcontrollers at 20 MHz) and data transfer time by RS-232 serial
communication at 9600 b/s (chosen for low error rate). For data transmission,
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all signals require 11 � 10 � 3 = 330 bits, plus a header and terminator of
2 � 2 � 11 = 44 bits. So in total 374 bits are required. If we divide the total bits by
the baud rate, 374/9600, it is equal to 0.038 s (s). This is the time it takes for the
serial data to be transmitted and received. If reading an analog channel requires one
(1) milliseconds (ms), reading eight (8) A/D channels require eight milliseconds
(8 ms). Adding a delay of ten milliseconds (10 ms), the total processing time for
MATLAB/Simulink and FQDC controllers which include processing, execution
and data transfer can be up to 0.075 s.

2.1.9 Processor in the Loop Test Experiment

The main objective of processor in the loop (PIL) test is to test whether the con-
trollers can handle the data and work as the FQDC. The COC must be able to
choose the expected operation mode, the SAD controller can handle the transition
from one chopper operation to another without causing torque and current spikes
during transition and the IFC can work as DTC and PID controller. For this purpose
the system has to pass the preset earth profile test. There are a few different earth
profiles that the EV can be tested on such as flat driving, going downhill and uphill
as shown in Fig. 13 [19]. The number 1 driving profile is chosen because it can test
all FQDC modes of chopper operation.

2.1.10 Accelerator and Brakes Signals

The accelerator pedal and brake pedal signals must be provided so that a full data
set is available. In this test, all FQDC chopper modes are tested. The expected
accelerator and brake signals are shown in Figs. 14 and 15 respectively.
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With the chosen test profile and the accelerator and brake pedal signals, the
controller is expected to engage all modes of the FQDC which are driving, field
weakening, generator regenerative braking, resistive braking and parallel modes.

Figure 17 shows the block diagram of the processor in the loop(PIL) in
MATLAB/Simulink model, and Fig. 16a its hardware setup. In the model, the EV
uses a thirty five kilowatt(35 kW) motor operating at the maximum power of
twenty kilowatt(22 kW) to drive its total weight of a thousand three hundred and
thirty five kilogram (1325 kg). The time interval to update, process, send and
receive data signals from MATLAB/Simulink to FQDC controllers and vice versa
is in every seventy five milliseconds (75 ms). To speed up MATLAB/Simulink
simulation, the model is run in accelerator or rapid accelerator mode.
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Fig. 16 Processor in the loop hardware setup

Fig. 17 Matlab/Simulink simulation model for processor in the loop
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3 Result

The system is tested according to the signals shown in Fig. 18. At start up, the
chopper operation controller(COC) selects driving mode. After building enough
speed, the chopper operation controller(COC) selects field weakening mode since
the accelerator signal is still high. However, when the accelerator signal decreases,
generator mode is selected to save excess energy in the battery. In contrast, when
the accelerator signal and the speed are high, field weakening mode is engaged.
When brake command is triggered but the vehicle speed is high, regenerative mode
is activated. As the vehicle speed drops, resistive braking mode is deployed. When
brake command is replaced with low driving command, while the vehicle speed is
low, the chopper operation controller(COC) selects driving mode again. As the
vehicle moves downhill with a low driving command, the COC selects generator
mode to save excess kinetic energy. However, if the driving command is high, the
controller selects field weakening mode. As the vehicle climbs a steep hill, the
speed is expected to drop. Hence, parallel mode is selected. Finally, as the vehicle
regains its speed, field weakening mode is selected.
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Figure 19 shows the output signals of the direct current (DC) series motor, the
four quadrants drive chopper (FQDC), and the electric car (EC) in the forms of
torque, armature current, field current and back electromagnetic force(EMF). In the
figure, two important parameters to be observed are current and torque. They
indicate the performance of the subsequent and delay (SAD) and igbt firing
(IFC) controllers. The constant currents and torque at the beginning indicates that
the IGBT firing controller works well with the PID and DTC control algorithms. No
truncated torque and current are detected during chopper mode transition. The
smooth transition indicates that the SAD controller and its algorithm functions well.
At the beginning, under driving mode, the armature current, field current and torque
are almost constant. Then these start to decrease as the back electro magnetive force
(emf) increases along with speed. The back electro magnetize force (EMF)
increases from zero to its maximum value as the motor reaches its maximum speed.
In the field weakening mode there is a slight increase in torque due to the increase
in armature current, but the field current decreases and consequently cuts the back
electro magnetive force(emf). In generator mode the torque reduces slightly which
results in an increase in back electro magnetive force (EMF). In regenerative and
resistive braking the torque is negative due to the negative armature current. The
back EMF is constant in regenerative braking but reaches its maximum value at the
end of resistive braking. This is due to the rise of armature current and demand on
braking torque. In parallel mode the torque increases slightly to overcome the steep
climbing effect but the back EMF drops to produce a higher armature current.
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4 Conclusion

PIL provides a simple method to test the FQDC that controls a series DC motor that
propels an EV. It is very suitable when the input and output signals are in digital
(binary) form. The capability of the controllers of the FQDC and its control
algorithms were demonstrated when the COC managed to select the most appro-
priate modes of operation smoothly. During mode transition, the SAD was able to
provide sufficient delay so the operation mode could change without producing
spikes of current or torque. The IFC was able to execute all commands well to
achieve the desired speed and torque using DTC and digital PID algorithms. With
an appropriate tuning of the controllers, the EV performance can be further opti-
mized. All six modes of FQDC were successfully tested according to the earth
profile, and accelerator and brake pedal signals.
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Comparative Study of Fuel
Consumption, Acceleration
and Emission for Road Vehicle
Using LPG or Gasoline

Loke Kean Koay, Muhammad Jasni Md Sah and Rusli bin Othman

Abstract Liquefied petroleum gas (LPG) is also called as butane or propane. LPG
is a group of hydrocarbons which exists as vapor under ambient condition and has
been widely used in many applications. The objective of this study is to investigate
the performance effects of operating a car on LPG. The effects studied included the
fuel consumption, acceleration and exhaust emission for road vehicles (cars). The
engine had been retrofitted with a bi-fuel LPG kit, thus the engine is able to run
with LPG or gasoline. Comparative study of the performance for the engine using
gasoline and LPG was conducted. The fuel consumption experiment was conducted
based on an on-the road drive cycle. The pick-up performance of the car was
measured by the time required to accelerate the vehicle to various speeds. The
emission of the vehicle was investigated using a non-dispersive infrared (NDIR)
gas analyzer. The result indicated that LPG fuel consumption is slightly higher in
comparison with gasoline fuel consumption. However, running on LPG reduces
emission such CO, CO2, O2 and HC. Finally, fuel cost reduction can be achieved
with LPG.

Keywords LPG � Fuel consumption � Performance � Exhaust emission
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1 Introduction

Liquefied petroleum gas (LPG) is being extracted from 40% crude oil and 60%
natural gas, respectively. Basically, LPG contains propane (C3H8) and butane
(C4H10). LPG is highly flammable and needs to be stored away from the source of
ignition. Therefore, LPG is normally stored in liquid form under pressure in a
pressure vessel such as a steel container, cylinder or tank [13]. LPG can also be
liquefied and used by others applications by applying moderate pressure [13].
Nowadays, LPG is widely used in many applications such as for commercial
business or industries by supplying energy for manufacturing production [10]. LPG
is also widely used as alternative fuels for various types of vehicles such as bus,
lorry, truck, taxi and car [1].

LPG has a higher octane number (more than RON 105) when compared to
gasoline which is in the range of RON 91 to RON 97 [7]. By using LPG as fuel in
the internal combustion engines, the thermal efficiency of the engine can be
improved and provide better combustion in the engine, thus leading to a better fuel
economy compared to unleaded gasoline [7]. Since the LPG is having a high octane
number, the fuel can run the engine designed with high compression ratio without
engine knocking. The LPG can also be liquefied at low pressure, which is from 0.7
to 0.8 MPa at the atmospheric pressure [9]. LPG provides less harmful emission to
the environment. Furthermore, LPG is widely available at reasonable price in
comparison to gasoline and diesel. Many investigations have proven that the
emission produced by LPG is cleaner compared to the other fuels such as gasoline
and diesel which produce high carbon dioxide and other harmful gases. However,
the performance of the vehicle running with LPG will drop due to the LPG’s low
energy density. Cars can be converted to dual fuel type which can run on gasoline
and LPG by modifying the engine [9].

1.1 Physical Properties and Characteristics for LPG

Generally, the LPG boiling points that are found from the commercial LPG mixture
are very low and usually exist in the vapor phase under the atmospheric condition.
LPG exists as heavy gas in the vapor phase, which is approximately 1.5–2.0 times
the density of air [11]. LPG is almost odorless when it is in refined state, which is
after being extracted from the crude oil and natural gas. However, it is important to
have an odor characteristic to detect the leaking from the pipeline. Therefore,
stanching agents such as thiophane or ethyl mercaptan have been added to provide
odor that can be detected by human sense of smelling [13]. The mixture of air and
LPG are highly combustible depending on its concentration [8]. Table 1 shows the
properties of the gasoline and LPG used in the study.

78 L. K. Koay et al.



1.2 LPG’s Fuel Consumption

An investigation on LPG fuel consumption for motorcycles has been conducted.
The investigation found out that the fuel consumption increases by 40% when
running with LPG. However, the cost for running with LPG is 50% lower than
gasoline. The fuel consumption is higher than gasoline because the LPG’s energy
density is lower than gasoline. Besides, LPG provides clean burning to the engine,
reduces clogging on spark plugs and prevents knocking. Thus, the maintenance cost
will be lower [3]. Another research used a dynamometer to test the engine with
different compression ratios. The result obtained showed that the usage of LPG as
fuel is slightly higher than gasoline due to the higher octane rate than gasoline.
Besides, the engine that is fueled with LPG can run smoothly at high compression
ratio without making the engine knocking [9].

1.3 Performance and Emission of LPG as Alternative Fuel

A performance experiment about the emission characteristics of the LPG-fuelled
engine by applying variable compression pressures in spark ignition (SI) engine
was conducted. The experiment was designed to develop the internal combustion
engine that allows the pressure data produced from pressure transducer to process
the same data for different types of fuels with different compression pressures. The
result obtained shows that the break thermal efficiency is increasing due to the
increasing compression pressure. The high octane rating of LPG runs effectively at
high compression pressure without making the engine knocking [9]. Another
research about the performance of the LPG engine was performed. The result
obtained when using LPG’s fuel shows the reduction in engine brake power, brake
specific fuel consumption, pollutant emission and slightly loss of power [12, 14].

Table 1 Comparative
properties for different fuel
types [11]

Properties/fuels Gasoline LPG

Chemical structure C7H17/C4 to C12 C4H10

Energy density/(kg/m3) 109,000–125,000 84,000

Octane number 91–97 105+

Lower heating value/(MJ/kg) 43.44 46.60

High heating value/(MJ/kg) 46.53 50.15

Stoichiometric air/fuel ratio 14.7 15.5

Density at 15 °C/kg/m3 737 525–580

Auto ignition temperature/K 531 724

Specific gravity 60 °F 0.72 0.576

Caloric value/(kJ/kg) 46,100 43,000
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The exhaust emissions of the four strokes spark ignition (SI) engine that uses the
direct injection of LPG system was investigated. The experiment had been carried
out using the four stroke SI engine coupled with a dynamometer and gas analyzer.
The engine has been applied with different speeds and loads to acquire the emission
from the exhaust. The gas emission has been obtained using the gas analyzer. The
result showed that LPG produces less amount of harmful gas such as CO, CO2, HC,
O2 and NOx compared to gasoline [3, 11]. Table 2 shows the emission data of the
LPG and gasoline collected from the previous study.

A test for determining the performance, fuel consumption and emission had been
done on the 4 cylinders supercharged direct injection diesel engine. The torque of
the engine produced using LPG’s fuel is almost equal in comparison to diesel. The
reason is due to the reduction in air-fuel ratio. The emission is increased due to the
lower quantity of oxygen in the fuel [6]. Then, the cyclic variability at the lean
operating system of spark ignition engine was compared. Cylinder pressure, indi-
cated mean effective pressure (Imep), mass fraction burned (MFB) and combustion
duration are all taking effect from the cyclic variability. Flame speed and burning
rate have been decreased by lean operation. Thus, the overall combustion duration
increases [4].

Choi et al. performed a research with minor alterations in the spark ignition (S.I)
engine to run on LPG fuel with a shifting volume rate of LPG at 5, 10 and 20% with
the assistance of a programmable logic controller (PLC). The engine speed is
increased from 4000 rpm and the air-fuel ratio differs from 0.8 to 1.3. The fume gas
constituents (CO2, CO, unburned hydrocarbon (uHC) and NOx) are measured by
using non-dispersive infrared (NDIR) gas analyzer. The ignition of LPG moves
towards complete combustion and the emission produced is cleaner. At high air-fuel
ratio, the measure of NOx is higher [5].

2 Methodology

2.1 Experimental Setup

As shown in Fig. 1, the engine modification has been done to run with LPG’s and
gasoline’s fuel. The LPG’s injector hose is fitted in the intake manifold to inject the
amount of fuel that has been configured in the electronic control unit (ECU) into the

Table 2 Emissions data for
LPG and gasoline [11]

No. Emissions Gasoline LPG

1 CO (g/km) 0.87 0.72

2 HC (g/km) 0.14 0.12

3 NOx (g/km) 0.12 0.16
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combustion chamber. The ECU has been installed to read the engine sensor
according to the information given by the connected sensor to the ECU. However,
the LPG system will not work as well as the petrol system because the fuel map for
LPG’s fuel is not the same as the petrol/gasoline fuel map. In order to ensure the
engine is run on LPG, the LPG’s fuel map needs to be tuned by using the Tmachi
RV2 interface. The software can read and tune the information such as injector
opening time, throttle position and the amount of LPG’s fuel when it is injected
from the ECU. The car is tuned to achieve smooth combustion during driving on
the real road. External tank for gasoline has been made to measure the gasoline fuel
consumption easily. The car fuel pump casing has been dissembled to pull out the
pump in order to design the gasoline external fuel pump.

2.2 Experimental Procedure for Fuel Consumption

The fuel consumption measurement was conducted using the drive cycle method.
Drive cycle is a series of data points for a car speed and gear selection for the time
given. The drive cycle consists of idling, acceleration, constant speed and decel-
eration for each session which is 10 laps with the travel distance of 5 km to obtain
the same driving speed for both types of fuels. The drive cycle that had been used is
the low speed urban cycle as being shown in Fig. 2. The drive cycle was chosen
because the experiment was conducted on a university campus.

The usage of fuel that has been used for each experiment session will be mea-
sured by weighing the LPG tank and portable gasoline tank [2]. The data that has
been obtained will be evaluated to compare the fuel consumption. Then, the engine
performance experiments for each type of fuel formed the graph of maximum RPM
versus time from the data RV2 software data logger. The car had been accelerated
from 5 km/h to the maximum speed at 100 m using the second gear [2]. Lastly, the

Fig. 1 LPG kits installation schematic diagram
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acceleration performance had been conducted by using the vehicle dynamics
experiment which is to accelerate from 0 to 20, 30, 40 m/s for each fuel to compare
the fuel with the fastest acceleration. The time data was collected using a stop
watch. The distance travelled by the car was recorded at 20, 30, 40 m/s using the
vehicle dynamics equation.

3 Results and Discussion

Figure 3 shows the tuned ECU driving data from the data logger. The vehicle was
running with a range of engine speed from 0 to 4000 RPM.

Fig. 2 Drive cycle graph [2]
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3.1 Fuel Consumption Result

The discussion of the results begins with the LPG’s fuel consumption. Table 3
shows that the average usage of LPG’s fuel for 10 laps (5 km) is about 538 g or
0.195 l/km if the range of the specific gravity (SG) for LPG is 0.525–0.580. The
average of the specific density is 0.55 at 15 °C [11].

Table 4 shows that the average gasoline’s fuel consumption for 10 laps (5 km) is
about 451.3 g or 0.122 l/km if the specific gravity of (SG) for RON 95 gasoline is
0.737. The average of the density is 737 kg/m3 at 15°C [11]. The fuel consumption
for LPG is 16% higher than the gasoline fuel consumption. It is because there are
many parameters which are affecting the increase of fuel usages such as fuel energy
density and fuel heating value.

The higher energy density in fuel results in the less amount of working fluid to
produce the desired energy. The other parameter that effects the fuel consumption is
the heating value of the fuel. Both lower heating value and higher heating value of
gasoline are lower than LPG’s heating values which consume less working fluid
due to the less heat releases during the combustion process. However, the cost to
run with gasoline (0.122 l/km) is higher than LPG (0.195 l/km) even though the
engine consumes less gasoline than LPG’s fuel which is 0.122 l/km. Therefore, for
the fuel cost, LPG is RM 0.27/km while gasoline is RM 0.28/km.

3.2 Acceleration Performance

The experiment for acceleration had been carried out on both fuel types to obtain
acceleration time from 0 m/s to reach 20, 30, 40 m/s.

3.3 LPG’s Acceleration

Table 5 shows the acceleration data of LPG retrofitted car. Figure 4 indicates the
acceleration time for 3 different speeds from 0 to 20, 30 and 40 m/s. The accel-
eration slope for 40 m/s acceleration shows a drop in the performance compared to
gasoline. The car takes more than 5 s to accelerate from 0 to 40 m/s.

Table 3 LPG’s fuel consumption data

No. experiment Initial fuel weight (g) Final Fuel
weight (g)

Fuel usage per 10 laps(g)
Initial-final

1 4761 4227 534

2 4227 3715 512

3 3715 3147 568

Average (g) 538
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Table 6 shows the acceleration data of the gasoline operated car. Figure 5
indicates the acceleration time for 3 different speeds from 0 to 20, 30 and 40 m/s.
The acceleration slope for 40 m/s acceleration shows a drop in the performance
compared to gasoline. The car takes more than 5 s to accelerate from 0 m/s. Both
fuel acceleration tests have been conducted using the same drive cycle. The
acceleration time from 0 to 20 m/s for both fuels do not have much difference that
the gasoline’s acceleration time is only shorten about 0.06 s.

3.4 Gas Emission

Tables 7 and 8 indicate the amount of gas emission for LPG fuel and gasoline fuel.
The percentage of harmful emission produced by LPG such as CO, CO2, and HC at

Table 4 Gasoline’s fuel consumption

No. experiment Initial fuel
weight (g)

Final fuel
weight (g)

Fuel usage per 10 laps (g)
Initial-final

1 3216 2744 472

2 2744 2281 463

3 2281 1862 419

Average (g) 451.3

Table 5 LPG acceleration data

Speed/m/s Time/s Average time/s

Test 1 Test 2 Test 3 Test 4 Test 5

20 2.59 2.52 2.63 2.78 2.42 2.59

30 3.79 3.20 3.64 3.46 3.70 3.56

40 6.25 4.71 4.95 4.61 5.21 5.14
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Fig. 4 LPG’s acceleration
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Table 6 Gasoline acceleration data

Speed/m/s Time/s Average time/s

Test 1 Test 2 Test 3 Test 4 Test 5

20 2.27 2.61 2.71 2.66 2.40 2.53

30 3.32 3.14 3.11 3.26 3.24 3.14

40 4.36 4.07 4.01 4.47 4.35 4.25
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Fig. 5 Gasoline acceleration
versus time

Table 7 LPG gas emission

LPG gas reading

Type 1000 RPM 2000 RPM 3000 RPM 4000 RPM

CO2 (%) 6.67 12.61 12.25 11.75

CO (%) 9.15 11.83 13.37 10.25

HC (ppm) 5847 3562 4511 3325

O2 (%) 0.61 0.35 0.39 0.34

Air fuel ratio (AFR) 8.79 10.38 9.94 9.32

Lambda 0.6 0.71 0.68 0.65

Table 8 Gasoline gas emission

Gasoline reading

Type 1000 RPM 2000 RPM 3000 RPM 4000 RPM

CO2 (%) 7.10 13.50 11.70 10.42

CO (%) 13.48 16.12 11.38 8.34

HC (ppm) 4872 5497 4124 3369

O2 (%) 0.21 0.19 0.19 0.19

Air fuel ratio (AFR) 12.28 12.17 12.41 12.69

Lambda 0.81 0.83 0.85 0.87
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1000 and 2000 RPM are lower than gasoline’s emission. However, there is a
slightly difference in the amount of HC for both types of fuels at 3000 and
4000 RPM which is in the range of 3000–4000 ppm. On the other hand, the per-
centage of CO and CO2 for LPG’s are cleaner at 3000 and 4000 RPM compared to
gasoline emission due to rich tuning of the engine.

4 Conclusion

The experimental data shows that there is an increase in fuel consumption when
LPG is used as fuel compared to gasoline. It is because the energy density of the
LPG is lower than gasoline. The fuel consumption for LPG is 16% higher than the
gasoline fuel consumption. Besides, the acceleration performance of the car was
reduced when using LPG as fuel compared to gasoline. The car takes more than 5 s
to accelerate from 0 to 40 m/s when using LPG while only 4.25 s when using
gasoline. However, the emission produced by LPG is cleaner than gasoline and that
it is better for the environment.
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Design and Construction
of a Micro-hydro Turbine for Additional
Home Power to Use a Conventional
Water Pipeline

Tajul Adli bin Abdul Razak, Shahril Nizam bin Mohamed Soid,
Khairil Shahril bin Shafee, Mohd Riduan bin Ibrahim
and Aznizam bin Abdullah

Abstract This paper covers the design and fabrication of a micro-hydro turbine
that is using a conventional water pipeline to generate additional home power. The
process started with identifying the suitable design and then uses the standard
design as reference to develop the micro-hydro turbine. The project included
computational fluid dynamics (CFD) simulation test that was run using
ANSYS CFX. Data obtained from simulation test was used to verify the actual data
that obtain from confirmation test.

Keywords Computational fluid dynamics � ANSYS CFX � Micro-hydro turbine
Francis � Energy harvesting

1 Introduction

Since the beginning of civilisation, renewable and sustainable energy sources have
been important for humans. For centuries, this type of energy source has been used
in many ways such as biomass which has been used for heating, cooking, while for
power generation, hydropower and wind energy has been used for mechanical
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movement. Then, this mechanical movement generated by hydropower and wind
energy was used for electricity production. This project focuses more on the
hydropower technology and development since it is the second most sustainable
renewable energy after wind energy.

2 Problem Statement

A water storage tank will not only be used to save water, but it also has potential
energy because it requires gravitational force for the distribution of daily use at
home. Unfortunately, this energy is not fully utilized or ignored because the water
pressure for household daily use it is not up to the maximum level.

Using micro-hydropower technology as reference, the potential energy of the
water storage tank can be used to generate kinetic energy when water is falling into
the distribution pipe pushing the turbine blades. Then the kinetic energy or
hydropower from the turbine moves a dynamo that is connected to the turbine
where the kinetic energy is converted into electrical energy.

3 Significance of the Project

The significance of this project is related to the installation of a micro-hydropower
turbine within conventional water pipeline. This does not only offer alternative
renewable and sustainable energy sources but it also utilizes all unused energy.
Dependency on electricity from on-grid can be reduced and indirectly save money.
The results obtained provide a platform for further investigation into our study
which aimed at improving the efficiency of the micro-hydro turbine for commercial
use of the combination with other renewable and sustainable energy sources such as
wind energy and solar energy to create an independent off-grid hybrid power
system.

4 Objective of the Project

The objectives of this project are as follows:

i. Understand the stable turbines runner type, effects of water flow and buildings
height to the power output from a micro-hydro turbine.

ii. Design and construction of a prototype of a micro-hydro turbines that is able
to supply additional electricity for standard household usage.

iii. The output obtained from turbine should be ranged 3–12 V of direct current
(VDC).
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5 Project Scope and Limitation

This project focused on the design and fabrication of a prototype micro-hydro
turbine that is able to supply additional electricity for standard household usage by
studying and comparing the type of turbine runner, in terms of performance and
head. The design of the prototype is based on design consideration, facilities, cost
and performance of the turbine runner and will not cover the electrical or electronic
system for the micro-hydropower system. All parts for the electrical or electronic
system in this project are commercial products.

6 Literature Review

The history of micro-hydropower started mostly for milling grain with the wooden
waterwheel which are for some 2000 years, or waterwheels of various types that
had been in use in many parts of Europe and Asia.

6.1 Micro-hydro Turbine

To date there is still no internationally agreed definition of term the
micro-hydropower where other terms such as mini-, small- and pico- are also used
for range diminishing capacity down to a few hundred watts [1].

6.2 Forms of Energy

Micro-hydropower is ‘fuelled’ by water moving in the hydrological cycle or water
cycle (see Fig. 1) which is powered by solar energy. It happens when the converted
heat from the solar radiation is reaching the surface of earth and evaporates water
mostly at the sea. Some of the water vapour is brought over land areas where it later
condenses into clouds and rain. Then some of the water flows back towards the sea
because of precipitation on the land surface and this generates run-off, under the
influence of gravity. Since the water cycle is powered by solar energy, therefore it
makes micro-hydropower renewable and sustainable and will continues if the sun
continue to shine [2].

As this ‘water cycle’ concept is applied to conventional piping systems in
houses, the stored potential energy in the water storage tank in the house can be
harvested to fuel micro-hydropower. Ramage [1] in her book describes that water
(or anything else) held at height represents stored energy. To lift one kilogram
vertically trough one metre against the gravitational force of the earth, about 9.81 J
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of energy input are needed (p. 155). Therefore, if M kilograms are raised through
H metres, the stored potential energy in joules is given by;

Potential Energy ¼ MgH; ð1Þ

where g is represents the acceleration due to gravity, whose value is about
9.81 ms−2. M represents the water mass and H represents the height of water
storage tank as shown in Fig. 2.

The Law of Energy Conservation as the First Law of Thermodynamics stated
that “In any change from one form of energy to other forms, the total quantity of

Fig. 1 Natural water cycle

Fig. 2 Water with potential
energy
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energy remains constant”. Therefore, if energy is conserved, the potential energy
loss by a freely falling object must appear as a gain in its kinetic energy, so an
object that falls from rest (zero kinetic energy) through a height H will acquire
kinetic energy [3].

6.3 Effects of Water Flow and Head to the Power Output

Micro-hydro turbines convert water falling into the distribution pipe (water pres-
sure) into mechanical shaft power, which can be used to drive an electricity gen-
erator. The power available is proportional to the product of pressure head, volume
water flow rate and must consider energy losses since in any real system frictional
drag and turbulence will cause some energy loss to water [4]. The general formula
for any hydro system’s power output is;

P ¼ q� g� H � Q� g; ð2Þ

where P is the mechanical power produced at the turbine shaft (watts), η is the
hydraulic efficiency of the turbine, q is the density of water volume (kg⁄m3), g is the
acceleration due to gravity (ms−2), Q is the flow rate passing through the turbine
(m3/s) and H is the effective pressure head of water across the turbine (m).

6.4 Turbine Runner

These two types of turbines use different mechanics to rotate the runner.

a. Impulse Turbine Runner—An impulse turbine operates into atmospheric
pressure by using the kinetic energy of water jet to drive the runner and dis-
charged to atmospheric pressure [5].

b. Reaction Turbine Runner—The reaction turbine is fully immersed in water and
specifically enclosed in a pressure casing. The runner blades are designed to rotate
caused by the pressure difference across them which impose the lift force [6].

6.5 Design Consideration

These considerations are;

i. Flow rate measurement. The volume flow rate Q of a fluid for this project
taken from the water flow rate of a conventional water piping system.
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ii. Head of measurement. Head of measurement, H for this project taken from
the different height of the water storage tank to the height of installation
location of the micro-hydro turbine and this value will be constant.

iii. Diameter of inlet measurement. Diameter of inlet measurement for this
project taken from pipe diameter for distribution of conventional water piping
system in the house. This value will be constant.

iv. Turbine power. Power in watt generated in the turbine shaft calculated using
Eq (2).

v. Turbine speed. The turbine speed in RPM, to be determined using simulation
test.

vi. Type of turbine runner selection—should be based on the low head and low
flow rate since for this project, the current design of micro-hydro turbine will
be compressed to be a smaller design to be compatible with conventional
water piping system in the house.

vii. Fabrication facilities. The designed turbine runner should be able to be
fabricated using common facilities in a current facilities in workshop.

7 Methodology

Figure 3 shows the steps of the project in brief which consist of the design stage,
virtual simulation by virtual, fabrication of actual parts, assembly process and
experimental comparison with actual design and simulation.

Fig. 3 Project flowchart
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7.1 Designing Phase

In this process, the design of the micro-hydro turbine will be identified according to
the objective and design consideration. It also includes information gathering and
preparation for 3D modelling. After all data is collected, the 3D modelling process
started according to the gathered information. Solidworks was used for the 3D
modelling.

7.2 Simulation Test

After the 3D modelling process is done, a computational fluid dynamics
(CFD) simulation test was run using ANSYS CFX. The output of this test was the
required info to verify the confirmation test.

7.3 Fabrication of the Prototype

In this process, the G-code for generated tool path was generated to fabricate the
prototype using a 3D printing machine. The process requires the use of a 3D model
to tool path Slicer software which is the Cura and Stratasys Control Panel. Then the
prototype was fabricated using two different models of 3D printers; the Odyssey X2
Series that uses Polylactic acid (PLA) as material for fabrication and the
Stratasys FDM 200mc that uses Acrylonitrile butadiene styrene (ABS) as material
for fabrication. Then, the finished parts were assembled.

7.4 Confirmation Test

Confirmation test is a process to verify the final output of prototype product with
the theoretical data that was obtained from simulation test.

8 Results and Discussion

The design of the micro-hydro turbine also considered the characteristics from
conventional pipelines as the boundary conditions. The limited space in house hold
and low volume flow rate conventional water pipelines shows that the micro-hydro
turbine requires a low head and low flow rate. The micro-hydro turbine was
designed based on the standard design of the Francis turbine.

Design and Construction of a Micro-hydro Turbine … 95



In standard design, the turbine runner is connected to the generator via a shaft.
However, to reduce the space usage, the turbine runner and generator’s rotor are
combined. The inlet and outlet of the micro-hydro turbine are dimensioned
according to a standard conventional pipeline. Figure 4 shows the exploded view
and completed 3D model of the selected design.

8.1 Simulation Test

The relevant boundary conditions present during the measurements were repro-
duced in the simulations to ensure regularity of the comparison between computed
and measured data. Computing hydraulic characteristics, CFD simulations give a
detailed insight into the complex structure of the Francis turbine fluid flow, as
shown in the following Figs. 5 and 6. The data computed from the CFD simulations
were then sorted by percentage of valve opening as shown in Table 1.

8.2 Fabrication of the Prototype

The prototype was fabricated using two types of 3D printer machines with different
types of materials. The reason for this were the time constraint, manufacturing
feasibility and limited space of working area. The two types of material for

Fig. 4 Micro-hydro turbine assembly (on the right) and parts; (1) stator mount cover, (2) stator
mount, (3) turbine rotor, (4) top spiral-casing, (5) bottom spiral-casing, (6) ‘fixed’ guide vanes
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Fig. 5 Fluid flow streamlines

Fig. 6 Contours of static pressure on runner surfaces

Table 1 Analytical data from simulation test

Percentage of valve
opening (%)

Velocity,
v (m/s)

Angular speed, x
(rad/s)

Torque, s
(Nm)

Mechanical
power, P (W)

25 9.296E−01 4.893E+01 1.870E−02 0.914946568

50 1.719E+00 9.047E+01 2.057E−02 1.860862737

75 2.310E+00 1.216E+02 2.185E−02 2.657037379

100 3.577E+00 1.883E+02 2.197E−02 4.135751874
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fabrication are; Polylactic acid (PLA); in black and Acrylonitrile butadiene styrene
(ABS), in orange. Despite the different types of the used materials, the quality of the
fabricated parts was still the same in terms of tolerance and toughness.

Additional parts were required to complete the assembly of the micro-hydro
turbine. Figure 7 shows all parts that were required to assemble the micro-hydro
turbine including fabricated parts and commercial parts. The winding stator and
permanent magnet were taken from the brushless motor in a commercial mini water
pump.

Fig. 7 Parts that required to assembly the micro-hydro turbine

Fig. 8 Final product of
micro-hydro turbine
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Figure 8 shows the final product of the micro-hydro turbine that was connected
to UPVC PIPE 15 mm (SIRIM QAS CERT TO MS6828 PT-1:1999) and ready to
be connected to the conventional water pipeline.

8.3 Confirmation Test

The micro-hydro turbine was tested with the same setup as boundary conditions
present during the measurements and were reproduced in the simulations. The data
obtained during the test and compiled is shown in Table 2. The value of the power,
P (watts) from Tables 1 and 2 were combined and compared as shown in Fig. 9.

Table 2 Analytical data from confirmation test

Percentage of valve
opening (%)

Avg. voltage, V
(V)

Avg. currents,
I (A)

Electrical power, P
(W)

25 0.690 0.17 0.117

50 1.702 0.22 0.374

75 2.425 0.24 0.582

100 3.229 0.35 1.130

Fig. 9 Comparison of computed and measured turbine power output
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9 Conclusion

The results from the confirmation test in Fig. 9 show that the flow rate of the water
that enters through the turbine runner will affect the speed of the turbine runner.
This will directly affect the power output from a micro-hydro turbine since the
speed of the generator is proportional to the speed of the turbine. This is because the
generator is connected directly to the turbine runner.

The confirmation test result also has a significant difference with the theoretical
result. However, the same data trend shows that the correct turbines runner type has
been used. The significant difference may be caused by;

(1) fabrication defects,
(2) high surface roughness,
(3) Leaking that will reduce the flow rate, and
(4) Inconsistency of flow rate caused by the turbulence flow.

The prototype of the micro-hydro turbine is able to supply additional electricity
for household usage however it cannot achieve maximum output as required in the
objective. In conclusion, some of the objectives for this project were successful
achieved but some are partly achieved and required further improvement.
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Design and Fabrication
of a Magneto-rheological Fluid Based
Torque Sensor for Automotive
Application

Muhamad Husaini Abu Bakar and Amirul Qusyaini Alwi

Abstract A magneto-rheological (MR) based torque sensor is a device that
transmits the torque by the cutting force of the MR fluid. The magneto-rheological
fluids technology has been tested for many industrial applications, such as dampers,
actuators, etc. A MR fluid is an intelligent material whose rheological character-
istics change rapidly and can be easily controlled in the existence of an applied
magnetic field. It presents a viscous coupling controllable by torque, the coupling
consists of two types of discs, one is connected to a housing (fixed discs), and the
other is connected to an axis (rotating discs). The drive discs and the follower discs
are arranged in turn and are interleaved. The MR fluid is filled in the housing. The
magnetic fields freeze the fluid so that the shearing torque is generated between the
diving discs and the follower discs due to the shears between the slots in the discs
below the magnetic fields. The torque is controlled by electromagnets. To have a
large pair with small electrical power, the coil turns must be large, so that the
response is delayed due to the inductance of the coil. A comparison between the
magnetic flux and the intensity of the designs obtained from finite element analysis
allow to derive the best design for the prototype in order to proof the concept. The
turn of the winding coil and the current as a fixed value is 1500 turn and 1 A
current.
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1 Introduction

Magneto-rheological (MR) fluids are smart and controllable materials, even though
at first glance it does not look so impressive. They are a noncolloidal mixture of
ferromagnetic particles randomly dispersed in oil or water, plus some surfactants
useful to avoid the settling of the suspended particles. The overall aspect is like a
greasy quite heavy mud, since the MR fluids density is more than three times the
density of water.

The magneto-rheological fluid technology (MRF) is an old “newcomer” that
reaches the market at high speed. Several industries, including the automotive
industry, are full of possible MRF applications. Magneto-rheological fluid tech-
nology has been used successfully in several low and high volume applications.
A structure based on MRF could be the next generation in design for products
where power density, precision, and dynamic performance are the key features
(Fig. 1).

Also, for products in which it is necessary to control the movement of the fluid
by varying the viscosity, a structure based on MRF could be an improvement in
functionality and costs. Two aspects of this technology, the direct cut mode (used in
brakes and clutches) and the valve mode (used in dampers) have been thoroughly
studied, and several applications are already present in the market. Excellent fea-
tures such as fast response, a simple interface between the electrical power input
and mechanical output power, and precise control capability make the MRF tech-
nology attractive for many applications. The thermal range of working of these
materials without decay of their properties are 40–150 °C, depending mostly on
carrier properties [1, 2]. The rheological properties of controllable fluids depend on
the concentration and density of particles, particle size, shape distribution and
properties of the carrier fluid, additional additives, applied field, temperature, and
other factors. The interdependency of all these factors is very complicated [3].

Fig. 1 Working principle of MR Fluid a MR fluid with no magnetic field, where particles are
randomly dispersed; b MR fluid with an applied magnetic field with parallel chains
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The magneto-rheological response of fluids is the result of polarization in the
particles by applying an external magnetic field. At particle level, a dipole structure
is assumed. Depending of an applied magnetic field, the particles are evenly dis-
tributed [4]. The fluid has a consistency similar to ordinary mineral oil. Its behavior
is similar to a Newtonian fluid, with a linear dependency of the shear stress versus
the tangential velocity gradient.

2 Methodology

2.1 Magnetic Proprieties

The magnetic proprieties exhibit approximately linear behavior, as shown in Figs. 2
and 3, where there is a typical induction curve (B-H curve) of commercial MR
fluids. As can be seen, the MR fluids magnetic properties up to an applied field of
about 0.02/lo A/m, where lo is the permeability in a vacuum. In this region, the
differential permeability of the magneto-rheological fluids, that is the slope of B(H),
is varying between 5 and 9 times that of a vacuum, can be considered relatively
constant. Magnetic saturation can be observed out of the linear regime, which
becomes complete for fields of more than 0.4/A/m [5].

2.2 MR Fluid Properties

The magnetic properties of magneto-rheological fluids vary significantly consid-
ering the properties of most ferromagnetic materials properties. Ferromagnetic
induction can typically be linearized over a much broader range of the applied field,

Fig. 2 Magnetic properties
of the magnetorheological
fluid
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and the corresponding permeability is several orders of magnitude greater [7]. Little
or no hysteresis can be observed in the induction curves. This super-paramagnetic
behavior is a consequence of the magnetically soft properties of the iron used as
particulate material in these fluids and the mobility of this particulate phase [8].

The mechanical energy required to yield the formation of MR fluid increases
with the increase in magnetic field resulting in the yield shear stress to increase as
well. Typical values of the maximum achievable yield strength are given in
Table 1. It is observed that MR fluid behaves like Newtonian fluids when there is
no magnetic field applied. The MR fluids performances are limited by the magnetic
saturation of the particles. Iron particles have the highest magnetic saturation.

A conventional magneto-rheological fluid consists of 20–40 volume percent
by volume of relatively pure iron particles, 3–10 lm in diameter, suspended in a
carrier liquid such as mineral oil, synthetic oil, water or glycol. Varieties of
patented additives, similar to those found in commercial lubricants to discourage
gravitational adjustment and promote particle suspension, are commonly added to the
magneto-rheological fluid to improve lubricity, modify viscosity and inhibit wear [10].

Fig. 3 Predicted yield stress as a function of applied field [6]

Table 1 Magnetorheological fluid properties [9]

Property MR fluid

Yield stress s 50–100 kPa

Maximum magnetic field 150–250 kA/m

Viscosity η (at 25 °C under no magnetic field) 0.2–0.3 Pa s

Density 3–4 g/cm3
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2.3 Experimental Setup

In order to achieve the aim from this study, there have several stages need to be
consider. The stage starts with the analysis of MR fluid in the device. The analysis
is conducted by using a commercial software. Several option are possible to select
an appropriate software. In general, a magnetic finite element Method solution
produce may be broken into the following stages.

2.3.1 MR Fluid Mixing Procedure

The ingredients of 100 ml of two types of magnetorheological fluid are shown in
Table 2. Table 2 as weight measures of these ingredients. The table shows that the
quantity of iron powder is the same for the two types of magnetorheological fluids,
while the difference is only in the weight of the hydrocarbon oil. Thereby, the
percentage of the volume is different. The added grease slows the settling and
makes it easier to remix. This magneto-rheological fluid recipe results in a fluid
having about 20–32% iron by volume. This fluid will have a maximum yield
strength and magnetic properties that are somehow similar to the Rheonetic MRF
132-DL magneto-rheological fluid produced commercially by the LORD
Corporation (2005). MR 132 was used in this study.

Initially, the appropriate amount of oil, grease and iron powder were measured.
Next, the grease was added to the oil and was mixed thoroughly. Mixing is most
effectively accomplished with a rotary mixer. The mixture was allowed to sit for a
few hours (this allows the grease to dissolve in the oil) and then it was remixed for a
few minutes. Finally, the iron powder was added to the oil and grease mixture. It
started by adding about half of the iron powder. A stirring stick was used to get the
dry iron powder to mix with the liquid. Once the mixture appears to be relatively
uniform, and no dry iron powder is visible, the remainder of the iron powder was
added and was continued to stir with the stick until the mixture appears without
lumps. The final MR fluid was dark gray. The mixture was needed to be remixed or
occasionally shaken as the iron particles slowly settle leaving a layer of clear oil on
the top.

Table 2 Ingredient of
100 ml of 2 types of
magnetorheological fluid [11]

Ingredients MR 122 MR 132

Iron powder (g) 150 150

Hydrocarbon oil (g) 55 31

White lithium grease (g) 5 5

Percentage volume % 20–22 30–32
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2.3.2 Modeling of Yield Shear Stress of MR Fluid

Another important relationship regarding the magneto-rheological fluid behavior is
the yield stress as a function of the applied field strength. It is well recognized that
the yield stress developed in the fluid increases monotonically with growing
magnetic field strength. The yield stress remains to increase until the fluid reaches
the magnetic saturation [7] has predicted yield stress as a function of the applied
field strength should be predicted based on a theoretical model. The model is
general and works for any magneto-rheological fluid. The model relates the yield
stress to the magnetic field strength as:

s0 ¼ C � 271;700 � U1:5239 � tanh 6:33 � Hð Þ; ð1Þ

where U is the particle loading and H is the field strength in MA/m. The constant
C depends on the carrier fluid and is given in Table 3. Similarly, in this research,
the same model has been adopted.

The expression in Eq. (1) accurately represents the yield stress for each of these
fluids. The model proposed in this equation is a function of the magnetic field
strength and certain fluid properties. However, the model does not account for the
condition in which the fluid is being used. This model assumes that the yield stress
is developed, regardless of the operating conditions of the fluid. Based on the above
discussion the value of the C and U was set as 1 and 32% respectively.

2.3.3 The Finite Element Method (FEM) Software

Finite element magnetic method (FEMM) software is capable of reprocessing,
post-processing, and monitoring the processing stage of the sewer; yet, the first
phase can also be done by other companionable CAD software or even a text editor.
The FEMM software package is suitable for the coil design, some turns of the coils
wrapping around the core, the electric current values move during the coil, and
materials type of each component involved in the device. These parameters were
the keys to produce the best value for the magnetic field intensity H, which was
associated with the magnetic flux density B the concept mode of squeeze mode,
design parameters and conditions were envisaged by FEMM.

Table 3 The constant value
for three types of fluid

Constant C Carrier fluid

0.95 Silicone oil

1 Hydrocarbon oil

1.16 Water
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Fig. 4 a Finite element model of MRF based torque sensor; b magnetic flux density contour of
MRF based torque sensor
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3 Result and Discussion

In MRF torque sensor, the magnetic field is directly affected by the current. It is
essential to study the outcome of current shapes on the magnetic field distribution in
MRF based torque sensor to have a maximum magnetic field strength and the
behavior of the MR fluid (Fig. 4).

In this research, five different designs have been tested, and five analyzes have
been made. For the first analysis, we used a winding coil motor, 2pcs plain disc
(1pcs rotation disc and 1pcs fixed disc arranged alternately) and all materials are
non-magnetic meterails. For the second analysis, we used a round winding coil,
2pcs plain disc (1pcs rotation disc and 1pcs fixed disc arranged alternately) and all
materials are non-magnetic metals. For the third analysis, we used a round winding
coil, 2pcs drilled disc (1pcs rotation disc and 1pcs fixed disc arranged alternately),
and all materials are non-magnetic metals. On the fourth analysis, we used a round
winding coil, 5pcs drilled disc (2pcs rotation disc and 3pcs fixed disc arranged
alternately), and all materials are non-magnetic metals. Moreover, the last analysis
is fifth analysis; we used round winding coil, 5pcs drilled disc (2pcs rotation disc
and 3pcs fixed disc arranged alternately), and all materials are non-magnetic metals,
except the drive shaft that only uses pure iron, i.e., magnetic metal (Table 4).

A FEMM software was used to analyze the behavior of the fluid and to char-
acterize the fatigue behavior of the torque sensor structure with the presence of
various load amplitudes. In this analysis using FEMM, some settings have been set
between them, current is 1 A and turning coil (SWG 30) is 1500 turn.

Based on the magnitude of flux density graph, the maximum point is
7.73357 mT and the value obtained is from the fourth analysis. Moreover, the
fourth analysis shows the best performance compared to other analyses (Fig. 5).

Based on the normal flux density graph, the maximum point is 4.17396 mT, and
the maximum point for the tangential flux density graph is 7.52218 mT. The value
obtained is from the fourth analysis. Moreover, the fourth analysis shows the best
performance compared to other analyses (Fig. 6).

Based on the magnitude of field intensity graph, the maximum point is
0.51354 Amp/m, and the maximum point for the normal field intensity graph is

Table 4 Average result for
forth analysis

Fourth analyze

Magnitude field energy (Joules) 1.3964 � 10−6

Torque (Nm) 7.18467 � 10−2

Average B � n2 (tesla2) 2.97454 � 10−6

Average B � n (tesla) 3.68429 � 10−6

Normal flux density (webers) 6.6557 � 10−8

Force in x-direction (N) 9.75373 � 10−9

Force in y-direction (N) −9.75957 � 10−6

Average H � t (Amp/m) 0.306232
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0.25441 Amp/m. The value obtained is from the fourth analysis. Moreover, the
fourth analysis shows the best performance compared to other analyses (Fig. 7).

Based on the tangential field intensity graph, the maximum point is
0.55745 Amp/m and the value obtained is from the fourth analysis. Moreover, the
fourth analysis shows the best performance compared to other analyses (Fig. 8).

Several factors affect the magnetic flux density and intensity. Among them is
that the number of brake discs loaded into the system will directly affect the entire
surface area of the brake disc in the system. Due to the increase in the number of
disks, the overall surface area of the brake disc also increases exponentially. At the
same time, due to the increase in the number of disks, the fluid will produce a
vortex which will produce higher magnetic flux disruptions.

Fig. 5 a Magnetic flux density of MRF channel; b comparison of magnitude of flux density with
various
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The material selection for the various parts in the disc assembly is crucial,
especially regarding the magnetism tendency in it. In the comparison between the
usages of magnetic metal to nonmagnetic metal, it is found that the non-magnetic
metal is capable of generating better stopping power compared to the magnetic
metal. After having a look at the magnetic flux field, the magnetic metal is capable
of influencing the magnetic field generated by the electro-magnetivity, resulting in
the randomized distribution of magnetic flux and field, where a portion of the
magnetivity is guided to the magnetic parts. In the case of non-magnetic metal, the
electromagnetism is the focus in the shaft area, resulting in a highest possible
density of magnetic flux and field, where the highest stopping power can be
achieved when triggered.

Fig. 6 a Analysis result comparison of normal flux density; b comparison of tangential flux
density
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From the comparison of all results, the fourth analysis shows the best results
compared to the other. This is evidenced by the value of the flux density and
intensity generated from the simulation. The fourth analysis shows the highest value
and a stable graph. From the simulation, the best choice of design is the fourth
analysis to fabricate the prototype compared with other analyses.

Fig. 7 a Analysis result comparison of magnitude of filed intensity; b analysis result comparison
of normal field intensity
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4 Conclusion

A new magneto-rheological fluid in MRF torque sensor simulation has been con-
ducting. The software of magnetic FEMM (Finite Element Method Magnetics) was
used to analyze the magnetic distribution in the torque sensor structure and to
characterized the fatigue behavior in the torque sensor structure with the presence of
various load amplitudes. The software is used because it contains the contour
function. The steps of this project has been shown in the methodology. The result of
the simulation shows the difference of behavior in the MRF.

From the result, several conclusions can be drawn. The magnetic flow rate
increased in the MRF container where several factors influenced the amount of flux
density and intensity of magnetic. The magnetic metal is capable of influencing the
magnetic field generated by the electro-magnetivity, resulting in the randomized
distribution of magnetic flux and field, where a portion of the magnetivity is guided
to the magnetic parts.
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Development of a 2-Dof Parallel
Kinematics Machine for Macro
Scale Products

Nor Liyana Maskuri, Muhamad Husaini Abu Bakar
and Ahmad Razlee Ab Kadir

Abstract This paper presents a new computer numerical control (CNC). The
revolution of a parallel kinematics machine (PKM) is reducing many problems in
the manufacturing process from a theoretical and practical point of view. The
experimental setup was developed to optimize the kinematics design of a 2 Degree
of Freedom (2 DoF) planar parallel manipulator. The excellent workspace design
without link collision is presented in this paper. It was observed that increasing the
precision in the PKM modeling, reduces the drawback of the existing product. The
result is obtained from the various experiment which were plotted graphically and
discussed in this paper.

Keywords Computer numerical control (CNC) � Parallel kinematics machine
(PKM) � 2 degree of freedom (2 DoF)

1 Introduction

Nowadays, computer numerical control (CNC) machines are widely used in the
manufacturing industry. Many industries use CNC machines for production, but
they face difficulties in the machining process, i.e., complex shapes design, and
various sizes in production [1]. Parallel kinematics machines offer various potential
benefits for machine tools, but they also cause many disadvantages in the design
process and radical efforts for precise control and calibration [2]. Parallel kinematics
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offer, for example, higher stiffness and at the same time higher acceleration per-
formance than serial structures (serial manipulator) [3, 4]. Other features and
concepts are based on the structure selected, the configuration selected for the
central point of the device and the position with the interior of the workspace.

The problem arises when the limit workspace of the parallel kinematics machine
is decreased because of the link collision problem. A huge machine requires a large
space which is not suitable for the macro size fabrication and may cause some
waste. In this paper, the focus has been chosen to take the links as the main purpose
of the project to avoid the links collision with the wider reach in the workspace
section.

2 Literature Review

2.1 Computer Numerical Control

Computer numerical control is the machine tools automation that is operated by
precisely programmed commands encoded on a storage medium as a device to
control manually, wheels, levers or mechanically automated by cams alone.

2.2 Parallel Kinematics Machine

The parallel kinematics machine is a revolution of a machine tool which was firstly
shown at the 1994 in Chicago. There is a reliable and complex link among the type
of parameters and its performance. It is difficult to choose the geometrical
parameters in such a way as to optimize the performance. The configuration of
parallel kinematics is more complicated due to the high sensitivity to variations of
the design parameters [5]. This is the reason why the design process is an essential
key to the overall performance of a parallel kinematics machines. Figures 1 and 2
show the concept of parallel kinematic machine.

2.3 Benefits of Parallel Kinematics Machines

High dynamical performance is achieved due to the low moving masses. Due to the
closed kinematics, the movements of parallel kinematics machines are vibration
free for which the accuracy is improved [6]. This can recover the drawback of the
application of series manipulators. Furthermore, the modular concept allows the
cost-effective production of the mechanical parts.
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2.4 Design and Simulation Analysis

SOLIDWORKS Simulation provides core simulation tools to test the designs and to
make the decisions to improve quality. The full integration creates a short learning
curve and eliminates the redundant tasks required with traditional analysis tools.
Component materials, connections, and relationships defined during design devel-
opment are fully understood for simulation.

Fig. 1 Bipod parallel
kinematics mechanism

Fig. 2 Biglide parallel
kinematics mechanism
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2.4.1 Motion Analysis

This task includes to perform physics-based kinematic and dynamic analysis, using
existing SOLIDWORKS software together with motion features to calculate the
exact motion behavior. Furthermore, it allows to determine part and assembly
displacements, velocities, and accelerations. Also, SOLIDWORKS Motion Study
Analysis show the results as an animation or a graph. Selecting a point on the
design allows the creation of a trace path that can be used in subsequent design
processes.

3 Methodology

This part describes in detail the entire methodology on the two-degree-of-freedom
parallel kinematics machine for macro scale product. The computer aided design
(CAD) model of parallel kinematics machine is drawn in the SOLIDWORKS
software and optimizes the workspace, kinematics chain (leg), prismatic (P) rotating
(R), motion, and force transmission [7]. The model of parallel kinematics machine
file was transferred to the simulation SOLIDWORKS software to synthesize the
parallel kinematics machine model in detail by a simulation method. Then, based on
the simulation method by the SOLIDWORKS software can be characterized the
behavior of parallel kinematics machine. In this chapter describes the procedures to
investigate the performance of parallel kinematics machine.

For the experimental setup, the analysis has been divided into three sections
which are CAD model analysis, mathematical model analysis, and performance

Fig. 3 Parallel kinematics machine in SOLIDWORKS
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analysis. The analysis has been done three times for every section. For the CAD
model analysis and performance analysis, the point is gained from the
SOLIDWORKS measurement in Fig. 3, and the actual size parallel kinematics
prototype model in Fig. 4.

The mathematical model analysis has been done for the three types of the
equations. The equation are the inverse solution of the kinematics, the direct
kinematics of the manipulator and the singularity analysis. Figure 5 shows the
assumed kinematics point for mathematical model.

Inverse Solution of Kinematics

Fig. 4 Parallel kinematics
machine prototype

Fig. 5 Parallel kinematics
structural model
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Direct Kinematics of the Manipulator

Singularity Analysis

4 Result and Discussion

The mechanism of the parallel kinematics machine is composed of a moving
platform, effective slider, kinematics chain or links, and the center connector. Two
parallelogram chains were used to make the structure symmetric and to increase the
stiffness. The kinematics is analyzed to get an optimum kinematics design. The
analysis has been divided into three sections which are the CAD model analysis, the
mathematical model analysis, and the performance analysis. The analysis has been
done three times for every section. For the CAD model analysis, the point is gained
from the SOLIDWORKS measurement and the actual size parallel kinematics
prototype model. The percentage error graph is presented in Figs. 6, 7, 8 and 9. The
sliders motion is increased for every 15 mm for the single arm meanwhile another
arm is fixed, and the data are collected, and the average of the percentage error is
released. The experimental setup for this section to get data is fixing the left arm and
let the right arm to move 15 mm above and so on. Then, the points are taken for
three times and the percentage error is found. From the data of the percentage error,
the average point is gained.

Fig. 6 Graph of the x-axis at
right arm
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xt ¼ xsw � xac
xac

� 100

The graph in Fig. 6 shows that the result gained from the occurring percentage
error occurs. For the x-axis at point 1 to point 4, the percentage is maintained but
increases at point 5, the point is constant again and drops at point 10 but increases
again at point 11. Meanwhile, for the y-axis in Fig. 7, the graph is a decreased from
point 1 until point 3 but is constant in point 3 to point 4. Then, for the point 5 to
point 8 the graph is decreasing but instantly increases at point 11. The error may
cause the rotation by the bearing which is rough, and friction occurs.

The experimental setup for this section to get data is fixing the right arm and let
the left arm to move 15 mm above and so on. Then, the points are taken for three
times and the percentage error is found. From the data of the percentage error, the
average point is gained. The graph in Figs. 9 and 10 show that the result gained
from the percentage error occurs in point of the x-axis. For both of these graph, the
point is in the average rate and stable. However, the error still occurs due to the

Fig. 7 Graph of the y-axis at
right arm

Fig. 8 Graph of the x-axis at
left arm

Fig. 9 Graph of the y-axis at
left arm
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manufacturing error and enlargement of the actual size. The actual arm size is on
the larger size because of the material is wood, and the drawback of wood is that
may crack if the size is too thin.

The SOLIDWORKS motion analysis has been done, and these three graphs are
released. The first one is the angular velocity graph. The angular velocity of a
rotating body is defined as the rate of change of the angular displacement and is a
vector quantity for more precisely specifies the angular speed or rotational speed of
the links and the axis about which the object is rotating. In Fig. 10, the higher point
is decreased due to the movement of both links downward and the point increased
due to both links moving upwards.

The angular displacement of a body is the angle in radians is degrees and
revolutions through which a point or line has been rotated in a specified sense about

Fig. 10 Graph of the angular velocity

Fig. 11 Graph of angular displacement
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a specified axis. This situation can be described as an object rotates about its axis,
the motion cannot merely be analyzed as a particle since in circular signal it
undergoes a changing velocity and acceleration at any time (t). When dealing with
the variation of an object, it becomes simpler to consider the body itself as rigid. In
Fig. 11, the displacement motion is constantly stuck in the 0° position, and the line
is decreased and increased back due to the movement of link, which change the
motion position.

The angular acceleration is the amount of the conversion of angular velocity.
In SI units, it is measured in radians per second squared (rad/s2). The graph shown
in Fig. 12 is about the point at the line graph which starts high and drops sharply
and constant at the single point. This situation occurs due to the high acceleration
when the motion starts, and the line graph was dropped and maintained caused by
the angular acceleration is maintained to the single point. In the other hand, the third
experiment is the mathematical model. In this section, the data collected from the
actual fabrication size and the drawing size from the SOLIDWORKS to find the
error. The result is valid, and the error percentage is small. For the mathematical
model, the error between the actual size and the SOLIDWORKS size is only
2.364% for y1 and 0.839% for y2.

5 Conclusion

The focus of this project was to develop the parallel kinematics machine with
2-DOF for macro scale products. About the research objectives, this project was
successfully conducted where all objectives were achieved. The motivation is to

Fig. 12 Graph of angular acceleration
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avoid the link collision, maximize the use of workspace in the compact size
machine and performance evaluation of the parallel kinematic machine.

The analysis has been divided into three sections which are the mathematical
model analysis, CAD model analysis, and performance analysis. The analysis has
been done three times for every section. For the CAD model analysis, the point is
gained from the SOLIDWORKS measurement and the actual size of the parallel
kinematics prototype model.

The analysis done in SOLIDWORKS is to determine the maximum distance
point with the new concept of parallel kinematics machine. These values are then
used to calculate and differentiate with the prototype model data. With all of the
data from the simulation and CAD model design, the parallel kinematics machine
has been done as the most practical to use with the compact and simple device. The
purpose of carrying out the design of the parallel kinematics machine prototype is to
compare the data.

Moreover, the distance between two links is determined by optimum design, so
the link collision problem has been avoided. Parallel kinematics machine perfor-
mance has been evaluated by the comparison of CAD model and the actual fab-
rication. For the mathematical model, the error between actual size and
SOLIDWORKS design size is only 2.364% for y1 and 0.839% for y2.
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Development of a Capacitor Using
a Rubber Based Magneto Rheological
Elastomer

Muhamad Husaini Abu Bakar, Mohd Nor Hazwan Hadzir
and Muhamad Termizi Muhamad

Abstract A capacitor is a passive two-terminal electrical component that stores
electrical energy in an electric field. The most famous capacitor current in use the
market and industry is a ceramic capacitor. However, the dielectric material used in
the industry nowadays involve high cost of material handling due to the fact that the
dielectric material is hazardous. Thus, there is a need for exploring the potential of
the new material to replace the current dielectric material used in the industry
nowadays. In this study, a magnetorheological elastomer with different magnetic
particle concentrations from 30 to 70% and different curing processes is proposed as
a dielectric material. The MRE capacitor prototype was built by two non-magnetic
layers, between there is a layer of the magnetorheological elastomer (MRE) as the
dielectric. From the experimental result, the magnetic strength, magnetic particle
concentration and curing process of the MRE influence the value of the capacitance.
As a conclusion, the MRE material with high iron concentration and anisotropic type
can be used as a dielectric to be applied in capacitor development.

Keywords Magnetorheological elastomer (MRE) � MRE capacitor
Dielectric
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1 Introduction

A capacitor is a component which can store energy in the form of an electrical
charge producing a potential difference across its plates, slightly like a small
rechargeable battery [1]. A capacitor consists of two or more parallel conductive
plates which are not connected or touching each other. However, they are electri-
cally separated either by air or by some form of a suitable insulating material such
as waxed paper, mica, ceramic, plastic or some form of a liquid gel as used in
electrolytic capacitors [2]. The insulating layer between the plates of a capacitor is
commonly called the dielectric. Perhaps, the most famous dielectric material used in
capacitor development is ceramic. However, the limitation of ceramic dielectric is a
high cost of material handling due to hazardous risk. Besides that, a material with
naturally support the green environment and reduce any hazard to people, com-
munity, and the country is the need.

During the last few decades, magnetorheological elastomer (MRE) have
attracted a significant quantity of attention for their massive potential in engineering
application [3]. It is because they are a solid counterpart to MR fluids, i.e. a MRE
shows a unique field-dependent material property when visible to a magnetic field,
and they overcome significant problems played in magnetorheological fluids, such
as the deposition of iron particles, sealing problems and environmental pollution
[4]. MRE has an excessive potential for designing an intelligent device to be used in
several engineering fields such as vibration absorbers, base isolators, and the
capacitor dielectric [5]. There are two type of MRE, i.e. the isotropic and the
anisotropic (Fig. 1). The differential MRE type depend on the curing process in the
fabrication of MRE either as curing in the presence of a magnetic field or not [6].
The importance of understanding the properties of the MRE capacitor prototype is
to explore the potential of the new material for neither future capacitor or
supercapacitor.

Fig. 1 Example of the fabrication of both isotropic and anisotropic MRE
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Bica et al. [7], Balasoiu and Bica [8], Bica [9] and Bica et al. [10] used the MRE
as the dielectric in developing a flat capacitor. The MRE proved to be one suitable
part of the material used in the capacitor or supercapacitor. However, to make
dielectric material available to industry application, the main characteristic of the
material needs to be test and experiments needs to be performed to make sure the
new dielectric material can be used in the industrial application.

In this study, to find the optimal magnetic particle concentration and the best
type of MRE, a MRE layer with variable concentration from 30 to 70% and
different MRE types were compared.

2 Methodology

2.1 Magnetorheological Elastomer (MRE)
Portion Preparation

The material potion for the MRE fabrication needs to be calculated. The sample for
30% used as an example in conducting the portion calculation. To fabricate the MRE
material, the volume percentage of the magnetic particles was calculated according to:

V% ¼ qtot � qrubber
qiron � qrubber

ð1Þ

where qtot is the density of the whole material, qrubber is the density of the
matric = 1.1 gcm−3, and qiron is the density of iron particles = 7.9 gcm−3.

30% ¼ qtot � 1:1
7:9� 1:1

6:8ð Þ 0:3ð Þ ¼ qtot � 1:1

qtot ¼ 3:14 gcm�3

The value of the density of the whole material is used to find the mass of the
whole material by using density formula.

qtot ¼
mtot

Vtot

3:14 ¼ mtot

9:9

mtot ¼ 31:1 g

where mtot is the mass of the whole material and Vtot is the volume of the whole
material = 9.9 cm3. The value of the volume is obtained from the dimensions of the
MRE sandwich plate that will be produced. Next, the mass of the iron particle, miron

was calculated by using weight percentage formula.

Development of a Capacitor Using a Rubber … 127



wt:%iron ¼ miron

mtot
� 100

30% ¼ miron

31:086
� 100

miron ¼ 9:3 g

The mass of the elastomer, melastomer was determined according to:

mtot ¼ miron þmelastomer

31:1 ¼ 9:3þmelastomer

melastomer ¼ 21:8 g

Lastly, the ratio of matric (elastomer) that contained silicone rubber and silicone
oil was obtained.

melastomer ¼ mmatric

mmatric ¼ 21:8 g

silicone rubber : silicone oil

10 : 1

19:8 g : 1:9 g

The composition of magnetic particle, silicon iron, and silicon rubber for fab-
rication of the MRE layer prepared as given in Table 1. This portion was used for
both type of MRE, because the difference in each type was only gained in the
curing process.

2.2 MRE Speciments and MRE Capacitor Prototype
Preparation

Materials used for preparing the MRE are silicone oil, silicone rubber, magnetic
particle with a size of 10 µm, bowls, and a rectangular mould. The following steps
were conducted to prepare the MRE: Firstly, mixing the silicone oil and the silicone

Table 1 Composition of the MRE samples

Percentage of iron particles (%) Iron particles (g) Silicone rubber (g) Silicone oil (g)

30 9.3 19.8 2.0

40 15.1 20.6 2.1

50 22.3 20.3 2.0

60 30.8 18.6 1.9

70 40.6 15.8 1.6
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rubber in a bowl and proceed with a manual mixing during 10 min to obtain an
elastomer gel with good homogenization. A second bowl containing a portion of
the magnetic particles of a micrometric size to load the prepared elastomer. Then, a
quantity of this gel obtained by silicone and silicone rubber is mixed during 30 min
with the volume of magnetic particles until obtaining a homogeneous paw by this
process, an elastomer loaded with 30% of magnetic particles is elaborated.

A rectangular mould made by Perspex was used as a mould. The mixture is
loaded into the mould and stored for 24 h. Furthermore, for anisotropic behavior,
the mould is placed under the magnetic field for 24 h. Next, for isotropic behavior,
the mould is placed in the normal condition at room temperature. To have a healthy
structure for the experimentation, the obtained elastomer is preserved at low
temperature.

Figure 2 shows the prepared MRE specimens with a size of 20 mm � 20
mm � 0.5 mm as a core or dielectric, and two pieces of a copper plate with
dimension 20 mm � 20 mm � 1 mm prepared as a conductive plate.

3 Experimental Setup

Figure 3 shows the experimental setup for MRE capacitor tester. The experiment
was conducted by Digital multimeter (Keysight U1273A) to measure the value of
the capacitor. Cylindrical permanent magnets of type Neodymium (N42 type, with
dimension 30 mm � 5 mm) produce the magnetic field of 0.388T, which was used
to identify the effect of the magnetic field when the external magnetic field was
applied to the MRE capacitor. The housing to hold the MRE capacitor and per-
manent magnet was made of non-magnetic material (ABS) to avoid magnetic flow
to the housing.

In the area of the MRE, the capacitor testing has two terminals, a negative and a
positive to measure the value of capacitance. The testing started with compiling
the copper plate with 30% magnetic particle concentration MRE specimens.

Fig. 2 MRE capacitor
prototype
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The prototype of the MRE capacitor was inserted into the MRE capacitor slot. The
measurement started reading to identify the value of the MRE capacitor value
without an external magnetic field. The experiment was continued by the presented
external magnetic field to MRE capacitor. A permanents magnet was inserted into
the slot of permanents magnet and the reading the value of the capacitor was done
at a digital multimeter.

4 Result and Discussion

The testing was conducted for different iron concentration of the MRE capacitor,
range from 30 to 70%; the testing was continued by the presence of an external
magnetic field at every percentage of iron concentration. The measurement was

Fig. 3 Experimental setup, (1) Digital multimeter (Keysight U1273A), (2) area of MRE capacitor
(3) permanent magnet (Neodymium, N42, cylindrical), (4) MRE holder, (5) MRE capacitor
prototype
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done to collect and plot different graphs of the obtained data. Figure 4 shows the
graph of the capacitance of the anisotropic MRE capacitor prototype with and
without the absence of an external magnetic field for each iron particle concen-
tration. From this graph, the ‘x’ axis represents the percentage volume of iron
particle concentration in the MRE layer, the value in this axis is from 30 to 70%.
The ‘y’ axis is presenting the value of the capacitor (in µF) when an external
magnetic field was applied and without an external magnetic field. The data is
recorded with and without the absence of the external magnetic field (0.388T) of 30,
40, 50, 60 and 70% iron particle concentration. From Fig. 4, it shows that each of
the anisotropic MRE specimens with different iron particle concentration, the
capacitance increases linearly with the absence of the magnetic field. This situation
proves that each of this anisotropic MRE capacitor is charging when the magnetic
field crosses the MRE dielectric layer. The maximum capacitance achieved is
6.139nF for the anisotropic MRE capacitor with 70% iron particle concentration in
the presence of a magnetic field (0.388T) resulting in 1500.98% capacitance gain
from 0.409nF without magnetic field.

Figure 6 shows the comparison of the capacitance between the anisotropic and
isotropic MRE capacitor prototype with and without the absence of the magnetic
field. The data from Figs. 4 and 5 are combined to visualise in a line graph the
behaviour of the MRE capacitor prototype with and without magnetic field
(0.388T) of 30, 40, 50, 60 and 70% iron particle concentration.

The MRE capacitor with an average capacitance gain above 700% in each of the
iron particle concentration due to the alignment of the magnetic particles during the
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curing process under magnetic field absence and strengthens the magnetisation
ability. Besides that, Fig. 6 concludes that 70% of magnetic particle concentration
of anisotropic MRE capacitor prototype result in the optimal performance compared
to the other specimens with 6.139nF with the absence of the magnetic field
(0.388T) from no external magnetic field (0.409nF) and gain of 1500.98% in
capacitance. The increase of the capacitance value in the MRE material is because
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Fig. 5 Capacitance of isotropic MRE capacitor prototype with and without the absence of
external magnetic field
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MRE can be considered as a magnetic material that has hysteresis behaviour. The
magnetic material may have more than one possible magnetic moment in a given
magnetic field, depending on how the field changed in the past.

5 Conclusion

This experiment has successfully achieved all the objectives by developing the
capacitor using rubber-based magnetorheological elastomer as a new intelligent
material. Based on the experimental results, the following conclusions can be done:

• A capacitor using rubber-based magnetorheological elastomer (MRE) as the
dielectric was successfully developed.

• Anisotropic and isotropic MRE capacitor prototype were created with iron
particle concentrations of 30, 40, 50, 60 and 70%. Both types of MRE capac-
itance increases with the absence of magnetic field.

• The maximum capacitance achieved in this case study is for the 70% iron
particle concentration of anisotropic MRE capacitor prototype and results in
6.139nF with the absence of magnetic field (0.388T) from no external magnetic
field (0.409nF) and a gain of 1500.98% in capacitance.

• A stronger magnetic field will increase the capacitance value of MRE capacitor
prototype. However, the increases of iron particle concentration also affect the
capacitance gain rely on the curing process.

• 70% iron particle concentration in the anisotropic type MRE capacitor prototype
is proposed as the optimal iron particle percentage for different capacitance
values.
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Effect of the Magnetic Field on Magnetic
Particles in Magnetorheological
Elastomer Layers

Mohd Nor Hazwan Hadzir, Muhamad Husaini Abu Bakar
and Ishak Abdul Azid

Abstract A Magnetorheological Elastomer (MRE) can be categorized as a smart
material as it can respond when it is subjected to a magnetic field against itself.
Shrinking and changing shape in MRE is due to the displacement of magnetic
particle in the MRE matrix. However, the lack of understanding of the magnetic
flow through magnetic particle in the elastomer matrix causes difficulties to improve
the best MRE matrix type and a magnetic circuit for use in MRE devices. In this
paper, a finite element magnetic method (FEMM) software has been used to
investigate and to study the effect of the magnetic flow when the angle of the
magnetic particle in the MRE changed. The analysis was conducted in
two-dimensional cross-section (axisymmetric type) with two magnetic particles in
the elastomer matrix and the magnetic core. The result shows by changing the angle
of the magnetic particle, the value of the magnetic flow and magnetic flux density
also change. As a conclusion, the magnetic particle arrangement in the elastomer
matrix plays a vital role in designing the MRE matrix layer and MRE device. By
understanding the magnetic flow through the magnetic particle, one can improve
the method in the preparation of MRE matrix and MRE magnetics circuit.
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1 Introduction

Any material that gives a response when an external energy is applied, is consider a
smart material. The various smart materials exist nowadays, which is, piezoelectric
material, that provides reactions when a voltage is applied, shape memory alloy
(SMA) with magnetic and thermal sensitivity that responses during applied mag-
netics or heat and magnetorheological (MR) material that responses during applied
magnetic field [1]. A Magnetorheological elastomer (MRE) is a viscoelastic
material and considered as a smart material due to repeatability and fast response
when a magnetic field is applied to it. There are various methods and types of
elements in the preparation of MRE. Different magnetic particles are used in the
development of MRE layers such as nickel, carbon, and carbonyl iron [2]. The most
popular materials that is selected nowadays for MRE is carbonyl iron [3]. The size
of the particles ranges from 5 to 100 µm. Furthermore, the matrix selection process
also has variety and difference matrix, for example, natural rubber, silicon rubber
and so on. In MRE, there are two different types of MRE, according to the used
curing method. The first type is isotropic, which is the particle in the matrix are
randomly arranged. The second type is anisotropic, which means that during the
curing process a magnetic field was applied to it. As a result, the particles in the
MRE will form a chain according to the applied magnetic field over it [4].

Due to its changing and controllable properties, it has high potential to be used in
various applications in the industry such as a vibration isolator, base isolator,
sensing device, and capacitor and so on. It was suggested in Ref. [5] to use MRE to
develop a tunable vibration absorber (TVA). MRE and MRF were suggested in [6]
for designing vibration insulators. MRE with multi-layer insulation was suggested
in [7] for suppression of building vibration under seismic event. A tunable
absorption system based on magnetorheological elastomer and Halbach array for
energy absorption and mitigation of vibratory motions from an impact excitation
was designed in [8]. Furthermore, MRE was used in [9] as a dielectric in an electric
capacitor and a MRE capacitor was designed as a hybrid MRE with graphene Nano
particles. However, to optimize the device performance, there is a need for
understanding the behavior of MRE under the influence of an magnetic field, for
preparing the MRE layer.

To understanding the behavior and magnetic distribution of the MRE layer,
many researchers involved the computational investigation of the MRE behavior
during the action of the magnetic field. A computer simulation and analysis of the
shape effect in the experimental characteristic magnetorheological elastomer by
using a multiscale simulation of typical experimental scenario in a two-dimensional
setting was conducted in [10]. The magnetic flux distribution in the laminated MRE
isolator with various iron particles filling by using a FEMM analysis software was
investigated in [11]. From the literature, many researchers investigated the magnetic
distribution in the system of the MRE devise, However, understanding the effect of
the magnetic field on the iron particle in the MRE layers is of great importance due
to the main working in MRE layer is iron particle displacement. The effect of
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magnetic field on the damping ratio was studied in [2] by investigating the
amplification region of the transmissibility curve, viscoelastic dynamic damping
natural by the force-displacement hysteresis graph and the effect of the magnetic
field to the ion particle in the MRE layer at the various distances. The investigation
shows that the distance and percentage of the magnetic particle influence of the
performance of the MRE layer on the energy loss between the particles and also
influence the stiffness when the iron particle filling is increased.

In this study, the geometry was prepared to investigate the effect of the magnetic
field to a magnetic particle with various angles of the particle. The magnetic flux
density and the rate of change of the magnetic density between two magnetic
particles is also discussed. The geometry of the ion particle in the MRE layer with
the magnetic core was prepared in a two-dimensional cross-section (axisymmetric
type). The iron particle was made by various angles of the a particle with an
increase of 15° from 0° to 90° with a constant current and distance of 0.5 A and
2 µm.

2 Methodology

2.1 Finite Element Method Magnetic Analysis

The effect of the magnetic flow to carbonyl iron particle is great importance in the
magnetorheological elastomer layer design. Therefore, in this work, the finite ele-
ment method magnetic (FEMM) software package was used to analyse the distri-
bution of the magnetic flux in the MRE layer. FEMM is an open source software
that validated to the simple and accurate result. In the FEMM, the Maxwell
equation was used to solve the magnetic problem in the system. The equation for
this problem solved by:

r� 1
leff ðBÞ

r � a

 !n

¼ �jxraþ Ĵsrc� rrV ð1Þ

where Ĵsrc is the phasor transform of the applied current sources, leff is the effective
magnetic permeability, V is the electric scalar potential, r the medium of con-
ductivity, x the fixed frequency, q is the change in density and a is the complex
amplitude of the phasor transformation. [12].

In this investigation, the model of the magnetic particle in MRE is divided into
three sections, the magnetic core, the magnetic particles and the elastomer. The first
section corresponds to the top and bottom of the magnetic core. The magnetic core
section consists of wire copper AWG 12 with 100 turns. The second section
referred to the magnetic particle and magnetic particle region, where magnetic
particles with a diameter of 6 µm and the gap between the particle of 2 µm was set
up. The third section referred to the elastomer matrix (natural silicon rubber).
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Details of each part are shown in Fig. 1a. In the FEMM software, the type of
materials used for each part in this study can be found in the library of the software.
In the first section, the type of copper coil (AWG 12), with 100 turns for magnetic
core and the electric current supplied to the coils were then assigned. The second
section, the magnetic particle was assumed as pure iron and the third section, an
elastomer material is assigned to the non-magnetic material. After applying the
boundary conditions and adding all material properties, the two-dimensional
geometry of the magnetic particle in MRE layer is ultimately meshed with a fine
triangular mesh at the critical region of the magnetic particle and the coarse tri-
angular mesh at the outside region as shown in Fig. 1b. Various angles of the
magnetic particle from 0° to 90° were decided to identify the effect of the magnetic
flow in MRE layer.

3 Result and Discussion

The simulation of an iron particle in the MRE layer was finally archived. Figure 2
shows the observed area of the iron particle and the magnetic field distribution in
the polymer matrix. Figure 2, show that the magnetic flux passes through the
carbonyl iron and elastomer. Let’s us look on region “A” in Fig. 2a referred; the
magnetic flux flows smoothly to complete a circle of the magnetic flux region.
These phenomena happen because in the elastomer matrix on that area there is no
magnetic particle that deflects or attracts the magnetic flux flow. From the contour
and magnetic flux on the whole of Fig. 2a, we can see that the magnetic flux
densities on the magnetic particle area are higher because the magnetic flux was
focusing to flow through both particles with the same magnetic flux and flow by
their axis.

Region “A” and ‘B” in Fig. 2b show the magnetic flow in the elastomer matrix;
magnetic flux density on the region “A” is higher than in region “B”. The magnetic
flux on region “A” shows a deflection of the magnetic flux by the presence of the
magnetic particle; the magnetic particle was attracting the magnetic flux through it.
Because of that, the contour of the magnetic density on that area is higher.

Fig. 1 Magnetorheological 2D Geometry (a) and meshing (b)
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Furthermore, another reason is the iron particle neared with the magnetic core. The
Magnetic flux on region “B” shows that the magnetic flux flow was smoothly to
complete the circle of the magnetic field, because no magnetic particle crosses the
magnetic flux.

By changing the angle of the magnetic particle, the magnetic flux density shows
a different value. This statement can prove in Fig. 2a, b. The density of the mag-
netic flux changes because of the deflection of the magnetic flux in the magnetic
field by the presence of a magnetic particle. Region “C” clearly shows the differ-
ence of the contour color at the area of observation. The Contour colour is pre-
senting the density of the magnetic flux. Figure 2a shows that the magnetic density
is higher with a value of 2.7 T for the magnetic flux density. This is because the
magnetic flux was through the both of particle in the same magnetic field direction,
deflection of magnetic field direction will lose the density of magnetic flux.
Figure 2b shows that the magnetic density on observed area 90° is less than the
angle of a particle in Fig. 2a with 0°. The magnetic flux shows that the magnetic
flux flows through the particle with different magnetic flux, in the region C, no
magnetic flux was through it. The figure also shows that the magnetic flux flows
through each of the particle because the magnetic flux flows by their flux line.

Figure 3 shows the graph of a different angle of the magnetic particle and the
difference of the magnetic flux density as observed in the area has shown in Fig. 1.
The y-axis is the value of magnetic flux density in Tesla (T). The x-axis is repre-
senting the distance between two magnetic particles, legend show the color that
represent the magntic flux density for every angle variable. The graph shows that,
the angle on 0° are in concave shape and become convex when the angle of the
particle changed until 90°. From the graph, one can observed that the magnetic flux
density value between particle decreases when the angle of particle increases. The
decrease in the magnetic flux density is because of the deflection of the magnetic
flux, through the magnetic particle. From an angle of 0°, a high magnetic density
was gained because the magnetic flux flowed through the both of magnetic parti-
cles, the magnetic flux flown without deflection, i.e. if there is no deflection of the
magnetic flux, there is no loss.

Fig. 2 Carbonyl iron particle in angle a 0° and b 90°
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The magnetic flux density started to decrease when the magnetic particle was
increased to 15° this is because the magnetic flux deflected from the existing flux.
The angle of 60° and 90° show the difference of the curves, from concave change to
a convex curve, the 60° and the 90° angle is the stage where the magnetic flux line
breaks of still connected from the magnetic particle. The angle of 75° shows that the
line of the graph is linear, the magnetic flux line in the stage is the end of broken
linkage magnetic flux from particle a and b.

Figure 4 shows the rate of change of the magnetic flux density from 0° to 90°.
The x-axis represents the magnetic particles angle, whereas the y-axis is the value
of the magnetic flux density. This graph is relevant for the understanding of the rate
of change in the magnetic flux density. This investigation is for identifying whether
with every 15° angle, the magnetic flux density changes in a certain pattern or
randomly. From the observations in Fig. 4, the rate of change of magnetic flux
density in this study shown that, the paten of changing is not linear, the magnetic
flux density was drop at angle 75° to 90°. The changing of the value between the
angle of 0° to 15° is the lowest with the value of 0.08 T. The changing is because of
the magnetic flux density slightly deflects from the origin. The largest is for tran-
sition from 60° to 75° with value 0.8 T.

Figure 5a, b show the contour and magnetic flux differences occurring for the
angle of 60° and 75°. One can observe that the rate of change for 60 and 75 is
experiencing a higher change than others. The region “A” in Fig. 4b is referred to;
the contour indicates that the magnetic flow is passing through the area between the
two particles and still produces a high magnetic flux density which produces a polar
magnetic flux density in the concave state as shown in Fig. 3. This is the case
because the magnetic flux distances through both particles have a close distance
even though the magnetic flux between the two particles is not shared.

Fig. 3 Magnetic flux density
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Figure 4c shows, the magnetic flux passing through magnetic particles to discuss
the pattern at 70° in Fig. 3. The pattern produced at angle 70° is as if such as a
straight line, and at this angle, we can see, it is the middle of the change of polar the
magnetic flux density of 60° and 90°. This situation occurs because at this angle
began to break off the magnetic flux line on particles A and B. When there is no
magnetic flux correlation between the particles as shown in Fig. 4b, c, the magnetic
density prevailing at the observation area will decrease.

To answer the question of large rate of change at angle 60 and 70, we can
compare region A to both Figs. 4b, c. A significant change occurred in the magnetic
flux passing through particle “A”, an observation made, the magnetic flux through
particle “A” 60° is more than through particle “A” at 75°. Furthermore, at the angle
of 70°, no magnetic flux linkage connected between particles A and B. The strength
of the magnetic flux density occurs when the magnetic flux flows straight to its axis
without any magnetic field deflection and magnetic flux sharing between particle A
and B becomes a critical factor increasing the magnetic flux density.

Fig. 4 Rate of change of magnetic flux density

Fig. 5 Carbonyl iron angle 60° (a), 75° (b)
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4 Conclusion

In this study, a two-dimensional geometry in a FEMM software was created to
investigate the effect of the magnetic field flow in a Magnetorheological elastomer.
The simulation consists of two particle magnetic particles that declare as pure iron
and around of the magnetic particle is an elastomer polymer matrix. The objective
of these studies is to study the effect of the magnetic flow in the MRE layer through
the magnetic particle inside MRE layer. The result showed the different response if
we change the angle of the magnetic particle. From these studies, we can conclude
that the magnetic particles are a significant element in the working principle of the
MRE. An elastomer matrix with no magnetic particles does not give any deflection
of the magnetic flux, if there is no magnetic flux deflection, then the shrinkage of
the matrix elastomer does not occur. With the presence of magnetic particles in the
elastomer matrix, the magnetic flux generated from the magnetic core will decel-
erate and go towards the magnetic particles, by attracting magnetic flux to a
magnetic particle which causes the elastomer matrix to shrink when the magnetic
field is applied to it and is known as a magnetorheological elastomer. Angles for the
arrangement of magnetic particles have been varied to study whether the change of
angle on the magnetic particle arrangement affects the magnetic field changes in the
MRE layer. From the observation and discussion, it was found that by the changing
of magnetic particles angle also affects the magnetic flux density changes in the
MRE Layer. With the changing of magnetic particle angle, we can see that the rate
of change for each different angle. From the observation, the rate of the change of
magnetic flux density changes in a random state because the magnetic flux affects
the density of magnetic density. For the overall conclusion, we have understood
that the arrangement of an iron particle in the MRE plays the vital issue to design
the MRE matrix. Proper selection of the correct MRE type, either isotropic or
anisotropic will increase the efficiency of the MRE layer in any application that uses
MRE layer.
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Effects of the Coconut Pulp Fiber
on the Mechanical Properties and Water
Absorption of Reinforced Ethylene
Propylene Diene Monomer

Mohamad Sabri Mohamad Sidik, Mohamad Taufiq
and Nurulhuda Amri

Abstract This study investigated the effect of Coconut Pulp (CP) fiber on the
mechanical properties of Ethylene Propylene Diene Monomer (EPDM). CP filled
EPDM composites were prepared by using a mixer and hot press. There are four
types of the composition of CP, 10, 20, 30 and 40%. In this study, the tensile
strength, modulus of elasticity, elongation at break and water absorption of the
composites were evaluated. The tensile strength and elastic modulus decreased
while elongation at break increased with the increasing of CP fiber. A lab micro-
scope used to study the morphology of CP in EPDM. Four different types of water
used in the water absorption test: Sea, swamp, well and pipe water.

Keywords Coconut pulp fiber � EPDM � Mechanical properties
Water absorption

1 Introduction

Ethylene propylene diene monomer (EPDM) is one of the thermoplastics com-
monly used in the automotive industry. Several applications of EPDM in the
automotive industry are known, such as dashboard wrap material; cushion wrap and
some vehicles use it as roof cover [1]. EPDM properties such a resistance to stress,
low density, high tensile strength, chemically inert, heat resistance and recyclable
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that make it an eco-friendly material [2]. However, the usage of degradable poly-
mers is expensive. Thus, the usage of natural filler can reduce the cost of the entire
composites. In addition, the natural filler can also act as a strengthening agent for
polymer composites.

Many researchers have found that petrochemical-based fillers such as carbon
black are suitable as filler material, utilizing the natural fiber as a substitute in
composite materials. The coconut pulp (CP) fiber as shown in Fig. 1 is one of the
highly potential substitute for synthetic filler and petrochemical filler. The low cost
of coconut pulp is one of the major factors for this filler selection. The humidity on
coconut pulp becomes the major problem for the natural fiber composites. It reduces
the adhesion properties of the fiber. In order to counter this problem, surface
treatment conducted to improve the surface roughness and it promotes the bonding
between matrix and filler.

The natural fibers are environment-friendly as compared to the steel and syn-
thetic fibers. Natural fibers are low cost, and the coconut fibers are abundantly
available in tropical regions [1, 2]. In this study, the discrete (or chopped) fiber type
is use for the composite. The disadvantage for this type of fiber is that the strength
lower than aligned fibers, however, the material used is isotropic and cheaper [3].
Figure 2 shows the illustration of a random fiber arrangement.

Thermoplastic elastomers (TPE) are elastomers as shown in Fig. 3 and can be
processed like a thermoplastic. It does not require a complex system of chemicals
for crosslinking as do normal rubbers and they can be recycled. The properties of
TPE can be improved by the addition of different fibers. The composite mixed by
using a hot mixing machine as shown in Fig. 4. High temperature and pressure
ensured the CP mixed evenly in the elastomer [4]. A dumbbell-shaped specimen
according to ASTM D638 has been molded using the hot press machine. Figure 5
shows the hot press machine and the mould.

Fig. 1 Coconut pulp
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2 Methodology

Materials
The CP contains oil and humidity. The CP was washed and dried in an oven for

about 12 h at 55 °C before being mixed. The loading ratio (wt%) for the filler is 10,
20, 30 and 40%. The elastomer or EPDM was pre-heated with 160 °C for 6 min.
The CP fibers were added and heated for another 5 min. Dumbbell shape specimen
was produced by using a mould and hot press machine. The temperature setup was
160 °C and pressed with 1000 N force.

Fig. 2 Illustration of random
fiber arrangement

Fig. 3 Elastomer

Fig. 4 Hot mixing process
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Tensile Test
The tensile test is conducted according to ASTM (D638) and dumbbell shape

(Type IV) specimen is needed for the test. The test was conducted in a standard
laboratory atmosphere of 23 ± 2 °C and 50 ± 5% relative humidity. The tensile
testing machine cross-head speed is 10 mm/minute.

2.1 Water Absorption

In this experiment, the ability of composite to absorb the humidity was studied. The
specimen was submerged in four types of water such as the sea, swamp, well and
pipe water. The duration was one week. The change of the specimen at the surface
was observed.

Morphology
The morphology was studied by using a laboratory microscope at the Universiti

Kuala Lumpur Malaysian Spanish Institute.

3 Results and Discussion

Figure 6 shows the tensile strength results as a function of the filler content in
different filler loading. From the results, it is obvious that the tensile strength (r)
and modulus elasticity (E) were decreased when the filler loading (wt%) increased.
The elongation (%) increased when the filler loading (wt%) increased. The stress
was distributed to the filler and as a result the tensile stress decreased when the filler
content increased.

The modulus elasticity also decreased due to the changes in elastomer properties
from elastic to plastic [5] as shown in Fig. 7. This is because the CP is harder than

Fig. 5 a Hot press machine b Moulding
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the EPDM. The elongation at break increased when the filler loading (wt%)
increased as shown in Fig. 8. When subjected to a high load, the higher modulus of
the composite will contribute to the higher stress value. When the stress on the
composite logically high, it will cause the rate of elongation decreased [5, 6].

Water absorption results are shown in Figs. 9, 10 and 11. When the filler loading
(wt%) increased, the water absorption (%) increased. It proved that the fiber absorbs

Fig. 6 Tensile strength

Fig. 7 Modulus of elasticity

Fig. 8 Elongation and load

Fig. 9 Effect of Sulphur acid
in swamp water changes
colour from brown to white
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Fig. 10 Water absorption for a period of one day

Fig. 11 Water absorption for a period of one week

Fig. 12 Morphology results at different filler loading a 10 wt% b 20 wt% c 30 wt% d 40 wt%
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the water or hydrophilic. The density of seawater is the lowest compared with
another three types of water used in the water absorption testing. The sulfur acid
that exists in swamp water has affected the surface of the composite. Morphology
results in Fig. 12 show the distributions of fiber in every filler loading (wt%) were
different. This is due to the amount of fiber or filler used in each mixture.

4 Conclusion

The study proved that with the addition of filler, the value of tensile strength,
modulus of elasticity, elongation and water absorption of the composite have
changed. As what has been discussed, with the addition of a filler, the tensile
strength was decreased due to the stress which is distributed on the fiber weak point.
Thus, a filler loading of 10 wt% has the highest strength to withstand induced stress.
Moreover, the elasticity modulus decreases when filler loading increases. Apart
from that, the elongation percentage of EPDM/ CP composite is increase when filler
loading increased. This is due to the reduction of stress in the composite and it
allows the composite to stretch longer.
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Flow Analysis Inside Coated Porous
Media

Ahmad Kamal Ismail, Mohd. Zulkifly Abdullah,
Abdul Rashid Jamaludin, Mohammed Zubair
and Nor Haslina Ibrahim

Abstract A numerical study has been done to investigate the flow inside porous
media (PM). Foam type PM used in the study have been classified into different
porosity. The different porosity was due to the fabrication technique which involved
the dip coating process. Coating technique is known as a method to increase the
performance of PM when used as a medium of combustion. In this study, CFD
analysis had been performed with 2D models to observe the flow across the PM.
The result shows that the CFD model has the ability to predict the pressure drop
caused by different porosities on selected coating materials.
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1 Introduction

Porous media have been widely used in many applications. Among them, porous
media are used as a medium of combustion to improve the combustion process
which led to better emission and fuel efficiency [1, 2]. Many types of porous
materials are available to be used as a medium for combustion. The materials can be
generally classified into metallic and non-metallic types. Ceramic porous medium is
among the non-metallic type of a porous material used in combustion. It has a very
high thermal resistance with good thermal shock resistance. Porous alumina (Al2O3)
is a type of porous ceramic being recently studied. Porous ceramics are made from
materials such as kaolin [3], porcelain [4, 5], alumina [6], mullite [7], silicon carbide
(SiC) [8], and zirconia-based ceramics [9]. Pickenacker [10] has identified alumina,
silicon carbide (SiC), and zirconium dioxide (ZrO2) to be used as media for com-
bustion processes. The porous medium can be obtained in the form of pebbles or
spheres with specific size or diameter arranged into a packed bed with relative
porosities. It can be produced into a foam type by using the replication technique.

The effect of porosity to the flow inside porous media has been studied in some
recent works [11–13]. It shows significant relation between the porosity and the
pressure loss at different velocities. In this work, the relation between these
parameter has been investigated by using different types of porous media with
different coatings. A 2D model has been developed to visualize the flow inside the
testing conduit.

2 Methodology

Alumina porous ceramics, Al2O3 has been prepared and tested in a previous work
to investigate the pressure loss from the flow resistance created by different
porosities. The study of pressure loss inside the alumina porous foam continued
with the CFD analysis presented in this paper. The experimental setup used in the
experiment consisted of PVC pipes with simple coupling at the middle of the pipe
where the PM was located. The pipes with PM at the test section has been drawn in
a 2D model for simple analysis. The flowchart in Fig. 1 below describes the step by
step method to produce the Al2O3 porous foam followed by the dip coating process.

The flow through porous media can be calculated by using the equations given
below. The PM porosity e, can be defined as;

e ¼ Vv

Vo
ð2:1Þ

1� e ¼ Vs

Vo
ð2:2Þ
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qx � qo 1� eð Þ ! ð2:3Þ

e ¼ 1� qx
qo

ð2:4Þ

dc ¼ 4 � volume available for flow
total wetted surface

¼ 4 � 1� eð Þ
e � sv ð2:5Þ

dp ¼ 6
sv
: ð2:6Þ

dp ¼ 1:5 � 1� eð Þ
e

� dc ð2:7Þ

Fig. 1 The production of Al2O3 porous foam and coating methods
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Darcy-and Forchheimer flow
The one dimensional empirical model for laminar flow through a porous media

was introduced by Darcy [14]:

�rp� ¼ l
a
u� ð2:8Þ

The laminar flow through a porous media was then introduced in Forchheimer
equation [15]:

�rp� ¼ l
a
u� þ bqu�2 ð2:9Þ

a ¼ d2p
150

� e3

1� eð Þ2 ð2:10Þ

b ¼ 1:75
dp

� 1� eð Þ
e3

: ð2:11Þ

The Eq. 2.10 and Eq. 2.11 are substituted in Eq. 2.9 to have Ergun equation [16,
17] as given below.

�rp� ¼
150l 1� eÞ2u�

�
d2pe

3 þ 1:75
1� eð Þ
e3

qu�2

dp
ð2:12Þ

The values of e, dc and dp in Ergun equation are given in Eq. 2.4, Eq. 2.5 and
Eq. 2.7 respectively.

3 2D Model Analysis

A two-dimensional steady state model was used using the viscous k-e model with
standard wall functions and no slip boundary conditions. The porosity of the PM
and coating material properties for SiC, Nickel and Chromium have been set during
the numerical analysis.

The standard k- e model
For the standard k-e model, the turbulent kinetic energy k and its dissipation rate

are related by:

Vt ¼ Clk2

e
: ð3:1Þ
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The transport equations for k and e are given by;

@

@xi
quikð Þ ¼ @

@xi
lþ li

rk

� �
@k
@xi

� �
þGk � qeþ Sk ð3:2Þ

@

@xi
quieð Þ ¼ @

@xi
lþ li

re

� �
@e
@xi

� �
þC1

e
k
Gk � C2q

e2

k
þ Se ð3:3Þ

In these equations Gk is the generation of turbulence kinetic energy due to mean
velocity gradients; C1;C2 and Cl are constants; rk and re are the Prandtl numbers
for k and e, respectively; Sk and Se are source terms and can be used during
combustion analysis.

4 Results and Discussion

In Fig. 2, the image of uncoated alumina template has been captured using SEM.
This coated alumina was produced by using the method shown in Fig. 1. The pores
and skeleton can be clearly observed with some of the pores has been blocked by the
coating particles. This has decreased the porosity and provided higher resistance to
the flow. The velocity contour inside the tube can be observed in Fig. 3. Obviously,
the PM has created resistance to the flow at the middle of the pipe. It can be seen that
the velocity has slowed down at the centre and started to propagated when passing
the PM. A very high velocity can be found at the inlet while at the outlet, the velocity
also increased as the result of constriction created by the pipe reducer.

Figure 4 explains in more details the velocity vectors inside the pipe. There was
some backflow at the inlet due to the high speed of air pumped into the pipe and

Fig. 2 SEM micrographs of
coated alumina
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sudden enlargement in diameter. The flow of air at the wall was a bit lower than at
the middle of the pipe. This can be related to the flow friction produced at the
internal pipe wall.

The pressure losses were also measured by using the CFD model with the results
shown in Fig. 5 below. Again it can be clearly observed that there was a pressure
difference before and after the PM. The highest pressure was located almost at the
centre of the pipe and slowly reduced after passing the PM. The values of pressure
calculated by CFD at two different points both located before and after the PM
being subtracted to get the pressure drop and compared for different types of coated
PM as given in Table 1.

In Table 1, all the results produced by CFD analysis were compared with the
experimental results obtained from the earlier work. The difference was only about
2% for SiC and Ni coated PM when compared with experimental data at low

Fig. 3 Velocity profile in the pipe (m/s)

Fig. 4 Velocity vector in the pipe (m/s)
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velocity. While at the highest velocity, the different was about 16%. For CrO coated
PM, the difference was 20% at low velocity and 40% at the highest velocity. The
model was unable to predict the pressure drop for uncoated PM due to very high
percentages of difference (>50%).

5 Conclusion

In this work the effect of coated ceramics to the flow inside porous media was
carried out. It was found that coating PM has reduced the porosity as compared to
uncoated PM. Therefore, the pressure drop increased by using coated PM. The
pressure drop for SiC and Ni coated alumina were the highest followed by Ni
coated alumina and the uncoated alumina. In general, porous ceramic is more
suitable to be used with compressed air to reduce the effect of pressure drop on the
self aspirated burner to avoid flashback when used as a medium of combustion.
Further analysis must be carried out on the design of PM foam to reduce the
pressure losses due to different coatings and porosities. From CFD analysis, the
prediction on pressure drop suits on the results for SiC and Nickel coated but have a

Fig. 5 Pressure losses inside the tube with PM in Pascal (Pa)

Table 1 Comparison between experimental results with CFD

m/s Porosity

0.71 0.64 0.65 0.68

Pressure difference in Pascal (Pa)

Uncoated CFD SiC CFD Ni CFD CrO CFD

5.26 8 12.4 13 13.22 14 13.22 11 13.21

9.21 21 41.2 35 41.15 36 41.2 30 41.2

13.16 41 84.5 71 84.31 71 84.30 60 84.31
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large deviation with the results produced for Chromium coated and uncoated alu-
mina. Therefore, extra work must be done in CFD in order to find the best pre-
diction with very less differences.
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Francis Turbine Analysis Between
Computational Fluid Dynamics
(CFD) and Experimental Methods

Muhammad Naim bin Md. Kamal, Khairul Shahril bin Shaffee,
Mohamad Sabri bin Mohamad Sidik, Ahmad Razlee Ab. Kadir
and Johan Ihsan bin Mahmood

Abstract Hydroelectric power has become the most promising source in the power
sector to sustain the growth of any nation. In any hydroelectric power plant, the
hydraulic turbine plays a vital role which affects the overall performance of the
plant and if utilized at suboptimal level, may lead to the loss of useful head. So, it
becomes vital to predict the behavior of the hydro-turbine under actual working
conditions. Francis turbines are the most well-known water turbines being used
today. The Francis turbines works in water depths from 10 to 650 m (33–2133 ft)
and are fundamentally utilized for electric power generation. This research consists
of a simulation process and experimental research in order to compare both of the
results. The geometry is modelled using the CATIA software and transferred into
Ansys for the analysis. All the main parts that are included in the Francis turbine
educational kit at the Universiti Kuala Lumpur Malaysian Spanish Institute such as
the spiral casing, the runner blade, guide vane and the draft tube is constructed in
the 3D model. The highest accuracy for the Francis turbine occurs at 1300 RPM
and the highest inaccuracy percentage is within 30% and the lowest inaccuracy
percentage is within 2%.

Keywords Francis turbine � CFD � CATIA � Ansys

M. N. bin Md. Kamal � K. S. bin Shaffee (&) � M. S. bin Mohamad Sidik
A. R. Ab. Kadir � J. I. bin Mahmood
Malaysian Spanish Institute, Universiti Kuala Lumpur, Kulim Hi-Tech Park,
09000 Kulim, Kedah, Malaysia
e-mail: khairuls@unikl.edu.my

M. S. bin Mohamad Sidik
e-mail: msabri@unikl.edu.my

A. R. Ab. Kadir
e-mail: ahmadrazlee@unikl.edu.my

J. I. bin Mahmood
e-mail: johanihsan@unikl.edu.my

© Springer Nature Switzerland AG 2020
A. Ismail et al. (eds.), Advanced Engineering for Processes and Technologies,
Advanced Structured Materials 102, https://doi.org/10.1007/978-3-030-05621-6_14

161

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05621-6_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05621-6_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05621-6_14&amp;domain=pdf
mailto:khairuls@unikl.edu.my
mailto:msabri@unikl.edu.my
mailto:ahmadrazlee@unikl.edu.my
mailto:johanihsan@unikl.edu.my
https://doi.org/10.1007/978-3-030-05621-6_14


1 Introduction

Energy plays an important role in providing a steady growth of a country as well for
the economy growth as the increase of citizen is also resulting in a higher power
demand. As in Malaysia, the requirement of hydroelectric dam as power generators
is increasing because of the suitable geographical terrain in Malaysia. The demand
will continue to increase as the population of Malaysia continues to increase. The
data of hydroelectric dam capacity in Malaysia from 2004 shows that hydro power
generation consists 11.0% in the Peninsular Malaysia [1].

The Francis turbine educational kit simulates the condition of a real Francis
turbine that is used in power generation in a real life condition. It is able to give
almost the real experience in the understanding how the Francis turbine operates.
By running the experiment, data from the Francis turbine educational kit and with
some theoretical calculations from the data, the efficiency of the turbine can be
obtained. The aim of this study is to compare efficiency data result from the con-
ducted experiments using the Francis turbine educational kit and from running
simulations using the Ansys computational fluid dynamics (CFD) code and to
validate the data that were obtained in a real life condition and simulations
condition.

Even though it is possible to predict turbine characteristics by model tests in the
laboratory, time and budget limitations, prototype restrictions promoted the use of
CFD tools for the turbine optimization. Developing technology enhanced the
computational power and led to an improvement in the turbine design. An accurate
prediction of the flow inside the hydraulic turbine is nowadays possible by the use
of state-of-the-art CFD tools [2]. The latest CFD tools are the outcome of several
researches handled during the last four decades. Validation of the lately developed
tools proves that the accuracy of CFD tools are very high. This made the power of
CFD tools undeniable in the design process [3].

One of the most desirable types of water turbine that is in use in power pro-
duction is the Francis turbine. The Francis turbine is a type of water turbine that was
developed by James B. Francis in Lowell, Massachusetts [4]. It is an inward-flow
reaction turbine that combines the radial and axial flow concepts. Figure 1 shows
the design of a Francis water turbine and the main components in the Francis
turbine.

Francis turbines are the most well-known water turbines being used today. The
Francis turbine works in water depths from 10 to 650 m (33 to 2133 ft) and is
fundamentally utilized for electric power generation. The turbine controlled gen-
erator force yield large runs from 10 to 750 MW, however small hydro establish-
ments may be lower. Penstock (input pipe) widths are between 1 and 10 m (3 and
33 ft). The speed rate of the turbine is from 83 to 1000 rpm [5]. The entryways
around the outside of the turbine’s pivoting runner conform the water stream rate
through the turbine for diverse water stream rates and force generation rates. Francis
turbines are just about constantly mounted with the pole vertical to keep water far
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from the connected generator and to allow installation and maintenance access to
the turbine.

The Francis turbine is a kind of response turbine, a class of turbine in which the
working liquid goes to the turbine under huge pressure and the energy is transferred
to the turbine blade from the working liquid. A part of the energy is transferred
from the fluid because of the pressure change in the blade of the turbine, quantified
by the outflow of degree of reaction, while the remaining quantity of the energy is
concentrated by the volute casing of the turbine. At the exit, the water follows up on
spinning cup-shape runner features, leaving at low speed and low swirl with very
little kinetic and potential energy left. The turbine’s draft tube is molded to help
decelerate the water stream and regain the pressure.

The centrifugal pump data were observed at a monitor that has been provided
from the manufacturer of the Francis turbine educational kit. The following formula
shows a theoretical calculation how the data is displayed on the monitor.

Output Power Wð Þ ¼ qghQ ¼ PQ ð1Þ

Input Power Wð Þ ¼ Torque Nmð Þ � Average speed rad/sð Þ ð2Þ

Average speed rad/sð Þ ¼ Average speed rpmð Þ � 2p=60 ð3Þ

Efficiency ¼ Output Power=Input Power ð4Þ

Fig. 1 a Francis turbine; b Francis turbine main component
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Turbine Equation

Load Nð Þ ¼ F1 � F2 ð5Þ

Average speed rad/sð Þ ¼ Average speed rpmð Þ � 2p=60 ð6Þ

Torque Nmð Þ ¼ Load � radius of the wheel 0:026 mð Þ ð7Þ

Input Power Wð Þ ¼ qghQ ¼ PQ ð8Þ

Output Power Wð Þ ¼ Torque Nmð Þ � Average speed rad/sð Þ ð9Þ

Efficiency ¼ Output Power=Input Power ð10Þ

Note:

Pressure, P = Reading from pressure gauge (must convert from bar to Pa)
Flow rate, Q = Must change from LPM to m3/s

CFD has emerged out as a powerful tool for predicting the performance of
mechanical bodies subjected to dynamic flow conditions [6]. There are ample of
evidences where analysts at various levels have taken the advantage of this tool to
solve so many problems related to performance analysis. There is a lot of research
that has been conducted in simulation analysis of the Francis Turbine using the
CFD method such as the research done by ČARIJA where the research was con-
ducted for a dam that is located near Rječina by constructing a 3D model for a
simulation in Ansys CFD to find the efficiency data for optimization of the dam.
The result that was obtain from the research is that the inaccuracy of computed
results for all analyzed characteristic values was within ±2% over the whole
analyzed operating range, increasing in accuracy towards the turbine optimal effi-
ciency point to less than 0.5% inaccuracy [7]. As for a research that was conducted
by Akin was to research a methodology for conducting an analysis using CFD for a

Table 1 Data of boundary condition for simulation

Boundary Condition Value in experiment Value in Ansys

Inlet The inlet for Francis
turbine

Define the inlet location in
Ansys

outlet The outlet for the Francis
turbine

Define the outlet location in
Ansys

wall The runner blade of the
Francis turbine

Define the runner location in
Ansys

Flow rate 125.6 (Lpm) 5 (m/s)

Material water water

Guide vane opening 25% opening 25% opening

Average speed (rpm) of the
runner blade

2300–700 Same with experiment data but
unit is in rad/s
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Francis turbine where the result for the developing design methodology was applied
for the turbine design of an actual hydropower project. The overall results of each
Francis-type turbine components designed with the help of CFD are presented in
Table 1. According to the final CFD results, an overall turbine efficiency of 92.3%
is reached. As the performance values of the design satisfy the requirements of the
Yuvacik H.E.P.P project, the structural verification of the design is accomplished
and the manufacturing process was started [5].

2 Methodology

This research consists of a simulation part and an experimental research in order to
compare both of the result. Figure 2 shows the flowchart for planning the research
from the start until the end of this research.

2.1 Geometry Modelling/Boundary Condition

2.1.1 Geometry Modelling

In order for the simulation to be successful, a geometry modelling is required with a
scale that is the same as the Francis turbine educational kit. The geometry is
modelled using the designing software CATIA before the model can be transferred
into Ansys for further simulation. All the main parts that are included in the Francis
turbine educational kit such as the spiral casing, the runner blade, guide vane and
the draft tube is constructed in the 3D model so that the model can be transferred
into Ansys software to perform the simulation. Figure 1 shows the 3D design, and
then transferred model from CATIA into Abaqus designing software to do some

Fig. 2 Flowchart of research process
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Booleans operations to so that the final design can act as containment of the water
for the simulations in Ansys to be successful. Ansys CFD can only read a fully
closed system to be run. Figure 3 shows the final 3D design of the Francis turbine
educational kit and the main parts that has been constructed into 3D model.

Fig. 3 a Complete assembly of Francis turbine in CATIA; b Final design of 3D model
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2.1.2 Boundary Condition

The final design is transferred into the Ansys software to run the simulation using
Fluid Flow (Fluent). In Ansys the parametric data that need to be defined such as
the inlet, outlet, and wall for the blade so that the data after the simulations can be
interpreted. The boundary conditions for the simulation to be run will be set the
same as the experimental setup of the Francis turbine educational kit, i.e. input
values such as the flow rate, average speed (rotation per minute), guide vane
opening, and material for the simulation to run which is water. Table 1 shows the
parametric data and the boundary conditions that were used during the simulations
in the Ansys CFD software.

2.2 Experimental Study

The experiments were executed based on the procedure that was stated in the lab
manual of the Fluid lab. The procedure of this experiment and Fig. 4 of the Francis
turbine educational kit is shown below.

2.2.1 Procedure

The apparatus was set up with the Francis turbine on the bench top and the com-
puter as stated in the apparatus setup. The control valve opened and slowly closed
the bypass valve. The adjustable handle guide vane was adjusted from the Francis

Fig. 4 Francis turbine educational kit
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turbine to be half opened. The water was directed by the guide vane wall and
caused the turbine to rotate. Then, the frequency was switched to 50 Hz by turning
the turning knob of the frequency motor. The system was allowed to run for about
3 min to let the flow rate reading become stable. The last procedure was to repeat
the same step but different types of guide vane opening in order to determine which
type of opening will give the highest efficiency value. The data from the experiment
was captured by the software in the computer. The procedure on how to use the
software in the computer is shown below.

Turn on the computer for the first step and next is to start the program by double
click the software icon. Next is to select the Francis turbine experiment icon. Click
on the start button icon that is located at the bottom left of the program window.
After finishing the experiment click on save file to save the file in the desired
location. Lastly ensure that readings are available to run the experiment.

3 Results and Discussion

3.1 Simulations Result

There are several results that have been obtained during the simulations process
which is depending on the guide vane opening. These results are selected based on
which guide vane opening caused the highest efficiency in this case the guide vane
opening is 25%. The results that obtain during the simulations process are shown in
the Table 2.

Based on the result there are some consistencies from the data that has been
obtained and the Fig. 5 shows the data of the average speed (rpm) versus the
efficiency (%).

Table 2 Data of simulation

Average
speed (rpm)

Average
speed (rad/s)

Torque
(Nm)

Output power
(W)

Input
power
(W)

Efficiency
(%)

1498 156.87 0.11617676 18.22467078 102.8389 0.17721573

1397 146.29 0.11702528 17.12003755 100.7401 0.16994263

1301 136.24 0.1172991 15.98087647 96.5426 0.16553186

1207 126.40 0.11834923 14.95895738 94.4439 0.15838987

1107 115.92 0.11864739 13.75417127 94.4439 0.14563324

1000 104.72 0.11882454 12.44327673 90.2464 0.13788114

901 94.35 0.1190762 11.23513708 88.1476 0.12745823

807 84.51 0.1194553 10.09502912 86.0489 0.11731735

706 73.93 0.11943101 8.829791001 81.8514 0.10787587
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From Fig. 5, the data of simulation is directly proportional between the effi-
ciency and the average speed (rpm). As the average speed (rpm) was increasing so
was the efficiency.

3.2 Experiment Results

There are several results that were been obtained during the experimental process
which is depending on the guide vane opening. These results are selected based on
which guide vane opening caused the highest efficiency in this case the guide vane
opening is 25%. The result that obtained during the experimental process is shown
in Table 3.

Fig. 5 Rpm versus efficiency (simulation)

Table 3 Data of experiment

Average speed
(rpm)

Average speed
(rad/s)

Torque
(Nm)

Output
power (W)

Input
power (W)

Efficiency

1498 156.8702 0.0936 14.6831 102.8389 0.1428

1397 146.2935 0.1061 15.5188 100.7401 0.154

1301 136.2404 0.1154 15.7276 96.5426 0.1629

1207 126.3967 0.1284 16.2344 94.4439 0.1719

1107 115.9248 0.136 15.7635 94.4439 0.1669

1000 104.7198 0.1526 15.9823 90.2464 0.1771

901 94.3525 0.1659 15.6512 88.1476 0.1776

807 84.5088 0.1755 14.8313 86.0489 0.1724

706 73.9321 0.1908 14.1092 81.8514 0.1724
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Based on the results there are some consistencies from the data that has been
obtained and Fig. 6 shows the data of the average speed (rpm) versus the efficiency
(%).

The graph 2 shows a decrease in the result between the average speed (rpm) and
efficiency. As the average speed (rpm) is increasing the efficiency will decrease.

3.3 Comparison Between Experiment and Simulation Data

The data that has been obtained from the simulation and experiment has been
compared and analyzed to find the relationship between those two data. The graph
below shows the combined data of experiment and simulation into one graph.
Figure 7 shows the average speed (rpm) data versus the efficiency data.

Fig. 6 Rpm versus efficiency (experiment)

Fig. 7 Rpm versus efficiency for experiment and simulation
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The compared data are supposedly to be similar or exactly with each other. Even
both of data sets are not accurate, the data that was obtained from simulations and
experiment are still in the accepted range. There are some errors that can be jus-
tified. One of the errors that can be justified during running the experiment is that
the reading of the average speed (rpm) is not stable. This is because the reading
needs some time to be stable due to the belting that is controlling the rotational
speed did not have enough friction to slow down the rotating runner blade accu-
rately that is causing the average speed (rpm) to increase back after it has been set.
It required a lot of sensitive adjustment to tighten the pulley. Others errors that can
be justified is the lack of computational power. Because of these factors the sim-
ulation cannot run at the most optimum meshing size as the refinement of the
mashing increases the simulation time required to complete will also increase
depending on the computational power.

From the references, errors that happen to other researcher are the reason for the
slight difference of the computed data is due to the discretization of the domain and
solution of the differential equation in the computational method and the rigidity of
the computational numerical analysis than the theoretical hand calculation [8].

4 Conclusion

The experimental approach of evaluating the performance of the Francis turbine is
costly as well as time consuming. Conversely, the CFD approach is faster and a
large amount of results can be produced at virtually no added cost. The CFD
approach for the prediction of the efficiency of Francis turbine was developed with
accomplishment of analysis of the Francis turbine performance. CFD analysis
shows the distribution of various parameters like the pressure, velocity at various
points along the blade profile by using boundary conditions of pressure and mass
flow rate at inlet and outlet. It can be concluded that the CFD approach assists in
reduction in cost of model testing and saving in time which leads to cost-effective
analysis and may enhance the viability of hydropower development.

Acknowledgements The authors would like to thank the Universiti Kuala Lumpur Malaysian
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Refining 5S Awareness Through
an Interactive Game Board

Jumázulhisham Abdul Shukor, Rahim Jamian
and Mohd Nizam Ab Rahman

Abstract The practice of 5S is a world-class business improvement approach. It is
widely used to increase organization performance to achieve market competitive-
ness. However, successful implementation of 5S is heavily depending on 5S
training programs as well as other several factors. In this context, teaching and
learning or training process of 5S using conventional methods, either through
seminars or lectures, may reduce the tendency of some individuals to think cre-
atively and critically and subsequently affect the success of the 5S implementation.
This study proposes an alternative novel method of 5S teaching and learning
through an interactive game board (IGB). The use of IBG could encourage players
to think creatively based on real experience of 5S implementations. The purpose of
this study is to measure the effectiveness of the teaching and learning process. In
this study, the construct of IGB which comprises of planning, implementation,
auditing, and improvement activities has been built based on the concept of
problem-based learning (PBL). A survey instrument is employed for quantitative
data collection. Questionnaires are distributed to randomly selected university
students and trainees as players or participants. The result shows that players who
have undergone the teaching and learning process of 5S through IGB become more
focused, creative, and reveal an improved understanding of the 5S practice.

Keywords 5S � Interactive game board � Problem-based learning
Teaching and learning
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1 Introduction

5S is a technique used to establish and maintain a quality environment in an
organization effectively [1]. It was initially introduced by Takashi Osada in Japan in
the 1990s [2]. This method was then being implemented as lean approach to
minimize waste in manufacturing industry worldwide [3]. It is one of the best tools
for enhancing implementation of a total quality management (TQM) [1]. The 5S
practice could initiate an environment for work standardization and better working
conditions by improving quality, focusing on waste elimination, providing safety
for workers, keeping the workplace clean, maintaining the standards, ensuring that
everyone follows them, and making it as a culture in an organization [2].

The philosophy of 5S is not just to be implemented in the industrial sectors, but
it can also be practiced in any workplace environment including homes and schools.
In this context, the implementation of 5S normally begins with teaching and
learning processes [3]. Currently, most of teaching and learning processes of 5S are
being carried out by using conventional methods, such as through several lectures,
seminars and trainings. Empirical evidence shows that the use of the current
methods may be difficult to push the limit of creative thinking and ideas of some
training participants [4]. As a result, a full benefit of 5S could not be gained.

However, there are numerous ways to conduct the 5S training effectively. For
examples, it can be successfully done by using information technology
(IT) platform and software [4]. This study proposes an alternative way of 5S
teaching and learning by using an interactive game board (IGB). The main
objective is to boost up the effectiveness of 5S teaching and learning method. In this
study, the concept of problem-based learning (PBL) has been adopted to create an
active environment of teaching and learning process [5].

This paper outlines the proposed improvement method of 5S teaching and
learning through IGB. An overview is also provided about the importance of 5S
training and the use of IGB for the 5S teaching and learning method. Then, this
paper presents the methodology of the study and highlights the results as well as
conclusion of the study.

2 The Importance of 5S Training

Training is the key to success in 5S implementation [1]. The employees or students
should receive adequate knowledge in the scope of their work to help the organi-
zation to achieve the objectives [6]. The emphasis on training that includes 5S
philosophy and techniques to each employee is indispensable to obtain maximum
benefits of 5S in an organization [7]. Without adequate knowledge, the effective-
ness of 5S implementation is difficult to obtain [2]. Empirical evidence shows that
there is a significant relationship between trained personnel in 5S implementation
and organization performance in various sectors [8]. However, training courses and
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programs are often conducted in a conventional way, such as through a one-way
communication by means of seminars, lectures, and workshops [4]. Therefore, an
IGB is proposed in this study as part of enhancement activities for an effective way
of 5S training.

3 Use of IGB as Teaching and Learning Method of 5S

3.1 Development of IGB

The philosophy of 5S IGB is based on a real 5S implementation and could be
embedded in a set of game board. In this study, the game board consists of nine
main items or components as described in Table 1.

The IBG was designed and developed in a pentagon shape as shown in Fig. 1,
which represents all of the five elements in 5S (sort, set-in-order, shine, standardize,
sustain) and levels (initial stage of implementation, preparation and introduction,
pre-audit, post-audit, improvement, self-sustain) of 5S. All items need to be dis-
tributed and spread out on the board to start the game. Then, the players are
required to reorganize and rearrange each item. This activity emphasizes on sort,
set-in-order, shine and standardization of items by referring to the status cards
(question cards).

Meanwhile, there are three types of status cards (question) throughout all levels
of IGB. Each level of the IGB has 24 cards (a total of 120 cards for all levels) as
indicated in Table 2. The cards represent real 5S activities based on multiple choice
questions, problem statement and open-ended questions. Thus, this helps the
interaction among players, and subsequently promotes the concept of PBL. At this
level, Collaborative Learning, Cooperative Learning and higher thinking skills were
developed among players [9].

A closed-loop system has been used in this game where all players are given the
opportunity to give their opinion, suggestion, arguments to obtain one decision.
Meanwhile, an open-loop system is applied in the early stage including questions

Table 1 Main components
of IGB

No Item Quantity

1. Board base 1

2. Phases triangle (large triangle) 5

3. Starting triangle (small triangle) 5

4. Rectangular shape tiles 40

5. Status cards (question) 120

6. Starting players (piece) 5

7. Level piece 5

8. Dice 1

9. Status slots 5
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that are suitable for beginners or players who are in the early phase of gaining
knowledge. Normally, a straight forward statement is considered an open-loop
operation where players receive information, process understanding and then save
it.

Through this activity, a player must answer the question taken from the status
slot and the remaining players can argue or comment if the answer is incorrect. This
creates interactive communication among players based on the problem given [10]
and therefore a clear picture of 5S implementation could be seen. The game will be
completed until all players have achieved the highest level or reached the final
phase of sustain.

3.2 Concept of Learning for IGB

A series of questions for the IGB were formulated based on actual experience of 5S
practice. The questions covered all components and levels of 5S implementation.
Because of its ease of use, the authors believed that the game could suit with

Fig. 1 The 5S interactive game board (IGB) set

Table 2 Status cards (question) mapping

Type of question Level

Inital Pre Post Improve Sustain

Multiple choice 1 1 1 2 1

Open ended 18 20 20 18 19

Problem statement 5 3 3 4 4

TOTAL 24 24 24 24 24
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various range of players, including from kindergarten, secondary and primary
schools, college or universities, industries and firms.

Specifically, the difficulties level of the questions in the game were developed
based on learning domains. The use of Bloom’s Taxonomy in this game could
significantly improve the understanding of the learning domain of the participants
[3, 9]. In this study, three types of learning domains are stimulated towards the
implementation of PBL, namely the cognitive, affective and psychomotor domain.
It consists of low-order skills to higher-order skills [11, 12]. PBL is an educational
strategy that helps one build the reasoning and communication skills necessary for
success [4]. It educates players to actively contribute ideas and solutions to the
problem. This could also transform the learning environment from passive to active
[5].

3.3 Playing the Game

In one time, the game board could be played between two to five players in five
different faces of pentagon shape. At the beginning, all players shall hold their own
starting players (pieces) in different choices of color. Then, each piece must be
placed on the phase triangle (large triangle) which is located at the center of the
board. The piece is used to move to the next step or level in accordance to the
results of the dice that was thrown earlier.

In this context, each player should place eight tiles on the board. However, only
the red colored tile could be installed at any point of his/her place. The player needs
to throw a dice and move his/her home according to the value of the dice. Once the
home stays at the red colored slot, he/she must pick up a status card and answer the
question. The game will keep on going until he/she decides the next step/
movement, completes one cycle before shifting to the next level and finishes the
game. The overall steps or sequences of playing the game are illustrated in Fig. 2.

4 Methodology

A set of questionnaires has been distributed to participants. The samples consist of
trainees or students from local public and private universities. The survey questions
were divided into five main parts, namely participants profile and background,
general knowledge about 5S practice, previous understanding on 5S concept,
experience in IGB and continuous improvement [13]. A four-point Likert scale (not
good, moderate, good, outstanding) was used to rate the perspective of participants
on the use of IGB. Meanwhile, descriptive analysis has been conducted to analyze
and compare the data obtained from conventional and IGB methods.
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5 Results and Discussion

The feedbacks obtained from all respondents (n = 14) through questionnaire survey
clearly demonstrate that IBG is an effective technique to improve understanding and
enhance knowledge of the 5S practice among students in public and private uni-
versities. As depicted in Table 3, the background of respondents reveals that 50%
of them have undergone 5S training and they have basic knowledge about the 5S
practice. However, 71% of the trainees give responses that they were not fully
satisfied with their level of 5S knowledge after attending 5S training through
conventional methods including lectures, seminars and workshops.

Start

Throw the dice & take turn

Move the piece forward 
based on the dice results

Decision

Move the piece forward 
based on the dice results

Move forward till reached 
starting position to start a 

new level

Move forward till the 
starting position to start 

final level

End

Move the piece/skip turn 
based on card selection

Fig. 2 Flow of playing the
5S IGB

Table 3 Background of respondents experiences in 5S (n = 14)

Item Frequency Percentage (%)

Basic knowledge of 5S practice 7 50

Unsatisfactory in conventional method 10 71
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Meanwhile, Fig. 3 indicates the results of level of excitement between con-
ventional method and IGB based on a three hours training period. Within the first
hour of training, 79% of respondents stay focused on their 5S training by a con-
ventional method, while 14% of them do enjoying themselves through IBG.
However, the percentage of excitement reduced to 20% for a conventional method,
whereas the level of excitement of participants using IGB increased to 50% for the
next hour. The result apparently shows that the method of IBG for 5S training has
potential influence in the evolution of teaching and learning concept.

Finally, the benefits of IGB as 5S training tools from the perspective of the
payers based on survey questionnaires were presented. The overall result shows that
7% of the respondents perceived IGB as moderate, 86% as good and 7% of them
described it as an outstanding method towards successful implementation of 5S
practice as illustrated in Fig. 4. The benefits include increased motivation and
curiosity of training, quick response for problem solving, improved knowledge of
5S implementation and increased interaction among players.

0

20

40

60

80

100

1 2 3

%
 o

f e
xc

itm
en

t

T&L

5S IBG

Fig. 3 Level of excitement by means of time between conventional method and IGB
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Fig. 4 Rating of 5S IGB given by participants
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Specifically, they claimed that their knowledge is increased and able to teach
others. They are also able to deliver good response in problem solving among
players during the game. By playing the game, they have gained good and better
knowledge of the 5S implementation because 5S management and audit criteria
have been included in the game. In addition, the term “interactive” has been clearly
defined during the game by means of interaction among players in contributing
ideas, answers and explanation regarding the 5S implementation.

6 Conclusion

Systematic and effective training programs are crucial for the success of 5S
implementation. This study introduces the IGB as an alternative for conventional
methods to enhance the effectiveness of 5S training and learning. The proposed
method comprises of preparation and planning, implementation, auditing and
improvement activities based on the concept of PBL. In this context, a total of 14
students at local universities were randomly selected as sample for quantitative data
collection through survey. The overall result reveals that the use of IGB could
significantly improve student’s creativity, critical thinking and understanding of the
5S practice. Nevertheless, the sample size of the study should be increased in a
future study to generalize the findings as well as to improve the physical con-
struction of IGB for ease of use by different background of trainees.

Acknowledgements Special thanks to MPC Wilayah Utara auditor in providing comments and
outstanding recommendations towards the creative method of enhancement of teaching and
learning in 5S implementation.
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Kinetic Modelling of a Particle Grinding
Process in a Planetary Ball Mill Jar

Muhamad Husaini Abu Bakar, Ahmad-Fazireen Ahmad-Fauzi
and Nor Liyana Maskuri

Abstract This work is related to the kinetic modelling of mechanical milling.
Many attempts have been made to simulate the kinetics of the milling process
regarding ball velocity, friction force, and kinetic energy transferred during milling.
The goal of this project is to fabricate a planetary ball mill jar and to defined the
optimum parameter of planetary ball mill jar for milling processes by utilizing finite
element analysis. By improving the design of the cylindrical jar with adding poles
inside the jar, the graph shows that the kinetic energy becomes stable and is
maintained. This happens because of the ball mill always bounces inside the jar
reflection of the pole and the jar rotating on planetary gear while the jar design
without pole only bounces because of jar rotation on the planetary gear. From the
observation, the result, the cylindrical jar design without pole lost the kinetic energy
because it only depends on the torque of the rotation jar on the planetary gear of the
ball mill machine. The milling process takes 4 h, and the speed of the cylindrical
ball mill jar with the pole is 250 rpm. The other parameter that have been utilized in
this analysis is 100-g raw carbon, 4 pieces of steel balls with the diameter of
24 mm, and six-piece steel ball with the diameter of 19 mm. The particle has been
measured by utilizing a telescopic microscope. The size reduction of the powder
particles for a jar with pole and jar without pole is 69%.
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1 Introduction

Nano-powder materials have some possible way to engender weather by conven-
tional or modern machines with incipient technology. Nowadays, the applications
of nano-powder materials become more popular because of the current technology
needs micro-sized components such as the application of nano-powder materials for
lithium-ion batteries in the electric conveyance.

A planetary ball mill machine was developed to produce nano-powder material
by utilizing the mechanical milling technique. A planetary ball mill machine con-
sists of a planetary gear which is a sun gear, planet gear, and ring gear. The sun gear
additionally kens as sun disc, and the jars rotate on the planet gear antithesis
direction with the sun disc. However, the quality of the powder particle was the
issue when the powder material becomes not uniform in size and the time for
milling process was lengthy. By utilizing the kinetic modeling technique, the
mentioned issues can be solved.

Ball milling is a mechanical process that enables the purposeful execution of
physical and chemical transformations in powdered materials. The forces exerted on
the ball in the jars, the friction resulting from the interactions between the ball and
the jars, and the gravity drive the process. The ball inside the jars is considered as a
point mass represented by the movement of its center of gravity. During the milling
process carried out in the planetary mill, the impact velocity and the angle of impact
has a significant effect on the energy transferred to the powder particle to be milled
by the flying ball. Consequently, the movement and impact of the ball are important
factors, on the inspection of which thorough mathematical studies have been carried
out [1].

As an alternative to extensive experimental testing, deemed as expensive and
time-consuming to the point of being most often unfeasible, a dynamic mechanical
model of the planetary ball milling was adapted to fine tune milling parameters and
to establish correlations with the end-product. This model, based on a simple
contact scheme depending on a few easily assessable parameters, supplies quick
and accurate predictions of the system efficiency under different operating condi-
tions and is, in principle, valid for any material of interest.

The effect of jar and plate velocities was investigated, providing a detailed
picture of the kinematics and dynamics of the milling bodies, together with a
description of contact events, supporting an outright understanding of ball motion
regimes. An assessment of the kinetic energy available, both along normal and
tangential directions, was obtained and results were validated against experimental
data [2].
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2 Methodology

2.1 Jar Design

The cylindrical jar shape shown in Fig. 1 consists of a round shape of the jar. When
the jar is rotated the ball inside the jar will rotate around the jar. However, the ball
will change the direction when the balls meet the maximum angle of the inside of
the jar because of jar rotation and the sun disc rotation. The balls change the
direction to the opposite wall of the jar [1].

The cylindrical jar with pole shape shown in Fig. 2 consists round shape of the
jar and three poles inside the jar. When the jar is rotated the ball inside the jar will
rotate around the jar. Then, the steel ball additionally will hit the three poles inside
the jar. The function of the three poles is to meet the maximum angle of the steel
ball inside the jar and transmute the direction of the steel ball (Figs. 3, 4 and 5).

Motion studies are graphical simulations of the motion for assembly models. It
can incorporate visual properties such as lighting and camera perspective into a
motion study. Motion studies do not change an assembly model or its properties.
They simulate and animate the motion prescribed for a model. By using this motion
study, an analysis of energy and force can be completed. In this analysis, the kinetic
energy of the ball mill will be measured by using this motion study. To analyze the
kinetic energy, the selected CAD model need to be analyzed by the activated
Solidworks Motion; the display was appearing similar to Fig. 6.

Fig. 1 Cylindrical jar
without pole
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To activate the motion, one needs to set up the direction of rotation of the motor
and the speed of the motor as shown in Fig. 7.

Set the result to determine the kinetic energy, velocity, and another parameter as
shown in Fig. 8. The parameter has been set as shown in Table 1.

Fig. 2 Cylindrical jar with pole

Fig. 3 Full assembly cylindrical jar with pole
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3 Result and Discussion

The fabrication process needs to develop by a proper prototype model of the ball
mill jar. Without the proper prototype model of the ball mill jar, the result of the
powder particle cannot be defined. Besides, motion analysis also needs to develop

Fig. 4 Cylindrical jar cover with pole

Fig. 5 Cylindrical jar

Fig. 6 Solidworks motion menu ribbon
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to define the kinetic energy and another parameter of the cylindrical jar design.
Also, an analysis of the powder particle size by using a microscope needs to be
done because the size particle cannot measure with the naked eye.

3.1 Kinetic Energy

In this study, the revolution per minutes (rpm) of the jar which is 250 rpm for both
jar designs and the jar size are same. All the data was interpreted utilizing
Solidworks motion analysis. From the results shown in Fig. 9, the kinetic energies
remain constant of both designs increases to 24 J at 14 s. After that, both kinetic
energy constant until 22 s. Then the kinetic energy of the jar without pole drops
rapidly until 0 J at 25 s while jar design with perpetual pole remains constant. Next,
the kinetic energy of the jar without pole increases rapidly until 30 s at 24 J.

Fig. 7 Motor setup
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From that, we can conclude that the kinetic energy was not stable and affected
the result of the powder particle. The maximum kinetic energy from both designs is
24 J. The cylindrical jar without pole design has been re-designed by following the
interior design. By improving the design of the cylindrical jar with integrating poles
inside the jar, the graph shows that the kinetic energy becomes stable and is
maintain. This transpires cause of the ball mill always bounce inside the jar
reflection of the pole and the jar rotating on planetary gear while the jar design
without pole only bounces because of the jar rotation on the planetary gear [3].
From the observation result, the cylindrical jar design without pole lost the kinetic
energy because it only depends of the torque the rotation jar on the planetary gear of
the ball mill machine.

3.2 Ball Mill Velocity

The ball mill inside the jar will smash the particle in the jar. When the balls smash
the particle, the particle will break into a smaller particle. Figure 10 shows the

Fig. 8 Result of parameter

Table 1 Simulation parameter

Parameter Cylindrical jar without a pole Cylindrical jar with pole

Speed (rpm) 250 250

Time (sec) 30 30

Jar size (ø) 103 103

Particle density (g) 100 100
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Fig. 9 Flow chart of the proposed methodology
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velocity of the ball mill motion inside the cylindrical jar with poles. From this
graph, the velocity of the ball mill decreases from time to time. This happens
because particle inside the jar become a small particle. So that the speed of the ball
and the velocity of the ball decrease. When the particle becomes smaller, the speed
of the particle becomes slow because of the weight of a particle of light than the
before the milling process. Also, the particle also will stick together and stick with
the ball inside the jar.

3.3 Friction Force

When the particles become diminutive particles, the friction force between the ball
mill and the jar surface will be affected. As shown in Fig. 11, the friction force
becomes lower when the time of milling is increases. However, this graph shows
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that the friction force is high at the early stages. What it causes of the particle size is
astronomically immense, and the friction force between ball mill and jar surface is
high. After a few minutes, the particle becomes smaller, and the friction force
becomes lower because the particle will stick to the jar wall (Fig. 12).

3.4 Powder Particle Size

1. Carbon Before Milling Process

Carbon is taken from charcoal as shown in Fig. 13. The sized of carbon that was
used before milling process by utilizing planetary the ball mill machine is around
10–15 mm. The carbon needs to be heated to ascertain the carbon is dry. If the

Fig. 13 Raw carbon before milling process
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carbon is wet, it will affect the quality and the size of the particle that has been
milled. The way that has been used to dry the charcoal was filling into the chamber
and put heat to the chamber.

2. 30 min Milling Process by Cylindrical Jar with Pole

From the result of the milling process that has been done by utilizing cylindrical
ball mill jar with a pole, the result of powder particle has been defined. The milling
process takes 30 min, and the speed of the cylindrical ball mill jar with the pole is
250 rpm. The particle has been quantified by utilizing a telescopic microscope
as shown in Figs. 14, 15. The results that have been observed were around
175–433 µm. Next, when the milling process takes longer time the size of the
particle becomes smaller and smoother.

3. 4 h Milling Process by Using Cylindrical Jar without Pole

From the result of milling process that has been done by the utilizing cylindrical
ball mill jar without a pole, the result of powder particle has been defined.
The milling process takes 4 h, and the celerity of cylindrical ball mill jar with the
pole is 250 rpm. The particle has been quantified by utilizing telescopic micro-
scope. The result that has been getting is around 108–206 µm in Figs. 16, 17.

4. 4 h Milling Process by Using Cylindrical Jar with Pole

From the result of the milling process that has been done by the utilizing the
cylindrical ball mill jar with a pole, the result of powder particle has been defined.
The milling process takes 4 h, and the speed of the cylindrical of the ball mill jar
with the pole is 250 rpm. The results that have been observed are around 38–75 µm
in Figs. 18, 19.

Fig. 14 Particle measure by telescopic microscope
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Fig. 16 Particle measure by telescopic microscope

Fig. 15 Particle measure by telescopic microscope
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5. Size Reduction Between Jar with Pole and Without Pole

From the graph shown in Fig. 20, the percentage of size reduction for a jar with
pole and jar without pole is 69%. The cylindrical jar without pole shows that the
size of particles is larger than a particle that was milled by utilizing cylindrical jar
with a pole. This result from the fact that the ball inside the cylindrical jar with pole

Fig. 18 Particle measure by telescopic microscope

Fig. 17 Particle measure by telescopis microscope
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bounces more than the cylindrical jar without a pole. The ball inside the mill
bounced more because of the pole inside the jar distracts the movement of the ball
in the mill. The parameter of which is time, the weight of the material, number of
steel ball and speed is constant. Time for milling process is 4 h, 100-g, four pieces
steel ball in diameter of 24 mm, six pieces steel ball ø 19 mm and speed is
250 rpm.

Fig. 19 Particle measure by telescopic microscope

Fig. 20 Graph of powder particle
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4 Conclusion

This analysis and research have successfully achieved the objectives by developing
kinetic modeling for a ball mill jar. Regarding the analysis result, the following
conclusion has been made that the cylindrical jar shape with pole gives more
efficiency than the cylindrical jar shape without pole because the size reduction of
the particle is 69% smaller. Also, the particle size will become smaller when the
milling time is longer. Besides that, the shape of the jar affected the size and quality
of the particle. The conclusion of this analysis, the cylindrical jar shape with pole
gives more effect on the powder particle than the cylindrical jar shape without a
pole. The kinetic energy of ball mill jar has been proposed and proven by the
obtained result.
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Large Eddy Simulation of Vehicle
Aerodynamics Using Parallel
Computational Fluids Dynamics

Abd-Munim Abd-Halim and Muhamad Husaini Abu Bakar

Abstract Large eddy simulation (LES) is used to study the flow around a sim-
plified car model. The model consists of one bluff body slanted at the back-end.
The LES was made at the Reynolds number of 0.51 � 106 based on the height of
the rear model and the inlet air velocity. Four variants of the model were studied,
one where the simulation was conducted with a single processor until combined all
four processors to compute. The results of the LES simulations were used to
analyze the flow field around the body and the back-end. Large vortical structures
around the front box and in the gap were identified. The flow field analysis showed
how these large vortical structures are responsible for the difference in the accuracy
of drag force for the model that arises when the number of processors increase from
one to eight processors along with different decomposing techniques.

Keywords Large eddy simulations � Parallel CFD � Aerodynamics

1 Introduction

The aerodynamic performance of road vehicles is an area in which improvements
can be made even though there have been great achievements in the past half
century. The aerodynamic forces that act on a vehicle during driving affect the
operation of the vehicle in different ways. For commercial vehicles, overcoming the
drag requires less fuel, that goes to overcome all the driving resistances (such as
drag, rolling and climbing resistance) during cruising, when compared with a
passenger car. The energy that can be saved for commercial vehicles by decreasing
the aerodynamic drag is still apparent. Each simulation of a turbulent flow is
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performed for a particular purpose. The minimum goal is to determine the mean
flow with acceptable precision. Further levels are the computation of higher
moments or the determination of instantaneous unsteady features. Reynolds-
Averaged Navier Stokes (RANS) models provide results for mean quantities with
engineering accuracy at moderate cost for a wide range of flows [1]. An important
feature of LES is the possibility of supporting LES models with mathematical
analysis. A sound mathematical support is necessary for better understanding the
advantages and drawbacks of turbulence models and it is also helpful for assessing
the accuracy of computational results. Reducing the total time includes the time of
developing the mesh from the computer-aided-design (CAD) model and simulation
time is beneficial in order to perform large eddy simulation of complex geometries
in an industrially relevant timeframe.

2 Methodology

2.1 Description of the Model

In the present work, LES simulations of the flow around the Ahmed-body are
conducted. At a zero yaw angle, the flow physics will be explored around the model
with square leading edges on the front body. The general dimensions of the model
are shown in Fig. 1. In the round model, both the horizontal and vertical leading
edges on the front box are rounded with the non-dimensional radius 0.08b which is
the same as in the experiment. This necessarily extends the length of the front box
for the round model by 0.08b. The Reynolds number based on b and the free-stream
velocity in the experiments was Re = 0.51 � 106 and this is the same in the present
simulations Figs. 2 and 3.

Fig. 1 Ahmed model dimensions are in mm
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3 Results and Discussion

From the simulations, one obtains the instantaneous and time-averaged flow fields
around the body. According to the simulation, the flow field is affected by the
model particularly at the edge of the body, which is noted to enhance the turbulence
intensity locally. This is also seen from the instantaneous streamlines, where the
flow can be seen to be separated at several positions after hitting model. The
time-averaged streamlines reveal the forming of recirculation zones at the edge of
the model. Similar patterns of reversed flow in the same region were observed also
in the field experiment. Importantly, we note that the presence of the recirculation
zone in the mean flow was not observed in the previous study Figs. 4 and 5.

Fig. 2 Dimensions of the computational domain

Fig. 3 Basic principle in steps 1–3 when implementing a new solver
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LES can more accurately model the turbulence that affects the value of the drag
coefficient because of large eddy simulation is purposely developed to resolve
larger scale turbulence.

For the front part, mean streamwise velocity profiles in the symmetry plane
shows that the flow upstream of the body and in the freestream above is properly
represented in the simulation. This is because in this region the level of turbulence
is so low that the flow is nearly a potential flow Figs. 6 and 7.

Fig. 4 Slice at z = 0 for the mesh used on the Ahmed body. Three different zoom ratios

Fig. 5 LES approach converged to a suitable level of accuracy after just 5000 iterations
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Figure 8 shows the region of attachment/detachment and recirculation at the rear
of the Ahmed model for the two slant angles of interest. The measurements were
made along the plane of symmetry of the Ahmed model. The intention of this figure
is to indicate the near wake flow fields.

Fig. 6 Large eddy simulation drag coefficient
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Fig. 7 Mean streamwise velocity profiles in the symmetry plane
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4 Conclusion

This paper presents the preliminary results of external flow on a simplified car body
using the large eddy simulation approach, with validation from finite element
analysis. The present work shows that LES can be used to gain knowledge about
the flow structures around simplified models of cars which includes the variation of
angle at the back-end of the body and shows how the flow structures affect the drag
coefficient of the model. As conclusion it can be said that the computational cost
depends on the number of processors used. Techniques, methods and algorithms for
efficient implementations on parallel machines are largely developed. A strategic
decomposition can provide more convenient results by developing algorithm in
different size of blocks. The different computational work in some points essentially
during the simulation process and the computational workload needs to rearranged
among processors more times during the evolution of the run to make the flow
solver to operate. The relationship between the multiprocessors and the time
elapsed to complete the simulation can clearly be seen as shown in the experimental
results. The accuracy of the method could be further improved with a GPU
(graphics processing unit) and more numbers of processors.
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Performance Characteristics
of a Small Engine Fueled
by Liquefied Petroleum Gas

Mohamad Shukri bin Mohd Zain, Shahril Nizam bin Mohamed Soid,
Mior Firdaus bin Mior AbdMajid andMohd Nurhidayat bin Zahelem

Abstract This paper presents the results of an investigation on the performance
characteristics of a small spark ignition (SI) engine fueled by liquefied petroleum
gas (LPG) to be compared with gasoline fueled. The LPG delivery systems used
was fuel injection while carburetor was used for gasoline. In the experiment, wide
open throttle (WOT) was run on a four stroke single cylinder engine that was
coupled to a 20 kW generator dynamometer to measure the engine performance
such as engine torque, and fuel consumption. Others parameters included are brake
power (BP), brake specific fuel consumption (BSFC) and brake thermal efficiencies
(BTH). The results were compared, analyzed and suggestions were made for
modification for further improvement of using LPG in a small SI engine. It was
found that the engine fueled by LPG had a lower performance compared to the
gasoline fueled engine.

Keywords Engine � Internal combustion � Liquefied petroleum gas (LPG)
Spark ignition (SI)
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1 Introduction

Liquefied Petroleum Gas is obtained from the refining of petroleum, is quite
flammable, and is normally used as fuel for cooking appliances. The use of LPG as
fuel for vehicles started as early as 1912. A lot of cars and heavy duty vehicles have
been using LPG either as propane, mixtures of propane and butane, or pure butane
are going well. The engine lifespan is also longer when using LPG due to the lower
quantity of sulfide that reduces the wear and tear of the engine [1]. Engine oil
maintenance was also decreased due to longer changing periods [1]. During the last
decade, LPG has been widely used on compression ignition (CI) engines due to its
high octane number where it will produce less smoke and no smell or odor from its
exhaust gas. LPG has a low carbon and high octane number, which produces lower
carbon dioxide (CO2) index emission as compared to gasoline and is better in terms
of fuel economy [2]. The LPG composition will depend on its usage and will be
different between parts of the world according to seasons, country, supply and so
on. In automotive industries applications, LPG would have to comply with certain
commercial standards.

LPG which mostly contains propane (C3H8) and butane (C4H10) is a mixture of
hydrocarbons with various percentage from a mixture of both to pure propane and
butane in the same container with specific ratio. LPG can be used in internal
combustion engine (ICE) as its octane number is between 92 and 110 where our
currently used gasoline is between 90 and 100 octane number [2]. It has a higher
octane number (105) than gasoline (91–97), and therefore can be operated at higher
compression ratio with increased efficiency [3]. It can be used as an alternative fuel
for gasoline in internal combustion engines with minimum modification. LPG has a
slightly lower performance due to its lower density and stoichiometric fuel-air ratio
than gasoline at the same time reducing the specific fuel consumption and exhaust
emission [3].

In a study conducted by Yoong and Watkins, simulation results confirmed that
the use of LPG in internal combustion engines yielded a higher thermal efficiency
and better fuel economy compared to unleaded gasoline. This is due mainly due to
the higher octane rating which permits greater engine compression ratio without the
occurrence of knocking [4]. Furthermore, LPG also has a higher heating value
compared to other fuels and can be liquefied in a low pressure range of 0.7–
0.8 MPa at atmospheric pressure [5].

Ceviz and Yuksel in their study on cyclic variation on LPG and gasoline fueled
lean burn spark ignition (SI) engine have stated that LPG is a more suitable fuel for
lean combustion engines compared with unleaded gasoline [6]. The fuel con-
sumption is reduced compared to unleaded gasoline and this is due to the high
energy content in the LPG fuel. The power output is slightly reduced in LPG
operation as compared to unleaded gasoline due to the poor volumetric efficiencies
effect [3]. There are several alternative methods to improve the performance for the
engine fueled by LPG due to the losses of volumetric efficiencies. The present work
is therefore carried out with the particular attention of comparing the performance

208 M. S. bin Mohd Zain et al.



characteristics of a single cylinder four-stroke SI engine running on both gasoline
and LPG. The experimental data obtained in this study are useful to establish and
compare the performance of LPG and gasoline fueled engine.

2 Methodology

The experiments were conducted using an engine test bed. The engine used in the
study is a Modenas 120cc, four-stroke spark ignition naturally aspirated. The engine
specifications are listed in Table 1. Figure 1 shows the schematic of the engine test
bed. The performance of the engine was measured for both gasoline and LPG. The
data was obtained from the dynamometer under stabilized operating conditions with
adequate fresh air supply to the engine. The test engine was analyzed for wide-open
throttle (WOT) at a wide range of loads from 0 to 100%. This experiment was
registered into two modes.

The first mode was registered for the engine with the gasoline fuel system,
Fig. 1a, the second mode was registered for the engine with the LPG vaporizer,
Fig. 1b. Engine load variation was realized with the help of the engine
dynamometer load unit to measure the torque output and the engine power was
calculated from the torque and engine speed data. Engine fuel consumption was
measured using a weight scale.

Since the spark ignition engine is equipped with a carburetor, it has to be added
with LPG conversion kits when running with gaseous fuel of LPG. The gaseous
fuel injector was placed upstream of the carburetor inside the intake manifold of the
engine and throughout the experiments the air control valve was fully opened. The
position of the gaseous fuel injector caused minimal flow losses since the LPG was
injected directly into the intake manifold during the entire experiments. The
experimental set-up for both fuels is shown in Fig. 2. The engine was mounted to a
test stand and the sprocket coupling was used to deliver power output from the
engine to the Focus Applied Technology dynamometer model G7.5LC. The engine
is started and warmed up at idling condition for ten minutes. A huge fan was

Table 1 Engine
specifications

Description Specifications

Engine type 4-stroke, singled cylinder, SOHC

Cooling system Air cooled

Fuel system Carburettor

Bore 55.0 mm

Stroke 50.6 mm

Cubic capacity 120cc

Compression ratio 9.8:1

Max. torque 9.1 Nm at 4500 rpm

Max. power 7.3 kW at 8500 rpm
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arranged in the test room which supplied forced air on the engine for cooling
purpose. Different parameters like torque, speed, and fuel consumption were
recorded after the engines speed were maintained constant for two minutes. All
measurements were made for all two modes for the engine speed range from 2000
to 6000 rpm.

3 Results and Discussion

All experiments were conducted at all above mentioned engine operating speeds to
investigate the influence of LPG on the engine performance output variable com-
pared to gasoline. The effect of LPG and gasoline on the engine performance is
presented as brake power (kW) against engine speed (rpm) curve, and is shown in
Fig. 3. The power obtained from LPG is less than for gasoline by 14.11% at
6000 rpm. It is clearly plotted in Fig. 3 that the engine fueled by LPG suffered on
power produced compared to the engine fueled by gasoline. This is because the
engine designed to operate on gasoline, obtains more power when gasoline is

Fig. 1 a Schematic diagram of experimental set-up with gasoline fuel, b schematic diagram of
experimental set-up with LPG fuel

Fig. 2 a Engine test bed with gasoline fuel system, b engine test bed with LPG fuel system
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applied. The power and torque produced from internal combustion engines mainly
depend on the engine’s cylinder mixture mass and type of fuel used. Therefore, the
volumetric efficiency plays one of the most important roles when dealing with
different properties of fuel with the same engine compared to the other engine
parameters.

As the gasoline is the liquid fuel, therefore it enters to the combustion chamber
as vapor, there will be an increase in intake mixture density and consequently in
volumetric efficiency and it act as the cooling agent to the engine. Unlike the
gaseous fuels like LPG, which are vapor at ambient temperature, not only have no
cooling effect, but also are factor in decreasing the volumetric efficiency, due to
larger volume of fuel in the inlet mixture [7]. In addition, ignition timing was not
altered and remained constant throughout the study. Since LPG has a slower
burning velocity than gasoline, an increase in the LPG fraction in gasoline would
have resulted in a slower overall burning velocity. This needs the advancement of
the ignition timing to avoid power loss due to the extended combustion duration.

Since the brake power is the function of torque and speed, it was expected that
the maximum value of brake power peaks at higher speed than the maximum torque
published by the manufacturer as provided in Table 1. The results show that as the
engine speed was gradually increased, the torque contrarily decreased and it is
clearly indicated that the engine fueled by LPG has less torque compared to
gasoline. The engine torque (Nm) against engine speed (rpm) is shown on Fig. 4.
Engine output torque peaks obtained from LPG is less than for gasoline by 8.34% at
4000 rpm.

Figure 5 illustrates the brake specific fuel consumption (BSFC) against the
engine speed (rpm). The results show that as the engine speed was gradually
increased, the BSFC decreased to a minimum value at an engine speed of 4000 rpm
and then increased as the speed was increased to 6000 rpm. Since the BSFC is the

Fig. 3 Brake power (kW) versus engine speed (rpm)
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measure of the “fuel economy”, lower BSFC should be the ultimate target in all
engine designs, but the results of LPG obtained from this experiment is slightly
higher and contrary with previous studies by other researcher. The difference of the
minimum value of BSFC is 4.81% at 4000 rpm, and the BSFC of gasoline is lower
than the BSFC of LPG. This phenomenon may be due to excessed LPG, which is
injected to the intake manifold. It is a factor in decreasing the volumetric efficiency,
due to larger volume of fuel in the inlet mixture.

Fig. 4 Engine torque (Nm) versus engine speed (rpm)

Fig. 5 Brake specific fuel consumption (BSFC) versus engine speed (rpm)
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Figure 6 shows the efficiency map (brake thermal efficiency) for five values of
the engine operating speed from 2000 to 6000 rpm. The peak brake thermal effi-
ciency, BTH in LPG was reached at 4000 rpm and for gasoline at 6000 rpm. The
difference of peak BTH at 4000 rpm is 8.16% and it show that the BTH of gasoline
is higher compared to LPG. This result is also contrary with previous studies. The
higher heating value of LPG (46.4 MJ/kg) compared to gasoline (44 MJ/kg) should
lead to a better BTH in engines fueled by LPG. Thus, at a given engine operational
speed, the amount of heat released will be greater with the increase of LPG vol-
umetric. This will subsequently lead to a higher engine brake thermal efficiency.
Once again, this contrary result may be due to the excessed amount of LPG, which
was injected into the intake manifold during the experiments.

4 Conclusion

The performance of Modenas 120cc, single cylinder four-stroke engine fueled by
LPG and gasoline have been experimentally evaluated. From the analysis of
experimental results, it was found that the engine fueled by LPG experiences some
degradation in performance when compared to the gasoline engine. As a conclu-
sion, LPG produced lower engine performance compared to gasoline and it is
suggested to perform the best setting for injector fuel mapping for LPG fueled
engine to improve fuel consumption.

Fig. 6 Brake thermal efficiency (BTH) versus engine speed (rpm)
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Machining Performance of AlSi/10%
AlN Metal Matrix Composite Material
in Milling Process Using Uncoated Insert

Nurul Na’imy Wan, Mohamad Sazali Said, Norzalina Othman,
Ahmad Razlee Ab Kadir and Baizura Zubir

Abstract This paper presents the machining performance of aluminum silicon
alloy (AlSi) metal matrix composite which has been reinforced with aluminum
nitride (AlN) using the uncoated tool of inserts. Experiments were conducted at
various cutting speeds, feed rates, and depths of cut, according to a fractional
factorial array L9 of Taguchi method for both cutting tools. Statistical analysis
including the signal-to-noise (S/N) ratio and analysis of variance is applied to study
the characteristic performance of cutting speeds, feed rates and depths of cut during
the milling operation. The machining performances are observed through surface
roughness, and tool wear and these measurements are analyzed using the Taguchi
method. From the Taguchi analysis, it was found that cutting speed of 230 m/min,
feed rate of 0.4 mm/tooth, a depth of cut of 0.3 mm were the optimum machining
parameters for surface roughness and tool wear, indicated that lower level for all
machining parameters gave the best result in machining of AlSi/10%AlN metal
matrix composite.

Keywords Metal matrix composite � Milling process � Surface roughness
Taguchi method
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1 Introduction

Metal matrix composites (MMCs) are composite materials widely used in aero-
space, automotive, electronics, and medical industries. These materials possess
outstanding properties such as high strength, low weight, high modules, low duc-
tility, high wear resistance, high thermal conductivity, and low thermal expansion.
These desirable properties are mainly manipulated by the matrix, the reinforcement
element, and interface [1]. MMCs exhibit poor machinability because of the hard
and abrasive reinforcement used [2]. These materials are usually applied in bear-
ings, automobile pistons, cylinder liners, and piston rings, connecting rods, sliding
electrical contacts, turbocharger impellers, and space structures. The most popular
reinforcements are silicon carbide (SiC) and alumina (Al2O3). Aluminum, titanium,
and magnesium alloys are commonly used as the matrix phase [1].

MMCs possess the combined properties of metals and ceramics [3, 4]. The
structure and properties of MMCs are affected by the type and properties of the
matrix, reinforcement, and interface [5]. Thus, these materials have been increas-
ingly used to replace conventional materials in numerous applications [4]. Surface
roughness has been given significant attention for many years [6] and has been
considered in fatigue load, precision fits, fasteners hole, and aesthetic requirements.
In addition to tolerance, surface roughness imposes one of the most critical aspects
in the selection of machine and cutting parameter in the planning process [6, 7].

In general, optimization of the cutting parameters is determined by the
researcher’s experience and knowledge or by the Design of the Experiment
(DOE) [8]. DOE is a powerful statistical tool used to study the effect of multiple
variables simultaneously, and the technique provides an approach to efficiency
design real-time experiments which will improve the understanding of the rela-
tionship between product and process parameters with the desired performance
characteristic [9]. Also, a statistical analysis of variance (ANOVA) was performed
to see which parameters were significant. The optimal cutting parameters were then
predicted. Meanwhile, Taguchi’s parameter design is an important tool for a robust
design. It offers a simple and systematic approach to optimize designs for perfor-
mance, quality, and cost.

Taguchi’s approach is wholly based on the statistical design of experiments [10].
This can economically satisfy the needs of problem solving and product or process
design optimization. Several previous works have used the Taguchi method as a
design tool for experiments in various areas, including metal cutting, are listed in
the references section [11, 12]. Factors should be included as many as possible; the
method also can identify non-significant variables at the earliest possible oppor-
tunity. Taguchi creates a standard orthogonal array to accommodate this require-
ment. Depending on the number of factors, interactions, and levels needed, the
choice is left to the user to select the standard, column-merging, or idle-column
method, etc. Two of the applications, within which the concept of S/N ratio is
useful, are the improvement of quality through variability reduction and the
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improvement of measurement. S/N ratio characteristics can be divided into three
categories; when the characteristic is continuous [10]:

Nominal is the best characteristic; S=N ¼ 10 log
�y
s2y

ð1Þ

Smaller is better characteristics; S=N ¼ �10 log
1
n

X
y2

� �
ð2Þ

Larger is better characteristics; S=N ¼ �10 log
1
n

X 1
y2

� �
ð3Þ

2 Methodology

2.1 Surface Roughness and Tool Wear Measurement

In machining process, it is necessary to obtain a good surface finish on the surface
of the material, whereby for tool wear can be measured through machining time for
a tool of an insert used to wear at the certain height. These surface roughness and
tool wear values are measured through various cutting speeds, feed rate and depth
of cut are shown in Table 1.

2.2 Materials and the Milling Process

AlN reinforced Al–Si alloy matrix composite was fabricated using the stir casting
method, where Al–Si alloy ingot, called the matrix material, was reinforced with
AlN particles of 10wt% reinforcement. The experimental study was carried out in a
CNC Vertical Milling Center Lagun-GVC1000 milling machine. Cutting inserts
were attached to the tool with a body diameter of∅20 mm. The tool holder used was
CoroMill R390-020C4-11L and the tool inserts was uncoated cemented carbide ISO
catalog no: R390-11T08E-NL. The experiment has three different cutting speeds
(230, 300 and 370 m/min) with constant feed rate (0.4, 0.6, 0.8 mm/rev) and depth
of cut (0.3, 0.4 and 0.5 mm) under dry cutting condition. The worked material was
fabricated in the form of block 120 mm length � 50 mm width � 50 mm
thickness.

Table 1 Factors and levels
used in the experiment

Factor/level Low Medium High

A—cutting speed (m/min) 230 300 370

B—feed rate (mm/tooth) 0.4 0.6 0.8

C—depth of cut (mm) 0.3 0.4 0.5
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2.3 Taguchi Method

In this experiment, with three factors (each with three levels), the fractional factorial
design used was a standard L9 (33) orthogonal array. The orthogonal array was
chosen because of its minimum number of required experimental trials. Each row of
the matrix represented one trial [13]. The smaller, the better characteristic is used to
optimize the surface roughness and for the tool wear measurement is analyzed using
the larger, the better characteristic in the milling process of aluminum silicon metal
matrix composite.

3 Results and Discussion

3.1 Machining Performance and S/N Ratio

Machining performance of AlSi/10%AlN was analyzed based on the Taguchi
method and S/N ratio as in Table 2. The surface roughness was analyzed according
to Taguchi’s smaller-is-better characteristic while the analysis for tool wear was
conducted using the larger-is-better characteristic.

3.2 Optimization of Machining Conditions
Using the Taguchi Method

This study was conducted to determine the optimum condition for surface rough-
ness and tool wear when AlSi/10%AlN metal matrix composite is cut using
uncoated. In Taguchi method, the analysis focuses on process optimization through

Table 2 Experimental design with the L9 orthogonal array and the S/N ratios for Uncoated cutting
tools

Test
no.

Cutting
speed

Feed
rate

Depth of
cut

SR
(µm)

S/N
ratio

Tool wear
(min)

S/N
ratio

1 230 0.4 0.3 0.430 7.33063 75.33 37.5394

2 230 0.6 0.4 0.528 5.54732 82.43 38.3217

3 230 0.8 0.5 0.702 3.07326 94.59 39.5169

4 300 0.4 0.4 0.648 3.76850 67.86 36.6323

5 300 0.6 0.5 0.785 2.10261 66.31 36.4316

6 300 0.8 0.3 0.842 1.49376 82.02 38.2784

7 370 0.4 0.5 0.791 2.03647 50.79 34.1156

8 370 0.6 0.3 0.848 1.45259 47.95 33.6158

9 370 0.8 0.4 0.907 0.84785 75.61 37.5716
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S/N ratio, and the result will be supported by the analysis of variance. Both anal-
yses for surface roughness and tool wear using the uncoated tool obtained using
Minitab 17.

3.3 Surface Roughness

Figures 1 and 2 show the mean S/N ratio and means of surface roughness using
uncoated tool obtained. The slope of the graphs clearly shows that the cutting speed
is the most significant factor, followed by the feed rate, and depth of cut. Based
on Fig. 1, the optimum parameters for surface roughness is cutting speed of
230 m/min; feed rate of 0.4 mm/tooth and depth of cut of 0.3 mm. It indicated that
the best surface finish in the milling process of AlSi/10%AlN was at the lower level
of the machining parameters.

3.4 Tool Wear

Figures 3 and 4 show the mean S/N ratio and means of tool wear using the
uncoated cutting tool in the milling process. The slopes of the graphs also clearly
show that the cutting speed is the most significant factor, followed by the feed rate
and depth of cut. Based on Fig. 3, the optimum parameters for surface roughness is
disclosed at cutting speed of 230 m/min; feed rate of 0.8 mm/tooth and depth of cut
of 0.4 mm.
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Fig. 1 Main effect plot for S/N ratios of surface roughness
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3.5 Analysis of Variance (ANOVA)

The analysis of variance was conducted to determine which machining parameters
significantly affect the tool life. ANOVA was performed to find whether individual
factors that affect the material removal rate and cutting force were meaningful.
From the ANOVA results of S/N ratio presented in Table 3, the factor of feed rate
and depth of cut significantly affected the surface roughness of AlSi/10%AlN
composite which its P-value were less than 0.05. From Table 3, the most influential
factor was found to be the depth of cut with 65.72%, followed by feed rate with
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27.00% and the remaining percentage were explained by cutting speed and residual
error. This contribution has been supported by the value of S/N ratios in Table 4.

Tables 5 and 6 represented the ANOVA results and response values of S/N ratio
for tool ware. Based on Table 5, the factor of cutting speed and feed rate signifi-
cantly affected the tool wear in the machining process of the composite as its
P-value was less than 0.05. Based on the percentage contribution from Table 4, the
most influential factor was found to be the cutting speed with 56.27%, followed by
feed rate and depth of cut with 36.15 and 5.85% respectively.
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Fig. 4 Main effect plot for means of tool wear

Table 3 ANOVA of S/N ratio for surface roughness

Factors DF SS MS F P* PD

Cutting speed 2 24.1984 12.0992 36.34 0.027 65.72

Feed rate 2 9.9416 4.9708 14.89 0.063 27.00

Depth of cut 2 2.0128 1.0064 3.01 0.249 5.67

Residual error 2 0.6677 0.3338 1.81

Total 8 36.8205 100

DF Degree of freedom, SS sum of square, MS mean of square, PD percentage distribution
*Significance level = 0.05

Table 4 Response table for S/N ratios (smaller is better) of surface roughness

Level Cutting speed V (m/min) Feed rate f (mm/tooth) Depth of cut d (mm)

1 5.317 4.379 3.426

2 2.455 3.034 3.388

3 1.446 1.805 2.404

Rank 1 2 3
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4 Conclusion

The Taguchi method was applied in experimental design to optimize multi-response
process parameters of end milling, while the machining of AlSi/AlN MMC was
optimized using an L9 orthogonal array. The results of this study were drawn based
on the experiments. The optimum machining parameters found for surface rough-
ness were: cutting speed, 230 m/min; feed rate 0.4 mm/tooth; and depth of cut,
0.3 mm; and the optimum parameters for tool wear were: cutting speed, 230 m/
min; feed rate 0.8 mm/tooth; and depth of cut, 0.4 mm. These optimum parameters
obtained will help the automotive industry to have a competitive machining
operation from economic and manufacturing perspective.
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Numerical Investigation
of Magneto-hydrodynamics
in a Magnetic Peristaltic Pump

Faizah Osman and Muhamad Husaini Abu Bakar

Abstract This paper presents a finite element analysis and a two-dimensional
computational fluid dynamics (CFD) simulation for a magnetic peristaltic pump. In
this paper, we attempted to summarise the most important results, and the purpose
of this study is to establish ideas on magneto-hydrodynamic (MHD) turbulence in
flows of a magnetorheological (MR) fluid containing inside the tube of a magnetic
peristaltic pump. A finite element method magnetics (FEMM) analysis was used as
a tool to design the geometry in order to determine the magnetic fields occurred due
to the different currents applied to the magnetic peristaltic pump. Moreover, the
purpose of this study is to develop a numerical tool that is able to simulate MR fluid
flow and determine the effect of the applied magnetic field effect on the flow
velocities by using the Open Source Field Operation and Manipulation
(OpenFOAM) software. The uniform transverse external magnetic fields are applied
perpendicular to the flow direction. It was observed that an increase in the magnetic
field leads to a decreased flow velocity. Results are obtained from the numerical
study and are plotted graphically and disgusted in the present paper.

Keywords Magneto-hydrodynamics (MHD) � Magnetic peristaltic pump
Magnetorheological (MR) fluid � Magnetic fields effect � Velocities

1 Introduction

Magneto-hydrodynamics (MHD) is the flow of a fluid which is conducting an
electric flow in the presence of an electromagnetic field. The word magneto-hy-
drodynamics is composed of the words magneto meaning magnetic, hydro meaning
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water (or liquid) and dynamics referring to the movement of an object by forces.
The main point of the MHD theory is that conductive fluids that can support
magnetic fields with the presence of magnetic fields lead to forces that in turn act on
the fluid (typically a plasma), thereby potentially altering the geometry and strength
of the magnetic fields themselves [1].

There are a lot of smart fluids that are used in the study of liquid metal fluid flow.
One of it is the magnetorheological (MR) fluid. MR fluids are smart and control-
lable materials. They are a mixture of micro-sized magnetic particles randomly
dispersed in the liquid such as hydrocarbon and silicon oil [2]. The micro-sized
magnetic particles become magnetised when an external magnetic field is applied to
them. They can move and align themselves likes chain with the direction of the
magnetic field [3]. MR fluid are categorized in groups depending on the controlled
liquid. The fluid usually increases its apparent viscosity, to becoming a viscoelastic
solid. When the fluid is in the active state, i.e. the magnetic force is used, the yield
stress of the fluid can be controlled by converting the magnetic field strength. There
are three different modes of MRF operation: the valve mode, the direct shear mode
and the squeeze mode [4].

The study of a conducting liquid metal fluid flow under a transversely applied
magnetic field has become the basis of many scientific and engineering applications
and in many devices such as MHD pumps, MHD power generation and others else
[5]. The project’s idea is to use a MR fluid in a magnetic peristaltic pump and to
observe the behavior of the fluid when it is opposed to the magnetic field. Peristaltic
pumps are mechanical displacement pumps. They induce flow within a fluid-filled
flexible tube through forwarding travelling wall contraction. Peristaltic pumps are
available in a variety of configurations, usually comprising rotating tube
displacement/contraction, driven by a step motor that moves several circularly
arranged rollers [6]. The peristaltic effect can be maintained by adding different
values of magnetic field tested on the fluid to determine their electrical conductivity
and their orientation.

Nowadays the fluid flow inside a pump is was modelled using analytical
approaches in order to explain the behavior of the fluid. Understanding of MR fluid
flow inside the channel is significantly improving the design process of the peri-
staltic pump. Since the use of this smart material is growing, it is essential to study
its behavior. However, the modelling is complicated due to the fact that the
behavior is considered as magneto-hydrodynamic where the conducting fluid is
moving across the magnetic field. The geometry of the pump is also complex and
makes the analytical solution almost impossible. The combination of channel
geometry, fluid flow rates, diffusion coefficients and possible chemical interaction
are extremely complex. Thus, the behavior of this particular system and the visu-
alisation of complex phenomena are quite complicated to predict through numerical
modelling.

Besides, it is challenging to study the variation of the magnetic field intensity
and the magnetic flux density with respect to the current supplied. The different
value of the provided magnetic will change the different configurations of the MR
fluid. In the absence of a magnetic field, the fluid may freely flow through the gap
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since the polarizable particles are randomly distributed in the fluid. An external
magnetic field application produces controllable shear stress in the fluid that is
nearly proportional to the magnetic field’s magnitude itself.

In this paper, we have investigated the flow of an incompressible MR fluid in the
magnetic peristaltic pump in the presence of a uniform magnetic field applied
perpendicularly to the flow direction. The MR fluid is based on iron micro-particles
in a carrier liquid and was investigated numerically by using the OpenFoam
module, an open source software for computational fluid dynamics analysis based
on the magnetic induction equation solver method [7]. The magnetic field induc-
tion, B, takes values between 0 and 1.5 T with 0.5 T step size, and was applied
externally to determine magnetic field effects on the fluid flow. Steady, laminar,
incompressible MR fluid flow was investigated by using the valve mode which is
described in details in the results and discussion section. By using this mode, the
problem geometry was designed and created in the FEMM software, and then it was
imported into OpenFoam software for two-dimensional numerical computations.
The numerical solution for the velocity was obtained for different magnetic field
values. It was observed that an increase in B leads to an increase in the yield stress
and consequently a decrease of the flow velocity.

2 Methodology

2.1 Magnetic Field Function Development via Finite
Element Method

The magnetic field generated by the current induced to the coil in the magnetic
peristaltic pump’s channel was simulated using the finite element method. In this
study, a FEMM software was used as a tool to analyze the magnetic field response
with current variation. The development of the magnetic field function consists of 5
main steps:

Step 1: Draw the channel in the magnetic peristaltic pump

The regions of space that contain the object need to be determined for the finite
element solver. The channel is drawn by placing nodes at all points and connecting
lines as the geometry for the magnetic peristaltic pump.

Step 2: The boundary condition

The boundary condition was made so that the magnetic field produced by the coil is
in the bound space. In this study, the boundary is at the outermost line of the
geometry.
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Step 3: The material selection

To identify the material and other properties, the program uses block diagrams to
differentiate the regions in the geometry. All parts of the channel were labelled. All
materials can be selected from the material library. In this case, the selected material
is 1060 steel, pure iron as MR fluid, 36 AWG (0.124 diameters) copper wire, and
air. The FEMM analysis was running five times. The difference between these
analyses is about the current selection. The current applied takes a value between
0.5 and 2.5 A with 0.5 A step size. The number of turn of coils for each analysis is
50 turns times four, and it is equal to 200 turns.

Step 4: Generating mesh and running FEMM

For the finite element method, small triangular shaped elements were used. The size
of the triangle is called mesh size. The larger the mesh size, it will take a shorter
time to calculate, while a small mesh will take a long time to calculate. The smaller
mesh will produce much more accurate results compared to the larger mesh.
However, the calculation time has a lot of changes. In this paper, the triangular
mesh was created for the model as shown in Fig. 1.

Fig. 1 Magnetic flux meshing

228 F. Osman and M. H. Abu Bakar



Step 5: Method to analysis the result

The result from the FEMM can be shown in colour contour for the magnetic flux in
Fig. 2. The colour presents the magnetic flux density and the magnetic field
strength. The plotted value was defined as a defined contour. From the result, we
can determine that the ‘B’ is the magnitude of the flux density.

2.2 CFD Analysis of Magnetic Peristaltic Pump’s Channel

The fluid behavior in a channel gives a significant indication of the final perfor-
mance of the system. This section investigates the fluid flow behavior of the MR
fluid inside the magnetic peristaltic pump channel by using the OpenFOAM soft-
ware. The characteristic of the fluid in the presence of a magnetic field is explored
to provide knowledge of the volume flow rate during operation. The analysis started
with the validation of the CFD codes as shown in Fig. 3. The code’s development is

Fig. 2 Magnetic flux density
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depending on the MHD case. The study then developed a correlation between the
parameters such as velocity profile and volume flow rate in the channel.

3 Result and Discussion

3.1 Finite Element Method Magnetics Analysis

In the magnetic peristaltic pump, the coils affected the MR fluid. It is important to
develop the effect of the current applied on the coils to the magnetic field distri-
bution in the fluid in the magnetic peristaltic pump. In this research, five different
currents have been tested, 0.5–2.5 A with a step size of 0.5 A. A FEMM software
was used to analyze the magnetic field produced by an electromagnet.

The result from the FEMM analysis can be shown in colour contour for the
magnetic flux as shown in Fig. 4. The colour represents the magnetic flux density
and the magnetic field strength. The plotted value is defined along a defined con-
tour. From the result, we can identify the maximum magnetic flux density, B
through the graph in Fig. 4. As we can see, the purple region shows the highest
Tesla value. The design with 2.5 A current applied in Fig. 4e has the highest Tesla

Fig. 3 Modelling and simulation procedure
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(a) 0.5 Ampere

(b) 1.0 Ampere

(c) 1.5 Ampere

Fig. 4 Contour of magnetic field densit
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(d) 2.0Ampere

(e) 2.5 Ampere

Fig. 4 (continued)
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(a) B= 2.078e-3 Tesla, 0.5 Ampere

(b) B=4.156e-3 Tesla, 1.0 Ampere

(c) B= 6.234e-3 Tesla, 1.5 Ampere

Fig. 6 Magnetic field contour in magnetic peristaltic pump’s channel
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value compared to the other configurations. The highest Tesla value is needed in
order to have a high magnetic field.

Magnetic flux density is the amount of magnetic flux per unit area of a section,
perpendicular to the direction of flux. From the graph in Fig. 5, we can see that
there is a slightly increasing value of the normal flux density (B) from 2.078e−3 T
to 1.039e−2 T when the current is increased from 0.5 to 2.5 A. It shows that the
value of Tesla is increased due to the increasing current value.

The main difficulty in the modelling of MR fluid was due to its viscosity change
dependent on the magnetic field. The viscosity of the fluid in the magnetic channel
varied with changes in the magnetic field. The viscosity behavior needed to be
modelled correctly in order to reduce the error in the simulation. In this research, the
viscosity was related to the current induced by the coil. From the reference current,
the magnetic field was calculated using the correlations that were developed using
the finite element method.

(e) B= 1.039e-2 Tesla, 2.5 Ampere

(d) B= 8.312e-3 Tesla, 2.0 Ampere

Fig. 6 (continued)
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Fig. 7 Graph of velocity across the magnetic field
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3.2 CFD Analysis Using Open Source Field Operation
and Manipulation (OpenFOAM)

By using the same parameters for all geometries in Fig. 6, and set B = 2.078e−3,
B = 4.156e−3, B = 6.234e−3, B = 8.312e−3 and B = 1.039e−2 respectively,
these contours of the magnetic field can be obtained when the magnetic field is
placed perpendicular to the flow of the MR fluid in a certain area which is between
2.5 to 3.5 cm and 6.5 to 7.5 cm. The dark blue colour of the contour indicates that
there is no magnetic field applied on it. Thus, the magnetorheological fluid acts as a
Newtonian fluid. Meanwhile, the dark red colour indicates the maximum magnetic
field on the geometry, and at this moment the fluid became a non-Newtonian fluid.

From the obtained results from the numerical solution, the local velocity profiles
have been plotted depending on the magnetic field, coordinates and the physical
parameters of the fluid. It provides the velocity distributions that occurred
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throughout the flow at the channel of the magnetic peristaltic pump. The initial
value of the inlet velocity is 0.5 m/s. Figure 7 shows, at point 20 mm, the fluid
achieved high velocities due to the 0 magnetic field and at 30 mm started slowly to
change into a non-Newtonian fluid due to the impact of the magnetic field strength
on 35 mm area. Meanwhile, at 50 mm, the fluid achieved the maximum velocities
of 0.752, 0.733, 0.721, 0.694 and 0.652 m/s and at 70 mm, the velocity values were
decreasing depending on the applied magnetic field. These decreases were larger in
the area where the magnetic field was applied, whereas they were smaller in areas
where the magnetic field was not applied.

The comparison of each graph has been plotted in Fig. 8. As we can see, the
pink line represents the lowest magnetic field strength and is below of the other
lines which means it has the highest velocity compared to other lines. Other than
that, the red line represents the highest magnetic field strength is on the below of
other lines which mean it has the lowest velocity. The maximum velocity profiles
across the channel of the magnetic peristaltic pump are shown in Table 1. It is
shown that the higher the magnetic field density, the lower the maximum velocity
profile across the channel.
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Table 1 Magnetic field density and the maximum velocity profile across the channel

Magnetic field density (T) Maximum velocity profile across the channel (m/s)

2.078e−3 0.752

4.156e−3 0.733

6.234e−3 0.721

8.312e−3 0.694

1.039e−2 0.652
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4 Conclusions

The main objective of this research was to investigate the numerical analysis of
magneto-hydrodynamics in a magnetic peristaltic pump. As research methodology
and from the results gathered, the following conclusions can be made.

In a magnetic peristaltic pump, the magnetic field is the primary parameter,
which needs to be considered in order to see the characteristics of the MRF. The
magnetic field is affected by coils with the current. Finite element method magnetic
was used to analyze the magnetic field distribution produced by the coil. The same
number of turns of the coil but different current applied to magnetic peristaltic
pump’s channel filled by MR fluid was used in this study. As a result, magnetic
fields increase with the increase of current to the coils.

Other than that, a numerical model of the magnetic peristaltic pump has been
made by using codes in the OpenFOAM software. In order to run the analysis, mesh
generation, boundary condition, fluid properties, MHD solver have been selected.
As a result, the geometry of the magnetic peristaltic pump can be viewed, and the
simulation can be proceeded. MHD flow by using MR fluid can be evaluated as
the result of the fluid flow in the magnetic peristaltic pump. It was observed that the
magnetic field applied to the MR fluid decreased its flow velocity depending on the
increase of the magnetic field. It is found that the electromagnetic force is affecting
the MR fluid flow and the magnetic field can give us the ability to control the MR
fluid which needs to operate the process in the magnetic peristaltic pump.
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Energy Laboratory, Universiti Kuala Lumpur, Malaysian Spanish Institute, Kulim Kedah,
Malaysia.
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Parametric Study of the Two-Stage
Pyrolysis Process for Activated Carbon
Preparation from Pithecellobium Jiringa

Muhamad Husaini Abu Bakar, Mohamad-Syafiq Mohd-Kamal
and Mohd-Nazri Che-Adnan

Abstract Activated carbon is a type of carbon processed to have small and low
volume pores that improve the surface area available for chemical reactions.
Currently, the cost of activated carbon is inefficient and it is difficult to obtain
activated carbon. Pithecellobium jiringa (Jering) is an organic material that is
potentially used as raw material for activated carbon. However, the use of Jering
waste as activated carbon is new; the previous researchers never obtained data on
the correlation between the parameters. The objective of the project is to design a
two-stage pyrolysis process to evaluate the effect of hydroxide (KOH) on the
conductivity of activated carbon and to evaluate the effect of ambient temperature
on activated carbon. There are two stages in the pyrolysis process; to remove
moisture and activate the carbon with KOH. The performance of the heating rate for
this space is 5 °C per minute at 30 °C per minute. The highest temperature for this
heating coil is 235 °C. The amounts, and molar volumes of KOH can affect the
performance of the voltage.

Keywords Activated carbon � Pyrolysis process � Pithecellobium jiringa

1 Introduction

Activated carbon has attracted many researchers due to its excellent properties such
as thermal stability, high yield, high adsorbent effect, large surface area and
advanced structure [1–3]. The commercially activated carbon is provided from
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compact solid carbonates, such as concise, wood and grape seed [4–6]. However,
the production margin for activated carbon is a significant challenge facing the
industry [7]. Therefore, many studies have been carried out to discover new, cheap
and renewable raw materials. It includes the use of agricultural waste with high
carbon content and low ash content. According to recent studies, raw materials
containing lignin, cellulose, and lignocellulose can be used to produce active carbon
grades to return carbon to the market. The properties of activated carbon depend to
a large extent on the activation method used, that is, the physical and chemical
methods. The activation of physical activity involves the carbonization of raw
materials in an inactive atmosphere and the activation of carbon in the presence of
carbon dioxide or vapor [2, 8, 9]. Chemical activation consists in the destruction of
chemical products in raw materials followed by pyrolysis.

Pyrolysis is the thermochemical decomposition of organic matter at high tem-
peratures when there is no oxygen [10–12]. It involves simultaneous changes in
chemical composition and physical phases and cannot be recovered. Pyrolysis is a
type of thermolysis and is most commonly observed in organic materials exposed to
high temperatures [13]. In general, pyrolysis of organic substances produces gas
and liquid products and leaves a solid residue richer in carbon content, char [6].
Extreme pyrolysis, which leaves mostly carbon as the residue, is called car-
bonization. Therefore, this paper aims to design a two-stage pyrolysis chamber and
analyze the production of activated carbon mixed with Potassium hydroxide
(KOH) solution preparation from Pithecellobium jiringa (Jering).

2 Methodology

2.1 Two-Stage Pyrolysis Process

The synthesis of carbon activated by chemical activation can be done in two ways.
The first method is the single-pyrolysis which is the direct activation of natural
biomass with subsequent pyrolysis levels [14]. The second approach consists of
two-stages of pyrolysis processes where the biomass dissolves for the first time at a
specific temperature. In this stage, the elimination of non-volatile substances and
extractable organic compounds (which are not covalently bound to a matrix) is
carried out. As a result, the high temperatures during the biochar synthesis increase
the carbon and aromatic condensate. Subsequently, the chemically generated car-
bon is activated, and the sample is pyrolysis for the second time [16, 17]. After
chemical activation, either through a one- or two-stage process, the samples should
be washed with water or weak acid at a neutral pH. In general, from energy, the
one-step process is better [6, 15, 16].
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2.2 Application of Activated Carbon

Active carbon with the highly developed surface area is widely used in many fields,
such as water treatment processes, environmental protection, catalyst support, toxic
protection, solvent recovery, discoloration, biomedical engineering and metal
recovery [9, 17]. The development of technologies develops active applications of
carbon, such as supercapacitors, electrodes, and gas storage [18]. Activated carbon
is essential for the performance of the air-metal battery, such as aluminum-air
batteries and zinc-air batteries. Activated carbon is used as an air cathode for the
current collector in the aluminum and air battery [19, 20].

2.3 Pithecellobium Jiringa (Jering)

Pithecellobium jiringa (Jering) is an abundant organic material that is potentially
used as a raw material for activated charcoal [21]. It comes from Southeast Asia
only. Figure 1 shows the image of Pithecellobium jiringa (Jering). The previous
researcher studied the use of Jering as the functional properties of seeds as a
function of concentration, pH and ionic strength, which can be adjusted accordingly
for the development of new food products [21, 22]. However, the use of Jering
waste as activated carbon is unique. The previous researchers did not examine any
data on the correlation between the parameters.

2.4 Geometry Design of Pyrolysis Chamber

The manufacturing process starts with the 3D design model using the SolidWorks
software [23–25]. This configuration is done by installing all the sections to run
experiments. There are some essential parts of this structure; the chamber, the
heating coils, screw valve to combine the transfer of the pipes, thermostat to control
the temperature of the air, the pickups to collect bio-oil, transistor and temperature
controllers. Figure 2 shows the isometric design for the pyrolysis space using the
SolidWorks software.

Fig. 1 Pithecellobium
jiringa (Jering)
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2.5 Experimental Setup

The Pithecellobium jiringa (Jering) was dried in the oven for 48 h at the temper-
ature of 120 °C. The drying procedure is presented in Fig. 3. The dried
Pithecellobium jiringa (Jering) was then placed in a vacuum combustion chamber
and first stage pyrolysis with a temperature of 235 °C for 2 h to produce biochar.
Figure 4 shows the experimental setup of pyrolysis used to combust a dried Jering.

3 Result and Discussion

3.1 The Temperature Change

In Fig. 5, the data collected from the combustion chamber of the pyrolysis process
is shown. In this experiment, three heating coils are provided to obtain a constant
temperature in the bottom, middle and upper of the chamber. The performance of
heating rate for this chamber is in the range from 5 °C per minute to 30 °C per
minute. The highest temperature for this heating coil is 235 °C.

Fig. 2 Isometrics design for
pyrolysis chamber using solid
work software

Fig. 3 Drying oven process
for Pithecellobium jiringa
(Jering)
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3.2 Volume of Bio-oil Yield for the Pyrolysis Process

The next observation is to discover the effect of different temperatures to collect the
bio-oil products as seen in Fig. 6. This figure shows the data for first and second
stage experiments. For this experiment, three samples were made at different
temperatures, that is, sample A, B, and C. The combustion process time for the
entire sample was 120 min. The original weight for each sample is 64 g. The
temperatures for all the samples are small but still get different results.

For the first stage of combustion, at a sample temperature A of 230 °C, it can
produce 31.75 ml of bio-oil. This sample has the highest number compared to
sample B and C because the temperature is higher than the other. The temperature

Fig. 4 Experimental setup of the pyrolysis process
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for sample B is 205 °C, and the bio-oil production is 28.1 ml. This sample is the
average compared to other samples, and the temperature of sample C is 180 °C, the
total amount of bio-oil yield is 23.65 ml. High temperatures can achieve a high
amount of bio-oil; Low temperatures can produce a low amount of bio-oil. It can be
observed that with the increase in temperature, bio-oil yields production tend to be
lower. Due to the increase in temperature, more energy will be given, and more
carbon atoms will be used to reactivate the reaction. Before the second stage of
combustion, all samples must be soaked or mixed with KOH for 24 h. The tem-
perature for the whole sample is constant at 120 °C and the constant time is
120 min.

3.3 Percentages of the Carbon Yield

In Fig. 7, sample A shows the low percentage of carbon yield produce compared
with other samples due to the difference in temperature at the first stage. Sample B
is the average percentage, and sample C is the high percentage because the tem-
perature is low compare to with sample A and sample B. This result shows that the
quantity of bio-oil is still high for sample C compare to sample A is a low quantity
of bio-oil because of a different temperature is applied.
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The carbon yield was calculated based on the weight of Jering on a dry basis
from the following equation:

Theweight of jering = 64 g

CarbonYield ðwt% ) =
weight of carbon
weight of Jering

� 100%
ð1Þ

It can be seen that activated carbon yields tend to be lower when temperatures
increase. This is because with the increase in temperature, more energy will be
given and more carbon atoms will be used to activate the reaction.

In Fig. 8 shows the weight of the activated carbon for the first and second level.
The results show that the ambient temperature is essential to obtain higher carbon
emissions. Example A shows the highest temperature, that is, 230 °C, but the carbon
production is lower than for the other samples. Example C shows that the ambient
temperature is 180 °C. Example C shows the mass with the highest carbon value.

3.4 Application Carbon for Aluminium Air Battery

Each sample of carbon was soaked by KOH for 24 h and the second stage burning
process temperature is 120 °C and 120 min. In Fig. 9, the voltage data was mea-
sured by a voltmeter. The result shows the voltage for three samples for one molar
KOH and two molars KOH. In order to test this carbon performance, the air cathode
for aluminum batteries in the air is generated using carbon. From there, the value of
voltage for the aluminum-air battery is collect. The air cathode was produced by 3
samples of carbon from pyrolysis process.
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Sample A, B, and C is a different temperature with one molar of KOH; it shows
the small different voltage data because the reaction of KOH is low. Secondly,
sample A, B and C at different temperature with 2 M of KOH, it shows the high
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voltage. Its mean the quantity of molarity KOH can affect the voltage performance.
A higher quantity of molarity KOH can get the better or best-activated carbon. Low
quantity of molarity KOH can get the low voltage performance.

4 Conclusion

The activated carbon can be generated from various sources. In this research, the
Pithecellobium jiringa (Jering) was used to produce activated carbon. The perfor-
mance or quality of activated carbon depends on the methods that have been used.
The mixed and correct way can produce the best-activated carbon. In this study of
design, a pyrolysis chamber has been done developed by a simple design and pure
raw materials. Each part of the developed pyrolysis chamber can be designed
entirely according to the actual concept.

The finding of this study shows that different temperature and volume of KOH
can get a different value of voltage and current. The effect of Potassium hydroxide
(KOH) can be seen from the performance of activated carbon and temperature effect
can be seen. The best of temperature in this experiment is 235 °C, and the volume
of KOH molarity is 2 M to generate the high performance of battery voltage and
current. Therefore, it can be concluded that this 2 stage pyrolysis process is an
excellent improvement in the producing the activated carbon as an air cathode for
aluminum-air batteries.
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Performance of a Small Engine Fueled
by Methane Using a Simulation Tool

Shahril Nizam Mohamed Soid, Muhammad Najib Abdul Hamid,
Mohd Suyerdi Omar and Muhammad Iqbal Ahmad

Abstract Climate change and increased demands for energy, tends the researchers
to search for environmental friendly resources of alternative fuels that can be used
in internal combustion engines. There are many types of existing alternative fuels
that can be used in internal combustion engines, but the fundamental information
about their combustion process is still limited. This study focus on the performance
of methane fueled engines in a small spark ignition gasoline engine. The engine
performance was measured on the brake torque, brake power, brake mean effective
pressure (Bmep) and in-cylinder peak pressure. A Modenas Kriss 110cc gasoline
engine was selected for experimentation and engine modelling. The 3D engine
model was created using CATIA and the engine performance simulation was
performed using GT-Suite v7.4.3. The engine performance results for the methane
fueled engine were found to be lower at about 20.1% for engine torque, brake
power and bmep and 12.0% for in-cylinder peak pressure when compared to the
gasoline engine. From these results it can be concluded that the methane fuel can be
used as an alternative fuel but it produces lower engine performance compared to a
gasoline engine.
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1 Introduction

The unstable market price for crude oil encourages the researchers to find alter-
native or renewable green energies to fulfill the users need. There are few options of
renewable and alternative energies in the current markets, but they do not help
much in preserving the quality of environment and even do more polluting it. There
are many previous researches that have studied the performance of alternative fuels
[1–3]. This study focused on the potential of methane fuel usage in a small spark
ignition engine. Methane is one of the largest components in natural gas.
Additionally, compressed natural gas (CNG) that is available in the market contains
of about 75–98% methane with small percentages of ethane, propane, butane [4].
Still, the detailed information and findings about pure methane fueled engines is
still limited.

The usage of CNG as alternative fuel will degrade the power, torque and Bmep
compared to gasoline engines [5]. However, the brake specific fuel consumption of
natural gas is lower compared to gasoline [6]. The carbon monoxide (CO) and
carbon dioxide (CO2) emission is also lower than for a gasoline engine [7]. Other
research work also found that the natural gas lacks in terms of power and torque
compared to gasoline engines [8].

This study is conducted with the purpose to investigate the performance of a
methane fueled engine in terms of brake torque, brake power, BMEP and
in-cylinder peak pressure and compared its performance to a gasoline engine.

2 Methodology

The objectives of this study are to evaluate the performance of a methane fuel
engine. The engine performance was tested using a dynamometer along with a gas
analyzer attached to the Modenas Kriss 110cc engine, in the internal combustion
engine lab located at UniKL MSI. The wide open throttle (WOT) method was used
during running the gasoline engine performance tests. Furthermore, different engine
speeds were tested with different configurations of air-fuel ratio from 2000 to
8000 rpm and the results obtained from it were used for the purpose of validation
and comparisons of the graphically developed engine model. Figure 1 show the
experimental setup used in this work and Table 1 indicates the technical specifi-
cations of the engine.

A single cylinder engine model is built using the commercial software called
GT-Suite. The technique in modelling the engine can be referred in the GT-Suite
manual [9]. GT-Power, which is one of the modules under the GT-Suite, is a
powerful tool that has been used by many researchers in internal combustion engine
modeling [10, 11]. Some of the inputs in 1D engine modeling require a detailed the
geometry of engine components. Components like airbox, intake runner and
exhaust system have been developed in 3D CAD model. The 3D model
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development process involves in taking the dimensions of the engine such as runner
length, diameter of pipe throat and radius of pipe bends. Here, the 3D model is
performed using the CATIA software. The 3D CAD model is then imported into
one of the GT-Suite modules called GEM-3D in order to convert it into an
one-dimensional engine diagram. Then, GT-Power is used to run the simulation and
to obtain the performance of the engine. The validation of the engine model is
performed by comparing the engine performance results between simulations of the
gasoline engine with the experimental results [10]. After the engine model fueled
with gasoline has been validated, then the gasoline fuel is changed to methane fuel.
The stoichiometry of the air-fuel ratio between gasoline and methane is different.
Therefore, the usage of an equivalence ratio is applied to find the new air-fuel ratio
for methane fuel. In achieving the optimum methane fuel engine performance, it is
very much dependent on the configuration of the engine.

Fig. 1 Experimental setup for gasoline engine performance measurement

Table 1 Engine technical
specifications

Type 4-stroke SOHC,
single cylinder

Bore � Stroke 53 � 50.6 mm

Displacement 110cc

Maximum torque 9.3 Nm at 4000 rpm

Intake Valve Open (IVO) 20°BTDC

Exhaust Valve Open (EVO) 55°BBDC

Duration time intake/exhaust 260°
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3 Results and Discussion

3.1 Model Verification

For validation process, both engine performance results were compared and the
difference between them was set to be in the range of 5%. At the initial stage,
the result from the model shows quite a significant amount of differences between
the experimental results. It shows that the model needs to be calibrated so that the
results will be close to the experimental results. In order to calibrate the model,
the lift angle multiplier was set to 0.83 thus the duration of the IVO and EVO is the
same as in the engine specifications. The forward coefficient was set to 0.95 and the
maximum lift was changed to 5 mm height which changes the flow array. A new
setting of flow array was redefined at 5 mm lift to generate the new flow array and
was used in the model valves flow array. The validation of the model to the
experimental data is shown in Fig. 2.

After the validation process, the simulation was run with the aim to obtain less
than 10% differences which makes the model reliable and ready to be used for the
next simulation. From the analysis, it was found that the average percentage of
difference between the model and experiment is at about 4.1% for engine torque,
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brake power and bmep. The trends also have shown similarities for both model and
experimental data. Therefore, the Modenas Kriss 110cc engine model was suc-
cessfully developed into an one-dimensional model using the GT-Suite software. It
represents the real engine at which the output of the model gives nearly the same
results as the experimental results.

3.2 Methane Fuel Engine Performance

For methane fuel, the methane_vap type of fuel was selected from the GT-Suite
library. In order to provide the comparison to gasoline, the air-fuel ratio was set
based on the same equivalence ratio as for the gasoline engine. The details of the
modelling condition are shown in Table 2. The stoichiometric air-fuel ratio for
gasoline was referred as 14.7:1. The equivalence ratio was found by dividing the
stoichiometric air-fuel ratio to the air-fuel ratio obtained from the experiment.
Hence, the obtained equivalence ratio was used to find the actual ratio of methane
by dividing the stoichiometric ratio of methane which is 17.2 to the equivalence
ratio. This method was used for all rpm as well.

Figure 3 shows the performance of methane compared to gasoline. From the
figures, it was found that the methane fueled engine experienced a power degra-
dation at about 20.1% for the engine torque, brake power and bmep and 12.0% for
the in-cylinder peak pressure when compared to gasoline. At lower speed it can be
observed that the methane engine performance is close to gasoline for brake power.
However, when the speed increases to at about 3500 rpm the difference in engine
performance increases mostly due to lower energy density for methane. Although
there is a large difference in engine performance, but when it comes to emission and
brake specific fuel consumption (BSFC) methane produced better results compared
to gasoline [12]. Moreover, in-cylinder peak pressure trace had exposed that the
gasoline engine produced higher peak pressure than methane. With the high
in-cylinder pressure, the gasoline engine will produce a higher torque, power and
bmep compared to methane.

Table 2 Modeling AFR for gasoline and methane

Engine speed (rpm) Equivalence ratio AFR (gasoline) AFR (methane)

2000 1.1 13.41 15.64

3000 1.13 13.05 15.22

4000 1.32 11.16 13.03

5000 1.38 10.66 12.46

6000 1.39 10.54 12.37

7000 1.3 11.74 13.23

8000 1.38 10.68 12.46
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4 Conclusion

The Modenas 110cc engine model was successfully developed into an
one-dimensional model using the GT-Suite software. It represents the real engine at
which the output of the model gives nearly the same results as the experimental
results. The major findings from this study are as follows:

i. The behavior of the gasoline engine and methane fueled engine were found to
be the same. However, the methane fueled engine experiences some degrada-
tion in performance when compared to the gasoline engine.

ii. Due to lower engine performance compared to gasoline, it is suggested to
implement different cam timing angles for methane fueled engine.

Acknowledgements The authors would like to thank Universiti Kuala Lumpur Malaysian
Spanish Institute for the financial support for this research work via UniKL STRG grant
UniKL/CoRI/str15028.
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Simulation Analysis on the Performance
of a Hydrogen Port Fuel Injection
Engine

Shahril Nizam Mohamed Soid, Surenthar Magalinggam
and Muhammad Iqbal Ahmad

Abstract Over the past few years, many researchers have conducted experimental
and simulation studies using alternative fuels for internal combustion engines.
Selected fuels should contain less or no carbon products from combustion process
and eventually decrease the primary energy usage. Hydrogen has been taken into
consideration. Previous researchers found that hydrogen can be used in spark
ignition internal combustion engines. However, the optimum performance of an
engine could not be achieved due to some limitations in regards the configurations
of the air fuel ratio and compression ratio. In this work hydrogen fuel was tested in
a single cylinder port fuel injection engine as the preliminary study in optimizing
the engine performance. The engine performance study was based on the brake
torque, brake power, brake mean effective pressure (Bmep) and peak pressure. The
engine model was developed based on the Modenas Kriss 110 cc 4-stroke single
cylinder gasoline engine. The CATIA software was used in developing the 3D
engine model and followed by utilization of GT-Suite software in analyzing the
engine performance. From the analysis, it was found that the performance of the
hydrogen fueled engine is lower compared to the gasoline engine.
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1 Introduction

The needs in finding renewable energy resources are keep growing to fulfill the
energy demand that keeps increasing years after years. Fluctuating of oil price and
environmental issues have increased the activities in finding alternatives fuel
resources that will provide a sustainable energy and achieve greener environment.
There are many researches were done by various researchers using various types of
fuel and hydrogen is one of non-carbonaceous fuels that exists on the earth [1]. It
can be used in internal combustion engines. Experimentation and studies were
performed by previous researchers using hydrogen as a fuel in internal combustion
engines [2, 3], ended up with the results showing there are some limitations in
configuring the air-fuel ratio and compression ratio. Changing both parameters will
give optimum performance of the hydrogen engine.

The studies of hydrogen addition in internal combustion engines have found that
hydrogen fueled engines suffer from output power reductions due to the very low
heating value on volume basis which results in lean mixture operation [4]. High
stoichiometry of hydrogen to air ratio also causes the mass of the intake air being
reduced for any engine sizes. Increasing the compression ratio increases the max-
imum cylinder gas pressure and the maximum gas mean temperature [5].
A desirable Bmep can be achieved at lean mixture at low engine speed but is
unacceptable for higher engine speed [1].

Performance improvements can be achieved by retarding the spark timing and
together with a change in compression ratio [6, 7]. This project attempts to analyze
the engine performance characteristics of a hydrogen port fuel injection engine and
its potential as an alternative fuel for internal combustion engines.

2 Methodology

The model development starts with collecting the overall engine performance
results from the experimental setup. The first step taken is determining the per-
formance of a gasoline engine by using an experimental setup. An engine
dynamometer was used simultaneously with a gas analyzer to determine the
gasoline engine performance and air-fuel ratio. The engine performance test is
performed at wide open throttle (WOT) condition. The experimental results are
used for validation of the developed engine model.

The engine modelling starts by creating a 3D model of engine parts by referring
to the actual geometry from the Modenas Kriss 110 cc engine. The CATIA V5R21
CAD software was used to model the air box, intake runner 1 and 2, intake port,
exhaust port and exhaust runner. The precise dimensions of parts in terms of their
volume, diameters of runner’s throat, radius of bending on intake and exhaust port
and also the length of parts were taken into consideration during modeling. Every
part was created separately in order to be exported in GEM-3D which is a module
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in the GT-Suite v7.4.3 software. Once the parts were successfully modelled in a 3D
version, they were imported in GEM-3D to be discretized which transforms every
part to 1D diagrams. During the discretization of every part in GEM-3D, the
diameter of every pipe section and the wall temperature were set according to the
factory settings of the engine.

After the discretization process completed, every part was dragged to the
GT-Power module in the GT-Suite v7.4.3 software. Here the 1D converted part
diagrams were arranged according to the original arrangements from the actual
engine starting from the air box until the tail pipe and connected with a string called
junction [8]. Then, using the engine technical specifications as shown in Table 1
and temperature for engine parts in GT-Suite v7.4.3 software as shown in Table 2,
the detailed configurations were set for every parameters and engine components
involved. Manuals and tutorials from the GT-Suite software were used during the
modeling process. Valves diameters, wall temperatures, flow arrays, valves opening
and closing durations were taken into serious priority to achieve the same output
performance as the actual engine. The next step was the setting of different air fuel
ratios for different engine speeds and separated to several cases. Based on the
simulation runs of the different sets, the output performance can be compared to the
actual experimentation results which run with different configurations of air fuel
ratios for each different engine speed. The output from the successfully performed
simulations was shown in GT-Post. The results were collected and tabulated to be
used for the validation [8] and comparison.

Table 1 Engine technical
specifications

Engine parameter Value

Bore � Stroke 53 mm � 50.6 mm

Total displacement 111 mL

Maximum torque 9.3 N.m at 4000 rpm

Maximum horsepower 6.6 kW at 8500 rpm

Compression ratio 9:3:1

Intake valve open (IVO) 20° BTDC

Intake valve close (IVC) 60° ABDC

Exhaust valve open (EVO) 55° BBDC

Exhaust valve close (EVC) 25° ATDC

Total duration intake/exhaust 260°

Table 2 Parts temperature in
GT-Suite software

Engine parts Temperature (K)

Cylinder head 550

Piston 590

Cylinder block wall 450
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3 Results and Discussion

3.1 Model Validation

To validate the constructed model, verification to the experimental data is needed.
The accuracy of the constructed model was verified by comparing the engine per-
formance between model and experiment. Both of the results were correlated based
on their trends and values. At the early stages of the verification, the simulation
results show a quite significant difference when compared to experimental results.
Thus, the parameter set in the simulation model was rechecked and some minor
alterations were performed. There are some increments shown from the alteration of
cam timing angle, angle multiplier, lift multiplier and flow array. The cam timing
angle for the intake valve was set to 231° and for the exhaust to 123.9°. The angle
multiplier was 0.83 and the lift array was 0.5 for both intake and exhaust valve. The
flow array was configured using an excel self-calculating file in GT-Suite. The
forward coefficient was adjusted to 0.95 to obtain the flow array values.

Engine performance results were plotted in GT-Post after the 10 cycle runs of the
simulation. Differences between the average value of experiment and model are in
the range of 0.6–3% for brake torque, brake power and Bmep. Thus, the accuracy
and precision of the developed model was validated with the output results
achieving no more than 5% difference compared to the experimentation engine. The
outcome from engine performance results are plotted in graphs as shown in Fig. 1.

Fig. 1 Validation of gasoline model according to a engine torque, b brake power and c Bmep

264 S. N. M. Soid et al.



3.2 Hydrogen Fueled Model

For hydrogen fueled engine, the air-fuel ratios from the gasoline experimentation
and modeling is calculated to suit hydrogen model. The stoichiometric air-fuel ratio
for hydrogen is 34.3:1 meanwhile for gasoline it is 14.7:1. If the same settings of
the air-fuel ratios from gasoline were used for hydrogen, the simulation was not
completed and ended with errors. To eliminate this problem, an equivalence ratio
from gasoline fuel was obtained by dividing the stoichiometric of gasoline with
air-fuel ratio set during the experiment [9]. Then, the stoichiometric of hydrogen
was divided by the equivalence ratio to have the output value of air-fuel ratios
needed for the hydrogen model as shown in Table 3.

The same procedure was followed as in the case of gasoline model, and the results
from GT-Post were collected and plotted as shown in Fig. 2. A comparison between
the gasoline and hydrogen graphs shows some significant differences for the overall
engine performance. An increase in the equivalent ratio of hydrogen fuel lead to
higher value of air-fuel ratio and this created non-consistent differences between the
gasoline and hydrogen model. An average value of 30% performance difference was
observed from the gasoline to hydrogen comparisons results for brake torque, brake
power and also Bmep, that can be considered as performance degradation. The loss
in brake torque and brake power is due to the knock and backfiring. Buildup of a
small amount of hydrogen in the intake manifold when the injection duration is
longer than the intake valve opening duration creates backfire by ignition of the
hydrogen leftover in it with hot exhaust gases released at the exhaust stroke [7, 10].
Meanwhile, drops in Bmep are due to improper combustion as increasing of the
hydrogen fraction in the overall fuel intake which reduces the air intake [5].

For the peak pressure, an average value of 15% difference was observed from the
comparisons. A lower peak pressure was achieved due to the low compression ratio.
Finally, the Bsfc for hydrogen gives a two times better value than the gasoline
because of the rich mixture of the air-fuel ratio. The fuel consumption of the
hydrogen fueled model achieved improvements at an average value of 60% dif-
ference compared to the gasoline fueled engine. Although the overall engine per-
formance of hydrogen is low compared to gasoline except for Bsfc, an optimization
could lead to increments in outputs.

Table 3 AFR configurations of gasoline and hydrogen using the same equivalence ratio

Engine speed (rpm) AFR (Gasoline) Equivalence ratio AFR (Hydrogen)

2000 13.41 1.09 31.46

3000 13.05 1.12 30.62

4000 11.16 1.32 25.9

5000 10.66 1.38 24.8

6000 10.54 1.39 24.6

7000 11.34 1.29 26.5

8000 10.68 1.37 25.0
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4 Conclusion

As a conclusion it was found that hydrogen fuel produced a lower engine perfor-
mance with an average value of 29% performance difference compared to hydrogen
comparisons results for brake torque, brake power and also Bmep. Other findings
are as follows:

i. A loss in brake torque and brake power is due to the knock and backfiring. The
buildup of a small amount of hydrogen in the intake manifold when the
injection duration is longer than the intake valve opening duration creates
backfire by ignition of the hydrogen leftover in it with hot exhaust gases
released at the exhaust stroke.

ii. Drops in Bmep are also due to improper combustion as increasing of hydrogen
fraction in the overall fuel intake which reduces the air intake.

Fig. 2 Comparison of a brake torque, b brake power, c Bmep, d peak pressure and e Bsfc at
various engine speeds
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iii. For the peak pressure, an average value of 15% difference was observed from
the comparisons due to low energy density of hydrogen.

iv. Bsfc for hydrogen gives a two times better value than the gasoline due to its
gaseous fuel form.
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Simulation of Flange Modeling by Using
the Finite Element Method

Khairul Shahril Shaffee, Khairulanwar Haris,
Khairul Akmal Shamsuddin, Mohamad Sabri Mohamad Sidik
and Megat Mohd Amzari Megat Mohd Aris

Abstract This project focuses on studying an existing off-road buggy component
which is a flange. The study includes modeling the flange using a solid model as
references to an existing part used for an off-road buggy using the CATIA software.
Stress analysis was conducted using the finite element method in the ABAQUS
software. The performance of proposed design was compared to the existing part of
the flange. A buggy is an automobile with wheels that project beyond the vehicle
body. In European countries, a dune buggy is a recreational vehicle with large
wheels and wide tires, designed for use on sand dunes or beaches. From the result in
running the first analysis of the design datum analysis, it was found that the von
Misses stress had maximum values compared with new design of the flange.

Keywords Buggy � Stress � Flange � Coordinate measurement machine

1 Introduction

This project focuses on studying an existing off-road buggy component which is a
flange. Flanged or also known as Spacer Flanged is a major component for con-
nection between hubs and wheels. The study includes modeling the flange using a
solid model as reference to an existing part used for an off-road buggy using the
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CATIA software. Stress analysis was conduct using the finite element solver in
ABAQUS. This analysis is used to determine the critical area of stress distribution
on the flange. The new model design should have an improvement in terms of stress
distribution. The existing flange that is installed to the buggy car is a solid surface
type. The material of this solid surface type is carbon steel. For the beginning, the
analysis was done on the existing component. This determined the critical area of
stress distribution area that is needed to be improved.

Load distribution occurs when a load is apply to a structure and will influence
the dynamic balance of the vehicle. A good design will increase the toughness of
the flange. The maximum stress occurs at the flange during the movement of the
vehicle and load application.

The purpose of this analysis is as follows:

1. To develop the existing model of the flange using CATIA
2. To conduct a stress analysis of the flange using the ABAQUS solver package.

To achieve these objectives various parameters were observed by using com-
puter simulation. The performance of the proposed design was compared to the
existing part of the flange. Theoretical aspects of the proposed design on its load
can be supported by the spacer and will be accomplished by using theoretical
aspects of the finite element analysis. The performance of the load that can be
carried by the flange were observed by using extensive computer simulation that
were performed using ABAQUS and CATIA solver package subjected to various
types of parameters.

a. Buggy

In European countries, a dune buggy is a recreational vehicle with large wheels
and wide tires, designed for use on sand dunes or beaches. This vehicle can move
on any kinds of surface ground with smooth movements. The design is usually a
modified vehicle with a modified engine mounted on an open chassis. The modi-
fications usually attempt to increase the power to weight ratio by either lightening
the vehicle or increasing the engine power or both. Those with an open frame
chassis are called sand rails. Sand rails are close to dune buggies [1].

A more recent generation of off-road vehicles, often similar in appearance to a
sand rail buggy but designed for different use, is the off-road go kart. The difference
between a dune buggy or go kart and an off-road buggy or kart is sometimes
nothing more than the type of tires fitted such as sand tires or all terrain tires.

Initially dune buggies were designed for navigating through deserts or beaches
(hence the word “dune”). However, dune buggies have become more diversified in
terms of the terrain they can handle and are being built for more generic off-road
tasks, indoor track racing. Some are even built for and used as on-road vehicles.

Typically the function is determined before the buggy is created in order to
maximize the comfort or abilities of the vehicle. Although dune buggies can be
bought (as a kit), many drivers make their own. This is done by separately buying
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the chassis, engine, tires, steering wheel, and axles. Some builders make their own
chassis, which creates a special, customized vehicle.

A 1961 or later Volkswagen sedan is the preferred donor to create a dune buggy.
The engine, transaxle, wheels, and instruments can be used from these models.
Other parts that can be salvaged from a donor Volkswagen for use in a dune buggy
include the front axle and suspension, frame, pedal assembly, shock absorbers,
seats, battery, fuel tank (1961 or later), steering column, brakes, instruments and
switches, windshield wiper, horn and emergency flasher unit.

b. Structure of the Buggy

For the structure of the buggy, tube framed and fibreglass buggies are commonly
used. Tube frame buggies have been altered to allow maximum recreational use.
They are now available in varying sizes. The most common form of non-racing
buggy consists of the tube frame which is simple to construct and sturdy. If the
frame bends or breaks, it is simple to fix. Steel tubing is preferred to “pipe” as a
pipe is rolled and welded, tubing is mandrel drawn, making it stronger and with
consistent wall thickness. The engine size varies depending on the suspension,
frame strength and performance needs. The engine size has varied from 50 cc for
small light buggies to 7+ litre engines designed for professional racing. Dune
buggies use either automatic or manual transmissions, sometimes based on appli-
cation and engine power, but often based simply on personal choice and fibreglass
buggies bodies come in many shapes and sizes. Many companies worldwide have
attempted to copy the original fibreglass dune buggy. These types of buggies are
known as clones.

c. Buggy Design

Before determining the appropriate design for the space flange there are several
studies that have been done to obtain a suitable design of the space flange. From the
previous study, a diploma student at Universiti Kuala Lumpur, Malaysian Spanish
Institute (2009) has developed a vehicle called the military buggy military (Fig. 1).
The model was built with a good design and followed the required specification.
But it still has some weaknesses at certain parts such as the size of the spacer flange
is not the same. Besides, the design did not undergo any analysis test for the load of
the buggy.

d. Design of the flange (Datum)

In regards to the size of the spacer flange, the problem is that they have different
sizes between the hub and rim (Fig. 2). From that it will effect the dynamic balance
for this vehicle and also the size of the rib and the hollow tube of the part.

As seen in Fig. 3, the part was developed by using CATIA, the small diameter
connects to the hub and the larger diameter connects to the wheel.

Ribs are the parts to support the other part and reduce the stress. As shown in
Fig. 4 the size of the rib is very thin around 2 mm and the angle of the rib not
suitable.
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e. New Design of the flange

After the observations from the existing part, the design optimization for the
flange resulted in a configuration as shown in Fig. 5. The rib size has be increased
from 5 mm to 10 mm and at a certain angle a fillet was placed because the stress
concentration will reduce if we put the fillet at the angle, as shown in Fig. 6.

Fig. 1 Design model at
UNIKL MSI

Fig. 2 The existing part
(Datum) of flange
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Fig. 3 CAD model of
existing flange

Rib

Fig. 4 The rib of the existing
flange

Fig. 5 New flange design
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2 Methodology

In the beginning, there were two tasks that needed to be done simultaneously.
Besides doing a literature review, exercise and tutorial needed to be done for
mastering the simulations tools and some preliminary simulation needed to be
carried out to be as well. Then, the problem of this research was stressed on the
buggy and the main task was to find the type of flange that is suitable for this
vehicle. It is very important because this may affect the dynamic balance of the
buggy and the motion may make the vehicle unstable. Various parameters were
observed such as the relationship between load of the buggy and load that can be
supported by spacer flange.

After preliminary research, the existing part was sketched and calibrated by
using a coordinate measuring machine (CMM). After that the datum was developed
by using CATIA and was imported to ABAQUS to be analyzed. After the analysis
was done, the existing part was optimized into the new design and analyzed by
using ABAQUS [2].

From the result analysis the comparison between the existing and the optimized
part then the two parts was done and evaluated. Depending on the outcome, it was
preceded to the next step or returned to the design and analysis.

3 Results and Discussion

The first analysis that was carried out was the datum design and analysis. This
analysis was conducted to compare between the datum design and the new design.
The new design that was developed also underwent some analysis. The analysis that
was conducted for this part was a stress analysis, for the space flange. The purpose
of carrying out the analysis for this component is to identify the maximum stress for
both designs [3].

Rib and 
Fillet

Fig. 6 Rib and fillet of new
flange design
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a. Datum Analysis

The datum space flange for off-road buggy was selected and studied at Universiti
Kuala Lumpur Malaysian Spanish Institute. The material for this datum component
is carbon steel as shown in Table 1, and the force exerted at this part was referred to
the component that was available at the buggy. Refer to the Fig. 7 and Table 2, the
maximum stress obtained from datum design was 250 MPa.

Table 1 Material properties
of the flange [4]

Material properties Carbon steel

Density 7850 kg/m3

Young’s modulus 207 GPa

Poisson’s ratio 0.3

Yield stress 220–250 MPa

Fig. 7 Maximum stress of datum design

Table 2 Von Misses stress
of datum design

Node label Von Misses stress

Minimum 6.97504

At node 540

Maximum 250

At node 6724

Total 1.04457E + 06
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b. New Design Analysis

The maximum stress in Fig. 8 and Table 2, for the new design was reduced to
200 MPa. It was reduced due to the effect of dimensions changed for this new
design.

From Table 3, it was found that the stress at the minimum for the optimization
part is 4.62 MPa and the maximum stress has reduced from 250 to 200 MPa or
20% reduction.

Fig. 8 Maximum stress of new design

Table 3 Von Misses stress
of new design

Node label Von Misses stress

Minimum 4.62

At node 1934

Maximum 200

At node 9225

Total 576.524E + 03
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4 Conclusions

The analysis was made to compare an existing and an optimized design. From the
result in the first analysis of the datum design, it was found that the von Misses
stress and displacement was very high. While the von misses stress and displace-
ment for the new design was decreased. These results were influenced by the
parameters diameter tube hollow and thickness for both designs which is datum and
the new design. The objective of the project was achieved and the new flange
design outperforms the datum.
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Material Removal Rate and Cutting
Force of AlSi/10%AlN Metal Matrix
Composite Material in Milling Process
Using Uncoated Inserts

Mohamad Sazali Said, Nurul Na’imy Wan, Norzalina Othman,
Ahmad Razlee Ab Kadir and Baizura Zubir

Abstract A machining process has been conducted to study the machining per-
formance of aluminum silicon alloy (AlSi) metal matrix composite which has been
reinforced with aluminum nitride (AlN) using the uncoated tool of inserts.
Experiments were conducted at various cutting speeds, feed rates, and depths of cut,
according to a fractional factorial array L9 of the Taguchi method. Statistical
analysis including the signal-to-noise (S/N) ratio and analysis of variance was
applied to study the characteristic performance of cutting speeds, feed rates and
depths of cut during the milling operation. The machining performances were
observed through material removal rate and cutting force, and these measurements
were analyzed using the Taguchi method. From the Taguchi analysis, it was found
that a cutting speed of 300 m/min; feed rate of 0.8 mm/tooth and depth of cut of
0.4 mm were the optimum machining parameters for the material removal rate,
while the cutting speed of 370 m/min; feed rate of 0.4 mm/tooth and depth of cut of
0.3 mm were the optimum machining parameters for the cutting force.

Keywords Metal matrix composite � Milling process � Surface roughness
Taguchi method
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1 Introduction

Porous media have been widely used in many applications. Among them, porous
media are used as a medium of combustion to improve the combustion process
which led to better emission and fuel efficiency [1, 2]. Many types of porous
materials are available to be used as a medium of combustion. The materials can
generally be classified into metallic and nonmetallic types. Ceramic porous media
are among the nonmetallic type of porous materials used in combustion. They have
a very high thermal resistance with excellent thermal shock resistance. Porous
alumina (Al2O3) is a type of porous ceramic being recently studied. Porous
ceramics are made from materials such as kaolin [3], porcelain [4, 5], alumina [6],
mullite [7], silicon carbide (SiC) [8], and zirconia-based ceramics [9]. Pickenacker
[10] has identified alumina, silicon carbide (SiC), and zirconium dioxide (ZrO2) to
be used as a medium of combustion. The porous medium can be in the form of
pebbles or spheres with specific size or diameter arranged into a packed bed with
relative porosities. It can be produced into a foam type by using the replication
technique.

The effect of the porosity on the flow inside porous media has been studied in
some recent works [11–13]. It shows a significant relationship between the porosity
and the pressure loss at different velocities. In this work, the relation between these
parameter has been investigated by using different types of porous media with
different coatings. A 2D model has been developed to visualize the flow inside the
testing conduit.

Metal matrix composites (MMCs) are composite materials widely used in
aerospace, automotive, electronics, and medical industries. These materials possess
outstanding properties such as high strength, low weight, high modules, low duc-
tility, high wear resistance, high thermal conductivity, and low thermal expansion.
These desirable properties are mainly manipulated by the matrix, the reinforcement
element, an interface [1]. MMCs exhibit poor machinability because of the hard and
abrasive reinforcement used [2]. These materials are usually applied in bearings,
automobile pistons, cylinder liners, and piston rings, connecting rods, sliding
electrical contacts, turbo charger impellers, and space structures. The most popular
reinforcements are silicon carbide (SiC) and alumina (Al2O3). Aluminum, titanium,
and magnesium alloys are commonly used as the matrix phase [1].

MMCs possess the combined properties of metals and ceramics [3, 4]. The
structure and properties of MMCs are affected by the type and properties of the
matrix, reinforcement, and interface [5]. Thus, these materials have been increas-
ingly used to replace conventional materials in numerous applications [4]. Surface
roughness has been given significant attention for many years [6] and has been
considered in fatigue load, precision fits, fasteners hole, and aesthetic requirements.
In addition to tolerance, surface roughness imposes one of the most critical aspects
in the selection of machine and cutting parameters in the planning process [6, 7].

In general, optimization of the cutting parameters is determined by the
researcher’s experience and knowledge or by the design of the experiment
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(DOE) approach [8]. DOE is a powerful statistical tool used to study the effect of
multiple variables simultaneously, and the technique provides an approach to
efficiency design real-time experiments which will improve the understanding of
the relationship between product and process parameters with the desired perfor-
mance characteristic [9]. Also, a statistical analysis of variance (ANOVA) was
performed to see which parameters were significant. The optimal cutting parameters
were then predicted. Meanwhile, Taguchi’s parameter design is an important tool
for a robust design. It offers a simple and systematic approach to optimize designs
for performance, quality, and cost.

The Taguchi’s approach is based on the statistical design of experiments [10].
This can economically satisfy the needs of problem-solving and product or process
design optimization. Several previous works have used the Taguchi method as a
design tool for experiments in various areas, including metal cutting, and are listed
in the references section [11, 12]. Factors should be included as many as possible;
the method also can identify non-significant variables at the earliest possible
opportunity. Taguchi creates a standard orthogonal array to accommodate this
requirement. Depending on the number of factors, interactions, and levels needed,
the choice is left to the user to select the standard, column-merging, or idle-column
method, etc. Two of the applications, within which the concept of S/N ratio is
useful, are the improvement of quality through variability reduction and the
improvement of measurement. The S/N ratio characteristics can be divided into
three categories; when the characteristic is continuous [10]:

Nominal is the best characteristic; S=N ¼ 10 log
y
s2y

ð1Þ

Smaller is better characteristics; S=N ¼ �10 log
1
n

X
y2

� �
ð2Þ

Larger is better characteristics; S=N ¼ �10 log
1
n

X 1
y2

� �
ð3Þ

2 Methodology

2.1 Surface Roughness Measurement

Coated carbide cutting tools are usually better performing than uncoated cutting
tools in terms of surface finish. The surface roughness values using various cutting
speeds, feed rate, depth of cut, and type of insert are shown in Table 1.
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2.2 Materials and the Milling Process

AlN reinforced Al–Si alloy matrix composite was fabricated using the stir casting
method, where Al–Si alloy ingot, called the matrix material, was reinforced with
AlN particles of 10 wt% reinforcement. The experimental study was carried out in a
CNC Vertical Milling Center Lagun-GVC 1000 milling machine. Cutting inserts
were attached to the tool with a body diameter of ∅20 mm. The tool holder used
was CoroMill R390-020C4-11L and the tool inserts was uncoated cemented carbide
ISO catalog no: R390-11T08E-NL. The experiment has three different cutting
speeds (230,300 and 370 m/min) with constant feed rate (0.4, 0.6, 0.8 mm/rev) and
depth of cut (0.3, 0.4 and 0.5 mm) under dry cutting condition. The worked
material was fabricated in the form blocks of 120 mm length � 50 mm width
50 mm thickness.

2.3 Taguchi Method

In this experiment, with three factors (each with three levels), the fractional factorial
design used was a standard L9 (33) orthogonal array. The orthogonal array was
chosen because of its minimum number of required experimental trials. Each row of
the matrix represented one trial [13]. The smaller, the better characteristic is used to
optimize the surface roughness and for the tool wear measurement is analyzed using
the larger, the better characteristic in the milling process of aluminum silicon metal
matrix composite.

3 Results and Discussion

3.1 Machining Performance and S/N Ratio

The machining performance of AlSi/10%AlN was analyzed based on the Taguchi
method and S/N ratio as shown in Table 2. The cutting force was analyzed
according to Taguchi’s smaller-is-better characteristic while the analysis for
material removal rate was conducted using the larger-is-better characteristic.

Table 1 Factors and levels
used in the experiment

Factor/Level 0 1 2

A—cutting speed (m/min) 230 300 370

B—feed rate (mm/tooth) 0.4 0.6 0.8

C—depth of cut (mm) 0.3 0.4 0.5
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3.2 Optimization of Machining Conditions
Using the Taguchi Method

This study was conducted to determine the optimum condition for the material
removal rate and cutting force when AlSi/AlN is cut using uncoated inserts. In the
Taguchi method, the analysis focuses on process optimization through the S/N
ratio, and the result will be supported by the analysis of variance. Both analyses for
the material removal rate and cutting force using the uncoated tool are obtained
using Minitab 17.

3.3 Material Removal Rate

Figures 1 and 2 show the mean S/N ratio and means of material removal rate using
the uncoated tool obtained. The slopes of the graphs clearly show that the depth of
cut is the most significant factor, followed by the feed rate, and cutting speed. Based
on Fig. 1, the optimum parameters for the material removal rate is cutting speed of
300 m/min; feed rate of 0.8 mm/tooth and depth of cut of 0.4 mm.

3.4 Cutting Force

Figures 3 and 4 show the mean S/N ratio and means of cutting force using the
uncoated cutting tool in the milling process. The slope of the graphs also clearly
show that the depth of cut is the most significant factor, followed by the cutting
speed, and feed rate. Based on Fig. 3, the optimum parameters for surface

Table 2 Experimental design with the L9 orthogonal array and the S/N ratios for uncoated cutting
tools

Test no A B C Material
removal rate

S/N ratio Cutting force S/N ratio

1 0 0 0 25.030 27.9692 83.717 −38.4563

2 0 1 1 39.680 31.9714 262.102 −48.3694

3 0 2 2 48.550 33.7238 403.179 −52.1100

4 1 0 1 44.166 32.9018 200.578 −46.0457

5 1 1 2 43.042 32.6778 293.202 −49.3433

6 1 2 0 36.592 31.2677 152.064 −43.6405

7 2 0 2 44.458 32.9590 173.153 −44.7686

8 2 1 0 25.604 28.1662 43.133 −32.6962

9 2 2 1 57.287 35.1611 225.831 −47.0757
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roughness is disclosed at cutting speed of 370 m/min; feed rate of 0.4 mm/tooth
and depth of cut of 0.3 mm.

3.5 Analysis of Variance (ANOVA)

The analysis of variance was conducted to determine which machining parameters
significantly affect the tool life. ANOVA was performed to find whether individual
factors that affect the material removal rate and cutting force were meaningful.
From the ANOVA results of S/N ratio presented in Table 3, the factor of feed rate
and depth of cut significantly affected the material removal rate at which its P-value
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was less than 0.05. From Table 3, the most influential factor was found to be the
depth of cut with 72.43%, followed by feed rate with 22.67% and the remaining
percentage were explained by cutting speed and residual error.

In Table 4 which represented the ANOVA results of S/N ratio, the only factor of
the depth of cut was significantly affect the cutting force as its P-value was less than
0.05. Based on the percentage contribution from Table 4, the most influential factor
was found to be the depth of cut with 67.99%, followed by cutting speed and feed
rate with 16.46% and 13.39% respectively.
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4 Conclusion

In comparing the machining performance between uncoated and TiN cutting tools
for milling process of AlSi/10%AlN MMCs, it was found that the uncoated cutting
tools gave a better surface finish which is smoother. Through the Taguchi method,
the optimum parameters for the milling process using uncoated cutting tools were
set at 230 cutting speed, 0.4 feed rate and 0.3 depth of cut. These optimum
parameters will progress the competitive machining operation from the economical
and manufacturing perspective in the automotive industry.
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Synthesis of Polypropylene Solid State
Electrolytes for Batteries Using
a Polymerization Heat Chamber

Muhamad Husaini Abu Bakar and Kartina Farah Hana

Abstract Polypropylene solid-state electrolytes are a material of solid electrolytes.
The solid electrolytes were prepared by mixing a hydroxide solution and
polypropylene. However, the electrolyte is very sensitive to the temperature change.
Temperature is an essential factor in producing an optimal cheap solid-state elec-
trolyte. This study aimed at determining the temperature effect on the solid state
electrolyte polymerization. The different solid-state electrolyte were synthesized by
varying the number of molarity of the potassium hydroxide, the weight of the
polypropylene and the temperature that was used to heat the polypropylene. The
solution molarities that were used are 1, 2, and 3 M and the propylene weight was
5, 10 and 15 g and the six temperature levels were used, i.e. 160, 170, 180, 190,
200, and 210 °C. As a result, the voltage is 1.1 V for 2 M of KOH, and the
temperature is 180 for the highest voltage production. As a conclusion, with the
increase of the molarity of KOH the voltage also increases. A specific temperature
needs to be determined to ensure that the maximum voltage is produced by the
battery with the solid-state electrolyte. This temperature and molar configuration is
important to search a better solid state electrolyte for the battery.
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solution (KOH) � Battery
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1 Introduction

Solid state electrolyte a very active field of science. A solid electrolyte was first
discovered in 1970. Solid electrolytes are made from polymer and are also known
as polymer electrolytes. The polymer electrolyte is from a new research area in
inorganic material. The new application for the solid electrolyte is the lithium
battery, the dye-sensitized solar cell, and the fuel cell. Among all the applications,
the lithium battery plays a significant role in daily life not only because of its widely
use in portable devices but also its application can be used in electric vehicles.

Lithium-ion batteries are mainly composed of cathodes, anodes, separators, and
liquid electrolytes. Furthermore, batteries composed of solid polymer electrolyte
materials are also lighter and more flexible. However, the ionic conductivities of
current solid polymer electrolytes are too low for commercialization. Traditional
lithium-ion batteries have critical safety issues because of using highly flammable
organic liquid electrolytes or polymer electrolytes which have a low thermal sta-
bility and a low flame point that can cause fire accidents and explosions if they are
in improper used.

Due to these safety issues, the use of highly flammable organic liquid elec-
trolytes was avoided so that the solid-state electrolytes become a good choice. This
is because the organic liquid electrolytes have been replacing the organic solid state
that has high thermal stability.

Besides that, the solid-state electrolyte have many other advantages, e.g. there
which are there are no liquids used so that it also can reduce weight in the battery.
Secondly, solid state electrolytes have much better electrochemical stability and
compatible with higher potential cathode materials to increase the energy density
compared to the organic liquid electrolytes. Solid state electrolytes also have
excellent mechanical properties.

Solid state electrolytes in solid batteries are capable of high voltage, long life
cycle and are safer due to their compact size compared to liquid batteries that are
considered to be flammable and dangerous [1]. This solid-state electrolyte has more
advantages than the liquid electrolytes. A solid state battery is traditionally
expensive to make so that this experimental work aims at using a material that can
be easily found and that is cheaper. Because of that, there is a need to explore the
new material of solid-state electrolytes.

The objective of this project is to develop an experimental setup for
polypropylene solid-state electrolytes. Then, based on the experimental setup, the
aim is to continue to study the effect of the potassium hydroxide concentration on
the nominal voltage in the battery and the effect of temperature of the polymer-
ization rate. The main objective of this project is to find the voltage of the
polypropylene solid-state electrolyte.
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2 Methodology

2.1 The Potassium Hydroxide Solution

The solution for the solid state electrolytes was prepared first. The molar weight of
the concentration needs to be calculated to get the exact weight before to dilute it in
distilled water. The weight of potassium hydroxide (KOH) needs to be measured.
The solution was prepared by mixing the potassium hydroxide was mixed with the
distilled water and put aside for 30 min before the solution was mixed with the
polypropylene (PP).

The molar concentration can be calculated according to the following relation:

Molar concentration ¼ mol solute
L solution

ð1Þ

This equation can be solved for the moles of the solution. Inserting the molar
concentration and volume gives the moles of potassium hydroxide solution.

mol solute ¼ molar concentration� L solution

¼ 1M� 0:05 L ¼ 0:05mol
ð2Þ

The moles of potassium hydroxide solution can be converted to grams using the
molecular weight.

gKOH ¼ 0:05mol� 56:1g
1mol

¼ 2:81 ð3Þ

2.2 The Weight of the Polypropylene

First, the polypropylene was divided into three types of weight which are 5, 10, and
15 g. The 5 g polypropylene was heated at 170 °C in the polymerization heat
chamber for 6 min. After 6 min, the polypropylene (PP) was mixed with 20 ml the
solution of 1 M and heated at the same temperature for 11 min. The electrolyte will
be formed after 11 min of the heating. After that, when the mixture was already
dissolved by each other, and it became like a plastic plate with a certain thickness.
Then the electrolyte was taken out to rest at room temperature for 1 h before the
first reading of the voltage was taken.

This step was repeated for the 2 and 3 M of the concentration, but the difference
is the time taken for the first heat of the polypropylene which are 10 min for
the 10 g of the polypropylene and 15 min for the 15 g of the polypropylene.
However, for the second heating of the solution is the same time which is 11 min.
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This is because 10 and 15 g of the polypropylene are slowly melting due to its
different weight and resizing quantities of the resins.

3 Result and Discussion

3.1 The Different of Potassium Hydroxide Concentration
and Voltage

For the potassium hydroxide concentration, the voltage will increase depending on
the number of moles that have been used in the solution. The higher the molar
weight of the concentration that has been used, the higher the voltage. This is
because the number of moles also affected the voltage of the solid polypropylene
state.

In Fig. 1 below, the graph shows the different potassium hydroxide concentra-
tion and the voltage. The result has been recorded from day one until day seven to
see the difference between the voltage and the number of the concentration.

To get this result, there are using constant temperature which is 170 °C; the time
is taken for the second heat which is 11 min and the same size of the beaker. The
first voltage is taken after the solid electrolytes are has been rested for 1 h. For the
next reading has been taken at the same time every night.

The graph shows the difference of the voltage reading for the different numbers
of concentration for 5 g of the polypropylene. The voltage reading for the 1 M of
the potassium hydroxide concentration is increasing for the three days, constant for
two days and decreasing at the seventh day. This shows that the electrolyte can be
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used for a long time and at a specific time it is still increasing the voltage. For 2 M
of the potassium hydroxide concentration also similar to the 1 M of the concen-
tration because it also has increased and decreased the voltage at the specific time.
For 3 M of the concentration, it is more stable than that 1 and 2 M of the con-
centration because the chart shows that the voltage is very high and the voltage that
is decreasing is smaller compared to the 1 and 2 M of the concentration. The
average voltage for 1 M of the concentration is between 0.9 until 1.24 V, for 2 M
of the concentration between 0.8 until 1.3 V and for 3 M of the concentration
between 1.1 until 1.3 V.

Figure 2 shows the difference between the concentrations of the potassium
hydroxide and the voltage for 10 g of polypropylene. The result shows that the
chart is increasing from the 1 M until the 3 M of the concentration. For the 1 and
2 M of the concentration, the difference between the voltages is not so much but for
different but for 3 M of the concentration, there is a significant difference compared
to 1 and 2 M of the concentration. The average voltage for 1 M of the concentration
is between 0.64 until 0.9 V, for 2 M of the concentration between 0.8 until 1.0 V
and for 3 M of the concentration between 1.2 until 1.3 V.

Figure 3 shows the difference between the concentrations of the potassium
hydroxide and the voltage for 15 g of polypropylene. The result shows that the
chart is decreasing for the 1 M of the concentration. For the 2 M of the concen-
tration, the result shows that the voltage is more stable than for 1 M of the con-
centration. The difference between the voltages is not much different but for 3 M of
the concentration, there is a significant difference compared to 1 and 2 M of the
concentration. The average voltage for 1 M of the concentration is between 0.6
until 0.85 V, for 2 M of the concentration between 0.6 until 0.7 V and for 3 M of
the concentration between 1.0 until 1.15 V.
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3.2 The Different Between Weight of Polypropylene
and Voltage

Figure 4 shows that the difference between weight that has been used for the
polypropylene and the voltage reading for the solid state. The graph shows
the voltage decrease when more polypropylene is used. This is because the
polypropylene takes time to melt and dilute with the potassium hydroxide solution.
For 1 M of the concentration, the voltage is very high, and the lowest voltage is for
3 M of the concentration.
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The polypropylene will take time to dilute with the solution because the resin
took much time to melt undoubtedly and to achieve the desired temperature to
dilute with the solution. If the polypropylene is not properly melted, it is hard to
dilute, and this will affect the voltage of the solid-state electrolyte, and it also will
not become the exact solid-state electrolyte.

3.3 The Different Between Temperature and Voltage

Figure 5 shows the difference between the temperature and the voltage. This graph
shows that when the temperature is 190 °C, the voltage reading of the
polypropylene solid-state electrolyte is decreasing until 0.2 V. This is because
when the temperature is higher than 180 °C, the polypropylene becomes vaporized.
This happens when the melting point of the polypropylene exceeds the desired
temperature. So that, the voltage is decreasing. It also happens because of the
polypropylene cannot dilute with the solution to become the solid-state electrolyte.

To get this result, a constant weight of 5 g of the polypropylene is used; time
taken for the second heating is 11 min and the same size of the beaker. The first
voltage was taken after the solid electrolytes rested for 1 h.

3.4 Solid State Electrolyte

The solid state electrolyte was measured by putting the electrolyte between the
metal. The voltage is taken for several times to make sure that the voltage is correct.
Figure 5 shows how the solid-state electrolyte has been measured. This show that
the solid-state electrolytes are easy to use, lightweight and the size is compact.
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So that it helps to reduce space when used and it is easy to carry. It is also safer than
a liquid battery due to its compact size.

This solid state also has a stable structure because it has been made from a
polymer and it is also easy to reshape the structure. The structure can be reshaped
by heating the polymer at a specified temperature and time. This solid-state elec-
trolyte has more advantages compared to the liquid electrolytes.

4 Conclusion

In this study, the potassium hydroxide concentration that has been used can affect
the voltage of the polypropylene solid-state electrolyte. The higher the molar weight
of the concentration, the higher the voltage. However, there are several problems to
get the current which is the resistance of the polypropylene solid-state electrolytes
are very high so that it cannot conduct the electricity [2]. Besides that, the surface of
the polypropylene solid-state electrolyte also needs to touch the metal surface to get
the exact reading entirely.

The voltage will decrease if weight of polypropylene is used because the
polypropylene takes time to absorb the solution. The solution and the polypropy-
lene should be absorbed so that the potassium hydroxide is affected by the whole
polypropylene.

Lastly, the polypropylene will be vaporized at 190 °C and above. The solid-state
electrolyte cannot be formed because of the vaporization. The best temperature for
the polymer is 160, 170, and 180 °C this is because of the melting point of the
polypropylene.

For the future recommendation, these solid-state electrolytes need to focus on
reducing the resistance since the resistance is so high so that the current ampere is
low. Because of the resistance is so high it cannot generate the current. Besides that,
there are still needs to measure the conductivity of this solid-state electrolyte based
on the resistance and the voltage of the solid-state electrolytes.
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The Effect of Cutting Fluid Condition
on Surface Roughness in Turning
of Alloy Steel

Baizura Zubir, Mohd Zaki Abdul Razak,
Ahmad Fauzie Abd Rahman and Mohamad Sazali Said

Abstract During machining processes heat is generated. The use of a cutting fluid
provides lubrication and cooling effects which improve the final quality of the
workpiece. Nevertheless, cutting fluid application provides some problems
involving costs, environmental and health issues. In this paper, the relationship
between the cutting lubricant and the surface roughness of 4340 alloy steel using
three different lubricant conditions; i.e. dry machining, minimum quantity lubri-
cation (MQL) and wet machining, is investigated. The turning parameters include
the cutting speed, feed rate, cutting depth and time were considered using a carbide
insert (CNMG 12 04 08-QM) H13A for light and medium turning. Then, the effects
of these parameters on the surface roughness were studied. The results shows that
the surface roughness is the best when using MQL on the light turning followed by
wet and dry machining. Meanwhile for medium turning, the preferred condition is
wet machining compared to MQL and dry machining.

Keywords Turning � Cutting fluid � Surface roughness � Alloy steel
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1 Introduction

The use of cutting fluid now very common in the manufacturing industry. It will
determine the quality of the surface finish produce after machining process. In order
to achieve a good surface finish, specified coolants or lubricants are utilized to
reduce the friction coefficient between the grain and the workpiece by way of
cooling and lubricating the cutting site of the machine tools. The main purpose of
using a cutting fluid in machining processes is to reduce the cutting temperature and
it helps to remove the heat and chips produced during machining. It also can
improve the tool life and surface conditions.

The advantages of using a cutting fluid have been questioned lately, due to
several negative effects. The cutting fluid can cause skin and lung diseases to the
operator and air pollution to the nature. For companies, the costs of the cutting fluid
influence the amount of total machining costs. This means that these companies are
forced to spend a lot of money for cutting fluids. Elimination of using cutting fluids
or dry machining can be a significant economic incentive but can cause tool wear
problems and low surface finish.

Some of the alternatives that have been sought to minimize the use of the cutting
fluid without decrease in surface quality. For these situations, semi dry or a mini-
mum quantity of lubricant is the best way because this will produce a better surface
finish, and it also will bring down manufacturing cost and relieve pollution and risk
of lung disease.

During performing the machining processes, such as turning, a cutting fluid can
be applied due to various reasons. First, it will cause the chip to evacuate. Second,
its coolant capacity plays an important role in the removal of heat from the contacts.
Third, it will improve the tribological behavior of the different interactions (tool
rake face/chip and tool flank face/workpiece). Lastly, the additives in the fluid will
affect the lubrication capability.

The surface roughness usually effects the machined surfaces. It is defined as the
finer irregularities of the surface texture, which result due to the action of the
production process in a great impact on the product quality. Furthermore a
good-quality machined surface significantly improves fatigue strength, corrosion
resistance, and creep life [1].

1.1 Propose of the Study

The purpose of this study is to investigate the effect of the cutting fluid condition on
the cutting performance of turned parts. The cutting fluid quantities are; dry
machining, minimum quantity lubrication (MQL) and wet machining. An approach
based on the tool work combination method has been performed to identify the
ideal testing parameters range. The study helps to give better understanding of the
behavior of the tool and the surface roughness under medium and light cutting
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conditions, excluding high thermal and mechanical loads. During each test, the
surface roughness and chip formation are measured and compared.

1.2 Objectives of the Study

The objectives of the study are to identify the comparison between minimum
quantity lubricant with dry and wet machining process and how this effects the
surface roughness and to identify the effectiveness of a minimum quantity lubricant
proportional to the cutting parameter.

1.3 Cutting Fluids

Typically, cutting fluids are essential in metal cutting operations in order to
maintain and improve the cutting conditions [2, 3]. A cutting fluid practically can
act as a coolant and as a lubricant which are the two most important ways in
machining [3]. These two kinds of cutting fluids carry out the different actions
which is at low cutting speeds, the lubricating action is more important, whereas at
the higher cutting speeds, the cooling effect is more important due to the heat
generated [3]. The main purpose of using a cutting fluid in machining operations is
to reduce friction, heat and wear generated during the cutting process [1, 2, 4]. It is
necessary to improve the tool life and surface finish condition of the workpiece
beside in carrying away the heat and chips produced during machining from the
cutting zone [1, 3, 4].

Even though the cutting fluid provides positive effects on the machining process,
there are some considerations that need to be mentioned such as the environmental
effect and cutting fluid maintenance. There are a number of potential environmental
concerns with cutting fluids which is that the bacterial growth can lead to skin
reactions and the release of small fluid droplets into the atmosphere [3]. Because the
machine tool operator is usually in direct contact with the working environment, the
health effects resulting from the operator’s contact with fluids is the primary con-
cern. Mist, fumes, smoke and odors from cutting fluids also can cause severe skin
reaction and respiratory problems [1].

The significant costs associated with the cutting fluid application places partic-
ular importance on good maintenance of these fluids to extend the life span.
However, these fluids are difficult to dispose and expensive to recycle. In industrial
companies, the costs of the cutting fluid will be influenced by the amount of total
machining. Furthermore, it has been estimated that metal working fluids constitute
about 7–17% of the total machining costs in each year [1].

Generally, there are four basic categories of cutting fluids which is straight or
neat oils, soluble oils, synthetic fluids and semi synthetic fluids. Many practical
cutting fluids have a mineral or vegetable oil base, mineral oil being the more
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widely used [3]. The cutting fluid contains coolant, lubricant and additives such as
surfactant, evaporator, stabilizer, emulsifier, biocide and deodorizing agent.

2 Methodology

The experiments were conducted on the conventional lathe machine and have been
carried out by turning rods of 50 mm diameter and 150 mm length. Alloy steel was
selected as work material to be machined as shown in Table 1. From the experi-
ment, the cutting speed, feed rate and depth of cut were fixed as specific parameters
both during light and heavy operations. Cemented carbide was selected as cutting
tools. The experiments were performed under three different coolant environments
of dry cutting, minimum quantity lubricant and wet machining conditions as shown
in Table 2. The surface roughness for these specimens was evaluated using a
profilometer known as SURFPAK.

Table 1 Experimental conditions

No. Item Description

1 Machine used CNC lathe
Lathe machine
Universal precision lathe

2 Machining lubricant condition • Dry machining
• Minimum quantity lubricant
• Wet machining

3 Type of turning operation Turning operation
• Medium machining
• Light machining

4 Machining parameters • Cutting speed: specific
• Depth of cut: specific
• Feed rate: specific

5 Cutting tools Insert carbide (CNMG 12 04 08-QM)H13A

6 Material of workpiece Alloy steel/round bar (sae 4340/40CrNiMo)

7 Measurement device Surface roughness tester (SURFPAK)

Table 2 The specific
parameter according to the 2
types of condition

No Item Light
condition

Medium
condition

1 Cutting
depth (mm)

0.96 2

2 Feed rate (mm/r) 0.18 0.3

3 Cutting
speed (rpm)

140 255

4 Time 40–45 min 50–60 min
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3 Results and Discussion

After all experiments had been conducted, the surface roughness for AISI 4340
(Alloy Steel) of each condition were measured using the surface roughness tester
(Surfpak). All the data is collected in Tables 3 and 4 based on their cutting con-
ditions which are light cutting for turning and facing operation and medium cutting
for turning and facing operation with different machining conditions. Each condi-
tion takes the average of three readings to improve the accuracy.

Table 3 Surface roughness based on turning operation

Surface roughness (Ra) Type of operation: turning

No of
test

Operation
parameter

Dry machining

Reading
1 (µm)

Reading
2 (µm)

Reading
3 (µm)

Average (µm)

1 Medium
cutting

9.210 10.00 9.849 9.686

2 Light Cutting 4.281 4.471 4.450 4.400

No of
test

Operation
parameter

Wet machining

Reading
1 (µm)

Reading
2 (µm)

Reading
3 (µm)

Average (µm)

3 Medium
cutting

4.964 4.801 4.228 4.664

4 Light cutting 4.625 4.620 4.353 4.533

No of
test

Operation
parameter

MQL machining

Reading
1 (µm)

Reading
2 (µm)

Reading
3 (µm)

Average (µm)

5 Medium
cutting

10.408 10.030 6.835 9.091

6 Light cutting 3.358 3.296 3.340 3.331

Table 4 The value of surface roughness for turning operation

Surface
roughness (Ra)

Machining condition

Cutting parameter Dry
machining (µm)

Wet
machining (µm)

MQL
machining ( µm)

Light cutting 4.400 4.533 3.331
Medium cutting 9.686 4.664 9.091

Note The smooth surface roughness for light cutting was during MQLmachining where it shows the
lowest value of 3.331 lm. Meanwhile for medium cutting, the smooth surface finish was 4.664 lm
when using wet machining
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Figure 1 shows the cutting parameter versus surface roughness for the turning
operation. The reading was taken for different parameter conditions which are light
condition and medium condition. There are 3 different color columns which are
yellow, blue and green and they represent the different conditions. Yellow column
represent for dry machining, blue the wet machining and green the minimum
quantity lubricant.

Figure 1 also shows the lowest and highest value of surface roughness according
to the light cutting on minimum quantity lubricant and wet machining. Meanwhile,
for the medium cutting, the lowest and highest value of surface roughness is
obtained respectively to the wet and dry machining.

The minimum quantity lubricant machining condition is only appropriate and
effective when applied on light cutting parameter on turning operation. By looking
at the circumstances of these operations, the reaction of the minimum quantity
lubricant will provide a better surface than the others machining conditions. The
capability of the coolant at minimum quantity lubricant is completely enough to
reduce the temperature which is commonly elevating if the lubrications are not
applied. The function of the coolant on minimum quantity lubricant will prevent the
probability of tool wear that occurred on carbide cutting tool.

According to the function and usage of coolant, generally it is essential for each
machining process to produce a good surface quality. Even the requirements of
machining are barely, the condition of wet machining also influences the irregu-
larity of the surface when the amount of lubrication is flooding the workpiece
during operation.

When the cutting parameters are changed to the medium cutting, the effective-
ness of the coolant usage is proven by wet machining operation. The lowest value
of surface roughness was obtained on wet machining. The coolant properties are
crucial to decrease tool wear and to extend the tool life. During wet machining
applied on medium cutting, the functions of the coolant are important in achieving
the desired size, finish and shape of the workpiece. The condition of the wet
machining will remove away chips and metal fines from the tool and workpiece
interface to prevent a finished surface from becoming marred and also to reduce the
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Fig. 1 Graph cutting parameter versus surface roughness for turning operation
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occurrence of built-up edge (BUE). The surface of the workpiece will become
better when the coolant plays a major role in maintaining the machined material at
ambient temperature.

Meanwhile, the highest value of surface roughness was obtained on dry
machining. The contact between the chip and tool will gain the chip temperature
and thus affect directly to the cutting tool that will causes tool wear. The defect of
the cutting tool will affect the surface quality of the workpiece. The condition of
minimum quantity lubricant is not sufficient when applied on medium cutting. The
weaknesses of minimum quantity lubricant and dry machining are the same when
the cutting speed is in low running thus the chips will be trapped at the cutting area.
When the chips stuck at the cutting tool, more or less it will be influencing the
surface of the workpiece because it has the potential to scratch it.

Images of chip formation were taken for each cutting parameter and condition
for both machining operations that consists of the turning and facing operation.
There are 3 types of chips produced which are the continuous chip, continuous chip
with BUE and discontinues chip. The continuous chip which is like a ribbon flows
along the rake face. Thus, on a continuous chip one does not see any notches. It can
be assumed that each layer of metal flows along the slip plane till it is stopped by
working hardening. The condition which favors continuous types of chip is high
temperature, sharp cutting tool, larger rake angles, low cutting speed and ductile
work material. Discontinuous chips are always produced when machining in very
low or high cutting speeds. It may also be produced when machining in large
cutting depth.

There are many factors that influence the type of chip produced such as cutting
speed, depth of cut, type of coolant, rake angle and lubrication condition. In these
experiments, all the factors are varied except the type of coolant used and rake
angle.

From Fig. 2, it can be seen that wet machining produces a continuous chip
which provides a better surface finish when applied low speed on hardness material.
Compared to the dry machining and minimum quantity lubricant, their chips
formed are the same which is resulting to the non-continuous chip. This is proven
when machining at medium cutting operation, the function of cutting in wet plays
the important role to give the better surface finish compared to the other machining
conditions.

For light turning operation as shown in Fig. 3, the chip produced at all
machining conditions is still continuous chip and it is different on the rake angle.
For minimum quantity lubricant, it is only produced a small chip curl diameter of
continuous chip compared to the others conditions. As a result, the minimum
quantity lubricant will produce a good surface finish.
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(a) Dry machining   (b) Wet machining

(c) Minimum quantity lubricant

Fig. 2 Chip formations for medium turning operation

4 Conclusion

As a conclusion, this experimental work investigated the effect of the lubrication
condition to surface roughness by using a CNC Lathe machine. Based on the result
of the present experimental investigation, we know that the lubrication condition is
one of the factors that affect the surface roughness. The important conclusion drawn
from this research can be summarized as follows:

• A minimum quantity lubricant produced a better surface finish continued by wet
machining and dry machining on the light cutting parameters only.

• The cutting performance of minimum quantity lubricant machining and dry
machining is poorer than wet machining when medium cutting is applied
because minimum quantity lubricant and dry machining cannot provide the
benefit mainly by reducing the cutting temperature, which cannot improve the
chip—tool interaction and maintains the sharpness of the cutting edges.

• Minimum of lubricant is not necessarily being regarded as the replacement of
dry cutting and at the same time it cannot be considered as an alternative to wet
machining from viewpoints of performance when applied on the hardness
material. Otherwise, it was proven as the replacement for light cutting which

304 B. Zubir et al.



reduces many cutting problems coming from high consumptions of lubricant
like high machining costs, environmental pollution and worker health problems.
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research.
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Thermal Analysis of a Cylindrical
Sintered Wick Heat Pipe

Faiza Mohamed Nasir, Mohd. Zulkifly Abdullah and Fairosidi Idrus

Abstract The aim of this paper is to present approaches undertaken in analysing
the thermal performance of a cylindrical heat pipe with copper-sintered wick. The
approaches employed are the thermal resistance network, the lumped capacitance
method (LCM) and two-dimensional numerical CFD simulation. The predicted
variation of the evaporator temperature with different heat inputs were compared
against experimental data. The accuracy of the prediction was also determined by
finding the percentage difference of the calculated results with that from the
experiments. All methods have shown to produce results that are in good agreement
with the experimental works. The best method is the LCM, giving predictions that
deviate from experimental data by as much as 3.9%, followed by the thermal
resistance network and the numerical simulation with maximum percentage dif-
ferences of 4.6 and 9.8%, respectively.

Keywords Heat pipe � Simulation � Superconductor � Resistance network
Lumped capacitance

Nomenclature

d Thickness (m)
_Q Heat input (W)
e Wick porosity (fraction)
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Nu Nusselt number
l Dynamic viscosity (kg/m s)
q Density (kg/m3)
C Thermal capacity (J/K)
cp Specific heat capacity (J/kg K)
d Diameter of the heat pipe (m)
h Convection heat transfer coefficient (W/m2 K)
k Thermal conductivity of material (W/m K)
L Length of the section (m)
Pr The Prandtl number
R Thermal resistance (W/K)
r Radius of the heat pipe (m)
Re The Reynold number
T Temperature (K)
t Time (s)
s Time constant (s)

Subscripts

∞ Ambient condition
conv Convection at the condenser
eff Effective
a Adiabatic section
c Condenser section
e Evaporator section
i Inner of the heat pipe
l Liquid in the wick
o Outer of the heat pipe
p Heat pipe wall
w Wick
p, c Pipe wall at the condenser
p, e Pipe wall at the evaporator
tot Overall
w, c Liquid-wick combination at the condenser
w, e Liquid-wick combination at the evaporator

1 Introduction

Heat pipes, which makes use of phase-change heat transfer, are widely used in
many industrial applications [1]. They have been regarded as thermal supercon-
ductors [2, 3] as their effective thermal conductivity can be up to 90 times greater
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than that of a copper bar with the same size [4]. This attractive characteristic along
with other advantages, such as being lightweight, compact, no power supply
requirement [5], have low thermal resistance [6] and flexible geometry [7, 8], have
made them gaining attention in recent years.

A heat pipe consists of two main sections; the evaporator and the condenser. The
evaporator section of the pipe is partially filled with a working fluid, which can be
water, methanol, acetone, or even refrigerants. When the surface of the evaporator is
in contact with a heat source, the working fluid inside will be vaporized. Due to the
higher vapor pressure of the working fluid at the evaporator compared to that in the
condenser, the vapor then flows rapidly from the evaporator to the condenser. Once
the vapor reaches the condenser section, it will undergo condensation heat transfer as
the outer surface of the condenser is exposed to either air flow or water flow.
Subsequently, the vapor becomes liquid and it is transported back to the evaporator
either by capillary force using a wick or by the gravity-induced effect [9].

There are many types of heat pipes, with the common ones being the conven-
tional or straight heat pipes, thermosiphons, loop heat pipes (LHPs), pulsating or
oscillating heat pipes and flat plate heat pipes (FPHPs). Their internal surface may
or may not have wicks. Wicks are a porous structure that assists in the trans-
portation of the liquid from the condenser back to the evaporator, by providing
extra surface area to exert the capillary pressure on the liquid phase of the working
fluid. Wicks can be in the form of sintered metal powder, groove or mesh. They are
required for the heat pipes that functions on capillary action, such as LHPs, straight
heat pipes and FPHPs. Thermosiphons, which work on the effect of gravity, and
PHP, which works on capillary pressure and pressure difference, may not require
wicks.

Numerous experimental and modelling works have been conducted to study the
performance of wicked heat pipes [10–12], thermosiphons [13–16], LHPs [17–19],
PHPs [20–22] and FPHPs [5, 23–25] under varying operating parameters.
Nookaraju et al. [10] performed experimental and numerical simulation works to
compare the performance of thermosiphons, sintered wick and groove wick heat
pipes at varying heat inputs. They found that the sintered-wick heat pipe is the most
efficient system, with thermosiphons the least. Khalili and Shafii [11] introduced an
innovative type of sintered wick heat pipes that were tested against a conventional
cylindrical sintered wick heat pipe, experimentally and numerically. Parametric
studies were conducted by varying the heat pipe filling ratios and orientations. Their
findings indicate that the best filling ratio is 20% for both heat pipes.

Approaches employed in modelling of the behaviour of heat pipes under tran-
sient and steady-state conditions are by developing and using analytical models
[26–29], numerical simulations [10, 11, 20, 30, 31] and mathematical modelling
[24, 32–36]. Simple analytical models such as that of Faghri and Harley [29] is easy
to use and could be the tool that would provide quick and immediate solutions.
Analytical models are usually developed using the concept of thermal resistance
network and/or lumped parameter. Numerical simulation, although it provides
comprehensive and accurate results, requires a considerable amount of effort and
time to be set-up, coded and run, particularly for 3D studies that involve multiphase
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interactions. A simulation of a heat pipe can be made simple by assuming that it is
behaving as a solid pipe with high thermal conductivity or as a superconductor [16,
23, 37, 38]. This approach does not take into account the complex interaction
between the liquid flow, vapor flow and the wick. Another simple technique in
simulating the heat pipe is by creating multi-fluid zones in the computational
domain [39]. This technique would produce a better axial temperature distribution,
but it requires proper set-up of the appropriate boundary conditions. Conducting
multiphase (2D or 3D) simulations could be very complex and complicated, but the
results are accurate and comprehensive. The majority of numerical simulations of
heat pipes are employing multiphase algorithm solutions, which could be
volume-of-fraction (VOF), mixture models, Eulerian models or evaporation-
condensation models [13, 15, 20, 31, 40–42].

The purpose of this work is to evaluate and validate the usage of the simple
analytical models and numerical simulation in describing the behaviour of a sin-
tered wick heat pipe. The calculated or simulated results of the evaporator tem-
perature are compared with experimental data.

2 Methodology

Three approaches of the heat pipe analysis were undertaken; namely the thermal
resistance network analysis, the transient lumped capacitance method (LCM) and a
two-dimensional numerical simulation. The experimental data used in this work is
obtained from the works of Idrus et al. [43]. Their experimental results were used as
the benchmark for assessing the accuracy and reliability of the three analyses
undertaken. The geometrical properties of the heat pipe are shown in Table 1. The
heat pipe contains wicks in the form of copper-sintered powder with the approxi-
mate porosity of 50%.

In the experimental work, a test rig has been developed and the schematic
diagram of the experimental setup is shown in Fig. 1. The working fluid in the heat
pipe is water with an approximate filling ratio of 10%. Cartridge heaters were used
as the heat source to the evaporator section in the range of 40–100 W. The con-
denser section was exposed to the circulating water via a water jacket. The surface

Table 1 Geometrical
properties of the heat pipe

Property Value (mm)

Outer diameter, do 10

Inner diameter, di 9

Evaporator length, Le 66.5

Adiabatic length, La 175

Condenser length, Lc 58.5

Wick thickness, w 0.7

Pipe thickness, p 0.5
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temperatures of the heat pipe during the experiments were measured by thermo-
couples attached over its surface. Heat losses to the surroundings were minimized
by covering the heat pipe with thermal insulation. The duration of each of the
experiments conducted for varying heating power is 1800 s. The thermophysical
properties of water, copper pipe and the wick structure are given in Table 2.

2.1 Thermal Resistance Network Modelling

The temperature distribution of the heat pipe under steady-state condition can be
approximated by utilizing an analogous electrothermal network [44, 45]. The
overall thermal resistance of a cylindrical heat pipe can be calculated from:

Fig. 1 Schematic of the experimental set-up

Table 2 Thermophysical properties of the heat pipe, wick and water

Property Heat pipe and wick Water

Density, q (kg/m3) 8800 1000

Specific heat capacity, cp (J/kg K) 420 4178

Thermal conductivity, k (W/m K) 401 0.615

Viscosity, l (kg/m s) – 0.798 � 10−3
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Rtot ¼ Rp;e þRw;e þRw;c þRp;c ð1Þ

where:

Rp;e ¼
ln do

di

� �
2pLekp

ð2Þ

Rw;e ¼
ln do

di

� �
2pLekeff

ð3Þ

Rw;c ¼
ln do

di

� �
2pLckeff

ð4Þ

Rp;e ¼
ln do

di

� �
2pLckp

ð5Þ

The effective thermal conductivity of the liquid-wick combination of the sintered
wick heat pipe can be determined from the following equation:

keff ¼
kw 2þ kl

kw
� 2e 1� kl

kw

� �h i
2þ kl

kw
þ e 1� kl

kw

� � ð6Þ

In most cases, the liquid-vapor interface resistances and the axial vapor resistance
can be neglected [44]. Hence they were not accounted for in this analysis. The
condenser in this analysis is exposed to external forced convection by water, thus
the convection thermal resistance must be included in the analysis.

Rconv ¼ 1
hpdoLc

ð7Þ

The heat transfer coefficient, h, can be determined using the Churchill and Bernstein
correlation for the Nusselt number, Nu.

Nu ¼ hdo
kl

¼ 0:3þ 0:62Re
1
2 Pr

1
3

1þ 0:4
Pr

� �2
3

h i1
4

ð8Þ

Once the heat transfer coefficient is known, the evaporator temperature can be
calculated from:
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_Q ¼ Te � T1
Rtot þRconv

ð9Þ

2.2 Lumped Capacitance Method (LCM)

This is a transient analysis that assumes isothermal conditions of the heat pipe as
described by Faghri and Harley [29]. Their solution of Case 2 is relevant to this
work where the heat input to the evaporator is constant and the condenser ambient
temperature satisfies the following conditions:

T1;c ¼
T1;c1 t\0

T1;c2 t� 0

(
ð10Þ

The exact solution for the general lumped capacitance equation is:

T tð Þ ¼ T1;c1 þ _QRconv þ T1;c2 � T1;c1
� �

1� e
�1
s

� �
ð11Þ

where the time constant, s, is

s ¼ CtotRconv ¼ qcp
� �

eff VtotRconv ð12Þ

Neglecting the thermal capacity of the vapor phase as the mass of the vapor is
relatively small compared to that of the pipe wall and the working fluid, the overall
thermal capacity of the heat pipe is represented by its effective thermal capacity.
This thermal heat capacity accounts for both the liquid and the wick structure.

qcp
� � ¼ e qcp

� �
l þ 1� eð Þ qcp

� �
w ð13Þ

The temperature of the heat pipe at the end of the experiment, where t = 1800 s can
be determined from Eq. (11).

2.3 Simulation Solid Conduction

Using the assumption of the heat pipe behaving as a superconductor, CFD
two-dimensional simulations were conducted using FluentTM. The 2D model
consists of 93,588 cartesian grids. The computational domain consists of a solid
zone; representing the heat pipe and a fluid zone; representing the circulating water
flow cooling the condenser. The outer pipe wall is divided into three regions with
different boundary conditions. The outer surface of the evaporator region is
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subjected to a heat flux boundary condition. The heat flux corresponds to the
varying heat input of 40–100 W is imposed on the evaporator surface. The con-
denser is exposed to a convective boundary condition. The middle of the heat pipe,
an adiabatic zone, is subjected to a zero heat flux boundary conditions. The water
inlet velocity is set to 0.1 m/s with an initial temperature of 295 K. The initial
temperature of the heat pipe is set to 309 K, similar with the initial temperature of
the heat pipe during the experiments.

In order to simulate the conduction of the heat pipe, its thermal conductivity
must be defined. As a heat pipe is not a purely solid material, its equivalent or
effective thermal conductivity must be determined. This thermal conductivity is
neither related to the thermal conductivity of the liquid-saturated wick nor the
thermal conductivity of the pipe material [46] and there is no analytical expression
that could be used to determine its value. Hence, in this work, simulation results of
the heat pipe exposed to a heat flux of 9570 W/m2 (40 W) is matched to the
corresponding experimental work, which would yield the equivalent thermal con-
ductivity of the heat pipe. This value then is used in subsequent cases of varying
heat flux to obtain the evaporator temperature at the end of the time step.

Unsteady state calculations with a time step of 1800 s were performed for all
cases of varying heat flux. The numerical calculations were conducted using a
combination of the SIMPLE algorithm for pressure-velocity coupling and
second-order upwind calculation scheme.

3 Results and Discussion

In this work, the results of the calculated evaporator temperature of a sintered wick
heat pipe were compared with that obtained from experimental works. Three
methods of analysis were employed for the purpose of the calculation. The com-
parison is illustrated in Fig. 2. As observed in the figure, all three methods predict
evaporator temperatures that are in good agreement with the experimental results.

Using the thermal resistance network analysis, the heat pipe thermal resistance
under steady-state conditions is 0.9461 K/W, with the predicted convection heat
transfer coefficient of 580 W/m2 K. The resulted evaporator temperatures at dif-
ferent heat inputs differ by as much as 4.6% from the experimental values. The
percentage difference of the calculated results with that of the experimental works is
shown in Fig. 3. This small difference indicates that the experiments conducted on
the heat pipe have reached steady-state conditions such that a simplistic thermal
resistance network is capable of accurate prediction of the evaporator temperature.

In the lumped capacitance method, the variation of the heat pipe’s temperature
with time may be predicted, by assuming isothermal condition. Hence, using this
method, spatial temperature distributions could not be obtained. From Fig. 2, the
evaporator temperature at t = 1800 s determined using the LCM is in excellent
agreement with the experimental data, with a maximum percentage difference
of 3.9%.
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Fig. 2 Evaporator temperature at different heat inputs

Fig. 3 Percentage difference of calculated evaporator temperature with the experimental values
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Numerical simulation of the heat pipe yielded results of the evaporator tem-
perature that are less accurate than those produced by the thermal resistance net-
work analysis and LCM. At a heat input of less than 70 W, the temperature deviates
in the range of 1.4–2.4% from the experimental data. At higher heat input, a greater
deviation is observed, nearly 10% for 100 W. Studies have shown that the
equivalent thermal conductivity of the heat pipe varies with the heat input and it
decreases when the heat pipe has reached its optimal limit [26]. Idrus et al. [43]
conclude that their heat pipe optimal limit is at 70 W, hence at above this heating
power, a decrease in the equivalent thermal conductivity of the heat pipe must be
accounted for.

The accuracy of the results obtained by the three methods is measured by the
percentage difference of the calculated temperature with the experimentally
obtained temperature. Figure 3 shows the variation of the percentage difference
with heat input, whilst Table 3 shows the average and the standard deviation of the
percentage difference. It is found that LCM achieves the best accuracy with the
lowest average percentage difference of 1.383%, followed by the thermal resistance
network analysis with an average of 2%. Thus, it is demonstrated that simple
analytical solutions are capable of predicting the temperature of the heat pipe
exposed to varying heat input. However, with these simple solutions or analyses,
one could not obtain the variation of temperature with time and space accurately.
The task could only be accomplished by the complex numerical simulation that
would consume resources (effort and computing). Using 2D simulation with the
assumption of the heat pipe as superconductor produces results that differ from the
experimental ones by as much as 10%.

4 Conclusions

Thermal analysis of a heat pipe with copper-sintered wick has been conducted by
employing three approaches; the thermal resistance network, the lumped capaci-
tance method and the two-dimensional numerical simulation. The predicted vari-
ation of the evaporator temperature with different heat inputs was compared against
experimental data. The accuracy of the prediction was also determined by deter-
mining the percentage difference of the calculated results with that from the
experiments. All methods have shown to produce results that are in good agreement

Table 3 Percentage
difference of calculated
evaporator temperature with
the experimental values

Analysis method Average (%) Standard
deviation (%)

Resistance network 2.008 1.329

Lumped
capacitance

1.383 1.186

Simulation 4.205 2.885

316 F. M. Nasir et al.



with the experimental works. The best method is the LCM, giving predictions that
deviate by as much as 3.9%, followed by the thermal resistance network and the
numerical simulation with maximum percentage difference of 4.6 and 9.8%
respectively. However, the simplistic nature of the equations in the previous two
methods prevents the determination of the axial temperature distribution, as well as
the variation of evaporator temperature and condenser temperature with time. Using
2D numerical simulation by assuming the heat pipe as a superconductor provides
results that agree reasonably well with the experimental data, for a heat input below
70 W. The simple analytical models such as the thermal resistance network and the
LCM provide a quick prediction of the evaporator temperature and they are useful
when the axial temperature distribution is not required. However, when accurate
axial and temporal temperature distributions are of importance, numerical simula-
tions must be used.
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Three Point Bending Analysis
on the Side Impact Beam of a Perodua
Kancil

Fazidah Saad, Zainal Nazri Mohd Yusuf, Zulkarnain Abdul Latiff
and Norhisham Ismail

Abstract FMVSS 214 (“Side Impact Protection”) that introduced in 1970 by the
National Highway Traffic Safety Administration (NHTSA) specifies performance
requirements for the protection of occupants in side impact crashes, in order to
reduce the risk of serious and fatal injury to occupants. With FMVSS 214, every car
was installed with a side impact beam which was a passive safety device inside the
door. Usually steel is used as the material for the side impact beam but it has
disadvantages of having heavy weight. The objective of this study is to analyse the
side impact beam of a Perodua Kancil with different material that could replace
steel due to it’s heavy weight by using three point bending analysis. In this study,
the side impact beam was analyzed under three point bending with a crash load due
to different types of materials, i.e. steel, stainless steel and an aluminium alloy.
A finite element model of the side impact beam from the Perodua Kancil was
created and analyzed by the finite element analysis software ANSYS. The result
from the finite element simulation shows that one of the suggested materials, i.e. the
aluminium alloy, gives better result to deflect and resist the impact force.
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1 Introduction

Side impact accidents have been listed as one of the dangerous accidents and have
caused more fatalities and severe injuries compare to the front impact accidents.
Njuguna has cited the McNeill and Haberl statement in their journal that global
accident statistics show that side impacts account for approximately 30% of all
impacts and 35% of total fatalities (source: German In Depth Accident
Study-GIDAS, National Automotive Sampling System-NASS & BMW accident
database) [1]. As a result, FMVSS 214 (“Side Impact Protection”) that was intro-
duced in 1970 by the National Highway Traffic Safety Administration (NHTSA)
specifies performance requirements for the protection of occupants in side impact
crashes, in order to reduce the risk of serious and fatal injury to occupants.
With FMVSS 214, every car was installed with the side impact beam which was a
passive safety device inside the door. Since then many research has been done to
develop countermeasures to the side impact events whether new material study,
structure and design optimization, and usage of new technologies due to some
limitation on the beam such as the beam’s weight is heavy and the side event that
happens is too close to the occupant.

Side impact collisions can cause grave injuries. Often called “T-bone” or
“broadside” collisions, side impact accidents occur when the side of a vehicle is
impacted. It can be impacted by the front or rear of another vehicle or in some cases
a fixed object. Vehicle damage is often severe and drivers or passengers on the
impacted side of the vehicle usually sustain far worse injuries than they would in
another type of crashes. Side impact also requires more attention because there is
considerably less crash zone for absorbing impact energy in the side of the car
compared to the front and rear structure and seatbelts also have limited effectiveness
in side-impact crashes. So, the protection for the side impact crashes relies on a
reinforced compartment structure and on the inside of the compartment, especially
the door panels because the door absorbs some of the energy and the rest of it is
transmitted through the side impact beams to the safety cell surrounding the pas-
sengers, thus reducing the risk of the door intruding into the cabin.

A side impact beam is a passive device that is installed at most car’s door for the
safety purpose which will protect the driver and passengers from side collision by
absorbing the impact energy before it reaches the passengers. The side impact beam
is included inside the Federal Motor Vehicle Safety Standard (FMVSS) 214, “Side
Impact Protection” as one of the most important safety regulation that was issued by
NHTSA that has become effective at January 1, 1973 [2]. Before that, during the
1960s the motor vehicle manufacturers has tested many methods to reduce the
impact of the door compartment when a collision occurs. From that the installation
of the horizontal beam inside the door was discovered. The installation of a side
impact beam has improved the car’s test scores at which the side structure intrusion
from impact in crash tests was greatly reduced. There are many factors that can
affected the performance of the beam during collision such as the material, design,
structure and installed location [3]. Currently most of the vehicles are using steel as
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the side impact beam [3]. The steel beam is good to absorb impact but due to its
heavy weight, there is still some room for improvement to replace the material in
order to reduce the weight but not jeopardize the material’s strength.

A crash test is a form of destructive testing that was done in order to ensure safe
design standards in crashworthiness and crash compatibility for various modes of
transportation systems and components. One of the major causes of injury in a side
impact is the lateral impact on the occupant by the door interior. There are two
types of crash tests that can be done to study the side impact collision:

1. One of the most important crash configurations for side impact is the car to car
side impact as shown in Fig. 1. The European New Car Assessment Programme
(Euro NCAP) simulates this type of crash by having a mobile deformable barrier
(MDB) impacting the driver’s door at 50 km/h [4]. The injury protection is
assessed by a side impact test dummy, in the driver’s seat. Although it is difficult
to judge the level of protection provided from the extent of intrusion, control of
how the car side intrudes is important. The programme Euro NCAP has seen
large improvements in side impact performance.

2. Many of these injuries occur when one car runs into the side of another or into a
fixed narrow object such as a tree or pole and to study this event, the pole test
was performed as shown in Fig. 2. Side impact head or curtain airbags help to
protect the head and upper torso. In the test, the car tested travelled sideways at
29 kph (18 mph) into a rigid pole [4]. The pole is relatively narrow, so there is
severe penetration into the side of the car. In an impact without the head

Fig. 1 Car to car side impact test
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protecting airbag, a driver’s head could hit the pole with sufficient force to cause
a fatal head injury. A side impact airbag with head protection makes this kind of
crash survivable despite the severity.

2 Methodology

The primary objective of this project was to determine the effect of the three points
bending deformation on the selected materials at which the dynamic impact force
was applied to the beam. Firstly, the Perodua Kancil beam was modelled by using a
CAD software. Then the three point bending analysis was simulate using the finite
element analysis software ANSYS by using three different materials which is steel,
stainless steel and an aluminium alloy. From the finite element analysis, the beam
was analyzed for the directional deformation, equivalent elastic strain, and equiv-
alent stress. Results from the simulation show the deflection of the beam and the
results were compared between the three materials. This study only focused on the
front door or driver’s door beam and the beam was simulated with a dynamic crash
test and the three point bending behaviours were observed. The best material has
been selected for the side impact beam. The weight and material properties for the
side impact beam with different materials is as shown in Table 1 [5].

Fig. 2 Pole impact test [3]
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3 Results and Discussion

The result for this study was achieved throughout the completion of three point
bending simulation under side impact beam condition.

a. Directional Deformation

The results from the directional deformation analysis are tabulated in a graph as
shown in Fig. 3. It can be seen from the graph that the aluminium alloy has the
highest value and this indicates that it can absorb and deflect the impact better than
other materials.

b. Equivalent Elastic Strain

The results from the equivalent elastic strain analysis are tabulated in a graph as
shown in Fig. 4. From the graph, the aluminium alloy has the highest value and this
also indicates that it can withstand the impact better than other materials.

Table 1 Weight and material properties of the impact beam

Steel Aluminium alloy Stainless steel

Weight (kg) 1.246 0.677 0.835

Density (kg/m3) 7850 2700 7740

Specific heat (J/kg.oC) 434 996 480

Young’s modulus (Pa) 2.00 e11 6.39 e10 2.00 e11

Poisson’s ratio 0.3 0.33 0.3

Yield strength (Pa) 2.50 e8 2.78 e8 3.1 e8
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c. Equivalent Von Mises Stress

The results from the Von Misses Stress analysis are tabulated in a graph as
shown in Fig. 5. From the graph, steel is having the highest value of stress if
compared to other materials but the aluminium alloy has the highest value at the end
of the impact and this indicates that it can also withstand the impact.

4 Conclusion

The main objective of this study is to determine the effect of the three point bending
on the selected materials at which the dynamic impact force was applied to the
beam with the aim to replace steel with a lighter material. Two proposed materials
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had been analysed which is stainless steel and an aluminium alloy. Both of them are
having a weight reduction of about 33% for stainless steel and 46% for the alu-
minium alloy. The beam was simulated in a crash test or impact test by using
different materials and from the result, the aluminium alloys is the most suitable
material because it has the highest value of directional deformation and equivalent
elastic strain that can absorb and deflect the impact force much better.
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Abstract A study of time optimization in conventional lathe machining operations
of the higher technical learning institutions in Malaysia was performed. This is to
ensure that the students may complete a project within 30 contact hours. Based on
previous experiences, almost 50% projects may not be able to completed on time.
Time optimization is a process to increase productivity of machinists while
reducing wastes. Three objectives were identified in this study, focused to identify
time waste, simulate and suggest methods of the improvement. A few quantitative
methods to identify the problem, i.e. the experimenting samples method, simulate
and verification were used. As a result, time taken for machinist’s movement,
inspections and storage were improved and this contributes to the highest
improvement. Hence, the idle time has been minimized. The enhancement of
standard operating procedure, audio-visual learning and layout design in the study
played significant roles in completing the study. The movement and storage times
were suggested for enhancement to reduces the issue of productivity.
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1 Introduction

The study of time optimization of conventional machining (lathe) was chosen to
enhance the hands-on activity for technical students in a selected university. This
study was not only conducted to see time optimization but also reflects to the
productivity and efficiency [1] when waste and unnecessary operations were
removed. This proves an action of continuous improvement [2, 3, 11] made in
enhancing teaching and learning processes.

The aims of this study are to identify time waste in the fabrication of parts in
conventional lathe machining processes, to perform a simulation of improvement
through selected quality tools and finally, to recommend an improvement plan as
part of a continuous improvement in teaching and learning process to improve
productivity and efficiency.

Initially, the conventional lathe machining process performed by technical stu-
dents would takes approximately 30 h within 5 weeks. However, it does not con-
sider students experience, public holidays and campus activities which required
these students to take part. This task was carried out by students with various
backgrounds including technical and non-technical beforehand.

Figure 1 shows the technical drawing of a conventional lathe project to be
performed. Based on the drawing, students were instructed to perform facing,
turning, tapering, grooving and knurling operations. The time was taken to observe
how much time was taken and wasted during the students performing their task and
to suggest an improvement method for user machining operation.

The concept of Kaizen reduces wastes and solves problems with minimum costs
and technologies [3, 4]. A Kaizen implementation was applied to identify the
bottleneck operation and to improve the operation time. The study identified time of
operations, movements of the operator, time of inspection, delays, and storage time.
Through this investigation the researcher can identify the number of time consumed
to be considered for improvement. Hence, it eliminates waste, waiting time and
transportation. [5]. Finally, it increases the productivity of the operation.

Fig. 1 a Lathe project drawing. b Finished product

330 J. Abdul Shukor et al.



The right methods of analysis were carried out to identify the problem, select the
correct method, run the simulation, value added method and verification were
conducted in this study.

Several traditional quality tools were identified including QCC7 tools [6]
Plan-Do-Check-Act cycle [12] or plan do check adjust (PDCA), Process Flow
Chart, Critical Path Method (CPM), Program Evaluation and Review Technique
(PERT), Six Sigma [12], and Spaghetti Diagram. These tools and techniques were
very practical to be applied in a change or improvement of systems [6, 11]. These
tools also the good methods in investigating the root cause of problems and to find
solutions to remove or minimize them [13]. However, not all of these analyses were
used in this study.

Figure 2 shows the overview of the study where 5 samples which were repre-
senting a population of 50 students were taken for the data gathering. It interpreted
the confidence level of the study. The groups were selected under consideration of
their background of previous studies and experiences including those form tech-
nical and vocational background and others.

Fig. 2 The overall flow of
the study
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1.1 Flow Process Chart

Flow process chart or path process chart was used in this study. It is a technique to
trace the path taken by the operator and interrelationship including the process of
work [8] in completion the task given.

It helps in setting out the sequence of the flow of a product or a procedure by
recording all events under review using appropriate process chart symbols. It covers
symbols for operation, inspection, storage, delay and transportation [10]. Step in
development of process flow consists of planning, implementation, verification and
recommendation process. There are a few items required including the work piece,
tools, machine, drawing, stop watch etc. To implement the process flow, it requires
the operation, inspection, transportation, delay and storage to be considered.

The flow process was then translated in a time study form where each operation
from 5 samples were simultaneously taken. Then the researchers have identified any
critical operations to be improvised.

1.2 Spaghetti Diagram

A method that uses a continuous line to trace the path and distance travelled of a
particular object or person throughout a process. It is most commonly illustrated on
a floor map diagram that contains the entire process you are process to evaluated
and been considered in this study [7, 9]. The purpose of this Lean Six Sigma tool
has exposed inefficient process layouts, unnecessary travel distances between
process steps and overall process waste [7].

In this study, the Spaghetti Diagram was divided into 2 phases; initial operation
and improvement operation. The results were used for comparison purposes. This
reveals the real data of improvement made.

1.3 Standard Operation Procedure (SOP)

Standard Operating Procedure (SOP) was developed to guide the user in an
appropriate and systematic way of performing machining operations. It leads to
waste reduction in terms of time in movement and delay. Below is a procedure to
reduce time waste:

• Check the condition of lathe machine and tools (i.e. safety, coolant level before
start the machining operation, amount of tools availability).

• Take all the necessary tools for the process from the tool center.
• Prepare progress report writing at the end of the day.
• Delegate tasks among the group members (if any):
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– Workpiece, tool, machine settings.
– Verify the current work operation and the next operation preparation 5 min

before the current operation ends.

1.4 Relocate the Tool Centre in Optimizing Support Staff
and Machinist Function

The decision of relocating the Tool Centre nearer to the machining operation was
made and seen its function on its purpose was made. The exercise was made to
optimize staff function as store personnel and to assist an inexperienced machinist
during machining operation. The frequency of the machinist to obtain tools,
equipment and accessories for the machining operation in a day was not regular.
The relocation of the Tool Centre near to the machine has optimize the function of
the support staff requirement for the whole workshop.

2 Results and Discussion

Table 1 below is the initial process of data collection of conventional lathe oper-
ations. From the initial data collected, delay was recorded as the highest readings
followed by machining operation and others.

The idle time obtained showed that the time waste contributed due to tool
settings, watching other machinist operation and sharpening of High Speed Steel
(HSS) cutting tools were the highest contribution.

A SOP was designed to assists the machinist in the development of machining
operations. The SOP shows the detail of process steps for the development of the
task. In addition, a video presentation assists the processes in advanced. This is to
ensure that the machinist understands the process beforehand.

An improvement of the distance of Tool Centre was also made to reduce the
distance of the machinist to take and return tools, accessories and others. This
reduces a total length of almost 20 m each time the machinist deals with the Tool
Centre.

Table 1 Time taken to
identify area of improvement
(minutes)

Operation Initial (min)

Machining 325.9

Movement 14.96

Inspection 39.47

Delay 516.56

Storage 19.98
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Figure 3 shows the spaghetti diagram of conventional lathe operation in an early
stage of the study. An average of 30 h of operation time was spent to complete the
lathe project. The machinist travelled approximately 687.3 m, and it takes
14.48 min to and from the Tool Centre.

Figure 4 shows the spaghetti diagram for the improvement made later. It takes
18 h which is equivalent to 3 days to complete the task. The machinist requires to
travel only 206.6 m and it takes overall 3.33 min in completion of the task. The
results of improvement by simulations is gathered in Table 2 and shows a huge
difference before and after improvement. 5 activities in machining operations were
identified. Idle time including delay contributed by delay has been reduced by 61%.
Even though the time of movement reduces by 12 min, it gives significant
improvement to the study. It gives the highest percentage of improvement with
411%.

A total of 339 min or nearly 6 h of overall improvement was made for this
study. This is because SOP, video presentation and layout improvement contribute
to the productivity enhancement.

Figure 5 shows the time improved by using SOP. The operation time was
improved by108.61 min. The movement, inspection and storage of time were
enhanced to 12.026, 9.86 and 14.02 min, respectively. Meanwhile, the most time
saver displayed in the delay of 196.24 min. This shows SOP helps in the process of
fabrication. The total time was improved to 14 h in completing the lathe project.

Fig. 3 Spaghetti diagram of conventional lathe operation before improvement been made
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Fig. 4 Spaghetti diagram for group improvement

Table 2 Time comparisons before and after the improvement being made

Operation Before Improvement Time improve (min) %

Machining 325.9 217.29 108.61 50

Movement 14.96 2.93 12.03 411

Inspection 39.47 29.61 9.86 33

Delay 516.56 320.32 196.24 61

Storage 19.89 7 12.89 184

Minutes 916.78 577.15 339.63

Hours 15.28 9.62 5.66

Operation 
32%

Movement
3%

Inspection 
3%Storage 

4%

Delay 
58%

Fig. 5 Percentage distribution in total time improvement made from this study
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3 Conclusion

Finally, the objective of this project was successfully achieved. Work procedures
and the redesigning process [4] improved student’s time in completing the lathe
project. Video presentation of each process in the lathe project also assists users in
understanding conventional lathe’s operation by his/her own initiative. Through the
video presentation, we managed to ensure that the students understood the process
of the lathe project. This increases students’ confidence during the machining
operation. The research recommended to use the automated layout design program
(ALDEP) and the Witness Simulation software in the next study which are more
reliable and time effective. Overall equipment effectiveness (OEE) can also be
applied to identify its affection and simulate for the real application for mass
production.

Acknowledgements Thanks to the UniKL MSI Conventional Machining technicians who allow
researchers to conduct the study for the sake of improvement in teaching and learning process.
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