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Preface

We are delighted to introduce the proceedings of the second edition of the 2018
European Alliance for Innovation (EAI) International Conference on Cognitive
Radio-Oriented Wireless Networks (CROWNCOM). This conference has brought
together researchers from around the world from academia, industry, standards, and
policy to present their new solutions of how cognitive radio systems will help deliver
the required stringent requirements of future 5G and beyond 5G networks.

The technical program of CROWNCOM 2018 consisted of 19 full papers, divided
into three tracks. The tracks were: Track 1, Experimental; Track 2, Licensed Shared
Access and Dynamic Spectrum Access; and Track 3, PHY and Sensing. Aside from the
high-quality technical paper presentations, the technical program also featured four
keynote speeches, two discussion panels, two technical workshops, and four tutorials.

The four keynote speakers were Prof. Jens Zander from KTH, Sweden, Dr. Haris
Gacanin from Nokia Bell labs, Belgium, Prof. Danijela Cabric from UCLA, USA, and
Dr. Domenico Giustiniano from IMDEA, Spain. The two discussion panels were
focused on issues regarding “5G and Beyond” and also on the “Struggle for Spectrum.”
The two workshops organized were the Orchestration and Reconfiguration of Net-
worked Software-Defined Radios (ORCA) and the Open Radio Platforms for 5G
Research and Beyond. The ORCA workshop aimed to present advanced SDR capa-
bilities and how these capabilities can be used by wireless innovators from academia
and industry to increase spectrum efficiency and end-to-end performance in verticals
that have to cope with extreme and diverging communication needs. The second
workshop aimed to present the latest developments on existing platforms (both in the
hardware and software domains) for 5G research and beyond, with a special focus on
open source developments, as the latter facilitate innovation in the mobile networks
ecosystem. The four tutorials were: Unlicensed Spectrum Technologies: From Wi-Fi to
5G and Beyond; NOMA for Next-Generation Wireless Networks: State of the Art,
Research Challenges, and Future Trends; Wireless Link Virtualization and Network
Function Virtualization in Cognitive Radio Networks: Theories, Use-Cases, and
Hands-On Experiments; and Transceiver Design for Spectrum Sharing Full Duplex
Radio.

Coordination with the steering chair Imrich Chlamtac and the rest of the Steering
Committee members was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. It was also a great pleasure to work
with such an excellent Organizing Committee team, they truly gave their best in
organizing and supporting the conference. In particular, we thank the Technical Pro-
gram Committee, led by our TPC co-chairs, Dominique Noguet, Johann
Marquez-Barja, Xianjun Jiao, Miquel Payaro, Pierluigi Gallo, and Andres Garcia
Saavedra, who completed the peer-review process of technical papers and compiled a
high-quality technical program. We are also grateful to our conference manager,



Andrea Piekova, and the EAI team for their support and all the authors who submitted
their papers to the CROWNCOM 2018 conference and workshops.

We strongly believe that CROWNCOM conference provides a good forum for all
researchers interested in wireless communications to discuss all science and technology
aspects that are relevant to cognitive radios and new immersing wireless technologies
applicable to 5G and beyond. We also expect that CROWNCOM will continue to be a
successful and stimulating conference, as indicated by the contributions presented in
this volume and the challenges that still arise in front of us in the wireless research
domain.

November 2018 Ingrid Moerman
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Experimental Analysis of 5GHz WiFi and
UHF-TVWS Hybrid Wireless Mesh

Network Back-Haul Links

Richard Maliwatu(B), Natasha Zlobinsky, Magdeline Lamola,
Augustine Takyi, David L. Johnson, and Melissa Densmore

University of Cape Town (UCT), Cape Town, South Africa
{rmaliwatu,mdensmore}@cs.uct.ac.za

Abstract. This paper reports on the experimental analysis of hybrid
back-haul links comprising WiFi operating in the 5GHz and Ultra High
Frequency Television White Space bands. Possible link permutations are
highlighted. Performance results show that overall network optimisation
requires a combination of frequency division and time division duplexing.

Keywords: Multi-radio · Dynamic spectrum access
TV white space · Wireless mesh network · 5GHz WiFi

1 Introduction

Alternative network deployments [1] such as community wireless networks [2] are
said to hold the most hope in meeting the goal of extending connectivity services
to rural and unconnected communities. However, as currently deployed, realising
the required scale has been hampered primarily by WiFi’s operating frequency
propagation characteristics. The clear line-of-sight required by 2.4/5 GHz bands
limits its use cases. Furthermore, the limited transmission radius at the access
layer results in prohibitive costs when attempting to provide ubiquitous coverage.

This paper builds on the foundation laid in prior related work [3] for optimal
use of Television White Space (TVWS) and 2.4/5 GHz industrial, scientific and
medical (ISM) bands for back-haul Wireless Mesh Networks (WMNs) across
rural and urban areas, and the region in between. We conducted performance
measurements of 5 GHz and Ultra High Frequency (UHF) TVWS links to study
the performance of hybrid links in different environmental settings. Prior related
work on hybrid links (see Sect. 2) has been in the context of infrastructure-
mode cellular networks where a client simply connects/disconnects from the base
station or access point, which is much more straight forward whereas, for multi-
point-to-multi-point multi-radio ad-hoc type networks, the connectivity decision
is a non-trivial task in that the choice of connectivity has to be synchronised
on both ends of a link. The main contributions of this paper are as follows: (i)
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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Report on the performance of UHF-TVWS and 5 GHz WiFi links in different
deployment scenarios using different transmitter/receiver parameter settings; (ii)
insight into UHF-TVWS based network deployment; and (iii) a new perspective
on multi-radio enabled nodes’ link configuration.

2 Background and Related Work

Network capacity and performance can be improved by using multiple channels
simultaneously, which requires multiple transceivers. Basic multi-channel capable
nodes can be built using one of the following architectures: (i) Multiple hardware
platform where two or more single-radio nodes are connected via Ethernet to
form one logical multi-radio mesh router; (ii) Single hardware platform where a
single node has multiple transceivers fitted; or (iii) Single-chip multi-transceivers
where multiple transceivers are integrated into one wireless chipset on a router
[4]. This study focuses on nodes fitted with 5 GHz and UHF-TVWS transceivers
to realise multi-band-multi-radio nodes. The ISM band is suitable for densely
populated urban areas, whereas UHF-TVWS is ideal for sparsely populated rural
areas, which also happen to have significantly more TVWS compared to urban
communities.

Fig. 1. Spectrum requirements by region.

When confronted with diverse
population densities, there exists
a grey region (sometimes referred
to as peri-urban) that is charac-
teristically a cross between rural
and urban regions from a spec-
trum requirement standpoint as
shown in Fig. 1. Combining ISM
and TVWS bands is appropri-
ate in this region of intersection.
Research [3] has shown that in
such scenario, the gains of using
a combination of the two bands are much larger compared to using either spec-
trum band by itself.

Applications of WiFi can be categorised coarsely into access-tier and back-
haul-tier network architectural components. The problem of optimal use of
TVWS and ISM bands for back-haul connectivity amid diverse population densi-
ties is highlighted in WhiteMesh [3]. Other researchers have proposed combining
TVWS with 5G infrastructure for rural coverage where traditional cellular cov-
erage models are less economically viable due to low user density and subsequent
revenue [5]. The work on TVWS with 5G considers the cost and analyses the
feasibility of using TVWS for rural Internet access in 5G, but does not provide
any test results of TVWS performance for the proposed architecture.

Regarding the performance of WiFi-like access points operating in TVWS,
the benefits of larger coverage area and better obstacle penetration are chal-
lenged when inter-access point interference is considered [6]. The lower operat-
ing frequency of TVWS results in larger cell sizes and the overlap in contention
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domains among interfering access points significantly reduces the link data-rate.
Therefore, it may be said that the wider coverage range provided by TVWS is
considered best suited to rural settings because degradation due to inter-access
point interference is minimal because of low access point density. However, a few
judiciously well placed TVWS radios spaced far apart in urban areas can offer
lower data-rate coverage filling and better building penetration, which is useful
in bridging the gaps among clusters of radios operating in the 2.4/5 GHz band.

3 Network Architecture

One of the biggest challenges in rural communities is the extension of connec-
tivity from the nearest point-of-presence (POP) to the houses. These areas are
typically characterised by sparse population and rugged terrain, which makes
it economically and technically impractical to lay down copper or optical fibre
cables. Moreover, vegetation and other obstacles along the signal propagation
path results in obstructed line-of-sight.

Fig. 2. TVWS, 2.4 and 5GHz combined to
extend broadband connectivity.

Owing to the known advan-
tages and drawbacks of high and
low operating radio frequencies,
this work considers using a com-
bination of 5 GHz and TVWS for
first-mile connectivity. We define
“first-mile” as the stretch from
the location of the remotest user
to the closest POP. Figure 2 illus-
trates the envisioned application
scenario. The architecture com-
prises nodes with radios operat-
ing in the 2.4 GHz, 5 GHz and
UHF-TVWS bands strategically
deployed at key community sites
such as schools, clinics, libraries, office parks and houses. The 2.4 GHz radio
serves the access-tier whereas the 5 GHz and UHF-TVWS radios interconnect
the nodes in mesh mode to form the back-haul-tier.

4 Problem Description and Formalisation

Given the combination of radios described in Sect. 2, there are nine possible link
configurations as the Alice & Bob topology illustrates in Fig. 3.

To generalise, we first consider two wireless devices, node A and node B. Each
of these devices has a number of wireless interfaces, which can form connections
between the two devices in a variety of configurations and permutations. Con-
sider the different options of technology and band that can be used, and possible
combinations of these links with parallel links and link aggregation as shown in
Fig. 3. Each individual interface-to-interface link is modelled as a directed edge
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(a) select 5 GHz (b) select TVWS (c) use 5 GHz to trans-
mit and TVWS to re-
ceive

(d) use TVWS to
transmit and 5 GHz to
receive

(e) aggregate 5 GHz
and TVWS into a
single logical link to
transmit/receive

(f) use 5 GHz to trans-
mit only and TVWS
to transmit and re-
ceive

(g) use 5 GHz to re-
ceive only and TVWS
to transmit and re-
ceive

(h) use 5 GHz to
transmit and receive,
TVWS to transmit
only

(i) use 5 GHz to trans-
mit and receive, TVWS
to receive only

Fig. 3. Possible options when using 5GHz and UHF-TVWS hybrid links. The black
solid line and blue dashed line respectively represent 5GHz and UHF-TVWS radio
links. (Color figure online)

E in the graph model. An edge can be in one of a number of states, for example
we may define the possible states as incident or transmitted. If we assume the
wireless devices have a uniform number of radio interfaces, the total number of
possible link configurations n is given by

n = (pr − 1)k for p, r, k ∈ N

where p is the number of possible edge states, k is the number of nodes and r
is the number of wireless interfaces. The “−1” term is to remove the empty set,
which is not a valid link configuration.

The system aims to find the set of link configurations:

S = {Sj} := {yji} �→ min
i

zji(x)

where j = 1, 2, ..., N − 1 and i = 1, 2, ..., n
(1)
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where x = amount of data to be served, y = link, z = transmission time, which
depends on interference, congestion, etc. and is handled by the MAC protocol,
and n = number of possible links, which is dependant on the number of radios
per node.

4.1 Single Point-to-Point

It is very easy to determine the optimal link in one of two extreme deployment
scenarios: (i) in an area where there is no TVWS available, 5 GHz remains the
only option; (ii) when the node spacing is beyond 5 GHz transmission distance
capability, TVWS becomes the only option because UHF-TVWS attenuates less
compared to 5 GHz as explained by Friis path-loss model [7]. The focus of this
paper is on a typical scenario where both 5 GHz and TVWS radios are operable
with performance subject to prevailing spatial/temporal spectral and environ-
mental conditions.

For a one-hop scenario i.e. two wireless radio devices communicating only
with each other (local optima), the link selection scheme chooses a link configu-
ration yi from the set of possible link configurations of size n to transmit a data
package of size x in the minimum possible time. The time taken for that package
transmission on that specific link configuration is zi(x).

yi �→ min
i

zi(x) : i ∈ 1, 2, ..., n

For a multi-hop system of N identical radio devices, the link selection method
chooses a link configuration for each hop Sj , j ∈ {1, 2, ..., N − 1} such that the
total transmission time is minimised. The total link selection set is denoted

S = {S1, S2, ..., SN−1}
Sj ∈ S := yji �→ min

i
zji(x) : j, i ∈ N

In Sect. 6 we show that performance depends highly on the combination
of parameter settings such as channel, transmission power (txpower), channel
width, modulation and coding scheme (MCS), and environmental factors.

4.2 Point-to-Multi-Point

Suppose there are three nodes A, B and C connected as shown in Fig. 4.

Fig. 4. Transmission
options for a point-
to-multi-point link.

When node A has a queue of data destined for node B
and another queue for node C, it can aggregate the links,
send to node B and thereafter send to node C. Alterna-
tively, node A can split i.e. send to node B on one interface
and send to node C on the other interface. We choose a set
of link options {Sj} where, in this case, j = 1, 2, ..., N − 1
for N− 1 nodes connected to a single node.

Sj := yj �→ min
i

zji + τ (2)

where τ = delay associated with media contention.
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5 Experimental Setup

The objective of the study was to investigate the performance of the differ-
ent 5 GHz and UHF-TVWS radio settings, namely channel, channel-width,
and txpower under different environmental conditions such as trees/vegetation,
building structures and landscape that tend to affect line-of-sight. Figure 5 shows
the node specifications and physical setup. The measurement process involved
setting up the nodes on two ends of a site to set the environmental variable. Per-
formance was measured using iperf and ping tools for different combinations of
channel, txpower and channel width settings. The process was controlled from
a laptop (not visible in the picture) connected to the node over a dedicated
2.4 GHz WiFi access connection. We also conducted performance measurements
using an indoor setup to establish baseline performance prior to setting up the
experiment outdoors. The indoor setup comprised nodes set up inside the lab
such that node A and node B were 21 m apart, and 1 m, 0.9 m and 4.5 m away
from the wall sides while the TVWS antenna stood at 0.36 m below the ceiling.

5 GHz radio:

i) System board: Mikrotik RB435G
ii) Operating system: OpenWRT
iii) WNIC: Atheros-based 802.11 a/b/g mini

PCI adapters.
iv) Driver: Ath5k
v) Antenna: Brand: made/distributed by

scoop (www.scoop.co.za); Model: ANT-
P523; Gain: 23 dBi; Frequency: 5150 -
5850 MHz; Cable type and length: coax, 1
m.

TVWS radio:

i) System board: Mikrotik RB435G
ii) Operating system: OpenWRT
iii) WNIC: Doodle labs DL509-78 Broadband

Radio Transceiver for the 470-784 MHz
TV band.

iv) Driver: Ath5k
v) Antenna: Brand/Model: Maxview,

MXR0053 TV Aerial -10 element For-
ward Gain: 8 dB; Front to back ratio:
10-20 dB; Acceptance angle: 25; Fre-
quency range: 470-860 MHz; channel
21-69; Cable type and length: coax,
1.55m.

Fig. 5. Node specifications and physical setup.
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6 Results and Discussion

6.1 Indoor Performance
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Fig. 6. Throughput vs txpower.

Figure 6 shows the relationship
between throughput and transmit
power observed from the indoor
setup. For the 5 GHz WiFi radio,
throughput slightly increases with
transmit power. We would expect
in an outdoor real-world setup
there would be a more marked
increase in throughput owing to
the expected increase in SNR but
we suspect that the reduced dis-
tance between the nodes reduces
the possible range of through-
put values. Very surprisingly and
counter-intuitively, once the trans-
mit power surpasses 10 dBm for TVWS, the throughput in fact decreases rapidly,
which completely contradicts Shannon’s Law. This is owing to the input signal
level at the receiver being well above its recommended range, causing saturation
of the electronics and distortion of the signal. The DL509-78 transceiver is quoted
to have a recommended input signal strength range of −40 to −80 dBm, while
on the TVWS interface the input signal levels were measured to reach above
−30 dBm, even climbing to +9 dBm in one measurement and above −20 dBm for
a transmit power of 20 dBm in several measurements. Such high input power val-
ues cause the signal responses of the RF receiver front-end electronics to become
distorted. The operational amplifiers cannot output a voltage above their sup-
ply voltage in response to a higher input power - i.e. they saturate at such high
input signal levels - so they are unable to reflect the variations in the received
signal accurately, causing signal distortion and inability of the system to decode
the signal correctly. On the other hand, for the same transmit power values, the
receiver-side 5 GHz WiFi card showed lower input signal strength measurements,
all falling below −40dBm, so saturation and the resulting decreased throughput
was not observed in the experiments on the 5 GHz radio under the same con-
ditions. This observation underscores the point that considering signal strength
alone can be misleading when assessing link quality or determining optimal oper-
ating parameters as it clearly fails to reflect possible link failure/deterioration
due to phenomena such as power saturation.

6.2 Outdoor Performance: Clear Line-of-Sight

Figures 7c and d show the link performance at the University of Cape Town
rugby field for the channels tested. Figure 7b shows the TVWS channel mapping
to UHF. Performance difference between TVWS channels was due to frequencies
mapped to channel 1 & 11 being busier than channel 4 as Fig. 7a shows.
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(a) TVWS band spectrum scan. Vertical axis: uncalibrated signal strength; horizontal
axis: frequency in MHz.

(b) Down-converted WiFi mapping to UHF-TVWS channels.
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Fig. 7. Link performance for each of the channel, txpower and channel width settings
at one location. The bars are labelled x.y.z where x, y and z respectively represent
the channel, txpower (dBm) and channel width (MHz) settings. The absence of a bar
at a point e.g, ‘44.5.20’ implies that channel 44 was inoperable with channel width
set to 5MHz and txpower set to 20 dBm. The blue lines indicate the standard error
calculated as (standard deviation)÷ √

(sample size). (Color figure online)
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6.3 Outdoor Performance: Line-of-Sight Obstructed by Trees

One node was fixed on one end while the other was positioned such that a tree
obstructed the line-of-sight and repositioned such that there was an incremental
number of trees in between. The site had pine trees with trunks typically 2 m in
circumference and spaced as follows: 20 m, 28 m, 7 m, 9 m, 5 m, 18 m, 25 m.
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Fig. 8. TVWS and 5GHz WiFi through-
put through trees.

Multiple data samples were col-
lected for different combinations of
settings. We considered the combi-
nation of channel, channel-width and
txpower that gave the best results at
the highest tree count and used that
at all the other tree counts. The ratio-
nale is that it is better to have a
low-throughput link that works end-
to-end than a high-throughput link
that breaks mid-way along the path.
For the TWVS radio this turned out
to be channel = 7, chanbw = 5 MHz,
txpower = 5 dBm whereas for 5 GHz it
was channel = 44, chanbw = 20 MHz, txpower = 20 dBm. Figure 8 shows the aver-
age forward and reverse throughput. From the results it is evident that a 5 GHz
WiFi link breaks completely as soon as the link is obstructed by more than two
trees. On the other hand, a TVWS link is operable with as many as eight trees
obstructing the line-of-sight.

6.4 Summary of Observations and Implications

(i) Optimal operating parameters. Each channel appears to perform dif-
ferently with different settings as shown in Figs. 7c and d. The optimal
setting is time and location dependent, and there seems to be an interest-
ing interplay among channel quality, txpower and channel width settings.
The task of determining optimal operating parameters is a complex and
relevant problem. The immediate implication is that though throughput is
generally directly proportional to txpower and channel width, keeping the
txpower and channel width at its max does not always maximise perfor-
mance. Some data points in Figs. 7c and d are missing throughput read-
ings (e.g. TVWS channel = 11, chanbw = 20 MHz and txpower = 10 dBm)
because the link became inoperable for that setting at that point in time,
which underscores the importance of preceding channel selection with spec-
trum analysis.

(ii) Effects of environmental factors. Objects between or around the nodes
affect performance in two ways: (i) obstructing the line-of-sight, thereby
impinging on the Fresnel zone clearance, (ii) signal reflections off of objects
around the node, which is more pronounced in TVWS compared to 5 GHz
due to differences in antenna characteristics. This may account for some of
the the performance variations between 5 GHz and TVWS radios.
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(iii) Txpower vs throughput. At short distances with nodes in close prox-
imity to walls, the 5 GHz link throughput is generally directly proportional
to txpower, whereas the TVWS link throughput is inversely proportional
to txpower as observed in Fig. 6. This discovery suggests that for indoor
applications, the current TVWS state-of-the-art will require low txpower
for optimal performance.

(iv) Link asymmetry. More often than not links are asymmetric as Figs. 7c and
d show. This is caused by a combination of factors ranging from interference
sources to imperfections in hardware. Routing protocols need to factor in
this link characteristic.

(v) Vertical vs horizontal polarization. There were performance varia-
tions observed between vertical and horizontal polarization, which may be
attributed to differences in channel quality subject to polarization due to
other transmitters using a specific polarization. For example, a channel may
be vertically occupied, but horizontally vacant or vice-versa. Besides chan-
nel quality, there is no statistical evidence to suggest a difference in obsta-
cle penetration/circumvention capability between vertical and horizontally
polarised radio antennas.

7 Multi-link Performance

Link aggregation was realised by distributing outbound frames over the 5 GHz
and TVWS interfaces, while link splitting was implemented by alternating frame
sending and receiving tasks between the two radios using Batman-advanced
mesh protocol [8]. Batman-advanced was used because of its inherent support
for multi-link optimisation. The data-rate was set by varying the channel width
from the set of supported values, which are 20 MHz, 10 MHz, and 5 MHz.

When the radios’ data-rates are approximately equal, aggregating provides
the best performance in terms of throughput and round trip time (RTT) as
shown in Figs. 9a and b. The increases in throughput when aggregated ranges
44.5–61.8 %. The benefit of splitting compared to selecting either radio is not
immediately clear unless we consider throughput in the forward as well as reverse
direction. The horizontal orange lines in Fig. 9a mark the throughput in the
reverse direction. Splitting achieves optimal throughput consistently in either
direction, whereas a single radio may have significantly lower throughput in one
direction as shown in Fig. 9a.

For links with unequal data-rates, the resultant throughput when the 5 GHz
and TVWS links are aggregated is higher than the throughput of the link with
a lower data-rate, but less than that of the individual link with higher data-rate
as shown in Fig. 9b. Therefore, layer-2 link aggregation is most beneficial when
the radios have uniform data-rates. For radios with unequal data-rates, link
splitting provides better performance as observed from the RTT in Fig. 9c. The
poor performance of aggregation involving non-uniform data-rates is due to an
increase in the number of frames arriving out of order, which exacerbates delays
in fragment reassembly at the receiving end. On the other hand, when the uplink
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(c) Average round trip time (RTT).

Fig. 9. Performance of individual radios, aggregate and split link from the indoor
setup. The orange horizontal lines in (a) and (b) mark the link’s reverse direction or
downlink throughput. To determine RTT, 500 packets were sent with a wait interval of
one second and a packet size of 65507 bytes. The maximum transmission unit (MTU)
on each interface was 1532 bytes.

and downlink are split between the two radios, there is a significant improve-
ment in throughput relative to individual radio performance as shown in Fig. 9b.
The improved performance of a split link sometimes going beyond theoretical
expectation may be attributed to the minimised contention delay and subse-
quent efficiency in the store and forward mechanism, and the sending/receiving
of acknowledgement packets.

8 Conclusion and Follow on Work

The results confirm the theoretical expectation, which is that high operating
frequencies such as 5 GHz band are suitable for short to medium distance with
clear line-of-sight whereas for medium to long distance and obstructed line-of-
sight, lower operating frequencies such as UHF-TVWS band out-perform higher
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frequencies. The choice of spectrum could make or break a wireless link. Further
work is needed to understand the intricate interplay among operating parame-
ters, namely txpower, channel width, channel quality and how the surrounding
environment influences the choice of optimal operating parameter -especially in
a mesh network environment with interdependencies between links.

Future work will include an exploration into effects of weather conditions such
as rainfall on link performance. In addition, an expansion of the test-bed is immi-
nent for further investigation into the performance of aggregate and split links
as the node count and subsequent traffic flows increase. Furthermore, the next
node design iteration will include the following features: (i) Dynamic antenna
polarization for efficient spectrum utilisation and clean/optimal channel selec-
tion; (ii) Inbuilt mechanism for auto-adjusting operating parameters such as
txpower; and (iii) Auto-adjusting radio selection and operating parameter in a
multi-hop mesh environment described in Sects. 4.1 and 4.2.
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Abstract. Field Programmable Gate Arrays (FPGAs) provide great
flexibility and speed in Software Defined Radio (SDR). However, as
a mobile wireless protocol, the LTE system needs to maintain coding
procedures for different channels, and the hardware’s implementation is
more complex than other wireless local area network (WLAN) speci-
fications. Thus a compact and resource reusable LTE channel coder is
needed as hardware resources and speed are the main pain points in SDR
implementation. Traditional FPGA design and synthesis only focus on
low levels of resource reuse, and IPs are independently designed with-
out considering the whole system, which causes resource waste. In this
paper, we describe a LTE downlink channel encoder processing chain
implemented in FPGA hardware. Reuse in the whole system is done at
a channel level and above, and scarce resources like BRAM are shared
between processing units to maximize reuse. The system can efficiently
process data and control channel signals at the same time using the same
hardware. For the data channel, we use cross-component optimization to
reduce the usage of BRAMs up to 25% for high volume data buffering.
A novel rate matching design reduces the latency which improves the
performance. By applying high-level reuse, the cross-component design
can reduce resource usage while maintaining a good processing speed.

Keywords: LTE · DL-SCH · Reconfigurable hardware · SDR

1 Introduction

To keep up with the pace of updating standards, an SDR should have reconfig-
urability and software programmable hardware; FPGAs provide a good imple-
mentation platform that achieve these goals. The gap between wireless commu-
nications and hardware design requires developers to be proficient in both these
areas. Libraries of Intellectual Property (IP) for wireless communications sim-
plify hardware design for those proficient in SDR. However, without considering
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the whole processing chain and dependencies between different IPs, systems may
suffer from resource waste and lower than optimal speed.

To implement the LTE system, many features can be efficiently implemented
on a general purpose processor. Some blocks, such as Orthogonal Frequency-
Division Multiplexing (OFDM), are best placed in hardware. Further, as mas-
sive MIMO and wideband OFDM will be applied in next generation systems,
resources for baseband channel encoding will be quite limited. For the Downlink
Shared Channel (DL-SCH) using QAM256 modulation, the maximum size of the
transport block is 97896 bits and 105528 bits in releases 12 and 14 respectively.
This requires the encoding system to be compact and efficient. In addition we
design our system to accommodate processing for several different channels.

The contributions of this paper are: (1) We process both data and control
channels using the same hardware, (2) we optimize rate matching to reduce
latency, and (3) we optimize across the whole system to improve on-chip memory
usage. In our implementation, reuse is considered across different channels and
between IPs, which saves resources.

Previous research has focused on optimizing individual components for chan-
nel encoding independently. Researchers have investigated paralellizing the CRC
and turbo encoder [3], and optimizing code block segmentation [5]. Santnanam
et al. [8] examine choosing the FPGA Block RAM to achieve optimal power
consumption and resource usage. Others have proposed a high speed architec-
ture and a solution to reduce latency and resource usage in rate matching [2,4].
Fahmy et al. [7] introduces a method to improve resource sharing for DSP blocks,
which can reduce the DSP consumption in OFDM systems. Hassan et al. [1]
have designed a LTE downlink transceiver with synchronization and equaliza-
tion; however, implementation details are missing. While excellent work has been
done on each processing unit independently, to make the system work as a whole
requires consideration of components’ compatibility and resource usage.

2 Background

In LTE systems, information in the logical channel from the MAC layer are
assigned to the transport channel in the physical layer for encoding. At the same
time, control information is added for encoding which is irrelevant to the higher
layer. The standard defines turbo encoding, tail biting convolutional coding,
block coding etc. as coding schemes. For turbo and tail biting convolutional
coding, each has its own rate matching scheme.

In the downlink, turbo coding is applied to DL-SCH, Paging Channel (PCH)
and Multicast Channel (MCH). Tail biting convolutional coding is applied to
Broadcast Channel (BCH) and Downlink Control Information (DCI). We refer
to the DL-SCH, PCH and MCH as data channels and BCH and DCI as control
channels. In each Transmission Time Interval (TTI), the CRC encoder receives
data from the MAC layer and attaches parity bits to the transport block bit
stream. The padded transport block is segmented into code blocks for turbo
coding in predefined sizes. To align the size of padded transport block with dif-
ferent segmented code blocks, a number of F filler bits may be added to the
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Fig. 1. Hardware architecture

head of the first code block as null bits. For data channel encoding, if the total
number of segmented code blocks is larger than one, an additional CRC encoding
process will be added to each code block before the turbo encoding process. For
the control channel, the data will be sent directly to the convolutional encoder
for processing. Next, each code block is processed by the turbo encoder, a Par-
allel Concatenated Convolutional Code (PCCC) with two 8-state constituent
encoders with one (Quadratic Polynomial Permutation) QPP interleaver, and
code rate 1/3. For control, The convolutional encoder first initializes its regis-
ters in the Shift Registers (SR) to the last 7 bits of each code block. Then the
encoder encodes the data with these initialized SR with constraint length 7 at a
coding rate of 1/3. Rate matching, which contains bit selection and pruning, is
the last step of channel coding. It merges three bit streams (one information bit
stream and two parity bit streams) generated by the turbo (or convolutional)
encoder into one. After rate matching, the data will be send to the rest of the
LTE physical layer processing.

3 Hardware Architecture

The processing chain for our hardware architecture, shown in Fig. 1, contains
CRC encoder, code block indicator, Forward Correction Coder (FCC) encoder
and multi-channel rate matching. To support encoding different channels’ data
using the same hardware, we merge different processing units by sharing hard-
ware resources. The first CRC encoder is the same for different channels. To
make the control channel’s processing chain compatible with the data chan-
nel, we redefine the use of the code segmentation processing unit as code block
size indicator without changing the hardware design. This redefinition scheme
allows CRC encoded control information to be passed to the FCC encoder while
using the same hardware architecture. The convolutional and turbo encoder are
merged into one FCC encoder, and their rate matching is also merged into multi-
channel rate matching with some resource sharing. In this design, the data and
control information can be encoded using the same hardware. Optimized rate
matching is also applied to improve the performance for both the data and con-
trol channels.

3.1 Rate Matching

The sub-block interleaver is based on matrix interleaving. Bit streams d
(0)
k , d

(1)
k

and d
(2)
k of each code block are first reshaped into a R × 32 matrix, where
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R = �K/32�, and K is the size of each code block after turbo encoding. The bit
stream is stored in the matrix in row-wise order and ND dummy bits padded to
the head of each bit stream as null bits if K is less than KΠ (defined as R×32).
Then a column-wise permutation is performed for the resized bit streams. For
the convolutional encoder, all bit streams use the same permutation pattern.
For turbo coding, the permutation is applied to bit streams d

(0)
k and d

(1)
k and

bit stream d
(2)
k uses the permutation pattern shown in Eq. 1.

π(k) =
(

P

(⌊
k

R

⌋)
+ 32 × (kmod R) + 1

)
mod KΠ (1)

where π(k) is the index of the kth bit in d
(2)
k after permutation.

In bit collection, the permuted bit streams v0
k, v1

k, v2
k are read out from the

matrix in column-wise order and written into a circular buffer in interleaved
order, where wn is the nth data bit in the circular buffer:

wk = v0
k, for k = 0, 1, 2...,KΠ (2)

wKΠ+2k = v1
k, for k = 0, 1, 2...,KΠ (3)

wKΠ+2k+1 = v2
k, for k = 0, 1, 2...,KΠ (4)

In bit selection and pruning, data is read out from the circular buffer skip-
ping the null bits until the data size reaches the capacity of a channel. The
read starting point for turbo coding is chosen through the calculation of redun-
dancy version (rv) and bits capacity for each code block (Ncb). For convolutional
coding, the data is read from the first bit of v0

k.
In DL-SCH processing, the rate matching process slows down the whole sys-

tem’s speed which needs to merge three bit streams into one. Researchers [4]
have optimized this performance by implementing two RAM sets for sub-block
interleaving and bit collection, directly following the process described in the
LTE standard. In hardware, the interleaving process can be done by calculating
the address while writing data bits to RAM; thus, the sub-block interleaving
and bit collection can be done using only one RAM set. In this way, the RAM
cost will be cut in an half. This work does not clearly describe how to design the
FSM for bit selection, which needs to select information bits and skip dummy
bits. Without proper optimization, at least one clock cycle is needed for skipping
the dummy bits which results in extra latency. This latency is obvious when the
code block is small. A patent [6] describes an approach to reduce this latency by
calculating and storing the number of dummy bits before the information bits.
However this approach cannot be efficiently implemented in hardware because
storing the number of dummy bits before the information bits requires large
amounts of RAM, and eliminates the ability for parallelization, which results in
extra latency.

The proposed rate matching hardware architecture is shown in Fig. 2. Three
RAMs are used for sub-block interleaving to mimic a circular buffer. Compared
to [4], which uses two RAMs for each bit stream to do matrix resize and inter-
column permutation in sub-block interleaving, we use only one RAM for each
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bit stream to finish interleaving. After address permutation, the data streams
are written into BRAMs in interleaved order. By reading out the parameters
from LUTRAM, the read controller controls the address read from the RAMs
and selects the correct output from the three RAMs.

In bit selection and pruning, the processing unit should distinguish null (filler
and dummy bits) bits that are scattered in valid bits (the information, parity
bits0 and parity bit1, shown in Fig. 3). Solutions include using 2 bits to store valid
and null bits or locating the address of null bits using Eq. 1 and the permutation
table. However, the first solution doubles the cost of RAM and both solutions
consume at least one clock cycle to read out or calculate whether a null bit is
there. This reduces the performance of rate matching, especially when the code
block is very small. The difficulty in skipping the null bits is how to locate these
bits before the address generator reaches their addresses. To do this, we must
have knowledge of where these null bits are. Because the null bits are always
padded at the head of each bit stream, after inter-column permutation, these
null bits will be located in the first several rows of each matrix (see Fig. 3). If
we know how many null bits exist in each column, the address generator can
preload this number and increase the address from that number in column-wise
order, so the null bits will be skipped. After the address number reaches the last
row, it moves to the next column and repeat this process.

As each bit stream is reshaped into a R × 32 matrix, the number of null bits
dc for each column c is represented as:

dc =
⌊

N

32

⌋
+ J(c)

(
J(c) =

{
1, if P−1(c) < Cd

0, if P−1(c) ≥ Cd

)
(5)

where P−1() is the inverse of the inter-column permutation function for different
coding schemes, and Cd is the pattern of null bits calculated using:
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Cd =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Cd01 = (ND + F ) mod 32,

(for d
(0)
k , d

(1)
k in turbo)

Cd2 = ND mod 32,

(for d
(2)
k in turbo and d

(0)
k , d

(1)
k , d

(2)
k in convolutional)

(6)

In hardware implementation, term
⌊

N
32

⌋
can easily be calculated by bit shift-

ing. Permutations are parity permutation without overlap, which share the same
pattern as their inverses. Therefore, for d

(0)
k and d

(1)
k streams in turbo code and

all the bit streams in convolutional code, the function P−1(c) is the same as
the permutation P (c). Thus a 32 × 5 (LUT) can implement function P−1(c).
However, the permutation of d

(2)
k in turbo code involves the calculation of Eq. 1

whose inverse cannot be directly implemented as a small LUT. Looking at Eq. 1,
we find it cyclic shifts the d

(1)
k stream and then applies the sub-block interleaving

using the same turbo permutation. Therefore, to implement function P−1(c) for
that bit stream, we only need to add one to the LUT for permutation to repre-
sent the cyclic shift. In a real implementation, all the permutation LUTs should
be left-cycle shifted by one; this helps the row address generator load the null
bit number before the next column’s read begins. To reduce latency, parameters
calculated in Eqs. 5 and 6 are stored in LUTRAM as ks and kc for read starting
point, R, Cd01, Cd2 and FL32 for filler bits information (Fig. 2).

We use three BRAMs with control logic to mimic a circular buffer structure.
However, the interleaving order shown in Eqs. 3 and 4 introduces another chal-
lenge to the control logic’s implementation for the circular buffer. The problem
is that the d

(2)
k stream uses a different permutation and the null bits it contains

are also different from the other two bit streams. This may result in the data not
being read from BRAM1 and BRAM0 in sequential order. Sometimes, a number
of data bits may need to be read from a single BRAM continuously, for example
when the data is read from the column (red circle in Fig. 3). To solve this BRAM
iteration problem, we use Algorithm 1 to decide which BRAM to select while
comparing the row address of different BRAMs dynamically. Here, dc01 and dc2

are calculated as in Eq. 5. In this way, BRAM selecting can be easily done using
a comparator.

3.2 High Level Resource Reuse

Xilinx Vivado provides IP including 3GGP Turbo Encoder and LTE DL Chan-
nel Encoder which provide ease of use but remove freedom for the designer.
The LTE DL Channel Encoder includes the downlink channels in LTE. It is
powerful however it consumes a lot of resource which restricts its usage in lim-
ited resource situations such as MIMO and OFDM transceiver. The independent
3GGP Turbo Encoder IP cannot be optimized with other packaged IPs when
directly connect to them. We use a high level of resource reuse between blocks
for more compact systems. We fully merge the CRC encoder for control and
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Algorithm 1: Circular Buffer Interleaved Data Read Out with null Bits
if row address1 == R & row address2 == R then

row address1 ← dc01;
row address2 ← dc2;

else
if row address1 < row address2 then

row address1 ← row address1 + 1 ;
select BRAM1;

else
row address2 ← row address2 + 1 ;
select BRAM2;

end

end

CRC 
Encoder

Code Block
Segmenta on

Turbo
Encoder

Convolu onal
Encoder

Turbo
Rate 

Matching

Convolu onal
Rate 

Matching

CRC 
Encoder

CRC 
Encoder

BCH, DCI

DL-SCH, PCH, MCH

By Pass

Func on
Redefine

Control Logic, 
Memory

reuse

Whole System
reuse

Whole System
reuse

Fig. 4. High level resource reuse

data channels by simply using the same hardware, as shown in Fig. 4, because of
their same options for the coding polynomial. Compared to the control channel,
the data channel has additional code block segmentation and a CRC encoder.
Code block segmentation divides a long code into small code blocks and outputs
their sizes. The control channel also needs that code block size information for
encoding; however no segmentation is needed. In the data channel’s encoding,
if there is only one code block in the TTI, this code block will be bypassed to
the turbo encoder without a second CRC encoding. The control channel code
blocks can also bypass the second CRC encoding. To apply this, the code block
segmentation in the control channel’s processing is redefined as a code block size
indicator that segments the control information into a single code block to avoid
the next CRC encoding. In this way, the encoding before the FCC encoder can
share the same resources without changing the hardware architecture. The FCC
is designed to use the same control logic and memory to finish these two coding
schemes. The convolutional encoder shares one RAM with the turbo encoder
for data buffering and register initialization. Independent design of the convo-
lutional encoder alongside the turbo encoder costs resources. In multi-channel
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rate matching, we use the same hardware for the data channel by making some
slight changes. Another permutation table for convolutional coding is added.
The algorithm for the circular buffer data read works for both channels. As the
code blocks in the control channel have no filler bits, the null bits pattern will
be the same as Cd2 in turbo rate matching. In this way, the bit collection and
bit selection and pruning elements can also be applied to control data’s rate
matching using the same hardware.

3.3 Buffer Optimization

For the FPGA implementation, the largest code block size requires a 13-bit
address. As a result, the 18 Kb BRAM is divided into two areas for code block
storage and the 36 Kb BRAM is divided into four areas for data buffering. There-
fore, a simple ping-pong buffer can be realized using one 18 Kb BRAM for the
CRC while two 18 Kb BRAMs are need for turbo encoding as it uses two inde-
pendent data streams. Maximum delay is achieved when the lowest code rate is
chosen at 1/3 which requires the largest amount of data buffering. To reach this
rate, the total number of code blocks is 6, and the output size is three times the
input size. If the data ports timing strictly follows the timing diagram shown
in Fig. 5, the rate matching can only process five continuous code blocks at a
time with a 36 Kb BRAM for each bit stream. However, the output code block
size may exceed the size shown in Fig. 5 because the output data size of each
code block needs to match the modulation order, the number of bits coded into
one modulated symbol. Consider that the system has some timing slack, more
than four code blocks should be stored in RAM. Therefore, two 36 Kb BRAMs
are needed per data stream. Because the rate matching process uses three data
streams, a total of six 36 Kb BRAMs are needed. These are the BRAM resources
needed if we independently implement the processing units. Turbo encoding
triples the size of RAM needed for data buffering and rate matching because
three bit streams are generated. However, if the system is optimized together,
the buffer usage in rate matching can be greatly reduced. The buffers in CRC
and turbo encoder can help rate matching to buffer data. A simple approach
is to assign one code block to the turbo encoder processing unit and four code
blocks to rate matching. When the rate matching processing finishes any code
block’s encoding, which frees the space for one code block’s buffering, the turbo
encoder can then transfer its buffered data to the rate matching processing unit.
If the system is optimized as a whole, the rate matching processing unit needs
only three 36 Kb BRAMs to buffer four code blocks. As a result, the whole sys-
tem can buffers more code blocks while using fewer RAMs than if the processing
units are implemented independently.

4 Results

We use Mathworks and Xilinx tools to support our design flow. Simulink is used
with HDL Workflow Advisor to generate HDL code from Simulink blocks and
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Matlab code. Xilinx Vivado 2016.4 is used for synthesis and implementation.
Except for the LTE CRC and turbo encoder blocks provided by Mathworks, we
formulate and implement the whole system in our design and run the results on
a Zedboard. Resource usage on a Zedboard is shown in Table 1 along with the
percentage reduction achieved compared to the design without resource sharing.
BRAM usage is shown in Table 2. Note that the turbo encoder uses 5 18 Kb
RAMs, two for data buffering and three for the QPP interleaver. Thus, the non-
resource sharing design costs more resources, with 33% more BRAMs consumed.
Although a single LTE downlink encoding system consumes very few resources,
the LTE OFDM modulator requires a large amount of resources, which won’t
leave abundant resource for the encoder. As a result, the resource consump-
tion should be kept as small as possible. In addition, MIMO requires multiple
encoders to work together to achieve high throughput. When multiple encoders
are implemented, the resources they save together can be considerable. Because
the size of filler bits may vary from 0 to 31 randomly, we pick the mean of 16
bits for testing. Results show that optimized rate matching can reduce delay by
28.6% for small blocks when compared to non-optimized running at the same
clock frequency. For very large blocks the optimized design has lower delay, but
only 1% delay improvement.

Fig. 5. Data ports timing of rate matching

Table 1. Resource usage of downlink encoder (with resource sharing)

Resource Utilization Available Utilization% Utilization reduced%

LUT 1073 53200 2.02 27.34

LUTRAM 163 17400 0.94 18.97

Flip-Flop 1243 106400 1.17 22.00

BRAM 6 140 4.29 39.91

Table 2. BRAM usage

Items Independent non-optimized Cross-component optimized

18 Kb RAM 36 Kb RAM 18Kb RAM 36 Kb RAM

CRC encoder 1 0 1 0

FCC encoder 5 0 5 0

Rate matching 0 6 0 3

Total usage 6 6 6 3
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5 Conclusions and Future Work

We have shown that optimizing the data channel processing chain as a whole and
high level resource reuse saves scarce resources in FPGA implementations such
as BRAMs. In addition, we presented a novel architecture for a rate matching
system with low latency. If multiple LTE downlink encoders are implemented
for parallel processing in a MIMO system, the saved resources are considerable.
The designs presented in this paper run at frequencies of 130 MHz on Zedboard.
In the future, we plan to implement multi-channel resource reuse as a tool to
facilitate research and realization of SDR designs. We also plan to investigate
tools that optimize designs across blocks, and not just within individual blocks.
If these tools can work with vendor tools such as Vivado HLS, it will simplify the
design of SDR system and result in improved resource efficiency. Furthermore,
we plan to investigate targeting the RFSoC chip from Xilinx for similar designs.
The RFSoC included cores for FEC that can be used for turbo encoding.

Acknowlegdements. This research is funded in part with support from Mathworks.

References

1. Hassan, S.M., Zekry, A.: FPGA implementation of LTE downlink transceiver with
synchronization and equalization. Commun. Appl. Electron. 2(2) (2015)

2. He, S., Hu, Q., Zhang, H.: Implementation of rate matching with low latency and
little memory for LTE turbo code. J. Inf. Comput. Sci. 10(13), 4117–4125 (2013)

3. Hwang, S.Y., Kim, D.H., Jhang, K.S.: Implementation of an encoder based on par-
allel structure for LTE systems. In: IEEE Wireless Communication and Networking,
April 2010

4. Lenzi, K.G., de Figueiredo, F.A., Figueiredo, F.L.: Optimized rate matching archi-
tecture for a LTE-advanced FPGA-based PHY. In: IEEE CAS (2013)

5. Lenzi, K.G., Figueiredo, F.A., Bianco Filho, J.A., Figueiredo, F.L.: Fully optimized
code block segmentation algorithm for LTE-Advanced. Int. J. Parallel Prog. 43(6),
988–1003 (2015)

6. Reinhardt, S.: Technique for rate matching in a data transmission system, US Patent
8,446,300, 21 May 2013

7. Ronak, B., Fahmy, S.A.: Improved resource sharing for FPGA DSP blocks. In: Field
Programmable Logic (FPL), pp. 1–4. IEEE (2016)

8. Santhanam, V., Kabra, L.: Optimal low power and scalable memory architecture
for turbo encoder. In: DASIP, October 2012



Detection of Different Wireless Protocols
on an FPGA with the Same Analog/RF

Front End

Suranga Handagala, Mohamed Mohamed, Jieming Xu, Marvin Onabajo ,
and Miriam Leeser(B)

Northeastern University, Boston, MA 02115, USA
{handagala.s,mohamed.m,xu.jiem}@husky.neu.edu, {monabajo,mel}@ece.neu.edu

https://www.northeastern.edu/rcl/

Abstract. The surge in smart phones, tablets, and other wireless elec-
tronics has drastically increased data usage and wireless communica-
tion, creating massive traffic spectrum demand. Congestion is mainly
due to inefficient use of spectrum, rather than spectrum scarcity. Spec-
trum coexistence schemes provide opportunities for efficient use of the
spectrum. Furthermore, software-defined hardware reconfiguration after
signal detection can be completed to reduce the power consumption of
adaptive analog/RF front ends. In this paper, we propose a Wi-Fi and
LTE protocol coexistence architecture, and present its implementation
using a Xilinx evaluation board and ADI RF front end.

Keywords: Software defined radio · Wireless protocols · RF front end
FPGA

1 Introduction

Wireless protocols are rapidly changing as more and more devices are intercon-
nected wirelessly. These include both devices with high throughput and low
latency requirements such as cell phones and tablets, and devices with low
throughput communications such as is exhibited with many devices in the Inter-
net of Things (IoT). At the same time, research efforts for 5G are examining
higher flexibility and adaptability in implementations [10]. Researchers would
like to easily prototype existing protocols and experiment with new concepts,
while still being able to meet real time communications requirements. For many
years FPGAs have been used for Software Define Radio to meet such needs. As
requirements for wireless communications have become both more difficult to
meet and more diverse, capabilities of FPGAs have grown as well.

Our research targets an environment where a single hardware platform can
be used to support multiple different protocols. We envision a scenario where this
hardware platform does not know a priori which protocol it will be supporting. It
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senses the environment, determines what packets it is receiving, and then loads
the optimum processing for the rest of the receive and transmit chain. This paper
focuses on the first step of this processing; namely, sensing the environment and
choosing which protocol to support. We limit our discussion to 802.11a and LTE;
however the model will be extended to other protocols in the near future.

The hardware platform we use is an Analog Devices ADI FMCOMMS3
board1 connected to a Xilinx ZC706 Evaluation board. The FMComms3 board
supports a relatively wide bandwidth range of 70 MHz–6 GHz and 2 × 2 MIMO.
It connects to the FPGA board through an FMC connector. The Xilinx ZC706
board is an evaluation board with Xilinx Zynq XC7Z045 with embedded ARM
processor as well as reconfigurable FPGA hardware resources. This repre-
sents very popular hardware setups for radio researchers working at the PHY
layer [6,7].

The main contribution of this paper is a platform with common RF front end,
settings and reconfigurable hardware that can accurately detect different wireless
waveforms and thus be deployed in various different settings. The approach is
flexible and extensible to waveforms of the future.

2 Background

2.1 Radio Technology and Hardware Trends

When observing analog/radio frequency (RF) front end design trends for
software-defined radio (SDR) applications, reconfigurable analog integrated cir-
cuits help to reduce power consumption while improving performance [2,11].
Ongoing circuit and system design trends create a great need to co-design ana-
log and mixed-signal circuits together with computing resources for the control
of optimizations, particularly to support future reconfigurable and cognizant
radios that will be realized as SDRs. FPGAs can play a key role in this pro-
cess [4]. Integrated analog/RF transceiver circuits for Wi-Fi and LTE increas-
ingly include signal processing and control methods to continuously tune com-
ponents for high performance and reliable operation under varying conditions
[1,8]. Hence, these digitally-assisted analog design and calibration approaches
are significantly gaining importance to enhance the performance and reliabil-
ity of low-power mixed-signal systems-on-a-chip in ubiquitous complementary
metal-oxide-semiconductor (CMOS) technologies. Such calibrations can incor-
porate existing or dedicated analog-to-digital converter (ADC) and digital signal
processor (DSP) resources for computation of corrective actions and automatic
tuning with digital-to-analog converters (DACs). However, reconfigurable analog
front-ends for SDRs require different settings and digital calibrations, depending
on the mode of operation and the type of signal that is received at a given time.
For example, Wi-Fi and LTE have different receiver sensitivity specifications,
which leads to different requirements for the gain, noise figure, and linearity of
the RF/analog frond end blocks in the receiver path. Similarly, the two stan-
dards have different requirements with regards to the suppression of interference

1 https://wiki.analog.com/resources/eval/user-guides/ad-fmcomms3-ebz.

https://wiki.analog.com/resources/eval/user-guides/ad-fmcomms3-ebz
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signals having specified power levels and offset frequencies relative to the channel
of interest. This results in different baseband filtering requirements, which can
also be changed through settings that reconfigure active filter circuits. A uni-
versal digital hardware implementation for all modes of operation would incur
excessive power overhead in many applications. The signal detection research
described in this paper is in part motivated by the need to extract information
for real-time optimizations and power reductions of reconfigurable analog/RF
front ends. An AD9361 Agile RF transceiver was employed in the experiments
reported in this paper for a proof of concept, but it is envisioned that future
reconfigurable application-specific integrated RF front ends will benefit through
adaptive optimizations based on the information obtained through on-board
FPGA processing.

2.2 Wi-Fi and LTE Waveforms

Wi-Fi is a wireless local area network (WLAN) protocol that allows devices such
as smart phones, laptops, and tablets to communicate wirelessly. Long Term
Evolution (LTE) was developed by 3GPP to enhance the performance of 3G
systems in terms of data throughput, spectrum utilization, and user mobility,
and works on the uplink (UL) and downlink (DL). The LTE DL channel uses
an OFDMA interface, which supports multiple input multiple output (MIMO).
Using OFDMA increases stability against multipath distortion, reduces latency,
and allows for multiple data rates. The LTE radio frame is 10 ms long, consisting
of ten 1 ms sub-frames. In frequency-division duplexing (FDD) operating mode,
each sub-frame contains two 0.5 ms slots. Each slot contains 7 OFDM symbols
for the normal cyclic prefix and 6 OFDM symbols for the extended cyclic prefix.

3 Coexistence Architecture

The goal of our approach is to use the same RF front end and FPGA based
processing hardware to detect which waveform is being communicated with the

FMCOMMS3

AD9361

ARM

Algorithms

Software

RF over the air

LV
D

S 
in

te
rf

ac
e FPGA

Preamble

PSS
Detector

Rate Conversion

Se
le

ct
io

n 
Lo

gi
c

d0

sel1

sel0
d1

O
th

er
 H

ar
dw

ar
e 

Lo
gi

c

A
D

93
61

 IP
 C

or
e 

Lo
gi

c

Thr2

12
p2>Thr2

p1>Thr1

p2
125

p1

Thr1

Detector

Fig. 1. Proposed coexistence setup



28 S. Handagala et al.

intent of later adjusting RF front end settings and downloading the appropriate
processing to tune the transceiver to the current waveform. Jiao et al. [6] take a
complementary approach by supporting multiple protocols on the same platform
at the same time. While this is very similar to our goal, it is not extensible as the
number of protocols continues to grow. Figure 1 shows our architecture, including
the block diagram for each receiver. Note that these make use of a common RF
front end and common sampling rate of 20 MHz. The receiver chains for each are
described in this section, as well as steps taken to deal with different bandwidths.

3.1 802.11a Receiver Chain

All WiFi standards use a preamble for timing synchronization, frequency offset
compensation and channel estimation. In an 802.11a frame, there are two types
of preambles; a short training sequence consisting of 10 identical patterns each
of which has 16 samples, and two identical long training sequences each of which
has 64 samples. The short training sequence can be used to obtain a coarse
estimate of the start of a frame while the long training sequence produces a
more accurate estimate. We use a 64 tap, hardware friendly, matched filter for
detecting the long preamble based on multiplier-free efficient implementation
techniques [3].

3.2 LTE Receive Chain

In FDD operating mode, the Primary Synchronization Signal (PSS) is located in
two locations in each 10 ms LTE radio frame. The first one is in the last OFDM
symbol of the first time slot of the first subframe, where each subframe is 1 ms and
each slot is 0.5 ms. The PSS is repeated in the last OFDM symbol in subframe 5.
LTE uses a synchronization channel (SCH) inserted periodically in the DL LTE
radio frame. The SCH is composed of a PSS and a Secondary Synchronization
Signal (SSS). The PSS is generated from a 63-length frequency-domain Zafoff-
Chu (ZC) sequence whose root index determines the sector identity. Detection of
PSS in the TD is implemented by cross-correlating the TD signal with the three
PSS coefficients in which one of the three correlation outputs will display two
peaks, indicating both PSS locations within one LTE radio frame [9]. The cell
search process is done by detecting the position of the PSS within the received DL
signal in order to acquire timing information and determine the sector index by
identifying which sequence has been transmitted out of the three ZC sequences.
The received DL is then cross-correlated with each of the three ZC sequences in
which one of the correlation outputs will demonstrate two peaks, indicating the
successful detection of an LTE radio frame.
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3.3 Adjusting Sampling Rate for LTE

In the 802.11a standard, the sampling rate is fixed at 20 MHz. For LTE, the
sampling rate varies from 1.92 MHz to 30.72 MHz. However, the PSS signal is
always located at the center frequency of the LTE transmission band regardless
of the sampling frequency. This feature allows us to detect the PSS signal at a
fixed frequency by applying filters to the received signal. The PSS signal only and
always occupies the central 63 subcarries in the whole band. For the smallest
sampling rate, which is 1.92 MHz, the IFFT size is 128 points. As a result,
the received signal sampled at 20 MHz shall be downsampled to 1.92 MHz for
matched filter processing. The resample ratio is:

1.92 × 106Hz
20 × 106Hz

=
12
125

=
2 × 2 × 3
5 × 5 × 5

(1)

The resample ratio shows that the 20 MHz signal should be downsampled by
125 and upsampled by 12 to achieve the 1.92 MHz sampling rate. Directly imple-
menting the sampling rate conversion filter requires 3000 taps, which is almost
impossible to implement in hardware. An optimized FIR design that factors the
downsample and upsample ratio to 2 × 2 × 3 and 5 × 5 × 5 still requires a 405
tap filter. As a result, for symmetric FIRs, at least 200 DSP slices would be
consumed by the sampling rate converter.

To reduce the consumption of DSP blocks on the FPGA, we replace the
traditional FIR by a CIC filter. The CIC filter for sampling rate conversion
was first introduced by Hogenauer in [5]. This multiplier free FIR filter can be
implemented in an economical way for decimation and interpolation to reduce
the usage of registers and adders. The goal is to keep the resampling filter small
to be able to accommodate other processing, including OFDM demodulation
and channel equalization which consume a large amount of resources.
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Fig. 2. CIC filter frequency response.

From Eq. 1, we can see that the downsample factor is larger than the upsam-
ple factor. Hence, only one low-pass filter for the downsampler is needed to
implement the whole conversion system. In our design, we use three cascaded
CIC filters with a factor of 5 for the low-pass filter. The frequency response of
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a downsampling CIC filter with a factor of 5 is shown in Fig. 2. This design can
be used to detect the PSS in any LTE signal.

4 Results

The target hardware for this design consists of an ADI FMCOMMS3 RF front
end and Xilinx Zynq ZC706 Evaluation Board. We detect both 802.11a and
LTE signals using this setup. We present simulation results as well as results on
running hardware. Transmission using an SMA cable between two boards was
used to detect LTE signals, while over the air transmission using one board was
used to detect Wi-Fi signals. The results on running hardware consist of both
Built-In Self-Test (BIST) loopback as well as over-the-air experiments.

4.1 Software and Hardware Configuration

Our setup includes two processors, the embedded ARM processor that is part
of the Xilinx Zynq XC7Z045 chip on the ZC706 board, and the host CPU in the
computer attached to the platform. The ADI 9361 has its own device drivers that
control all transmit/receive chain parameters of the AD9361 chip such as local
oscillator frequency, bandwidth, sampling frequency, TX/RX path automatic
gain control mode, and gains of analog front end blocks. In addition to including
device drivers, a user needs the LibIIO framework installed for applications to
communicate with ADI hardware. For simulation results, which do not include
any FPGA hardware, we run Analog Devices IIO Oscilloscope on the host PC.

For experiments that involve the Zynq processor, we use Petalinux, a version
of Linux supported by Xilinx, on the embedded ARM processor. The interaction
between ARM and the AD9361 device is performed using two platform device
drivers built into the kernel. There is also an AD9361 FPGA core driver for the
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Fig. 3. Packet detector output of detected Wi-Fi signal.
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FPGA fabric that provides the user with an option to correct IQ imbalances and
DC offsets on the receiver side.

4.2 Simulation

Simulations, using MATLAB R2017a with the Signal Processing, Communica-
tion, and LTE System Toolbox have been performed based on the block diagram
presented in Fig. 1, where signals are received using the AD9361 FMCOMMS3
at a sampling rate of 20 MHz. Each signal is passed through both the Wi-Fi and
LTE paths in parallel and using peak-to-average ratio thresholds, the signal is
determined to be either Wi-Fi or LTE. Figure 3 shows the packet detection of a
Wi-Fi packet in discrete samples, where a comparison ratio of an autocorrela-
tion of x[n] and x[n−16], where x[n] indicates the received samples and 16 is the
length of the short training sequence, and the variance of x[n] for the received
samples is displayed. In this figure, the falling edge position, located at sample
165, indicates the beginning of the Wi-Fi packet. The packet detection flag is
asserted when the peak-to-average ratio threshold is met, indicating the presence
of a Wi-Fi signal.
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Fig. 4. LTE PSS correlation output.

The LTE PSS detection is performed using the cross-correlation of the
received TD signal with the PSS coefficients. Since one LTE radio frame con-
tains two PSS signals, two peaks indicating the positions of each one of the PSS
signals are shown in Fig. 4. Another peak-to-average ratio threshold is used to
indicate the received signal is indeed an LTE signal.

4.3 Hardware Experiments

Our hardware setup is shown in Fig. 5. Two antennas are used on the ZC706, one
for transmit and one for receive. In experiments not depicted here, two separate
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RF antennas

Ethernet

JTAG

Fig. 5. Hardware setup and host PC interfacing over JTAG and ethernet connections

setups were used with one functioning as transmitter and one as receiver. We
use pre-created 802.11a and LTE signals which are stored in a text file. We use
a C program to read these complex I and Q samples, and send them through a
DMA channel along the transmit chain. One set of experiments bypassed the RF
section by using the BIST loopback feature available in the AD9361 chip, so that
the accuracy of the received signal could be verified in the digital domain. Once
the digital design had been verified, over the air experiments were undertaken.

The detection logic that was mapped to FPGA hardware for 802.11a and
LTE receiver chains were designed using the Mathworks Simulink HDL code
generation workflow (version 2017b) and implemented using Xilinx Vivado ver-
sion 2016.4 with an FPGA clock frequency of 100 MHz. The PL also consists of
AD9361 AXI IP core which provides the digital interface to the FMCOMMS3
card. For the receiver chain, this core has been configured to compensate for IQ
imbalances and DC offsets.

The detection logic mapped onto the FPGA could be used to identify the
presence of either 802.11a or LTE signals received via the common RF front
end. Figure 6(a) corresponds to an 802.11a signal where the entire receive chain
operates in real time. For LTE, the rate conversion takes place offline. This
converted signal is passed through the LTE matched filter implemented in FPGA
fabric, resulting the peaks in Fig. 6(b).

Fig. 6. (a) 802.11a (b) LTE hardware friendly matched filter outputs of two real world
signals received with the common RF front-end



Wireless Protocols with Same Front End 33

4.4 FPGA Utilization

Vivado post-implementation utilization figures (Table 1) revealed that a signif-
icant reduction in resources, especially for the DSPs, can be achieved by using
hardware friendly matched filtering without compromising the detection capabil-
ity. Had the conventional discrete FIR been used, the DSP resource count would
have been four times the number of filter coefficients. Although this number can
be reduced by 25% by using 3 DSP48s per complex multiplication, accommo-
dating other complex logic could still be challenging because of high receiver
complexity. Detection results in Fig. 6 show that the 802.11a preamble and LTE
PSS can be successfully detected even at the expense of peak-to-average ratio.
This reduction is quantified in Table 2.

Table 1. FPGA resource utilization statistics (percentages given are with respect to
the total number of resources available in the device).

Discrete FIR
(802.11a)

Hardware
friendly
(802.11a)

Discrete FIR
(LTE)

Hardware
friendly (LTE)

LUT 8726 (3.99%) 4246 (1.94%) 15238 (6.97%) 7261 (3.32%)

FF 17004 (3.89%) 5905 (1.35%) 30135 (6.89%) 9844 (2.25%)

DSP48 258 (28.67%) 2 (0.22%) 514 (57.11%) 2 (0.22%)

Table 2. Peak to average ratio comparison for 802.11a and LTE matched filter outpus.

802.11a LTE

Discrete FIR 62 47.5

Hardware friendly 43 38

Through these experiments, it was possible to accommodate both detec-
tion algorithms on the same device, while consuming a small amount of FPGA
resources, and more importantly keeping the detection accuracy intact. This
resource saving can potentially be capitalized to accommodate multiple proto-
cols on low end FPGAs as well.

5 Conclusions and Future Work

We have successfully demonstrated that a common hardware platform can be
used to distinguish between 802.11 and LTE signals. The ADI RF front end
receives samples at 20 MHz; which are downsampled to 1.92 MHz for LTE. The
hardware design recognizes either the preambles in the 802.11 stream or the
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Primary Synchronization Signal (PSS) in LTE with sufficient accuracy to deter-
mine which signal is being received. The RF front end uses common settings for
parameters such as the automatic gain control mode.

In the future, we plan to take this base design into several different directions.
Once the type of signal being received has been determined, we can download
the receive chain for the rest of the processing onto the FPGA fabric. We plan
to investigate using partial reconfiguration for this process. Our current imple-
mentation takes up a very small portion of the FPGA fabric, such that the first
few steps for each receive chain could be included as part of the implementation
without loss of data. In a typical coexistence scenario where multiple protocols
work over the same channel, we plan to reuse the same components with differ-
ent configurations in order to minimize resource utilization. It is our expectation
that switching from one protocol to another should not create a negative impact
on the receiver performance since FPGAs can be clocked at much higher rates
than the baseband frequencies of such protocols. We also plan to investigate
supporting other protocols, including 802.15.4 and Zigbee. The result will be
an agile, flexible PHY layer platform that can support a variety of protocols,
including some which have not yet been standardized.
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Abstract. Spectrum availability is challenged everyday as the consumer con-
sumption of mobile data increases. At the same time, the public safety and
military authorities have the need to secure spectrum access for their mandated
tasks that may vary temporally and spatially. Current spectrum administration
and management schemes do not facilitate such short-term changes in time and
space. In this paper, we show that minor adjustments to the Licensed Shared
Access (LSA) scheme, and introduction of a spectrum manager function may
provide administrations the tools to adjust spectrum assignments in time and
space, so that they provide Mobile Network Operators sufficient security of
spectrum access to justify investments, and that they allow authorities to access
spectrum when their legally mandated tasks so require.

Keywords: Cognitive radio � Homeland defense � Hybrid warfare
Licensed Shared Access � Military � Public safety � Scenarios
Spectrum manager � Spectrum sharing

1 Introduction

This paper demonstrates shared spectrum access between different types of user groups,
which include commercial Mobile Network Operator (MNO), Public Protection and
Disaster Recovery (PPDR), and Military (MIL). In the demonstration, the priority order
between these user groups changes in time. The changes are managed through a User
Interface (UI) of a National Regulatory Authority (NRA). In the standardized Dynamic
Spectrum Access (DSA) systems, including Television White Space (TVWS) [1],
Licensed Shared Access (LSA) [2], and Citizens Broadband Radio Service (CBRS) [3],
the priority order is fixed. We demonstrate a scenario, where a frequency band allo-
cated for a MNO can normally be used for practice by PPDR and MIL on secondary
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basis, and during a rescue mission or hybrid war situation, PPDR or MIL can become
the primary user locally and temporarily according to a pre-defined sharing agreement.

Conceptually, the spectrum sharing option space is depicted below in Fig. 1.
Different options are placed along X-axis as a continuum that begins from unlicensed,
unregulated, opportunistic common use to the other end, where the ultimate opposite is
licensed exclusive use mode. In Y-axis, we have either horizontal sharing among
similar actors and technologies as opposed to vertical sharing among different actors
and different technologies. The third dimension is that of the primary user versus the
secondary user.

Vertical shared access denotes technically regulated sharing between different types
of actors or technologies that is exemplified by the unlicensed public use of the TVWS
frequencies for broadband wireless data [4]. Horizontal shared access denotes techni-
cally regulated sharing between similar users or technologies, an example being
wireless local area networking (802.11) within the ISM band. As the notion of primary
or secondary user is somewhat ambiguous in this technically regulated sharing domain,
the option space depicted to the left of the vertical axis in the Fig. 1 is more con-
strained. LSA in Fig. 1 denotes shared spectrum access concepts intended for different
actors or technologies. Examples of such approaches are the LSA and the CBRS.
Shared Primary Access, also known as co-primary sharing, refers to a case where two
or more incumbents with equal access rights share their spectrum bands in a common
pool. Currently, a generic homeland defence scenario does not provide military any
operational incentive to relinquish exclusive access to spectrum. In fact, new spectrum
may be needed to support activation of reserve forces or mobilisation. The quality and
availability of commercial network and user equipment for LTE and 5G in the future
and the possibility to use the same end user equipment both in commercial networks

Fig. 1. Spectrum access option space adopted from [1].
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and military or public safety LTE networks may motivate military and public safety for
spectrum sharing arrangements.

Tuukkanen et al. [5] observed that the armed forces’ requirements for spectrum
access vary greatly over time and location depending on the scenario. The same
temporal-spatial variation of spectral needs applies also to public safety in scenarios
like large-scale accidents or natural disasters. Therefore, one-off or location specific
spectrum occupancy measurements cannot provide credible picture of such needs.

Contemporary standardized Shared Spectrum Access concepts, the LSA [6], LSA
evolution [7, 8] and the CBRS [9], are based on the notion of providing secondary user
an access to underutilized parts of spectrum. Besides, these concepts have already built-
in mechanisms for the incumbent to inform the system on changes in the spectrum
needs dynamically. Many nations already have legal provisions that would allow
military to have a broader access to spectrum in war time. However, contemporary
hybrid warfare homeland defence scenario seriously challenges this notion. Military
access to spectrum, which normally is assigned to other use by the administrative
application of legal norms, would not meet rapid reaction times needed. Furthermore,
military would not be the sole user of spectrum in this scenario, as the scenario involves
significant public safety operations amidst fighting units in populated urban combat
areas. Future acquisitions and procurement may allow for shared secondary access in
peace or normal time yet also allowing for temporally assigned local or regional
priority access in disaster recovery or homeland and hybrid scenarios. Capabilities of
local and regional prioritization should be pre-planned into the design of dynamic
spectrum access systems.

In this paper, we demonstrate tools for dynamic spectrum access to support spec-
trum management and administration, which could also be expanded to cover the
spectral domains of legacy systems. The paper suggests a system model and enabling
technologies to support transition from, or an extension of, Licensed Shared Access to
incorporate characteristics of Shared Primary Access. For the armed forces, partly also
for public safety, already existing inventories of legacy systems have led to fixed,
static, and exclusive use approaches to Spectrum Access regardless of location or
temporal scope of actual need. We study the applicability and performance of different
communication procedures between incumbents and licensees in changing priority
sharing arrangement. We also demonstrate that different procedures can co-exist in a
single dynamic spectrum sharing system. The key challenge in the work, which is
demonstrated in this paper, is how an additional level of complexity, the changing
priorities, can be introduced to previously piloted dynamic spectrum access frame-
works like TVWS, LSA, or CBRS in a manageable and practical way.

The research questions in this paper are: which spectrum management controls are
applicable for each user group (MNO, PPDR, and MIL) in the selected sharing
arrangement; what can be learnt from allowing different controls to be used in a single
spectrum management system; how to implement the priority changes, which can be
local, regional, national, and temporary; and which elements are important for NRA
UI.

The rest of this paper is organized as follows. The system model, demonstration
setup, and method are discussed in Sect. 2. The results are presented in Sect. 3, and
finally, conclusions are drawn in Sect. 4.
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2 System Model, Demonstration System Setup, and Method

The research method used in this paper is a proof of concept demonstration. We
implement a demonstration system of a sharing agreement between different user
groups, depicted in Fig. 2. NRA has a user interface to control the priority order between
the user groups locally, regionally, nationally, and temporally. MNO and PPDR are
demonstrated with off-the-shelf Nokia 2.3 GHz eNodeBs and MIL with Program
Making and Special Events (PMSE) wireless camera using DVB-T physical layer for
transmission. The PMSE camera is manually operated, and it connects to the Spectrum
Manager through a similar reservation system, which is used by the Radio Adminis-
tration of the Netherlands [10]. The spectrum resource in the LTE TDD 3GPP band 42
(2300–2400 MHz) is managed by a Spectrum Manager. The demonstration uses two
discrete 10 MHz channels, which are 2320–2330 MHz and 2330–2340 MHz. If all
three user groups want to use the spectrum simultaneously, two highest priority ones get
a 10 MHz channel, and the lowest priority one does not get a permission to transmit.

Analyses of scenarios above led to the notional concept of changing the roles of
user groups, and that such changes could have temporal and regional variation as
depicted in Fig. 3. With three user groups and three priority levels there are 6 states,
when all users groups have a different priority level. In case two or more user groups
have the same priority level, there are further states in the system. For simplicity, Fig. 3
shows only three different priority orders and the changes between them. The tested
concept incorporates changing the priority order. In LSA terminology, each spectrum
user can be an incumbent or a licensee [2]. The status as an incumbent or a licensee
depends on the temporal and local or regional priority order, which is determined by
the alert level of the society. In the shared legacy military or public safety bands,
military and public safety may relinquish the protection requirements to allow com-
mercial operations in the specified parts of spectrum in peace time. On the shared
bands, which are allocated to commercial operators, the protection requirements are

Fig. 2. The demonstration system.
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relinquished in times of disaster recovery or homeland defense to allow military or
public safety operations in the specified parts of spectrum. Through active, trusted
operations of a dynamic spectrum management system, military or public safety
authorities can be assigned access to spectrum in times and in locations as the scenario
requires. Commercial operators can be assigned access to spectrum in peace time. The
communication between the spectrum users is dynamic and automatized as far as
possible. Commercial systems can implement dynamic changes in spectrum access in
operationally relevant timeframes for military and public safety use (i.e., in minutes or
at maximum in hours). Military and public safety systems are allowed more time to
enforce changes in spectrum access, e.g., hours or days.

The protocols for the communication between the Spectrum Manager and spectrum
users are simplified from the ETSI LSA specification [6] using https protocol. In the
case that the communication is initiated by the Spectrum Manager (Notification pro-
cedures), an intermediate connectivity layer is needed, just like in email app in the
mobile phone. In this study, WebSocket was used. TCP/IP is carried over the physical
and Medium Access Control (MAC) layers. Between TCP/IP and HTTPS there is a
WebSocket in the Notification procedure communication. The LSA-1 protocol is
encapsulated in JSON messages and carried over HTTPS.

A spectrum manager can generally control the permission to transmit, transmit
power, transmitter center frequency, nominal bandwidth, and in the future, antenna
patterns of the devices. The control capabilities may be limited by the sharing
arrangement. For example, the original TVWS geolocation database in US was able to
change the center frequency but not the power nor the bandwidth. The original LSA is
able to control the power level, but not to change the center frequency or bandwidth.
The commercial operating environment may also limit the management choices.
Considering the demonstration system in this paper, we assume that the spectrum is
shared between a MNO, PPDR, and military. The MNO has most likely been assigned
the band through an auction or a beauty contest, and the MNO uses the full capacity of

Fig. 3. Concept of changing access rights of different user communities in different scenarios.
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the band, when possible. It is not likely that the MNO would change the center
frequency to a band of another MNO. The MNO network forms a large area coverage,
and we assume here that the PPDR/MIL use is local or regional. Changing the
bandwidth and center frequency even within the MNO assigned band, would probably
cause unexpected errors at the border of LSA limited network area and unaffected parts
of the MNO network. The MNO networks are wide area networks, where each bas-
estation of a MNO has the same center frequency. If a single basestation or a small
group of basestations of the MNO wide area network have a different center frequency,
the mobile UEs would experience an untypical change in the traditional mobile net-
work coverage. Due to this, at the moment we assume, that the MNO base station
control is limited to permission to transmit and maximum allowed power level. PPDR
and military are considered here as local networks, and they may have sharing
agreements with all operators, whereby the control of PPDR/MIL networks may
include also the center frequency and bandwidth changes.

We evaluated the spectrum management controls individually for each user
group. Our system consisted of a mixed use of controls, and we evaluated the expe-
riences gained during testing and demonstrations. Furthermore, applied spectrum pri-
oritizations were verified by spectrum measurements using a spectrum analyzer. During
the demonstrations, we operated the priorities through the implemented NRA UI. The
possibility for local, regional, national, and temporary priority changes was incorpo-
rated to the NRA UI as well as to the Spectrum Manager. The key novelty of the
system is that the changing priorities were tested with various state changes. These state
changes included various arrival sequences and priority orders starting either from an
unoccupied spectrum state or from a pre-occupied spectrum. During the demonstration,
we monitored the radio signals with a spectrum analyzer, as illustrated in Fig. 4.

Fig. 4. Spectrum analyzer view of MNO (left signal) and PPDR (right signal) transmitting.
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The priority order changes illustrated in Fig. 3 was tested in the demomstration.
The conceptual schematic depicting the demonstration is presented in Fig. 5, and which
is broken down to use cases, valid priority order, arrivals and spectrum occupancy. For
simplicity, we present the highest priority order changes only from commercial MNO
to MIL and from MIL to PPDR. In the first case the MNO arrives first, and they are
allocated the lower one of the two available spectrum blocks. Next arrives PPDR, and
they get the higher spectrum block. Last comes MIL, having the lowest priority. As
there is no capacity available for MIL, the access to spectrum is denied. In the second
case, MIL has the highest priority. The order of arrival is the same as in the previous
case. MNO and PPDR get their spectrum blocks. When MIL with the highest priority
arrives, MNO allocation is cleared, and MIL gets the lower spectrum block. The third
case continues from the end state of the second case. MNO priority is increased to be
higher than that of MIL. Consequently, MIL use is cleared, and the lower spectrum
block is allocated to MNO.

3 Results

The main spectrum management controls are the transmit power, and its special case of
permission to transmit, transmitter center frequency, and the nominal bandwidth of the
transmitter in the demonstration. The MNO center frequency cannot be changed to
another operator’s frequency block and the change of center frequency within the
operator’s band would also cause deterioration of the mobility service. Narrowing the
bandwidth could in theory be possible, but most likely it would cause unexpected
behavior in the network and should be avoided. Thereby we assumed that wide area
MNO networks are only controlled by transmission power by the Spectrum Manager.

Fig. 5. Changes in the demonstration spectrum use.
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The center frequency and bandwidth changes of MIL and PPDR are not as restricted as
they are in the MNO networks. The mapping of the spectrum management controls and
user groups are summarized in Table 1.

In the standard dynamic spectrum management, the controlled devices, such as
White Space Devices (WSD), LSA Licensee, and Citizen’s Broadband Radio Device
(CBSD), are homogenous, and they have the same controls available. On the other
hand, the systems employed by priority users are heterogenous, and the way how the
protection requirements are derived from the priority users varies a lot. The main
reason for this is that the incumbents are considered legacy systems. The secondary
devices are new, and the same capabilities can be required from them. When the
controlled secondary systems are legacy systems, a possibility for heterogenous con-
trols are required. In this demonstration system, we have shown that a plurality of
control mechanisms for secondary systems can co-exist and their capabilities can be
defined in the rules and algorithms of the Spectrum Manager.

We demonstrated the feasibility to use priority profiles to implement a spectrum
management system with changing priorities. The stakeholders of the sharing
arrangement negotiate the possibility for priority changes, related spectrum ranges, and
the authority to initiate the priority change in advance. By default, the mandate for
priority changes is associated with the NRA, but it may also be given to the PPDR
organizations. The PPDR has pre-defined rescue plans for a wide range of catastrophes.
The plans may include area definitions and rescue times. Both areas and time periods
can be included in the priority profiles or they can be left to be defined at the time of
need. When a spectrum priority profile is taken into use, it defines the priority of
different user groups, the frequency range, geographic area, and the period for the
priority profile to be active. A country may have several priority profiles active
simultaneously, and the profiles should also have a mutual priority order.

In this study, we develop a UI for NRA to create, manage, and operate the priority
changes in a dynamic spectrum management system. The UI has a map interface to
define the areas, as illustrated in Fig. 6. Separately defined region or municipality areas
can also be used. The location definitions can be named and stored for later use. The
spectrum priority order and the frequency range are stored and named. Finally, a period
with begin and end time (or permanently) are bound together with the area, frequency
range, and priority order definitions. The defined and active priority orders are pre-
sented as a list where the position in the list defines the priority order between the
priority profiles.

Table 1. Mapping spectrum management controls and user groups

Control MNO PPDR MIL

Power level Possible Possible Possible
Center frequency Restricted Possible Possible
Bandwidth Restricted Possible Possible
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4 Conclusions

The standard dynamic spectrum management systems have fixed user groups as pri-
ority and secondary users and do not allow the priority order to be changed. Especially,
PPDR and military users may have training and similar non-critical use, which could be
carried out with secondary spectrum access. For obvious reasons, the critical use of
PPDR and military should be prioritized when appropriate. In CBRS, this could be
enabled by having the military and public safety as incumbent users and MNO as
Priority Access License (PAL) user. The military and PPDR could enter the system also
as General Authorized Access (GAA) users. Only at the time of critical missions, they
would utilize their incumbent status. This arrangement would work for two different
spectrum users in CBRS. When the system contains three or more different user groups,
which should be able to change their relative priorities, a spectrum priority manage-
ment system, introduced in this paper, would be required.

The introduced system and demonstration has various types of controlled systems
and the capabilities to control them. In the standard systems, the incumbents are
heterogenous, but the controlled devices are relatively unified. The demonstration
shows that a dynamic spectrum management system can control simultaneously vari-
ous types of devices and they may have differing capabilities and restrictions in
spectrum use.

In this demonstration, we showed how the priority order can be defined locally,
regionally, and temporally in addition to the nation-wide priority order. Furthermore,
MNO and PPDR type of spectrum users can flexibly adapt to power level, center
frequency, and bandwidth control. Only the power level of the eNodeBs of a

Fig. 6. User interface of the NRA to control changing priorities.
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nationwide MNO network should by default be controlled by the Spectrum Manager. If
the commercial LTE network is a local private LTE network, there is freedom for
center frequency and bandwidth changes within the private LTE frequency block. The
pre-defined spectrum priority profiles support well the pre-planned disaster recovery of
PPDR and military contingencies. Carrying out the negotiations between the sharing
parties in advance, and allowing the electronic control of the spectrum management,
improves the response times and communication capabilities at the time of critical
missions. The NRA UI demonstrates how the priority profiles can be created and
managed.

Interest towards dynamic spectrum access has increased. This demonstration shows
that new capabilities could be introduced to the future spectrum management systems:
changing priority order, geographically limited changes in priority order, and simul-
taneous control of heterogenous networks. As future work, we recommend to study
how different procedures (request, notification, and reservation) impact the evacuation
time, extending the mixture of different controls in this paper to include also the
procedural dimension. We would also welcome studies about the impact of local center
frequency change and local bandwidth change in a nation-wide MNO network.
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Abstract. We demonstrate a reliable network for robot remote control
in which a cross-layer PHY-MAC architecture is exploited to establish
a low-latency and time-critical data transmission. In our demo, three
reverse pendulum robots share the spectrum to communicate their sen-
sory data to a processing unit which can instantly generate and transmit
appropriate commands to maintain the robots’ balance.

To this end, we upgrade CLAWS (Cross-Layer Adaptable Wireless
System) with a two-layer MAC platform which accelerates and facilities
interrupt handling. To grant the network operational reliability, we elab-
orately coupled the FPGA-based IEEE 802.15.4 PHY in the CLAWS
architecture with a set of hardware blocks that play the role of the
low-level MAC. CLAWS also offers a run-time programmable module
in which we deploy the high-level functionalities of the MAC protocol.
Jointly with the implemented bi-layer MAC structure, we demonstrate
how the CLAWS’ flexibility allows either standard compliant or ad-hoc
network prototyping to establish a reliable cloud-based robot remote
control.

Keywords: Software-defined radio · Cross-layer architecture
Cloud-based processing

1 Introduction

Software-defined radio (SDR) enables reconfigurability in wireless communica-
tion systems, and as such it has played a key role in technology development
in the last decade. In addition to programmability, the latest communication
technologies (e.g., 5G, wireless edge computing) have to provide a high level
of performance to satisfy new and emerging applications such as cloud-based
processing.

Today’s challenge on SDR is to bring together both flexibility and high-
performance functionality in one platform. To overcome this challenge, the plat-
form has to provide a wide variety of capabilities in the hardware-reliant network
layers. The PHY and MAC, for instance, differ in their data-flow and control-flow
operations: PHY works with simple pipeline stages to deal with heavy data-flow
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and is dominated by processing latency, whereas the MAC functionality needs
complex control and complicated branch instructions to perform event handling
and control functions [1].

1.1 The Programmable CLAWS Architecture for Reliable
Communication

Recently, large FPGA-based SDRs have been introduced to fill the gap between
latency requirements and reconfigurability. CLAWS [3] is one of the presented
platforms which offers an IEEE 802.15.4 compliant transceiver including the
physical and MAC layers respectively implemented by LabVIEW FPGA and
C. The PHY is split into several functional adjustable blocks enabling granular
modification and on-the-fly changes without recompiling of the FPGA code [5].
The MAC is also fully deployed in a Xilinx MicroBlaze softcore [4] to allow
run-time reprogramming and facilitate MAC development.

The demo presented in [5] demonstrates the CLAWS PHY and network layers
performance in a standard compliance network. The main objective of our demo
is to illustrate how one can combine the CLAWS’ pieces to prototype a high-
reliable wireless system for time-critical messaging.

A crucial prerequisite for Ultra-Reliable Low Latency Communication
(URLLC) is to deliver a packet within a certain time. One can define the relia-
bility as the probability that the latency does not exceed a predescribed deadline
[2]. Such a deadline might be dictated by the application itself or determined by
the standard, e.g., the fixed time interval that within the receiver has to acknowl-
edge a data receipt. A running MAC on CPU, may not fulfill this obligation as
it can not handle multiple and successive interrupts properly.

In the case of the cloud-based wireless network, it can be shown that occur-
rence of consecutive interrupts, such as generating multiple succeeding Imme-
diate Acknowledge (Imm-Ack) packets in the central node, affects the CPU
performance negatively as it has to reinitiate the interrupted task each time. In
full-duplex or multi-channel MAC protocols, the capability of handling events
becomes even more essential. For instance, in a multi-channel vehicular network,
the MAC CPU is more likely to be suspended by a high-priority packet at the
control channel while it has to react to the service channels concurrently.

To mitigate this problem, we combine the CLAWS’ CPU with a scalable set of
low-level modules which enables agile interrupt handling while does not degrade
the CLAWS flexibility. Then we employ the enhanced platform to establish a
cloud-based system that controls three balancing robots. The resulting timing
enhancement is presented.

2 Two-Level MAC Structure for Improving Interrupt
Handling Capability

The CLAWS platform utilizes a MicroBlaze soft processor to run the MAC
protocol. In addition to run-time reprogramability of this CPU, it significantly
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helps implementation of multi-stage procedures and sequential algorithms. In
fact, some basic tasks in the MAC layer do not need deep flexibility and hence,
can be implemented in hardware more efficiently.

Figure 1 depicts our proposed two-layer MAC structure in the CLAWS frame-
work. This model benefits from a set of hardware level blocks which are inter-
faced carefully with the high-level flexible MAC running in the MicroBlaze.
Operating close to the PHY layer, the low-level MAC can deliver a set of basic
and interrupt-based tasks of the MAC layer and accelerate interrupt handling
as well as facilitate the development of complicated networking protocols and
retransmission algorithms.

Fig. 1. High/Low level MAC in the CLAWS architecture.

2.1 High-Level MAC

The CLAWS cross-layer architecture enables to deploy the high-level MAC on
MicroBlaze. In the enhanced platform, this CPU can initiate packet transmission
process, run retransmission algorithm, drive the backoff timer to estimate the
backoff time, trigger Clear Channel Assessment (CCA) module, configure the
payload sources and destination switches (e.g., UART, host PC), etc.

2.2 Low-Level MAC

The hardware realized low-level MAC in the upgraded CLAWS reduces the
workload of the CPU as it can perform somewhat non-sequential straightfor-
ward jobs of the MAC protocol and react to interrupts instantly. For instance,
the CPU can configure the destination switch in the low-level MAC to pass
a packet to the host, the UART interface, the MicroBlaze itself or any other
hardware-implemented processor. This mechanism also allows spontaneous Imm-
ACK packet transmission.
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As shown in Fig. 1, these blocks are elaborately coupled with the related
sections in PHY on one side and interfaced with the high-level MAC one the
other side. The following functionalities can be accomplished by the presented
low-level MAC; generating the PHY Service Data Unit (PSDU) and Imm-ACK
packet, parsing the PSDU, controlling the packet queue, and measuring the
interframe spacing times. This set of components is implemented by LabVIEW
FPGA, running at 150 MHz and needs slight flexibility which is guaranteed by
the CPU.

3 Demo Set-Up Overview

We show a star-topology network in which four SDRs run the upgraded CLAWS
architecture. Each SDR has an NI USRP RIO [6] which is equipped with a Xilinx
Kintex 7 FPGA. This SDR can transmit from 400 MHz to 4.4 GHz and provides
a 120 MHz IQ sample rate at IF stage. We use the integrated PCIe interface to
monitor the FPGA’s internal signals and the results.

Figure 2 (Left) illustrates the structure of the test set-up. Each of the three
SDRs is interfaced with a reverse pendulum robot which requires updating its
balance status every 7 ms. The robots send their sensory data through the UART
interface to the SDRs. The SDRs then transmit this information to the fourth
node which plays the role of cloud processor and can produce appropriate com-
mands to drive the robot’s DC motors in such a way that they maintain balance.

Fig. 2. (Left): The structure of the cloud-based wireless network. (Right): The test
set-up including four SDRs and three balancing robots.

The payload carries 4 bytes of sensory data and jointly with the MAC’s
header and footer it forms a 12-Byte PSDU. In order to share the spectrum
fairly, the nodes obey the CSMA/CA MAC scheme to transmit their sensory
data. The processor in our set-up can either attach the balancing commands to
the Imm-ACK in the low-level MAC or generate a new packet in the CPU. Due
to the CCA procedure and the backoff mechanism in CSMA/CA scheme, the
latter is accompanied by a non-deterministic latency. The processing unit can
also acquire a control command, e.g., moving forward and backward, through
an Ethernet connection and broadcast it to all robots. A video demonstrating
this set-up is available in [7].
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4 Experimental Results

To compare the performance of the presented two-layer MAC and the fully
CPU-deployed MAC, we ran both structures at 150 MHz and interrupted them
to produce 12-Byte Imm-ACK. Depending on its working state, the single-layer
MAC needs 10µs to generate and place the Imm-ACK packet in the queue.
However, this time may exceed up to 16µs depending on CPU’s working status.
Whereas, the bi-layer MAC behaves deterministically as it generates and inserts
the packet, including the balancing command, into the queue within 0.41µs.

In order to compare our ad-hoc command transmission scheme with a stan-
dard complaint MAC, we measured the time that the CPU needs to acquire the
sensory data from the PHY’s FIFO, generate and place the Imm-ACK, trigger
the CCA module and apply the CMSA’s exponential backoff time to transmit
the commands. Depending on the network traffic load, this interval may vary
from 156µs to several milliseconds in a non-deterministic fashion.

5 Conclusion

In this paper, we illustrated how the flexibility of CLAWS architecture helps to
prototype a standard compliant or an ad-hoc network which effectively satisfies
the obligations of low-latency and time-critical messaging.

Using the CLAWS architecture, it is shown that the developed two-layer
MAC model enables robust communication while it preserves the CLAWS’ run-
time configuration capability. Due to its efficient implementation, this low-level
MAC can take up the time-sensitive workload of the MAC layer and enable
reliable ad-hoc network prototyping.

Besides, our low-level MAC fits in <%2 of the Kintex7 FPGA while the
MicroBlaze occupies %8 of the total logic resources. Therefore, a combination
of multiple low-level MACs on top of one CPU module can form a practical and
efficient solution for multi-channel and full-duplex MAC protocols as it delivers
adequate processing power and multiple interrupt handling ability.
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Abstract. Database driven dynamic spectrum sharing is one of the
most promising dynamic spectrum access (DSA) solution to address
the spectrum scarcity issue. In such a database driven DSA system, the
centralized spectrum management infrastructure, called spectrum access
system (SAS), makes its spectrum allocation decisions to secondary users
(SUs) according to sensitive operational data of incumbent users (IUs).
Since both SAS and SUs are not necessarily fully trusted, privacy pro-
tection against untrusted SAS and SUs become critical for IUs that have
high operational privacy requirements. To address this problem, many
IU privacy preserving solutions emerge recently. However, there is a lack
of understanding and comparison of capability in protecting IU opera-
tional privacy under these existing approaches. In this paper, thus, we fill
in the void by providing a comparative study that investigates existing
solutions and explores several existing metrics to evaluate the strength of
privacy protection. Moreover, we propose two general metrics to evaluate
privacy preserving level and evaluate existing works with them.

Keywords: Dynamic spectrum access · Privacy preserving technology

1 Introduction

Using geolocation databases is one of the most practical approaches for enabling
spectrum sharing. For example, to achieve dynamic spectrum access between Cit-
izens Broadband Radio Service (CBRS) and government and non-government
incumbents in 3.5 GHz band, a Spectrum Access System (SAS) is required to
coordinate CBRS devices (CBSDs). Under SAS’s coordination, CBSDs can sat-
isfy the varying interference protection requirements of incumbent users (IUs),
while maximizing the utilization of spectrum.

The operational privacy of IUs is crucial in this DSA paradigm, espe-
cially when IUs are federal government and military systems [9]. The Federal
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Communications Commission (FCC) and wireless innovation forum (WINNF)
have regulatory requirements that the retention and disclosure of information
related to IU operational privacy should be limited.

To satisfy these regulations of IU operational privacy, a few IU privacy pre-
serving schemes have been proposed recently. These schemes can be divided into
two categories. The first category, including [2–4,11,12], achieve their goals by
obfuscating IUs’ inputs to SAS. The second category achieves provable security
through secure multi-party computation (MPC) protocols [7,8], where IU inputs
are encrypted before being sent to SAS and SAS performs spectrum computation
on ciphertext domain without seeing the plaintext of IU operational data.

In this paper, we present a comparative study on the two existing categories of
proposals, and we explore different existing security metrics for evaluating these
existing works. Furthermore, we propose two new and generic metrics, named
minimum adversarial estimation error and indistinguishable input, to evaluate
IU privacy preserving level that can be applied across different schemes.

Through simulation study, we show that data obfuscation-based solutions
provide better protection against adversarial SUs, yet offer worse spectrum
utilization. Secure MPC-based solutions provides better protection against
untrusted SAS and offer worse protection against adversarial SUs.

The rest of the paper is organized as follows: Section 2 presents the general
system model and attack model. Section 3 introduces existing works. Section 4
proposes our security metrics evaluating IU privacy protection strength.
Section 5 presents the comparison on privacy preserving strength for existing
works and Sect. 6 concludes the paper.

2 System Model

In this section, we introduce the general system model and attack model for an
IU privacy preserving DSA system.

2.1 Model of Database Driven Dynamic Spectrum Access System

In this paper, we assume a general DSA service model, which consists of three
entities: incumbent users (IUs, also known as “primary users” in some literature),
Spectrum Access System (SAS), and secondary users (SUs). IUs update their
operational status to SAS. SAS handles spectrum request from SUs by running
a spectrum computation functionality f(·) that performs admission control for
SUs. f(·) may also include channel assignment and/or power assignment oper-
ations. This system model summarizes the system models used in all existing
privacy-protection works, including [2–4,7,8,11,12].

2.2 Attack Models

There exist several types of attackers focusing on breaking IU operational privacy
in a database driven DSA system:
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A1: (Intruders) the attacker is an intruder, which is not any entity in the DSA
system. It can overhear, intercept, and synthesize any message exchanged
across the network. Specifically it may directly extract IU operational status
by looking at the messages sent from IUs to SAS. This threat model is also
referred to as “Dolev-Yao model” [6]. Under this threat model, exchanging all
messages under secure channels (e.g. using TLS) can provide confidentiality,
which ensures IU privacy. Thus, existing works are not focusing on proposing
countermeasures towards this type of attack.

A2: (Honest but curious SAS, or semi-honest SAS) the adversary is a faith-
ful SAS. While it performs all spectrum computation faithfully, it is also
interested in discovering the operational parameters of IUs from the infor-
mation it receives from IUs. Under this attack model, IU privacy fails if IUs
directly send their plain operational status to SAS. Works [3,4,7,8] consider
this attack model.

A3: (Adversarial SU network) the adversary controls a group of compromised
SUs, so that it can obtain their spectrum request results to infer IUs’ opera-
tional parameters. This type of attack is also referred to as “database inference
attack” [2], which is studied in [2–4,11].

A4: (Malicious colluding SAS) the adversary controls both a group of compro-
mised SUs and a malicious SAS. The malicious SAS would deviate from the
protocol to allure SUs to generate other observations to further infer IUs’
operational status. In [7] such kind of attack is discussed.

3 Existing Works

In this section, we will introduce existing solutions for IU privacy protection.

3.1 Overview of Existing Works

Data Obfuscation Techniques: When we consider attacks that focus on infer-
ring IU operational status, the straightforward countermeasure is to obfuscate
the inputs from IUs to SAS by adding noise or distortion to the input data.

For example, in order to prevent adversaries from deriving an IU’s location by
the radius of its protection zone, [2,11] propose to replace k IUs’ individual pro-
tection zones by a super-size protection contour that encloses these k individual
protection zones. Thus, IU location privacy protection in terms of k-anonymity
can be provided under these schemes.

Another approach is to directly add noise to the actual IU operational param-
eters before executing spectrum computation functionality f(·). In [3,4], such
strategies are briefly discussed. In [12], a structured noise is added to the true
location of IUs, so that differential location privacy is preserved for IUs.

It is also proposed in [3,4] to add fake IU entries to the database. As a result,
both adversarial SAS and SUs will not be able to distinguish those false entries
from the true IU entries.
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Essentially, applying data obfuscation techniques achieves IU privacy pro-
tection at a cost of SU spectrum utility. In [2,4,11], simulation results show
that data obfuscation techniques can achieve an advantageous trade-off in their
simulation setup. However, it is not deeply studied on how to choose proper
obfuscation techniques and how to set parameters for them. In [4], an optimiza-
tion problem is setup to study this issue, but the authors also claimed it may
not be practical to solve this optimization problem at runtime.

Secure Multi-party Computation Based Schemes: The basic idea of a
secure multi-party computation (MPC) based solution for DSA system is for
IUs to first encrypt their operational parameters by homomorphic cryptosystems
before sending the encrypted parameters to SAS. SAS then executes spectrum
computation functionality f(·) in ciphertext domain by leveraging the homo-
morphic property of the cryptosystems. The confidentiality properties of the
underlying cryptosystems ensure that a semi-honest SAS is not able to extract
any information from those encrypted messages.

In [8], such an MPC-based solution is proposed, where SAS is assumed to
manage SU interference in “protection zone model”, which ensures the aggre-
gated interference generated from SUs to IUs does not exceed certain threshold.
In [7], another MPC-based solution is proposed, where SAS is assumed to manage
SU interference in “exclusion zone model”, which ensures any spectrum request
from an SU located in an exclusion zone will be declined.

3.2 Privacy Metrics in Existing Works

A few metrics have been used in existing DSA privacy-preserving works. In this
section, we introduce these metrics and discuss whether they are appropriate for
comparative studies of multiple privacy-preserving schemes.

Average Expected Location Estimation Error [2,4,11]: Assume an
attacker can obtain a probability density function A(loc′|O) as the guess of an
IU location given some observation O. Assuming nI IUs exist in a target region,
the actual IU locations are used to partition the region into nI subregions using
the Voronoi diagram approach. These subregions are denoted as Li. The average
expected location estimation error metric is defined as:

Pri :=
1
nI

nI∑

i=1

∑

loc∈Li

d(loci, loc)
A(loc|O)∑

loc′∈Li
A(loc′|O)

, (1)

where loci is the true location of the ith IU, d(·, ·) is the distance between two
locations. This metric is proposed in [4] and is widely applicable. [2] and [11] use
a special case of the metric that assumes nI = 1.

Privacy Time [3]: Privacy time is a widely applicable metric that measures the
degradation of location privacy level over time. It is the expected time that it
takes for IU location estimation error to fall lower than a certain threshold.
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Size of Search Space [4]: This is the size of search space of possible IU param-
eters. After collecting some observations, an adversarial SAS or SU can exclude
some locations as possible IU locations, which means the search space of true
IU locations is reduced. This metric is essentially equivalent with a special case
of the “expected location estimation error” metric where A(loc′|O) is set to be
a uniform distribution in the search space area.

ε-Differential Privacy [12]: When an attacker obtain observation O and
attempts to distinguish the true location of an IU between l0 and l1 within
a circle with radius r, ε-differential privacy requires the likelihood ratio is lower
than eεr, where ε is the parameter of differential privacy and r can be any radius
value smaller than the radius of service area.

The formal definition is given as follows1:

P (O|l1)
P (O|l0) ≤ eεr ∀r > 0 ∀l1, l0 : d(l1, l0) ≤ r. (2)

This metric, however, cannot be applied in DSA systems where the inter-
ference management policy of SAS protects IUs from harmful interference. For
example, when O is a positive response for an SU query at location l0 and l0 is
extremely close to an IU at the same time, it is easy to see that the denomina-
tor P (O|l0) in Eq. (2) must be 0, which makes differential privacy unachievable.
Since most of the existing privacy-preserving works [2–4,7,8,11] except [12] are
designed for systems where harmful interference to IUs is strictly prohibited,
ε-differential is not a suitable metric for comparative study of DSA privacy
schemes.

Provable Security with the Cryptographic Setting [7,8]: By defining prov-
able security with the cryptographic setting for a privacy preserving DSA system,
we attempt to abstract the attack model and formulate any attacker under this
model as an adversarial algorithm A. When the provable security is achieved,
we expect that any probabilistic polynomial time (PPT) adversarial algorithm
A cannot achieve its goal at a non-negligible probability. Note that we call these
security features “provable” because usually we attempt to prove that it is at
least harder for an adversary to achieve its goal, compared to breaking a secure
cryptosystem or other underlying hard problems.

In [7,8], provable security feature on IU operational privacy protection is
proposed and proved. However, security definitions in [7,8] are also tailored
definitions towards a specific interference management policy (“protection zone”
and “exclusion zone” respectively). We hereby propose a general definition of
“indistinguishable input” in Sect. 4 to ensure wider applicability.

1 There are three equivalent definitions proposed in [1], and in this paper we show the
third one.
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4 Proposed Security Metric

In this section, we propose two additional metrics to evaluate the level of IU
operational privacy. These two metrics are named minimum adversarial estima-
tion error and indistinguishable input.

4.1 Minimum Adversarial Estimation Error

Suppose M IUs are operating with parameter sets P ∗
1 , · · · , P ∗

M ∈ P, where P
is the set of parameters with all possible values. An adversary A can obtain a
posterior distribution of IUs’ true parameters through its observations O, which
are obtained from compromised SAS or SUs. We denote pA(P) as the posterior
probability and

pA(P) := Pr[IUs’ operational parameter set = P|A observes O ] , (3)

where P := {Pj }M
j=1.

We assume that the adversary would sample a parameter set based on the
posterior distribution pA(P) as its guess of the IUs’ true operational parameter
sets. The privacy preserving level (PPL), thus, can be defined as the expectation
of the minimum estimation error, which is the minimum distance between any
true IU parameters and any adversarial guess. That is,

PPL := E

[
min
i∈[M ]

min
j∈[M ]

d(Pi, P
∗
j )

]
. (4)

The above privacy preserving metric definition extends the “expected loca-
tion estimation error” concept to privacy protection of any IU operational param-
eter. In addition, compared to the “average expected location estimation error”
discussed in Sect. 3.2, this metric evaluates the minimum estimation error among
multiple IUs.

Since different privacy preserving techniques have different format of obser-
vations and will result in different posterior distribution of IU parameters from
the adversary’s point of view, it is not efficient or possible to derive a closed-form
math expression of the PPL. Thus, we choose to use numerical method to obtain
PPL value. Specifically, note that given the specification of a privacy-preserving
system, it is straightforward to generate a large set of possible adversary obser-
vations O for any given IU parameter set P ∗. We can therefore employ Markov
Chain Monte Carlo (MCMC) [10] method to generate samples of posterior dis-
tribution of IU parameters, and use them to obtain an approximate PPL.

4.2 Indistinguishable Input

We introduce the new metric called indistinguishable input to extend the concept
of provable IU operational security, so that it can be applied on evaluating more
privacy preserving DSA solutions under different attack models. Indistinguish-
able input requires that an adversary is not able to extract much information
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about an IU’s operation parameters (e.g. location, transmit power, etc.) from
this IU’s input to SAS. In other words, indistinguishable input says that when
SAS receives a message from an IU, the likelihoods that the message is generated
under two different IU operational parameter settings are almost the same.

To formally define this metric, we setup the following guessing game:

– Initialization phase: setup the DSA system faithfully.
– Challenge phase: an adversary (e.g. a compromised SAS) chooses two arbi-

trary different IU operational parameters P0 and P1 on its will. IU picks
a random bit b ←$ {0, 1} and sends the corresponding IU input Ib to the
adversary.

– Finalization phase: the adversary attempts to find out the secret bit b and
return its guess b∗. We say the adversary wins the game if b∗ = b.

Indistinguishable input means that any adversary cannot win the above
game with an effectively higher probability than randomly guessing. Formally,
if for any polynomial time algorithm A through which the adversary wins the
above game at a probability εA(λ) (λ is the security parameter of underlying
cryptosystem), a design that has indistinguishable input property must ensure
maxA

∣∣εA(λ) − 1
2

∣∣ is negligible. Here, “negligible” means that for any integer c,
there exists some λ∗ such that ∀λ ≥ λ∗,

max
A

∣∣∣∣εA(λ) − 1
2

∣∣∣∣ <
1
λc

. (5)

5 Comparisons on Privacy Preserving Strength

In this section, we compare the security strength for existing works [2–4,7,8,11].
We analyze the indistinguishable input property for all these works, and evaluate
the average expected error, minimum adversarial estimation error and privacy
time for all of them under attack model A2 and A3.

As we have discussed in Sect. 3.2, “search space size” metric is essentially
equivalent to a special case of “expected location estimation error” metric, and
ε-Differential privacy is not a suitable metric since it is not applicable to most of
the existing works. Therefore, we are not using these two metrics for evaluation.

Note that as we have discussed in Sect. 2.2, the security threat in attack
model A1 can be thwarted by using secure channel, and the security threats in
attack model A4 has not been deeply studied in existing works. Therefore, we
are not evaluating existing works under these two attack models.

5.1 Comparison Based on Indistinguishable Input Property

Under attack model A2, indistinguishable input property is only achieved for
secure MPC protocol based schemes [7,8]. This is because the obfuscated IU
operational status still leaks non-negligible information. In the challenge phase
of guessing game, a semi-honest SAS can generate two IU parameter sets that
lead to different obfuscated results and directly distinguish them.
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Under attack mode A3, when adversarial SUs are taken into consideration,
indistinguishable input property is not expected to be achieved for all existing
schemes. Under this attack model, what an adversary can obtain includes the
final spectrum allocation results. Meanwhile under any DSA service model, the
spectrum allocation result changes if the IU operational status changes. Hence,
by synthesizing the spectrum allocation results, an adversary is able to distin-
guish IU operational statuses under different scenarios.

5.2 Comparison Using Adversarial Estimation Error and
Privacy Time

The comparative study in this subsection is based on simulation. In the simula-
tion setting, IUs are deployed in a 20 Km by 20 km rectangular region and there
is one channel centered at frequency 3600 MHz. The IUs are military radars with
50 m height and −80 dBm interference threshold; SUs are assumed to be outdoor
CBSD devices and their antenna heights are 6 m and transmission powers are
24 dBm. ECC-33 model [5] is used to formulate the path loss. The adversary
collects two SU observations per minute.

We firstly compare the privacy preserving strength under attack model
A3, i.e. attacker is an adversarial SUs network. Figure 1 compares the pri-
vacy preserving strength of MPC-based schemes [7,8], obfuscation-based schemes
designed for k-anonymity [2,11], and obfuscation-based schemes that add false
IU entries [3,4]. MPC-based schemes behave the worst in this case since essen-
tially in the perspective of an adversarial SU network, the secure MPC protocols
in [7,8] do not affect the spectrum computation result and hence introduce no
additional confusion for the adversary to infer IU’s operational parameters.

We then compare the privacy preserving strength under attack model A2,
i.e. attacker is a semi-honest SAS. Table 1 shows the privacy preserving strength
against semi-honest SAS between different approaches. For MPC-based schemes
in [7,8], we assume that an adversary cannot break a cryptographic system and
can only obtain inferred IU locations by randomly guessing.

In the table, we see that MPC-based schemes provide strong IU privacy pro-
tection against semi-honest SAS. Obfuscation schemes designed for k-anonymity
do not grant strong privacy protection under attack model A2, compared to the
same simulation setting under attack model A3. This is because when a semi-
honest SAS has the full knowledge on k-anonymity algorithm and the equivalent
protection zone information, it can estimate the true IU locations with much
smaller error. For obfuscation-based schemes that add false IU items, it can be
observed that the privacy preserving strength increases with more false IUs. Yet,
intuitively we also expect the spectrum utility will decrease in this case, which
will be analyzed in the next subsection.

5.3 Comparison Based on Spectrum Utilization

In this subsection we compare the spectrum utilization for different privacy-
preserving approaches. Table 2 shows the privacy preserving strength measured
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Fig. 1. Privacy preserving strength evaluation under attack model A3.

Table 1. Privacy preserving strength under attack model A2.

Minimum estimation error (m) Average estimation error (m)

MPC-based schemes 1743.02 4006.33

k-anonymity 509.52 2394.24

Obfuscation (2 false IUs) 0 599.83

Obfuscation (10 false IUs) 71.07 2618.74

Obfuscation (50 false IUs) 701.96 3453.90

in minimum estimation error and spectrum utilization between different pri-
vacy preserving solutions. We observe that MPC-based schemes provide highest
spectrum utilization and they also grant strong privacy protection against semi-
honest SAS. For obfuscation-based schemes, we observe a trade-off between pri-
vacy protection and spectrum utilization under both A2 and A3 attack models.
We also observe that schemes designed for k-anonymity sacrifice most spectrum
utilization to achieve strong privacy protection under attack model A3.
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Table 2. Spectrum utilization and privacy protection.

Spectrum utilization

(%)

Minimum estimation error (m)

Attack model A2 Attack model A3, 120 queries

MPC-based schemes 95.56 1743.02 249.14

k-anonymity 51.68 509.52 1478.35

Obfuscation (2 false IUs) 93.89 0 622.07

Obfuscation (10 false IUs) 87.92 71.07 1054.89

Obfuscation (50 false IUs) 62.67 701.96 1602.70

6 Conclusion and Discussions

In this paper, we present a comparative study on existing solutions that preserves
incumbent user’s operational privacy. We additionally propose minimum adver-
sarial estimation error metric to evaluate privacy preserving strength, and we
propose the indistinguishable input property to generalize the concept of prov-
able security. Our study shows the effectiveness of MPC-based solutions against
attacks from semi-honest SAS, and the trade-off between spectrum utilization
and privacy preserving strength for obfuscation-based solutions. We also dis-
cover that obfuscation-based scheme provide stronger privacy protection against
malicious SUs compared to MPC-based schemes. Combining both MPC-based
and obfuscation-based schemes so that both adversarial SAS and SUs can be
handled can be an interesting and promising future direction for IU operational
privacy protection.
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Abstract. This paper introduces a spectrum sharing system for Micro Opera-
tors (MOs) using the blockchain network. In order to satisfy different network
requirements for each service, the license for spectrum access should be
dynamically allocated to the required spectrum bandwidth. We propose a
spectrum lease contract for MOs to share spectrum with the Mobile Network
Operator (MNO) is performed through the blockchain networks. Main reasons
for applying the blockchain network to the spectrum sharing system are as
follow. First, the blockchain networks share database with all participants.
Second, networks have mutual trust among all participants. Third, it needs no
central authority. Fourth, automated contract execution and transaction inter-
actions are possible. The blockchain usage in the MO-based spectrum sharing
system and the detailed process of spectrum lease contract are proposed. Then,
the economic effects of spectrum sharing system for MOs is analyzed. The MO
can be profitable by getting involved in the blockchain to take reward for a
Proof of Work (PoW) and providing wireless service to its users.

Keywords: Spectrum sharing � Micro-operator � Blockchain
Dynamic Spectrum Access � Optimization � Network economics

1 Introduction

As the age of 5G approaches, increasing demand for Enhanced Mobile Broadband
(eMBB), Ultra-reliable and Low-latency Communications (uRLLC), and Massive
Machine Type Communications (mMTC) require more radio resources [1]. To satisfy
those demands, securing available spectrum is one of the most important issues. The
bands that are mainly studied in academic and industrial sectors are divided into
mmWave and sub 6 GHz band. However, there are some engineering issues such as
directivity and sensitivity to blockage to use mmWave in practical communication
systems [2]. To compensate limitations and disadvantages of mmWave, it is important
to utilize the existing spectrum band. Unfortunately, the lack of available spectrum is
widely known [3].

Spectrum sharing concept is one of promising wireless technologies to make full
use of the spectrum bandwidth that is allocated to license holders [4]. The key role of
spectrum sharing is to look for balance among different services with their various
Quality-of-Service (QoS) and system temporal dynamics so that the spectrum is effi-
ciently utilized [5]. As an attempt to construct an efficient spectrum sharing system in a

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
I. Moerman et al. (Eds.): CROWNCOM 2018, LNICST 261, pp. 66–77, 2019.
https://doi.org/10.1007/978-3-030-05490-8_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05490-8_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05490-8_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05490-8_7&amp;domain=pdf


real environment, there have been researches on how to use idle spectrum bands such
as TVWS [6]. Based on a decade of profound spectrum sharing research, a couple of
practical spectrum licensing-based sharing models have been emerged. Citizens
Broadband Radio Service (CBRS) [7] and Licensed Shared Access (LSA) [8] are such
examples. Efforts to more efficiently use a limited spectrum have led to Micro Operator
(MO) research beyond CBRS and LSA [9].

The concept of MO is local service delivery in wireless networks to build indoor
small cell communication infrastructure and to provide context related vertical contents
[10]. Cell densification and network slicing realize the service of MO. It is inefficient
that assigning exclusive rights to MOs whose service region and time are specific.
Therefore, it is persuasive to receive a certain spectrum of authority distribution from
existing Mobile Network Operator (MNO). Spectrum can be efficiently used through
dynamic spectrum allocation to support the services such as automated medical ser-
vices, smart factories and VR/ARs in tight space.

With the emergence of Bitcoin proposed by an anonymous engineer named
Satoshi, the blockchain technology, which is a distributed ledger system, attracted
considerable attention. The blockchain is a system where all clients equally own the
distributed ledger and update the new information. Information of transactions between
users are stored permanently in the chain form of blocks. The blocks are copied and
shared among clients across the networks. Reliability of data is guaranteed by a
mechanism of consensus of blockchains [11]. Unlike the conventional method based
on centralized authority [12], the blockchain guarantees stability from malicious attacks
even in the trustless environment. Since there is no central administrator, single point of
failure and attack is technically immune [13].

Blockchains are being discussed in various distributed systems and multiple access
network scenarios, e.g., smart grid systems [14], vehicular networks [15], mobile edge
computing [16], Internet-of-Things (IoT) [17] and spectrum sharing system such as
CBRS [19]. In particular, MO based spectrum sharing systems that require short term
transactions on spectral license holders like MNOs, can utilized the advantages of
blockchains. Sensing values stored in a block serving as a distributed database has
potential for Dynamic Spectrum Access (DSA), Peer-to-Peer (P2P) transaction.

In this paper, the spectrum sharing system where MOs Ware granted DSA rights by
using the blockchain network is proposed. A reasonable reward system that can
maintain the blockchain network ecosystem is also designed. Then, the detailed process
of wireless services from MOs to the end is described.

2 Blockchain Technology

The blockchain comes from the birth of a cryptocurrency called Bitcoin in 2008,
proposed by Satoshi, an anonymous individual or a group [11]. The fundamental idea
of blockchain is that blocks serving as databases are continually created and updated in
a chain [13]. Each node in the blockchain network has the same verified transactions,
information, and contracts etc. The public ledgers, which are distributed databases
shared across all participants, are tamper-proof, cryptographically secured, and per-
manent records of all the transactions that ever took place among the participants. The
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information about every transaction completed is shared and available to all partici-
pants, which imply that there is no need for a central certification authority anymore.

The reason that the blockchain can be kept constant is that the information in the
blocks is not counterfeit. There are various consensus algorithms to guarantee this trust.
A Proof of Work (PoW) is described as the most popular algorithm being used by
currencies such as Bitcoin and Ethereum [20]. Blockchains use PoW to elect a leader
who will decide the contents of the next block. In PoW procedure, nodes who want to
be elected as a leader have to solve a simple mathematical quiz. The mathematical quiz
is finding out what a number nonce is. Since the hash function is cryptographically
secure, trying all possible combinations of nonce is the only way. The node who firstly
solve the aforementioned problem has the right of updating the blockchain update [21].
These solvers are called a minor. Whenever a new block is generated, that winner node
gets rewarded with transaction fees and system rewards. The other nodes verify validity
of the block by checking whether the nonce is the right answer.

Then, our motivation of applying the blockchain technology to the MO-based
spectrum sharing system is as follows: First, MOs and MNOs should make sure that the
spectrum sharing system is running securely and reliably. This is possible because all
nodes participating in the block chain have a shared database called ledgers. In addi-
tion, the interference from incumbent users sensed by an MO, which has duty pro-
tecting MNO service, stored in the block and shared with MNOs. If MNO leases the
spectrum bandwidth considering interference level, spectrum utilization is maximized.

In situations where spectrum bands are traded, a complete trust relationship
between stakeholders is needed. In the blockchain network, the record of transactions
only can be modified when all nonce of blocks are known. But, it is technically
impossible knowing all numbers n simultaneously. This property prevents transaction
records from forgery.

3 MO-Based Spectrum Sharing System

Considering the wireless network, there are a number of MOs that provide the various
local services. One MNO provides the primary access. The MNO already has autho-
rized spectrum band allocated from the government. MOs lease the spectrum from
MNO because they do not have exclusive spectrum usage rights. From the perspective
of spectrum license holders like MNO, the license holders can share their spectrum to
generate additional revenue.

3.1 Blockchain Usage in Spectrum Sharing System

The MO provides local services via spectrum sharing through the blockchain network
as shown in Fig. 1. The blockchain network is based on a distributed P2P network
among user nodes, and mining nodes [19]. In the blockchain network, user nodes are
composed of MO and MNO. Dedicated miners not associated with any spectrum
leasing are defined as mining nodes. When the spectrum license lease is approved as a
smart contract in the blockchain, the actual deployed MOs can provide each local
service to the users.
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For the spectrum lease transaction to take place through the blockchain, the client
nodes transact with cryptocurrency which we call as Sharecoins. It can be exchanged
with cashes. It is assumed that base currency for spectrum leasing transactions is
Sharecoin. It is not only used as bids for leasing spectrum but also serves as a reward
for efforts to update the blockchain.

The reward received by the winning node for the block generation should be set
appropriately. The rewards for mining are defined as follows: The winner node who the
fastest accomplishes PoW gets reward as Sharecoins. The reward is given for block
generation and transaction validation fee on the block. The other nodes that fail to
conduct fastest PoW cannot receive any reward. Reward can be obtained in proportion
to the mining capacity of the node versus the total mining capacity in the long-term
perspective. The spectrum lease transaction in the blockchain network is conducted by
several network components as follows:

• Mobile Network Operator (MNO): A spectrum license holder from the authorized
organization. It participates as a client node in the blockchain network. It performs
spectrum leasing transaction in the blockchain network. Sharecoin is given for the
reward of spectrum leasing.

• Micro Operator (MO): Provide wireless communication service to users with
spectrum bandwidth leased from MNO. MO is also a client node that performs the
actual spectrum license transaction with its Sharecoin in the blockchain network.
The MO participates in mining to maintain blockchain. As reward of mining, MO
gets Sharecoin.

3.2 System Model

The wireless communication service market consists of MNO, MO and users of MO.
We assume there is plenty of miners that guarantees security our blockchain. This
means the blockchain network is maintained even if MO does not perform PoW at all.
From now on, we refer wireless communication service as service. In Fig. 2, the MNO
determines the unit price for the shared spectrum. The MO jointly determines the
service price and involvement to maintaining blockchain to maximize its net profit.
Each user of MO maximizes its payoff by determining how much it leases the spectrum
from MO. The profit maximization is solved by applying the concept of backward
induction as shown in Fig. 2 [22].

Fig. 1. Spectrum sharing system based on blockchain network
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Let pM is the unit price of the shared spectrum bandwidth for service. Note that the
unit price for leased spectrum ps and the spectrum bandwidth for MO W is determined
by MNO. The parameters pm and ps is bounded in ½0; 1�. Each user demands the
quantity of spectrum denoted by Q. As a result, MO’s profit is pM � psð ÞQ.

Because MO manages its spectrum sharing system with blockchain, MO processes
PoW of its blockchain. Let pw is rewards for the PoW. MO’s reward pw is directly
proportional to the computing resource allocation for PoW denoted by m. Computing
resource allocation for PoW, m is a value between 0 and 1. If m is one, MO allocates all
its computing resources to PoW. Otherwise, MO allocate computing resource to ser-
vice. We denote c as redundant computing resource for providing service. Accordingly,
if m exceeds c, the quality of service deteriorates.

MO jointly chooses the optimal unit price of spectrum bandwidth pM and the
computing resource allocation for PoW m to maximize its profit. Then the maximum
profit of MO is as follows:

max
0� pM � 1;0�m� 1

pMO pM ;mð Þ ¼ max pM � psð ÞQ pM ;mð Þþmpw: ð1Þ

The service type of users is varies depending on MO’s local service. The service
type represents different willingness to pay of each user which is denoted as m. Assume
that the parameter m is uniformly distributed in ½0; 1� [23]. The utility of user with
willingness to pay m is defined as uðm; b;mÞ when spectrum bandwidth is b and the
computing resource for PoW of MO is m. If m is lower than c, the utility of user is
retained. But m is greater than c, the utility of the user is reduced. Then u m; b;mð Þ is:

u v; b;mð Þ ¼
m ln 1þ bð Þ; if 0 � m\ c;

m ln 1þ 1�m
1�c

� �
b

� �
; if c � m � 1:

(
ð2Þ

The MO imposes users a linear payment pM per unit spectrum bandwidth. Then, net
utility of the user with service type m is the difference of its utility and payment, i.e.,

u v; b;mð Þ ¼
m ln 1þ bð Þ � pMb; if 0 � m\ c;

m ln 1þ 1�m
1�c

� �
b

� �
� pMb; if c � m � 1:

(
ð3Þ

Fig. 2. The spectrum leasing contract
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4 Numerical Analysis

In this section, the utility of users and the profit of MO are analyzed from an economic
perspective in the proposed spectrum sharing system

4.1 Users of MO’ Demand

The optimal amount of spectrum bandwidth that maximizes the net utility of user is

b� m; pM ;mð Þ ¼
m
pM

� 1�c
1�m ; if 1�c

1�m

� �
pM � m and m [ c;

m
pM

� 1; if pM � m and m � c;
0; otherwise:

8<
: ð4Þ

For a user who has willingness to pay m, the maximum of the Eq. (2) is:

u m; b� m; pMð Þ; pM ;mð Þ ¼
m ln 1�m

1�c
m
pM

� �
� mþ 1�c

1�m pM ; if 1�c
1�m pM � m and m\ c;

m ln m
pM

� �
� mþ pM ; if pM � m and m� c;

0; otherwise:

8>><
>>:

ð5Þ

which is nonnegative in every case. The total sum of net utility of users is:

UM ¼
pM 1� pM

4

� �� 1
2 ln pMð Þ � 3

4 ; if m � c;
1�c
1�m pM 1� 1�m

1�c
pM
4

� �
� 1

2 ln
1�m
1�c pM
� �

� 3
4 ; if m [ c

(
ð6Þ

Equation (6) is derived from integral of (5) in ½pM ; 1� when m is greater than c, and
½1�c
1�m pM ; 1� when m is lower or equal to c with respect to willingness to pay m.

4.2 MO’s Pricing and Mining

MO determines price pM and the computing resource for PoW m to achieve the
maximum profit. Consider m is divided by two cases: the one is less or equal than
redundant computing resource for providing service c, the other is greater than c.

• Case m� c: Since MO’s involvement in the blockchain does not affect services,
MO’s profit is the maximum when m is equal to c. Thus, problem (1) is replaced by
the follow problem:

max
0� pM � 1

pMO pMð Þ ¼ max pM � psð ÞQ pMð Þþ cpw: ð7Þ

Since the bandwidth that can be provided by MNO is W , the overall optimization
problem is as follows:
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max
0� pM � 1

pMO pMð Þ ¼ max pM � psð ÞQ pMð Þþ cpw;

subject to Q pMð Þ�W :
ð8Þ

Given demand of users as (4), the total demand of shared spectrum in the MO
network is derived as follows

Q pMð Þ ¼
Z 1

PM

m
pM

� 1
� �

dm ¼ 1
2pM

� 1þ pM
2

; ð9Þ

where QM is decreasing function in pM 2 ½0; 1�.
Note that the user only uses the service when the price of service is less or equal

than willingness to pay of user. The optimal solution of the above profit maximization
problem is described in the following proposition.

Proposition 1. The optimal service price pM is

pM psð Þ ¼ 1
3

1þ ps
2

� �
1þ 2cos

/þ 4p
3

� �� �
;

where / ¼ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ps 2

27 1þ ps
2ð Þ3�ps

4

� �q
2
27 1þ ps

2ð Þ3�ps
2

0
@

1
A and ps is normalized in ðp3M ; 1�.

Proof. See Appendix A. �
• Case m[ c: Since MO’s involvement in the blockchain affect its users utility

introduced as (2). The problem of MO’s profit maximization should be considered
jointly with m and pM :

max
0� pM � 1;c�m� 1

pMO pM ;mð Þ ¼ max pMQ pM ;mð Þþmpw

subject to Q pM ;mð Þ�W :
ð10Þ

Given the demand of user of (4), the total shared spectrum demand in the MO
network is calculated as

Q pM ;mð Þ ¼
Z 1

1�c
1�mpM

m
pM

� 1� c
1� m

� �
dm ¼ 1

2pM
� 1� c
1� m

þ 1� c
1� m

� �2pM
2
: ð11Þ

Under certain conditions for pw, the optimal solution of (10) is derived in the
following Proposition 2.

Proposition 2. When the reward for PoW pw is following condition pw [Mh, the
optimal solution p�M of (10) is pw where Mh is 1

p2Mð1�cÞ.

Proof. See Appendix B. �
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The variation of total profit of MO is greater than zero when the reward of PoW pw
is greater than Mh. According to Proposition 2, the MO abandon to providing services
and allocate all computing power to PoW when pw is greater than Mh.

Proposition 3 introduces the optimal point of objective function (10).

Proposition 3. When pw is less than Ml, the optimal solution ðp�M ;m�Þ of the objective
function (10) is:

p�M ;m
�� � ¼ 1

3
1þ ps

2

� �
1þ 2 cos

/þ 4p
3

� �� �
; c

� �
;

where / is tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ps 2

27 1þ ps
2ð Þ3�ps

4

� �q
2
27 1þ ps

2ð Þ3�ps
2

0
@

1
A and Ml is ð1� cÞðpM � psÞð1� pMÞ.

Proof. See Appendix C. �
The variation of total profit of MO is less than zero when the reward of PoW pw is

less than Ml. From the Proposition 3, the MO would keep providing services and
allocate only redundant computing power to PoW when pw is lower than Ml.

We analyze the effects of rewards for the PoW pw on the utility of users and MO’s
profit, which is divided into three cases:

• pw\Ml: This case implies the rewards of the PoW are very low so that MO
allocates only redundant computing power to PoW.

• pw [Mh: The rewards of the PoW are considered as high price. Therefore, MO
allocates its all computing power to performing PoW.

• Ml � pw �Mh: MO allocates more resources than the redundant computing power
to get the rewords of PoW by reducing the revenue from providing service.

Figure 3 shows the total net utility of users of MO UM according to the rewards of
PoW pw. When pw is lower than Ml, MO can fully focus on providing services. As pw
increase, the computing resource for PoW m is allocated by taking the portion of

Fig. 3. The total net utility of users of MO
UM when ps ¼ 0:15 and c ¼ 0:7.
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Fig. 4. MO’s equilibrium profits pMO depend-
ing on the unit price of leased spectrum ps when
pw ¼ 0:1\Ml and c ¼ 0:7.
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computing resource for service. As a result, UM decrease. If pw is greater than Mh, MO
only processes the PoW and the service is halted.

Figure 4 shows MO can make additional profit without affecting the total net utility
through involving in the blockchain.

By setting the appropriate rewards of PoW pw, the total users of MO utility and
MO’s profit can be maximized. When MOs have limited computing power, pw is
needed to be under Ml to preserve the utility of users. Otherwise, MO has no incentive
for service whose profit is less than that of processing the PoW. It may disrupt the
motivation of the spectrum sharing system using the blockchain networks.

5 Conclusion

In this paper, the spectrum sharing system based on blockchain network is introduced.
The motivations of applying the blockchain network to the spectrum sharing system are
as follow. First, the blockchain networks share database with all participants. Second,
networks have mutual trust among all participants. Third, there is no need for central
authority. Fourth, automated contract execution and transactions are possible.

The role of blockchain network in the Micro Operator (MO) spectrum sharing
system is described. The system is designed where users of the MO receive wireless
communication service via the spectrum leased from the Mobile Network Operator
(MNO). The roles and functions are introduced by matching the subjects constituting
the actual wireless communication network to the blockchain network.

The utility of users and the profit of MO are analyzed in economic perspective.
The MO can achieve its profit not only from providing wireless communication service
to users, but also from processing PoW which is essential procedure for maintaining the
blockchain. By setting the appropriate PoW rewards, the total utility of users and MO’s
profit can be maximized. Note that too high PoW rewards can disrupt the motivation of
the MO to provide wireless communication services. In worst case, MO halt providing
wireless communication service to users.
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Appendix

A. Proof of Proposition 1

To find the equilibrium price p�M psð Þ, it is verified that the objective function of (7)
should be a concave function of pMðpsÞ. Differentiate (7) is as follow:
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@2pMO

pM psð Þ2 ¼ 1� ps
p3M

\0; if p3M\ps: ð12Þ

Concavity of (7) for pMðpsÞ is guaranteed in ps 2 ðp3M ; 1�. The equilibrium price can
be obtained by solving the first order derivative of (7) as follows:

@pMO

@pM psð Þ ¼ pM psð Þ � 1� ps
2

1� 1

pM psð Þ2
 !

¼ 0

2pM psð Þ3� 2þ psð ÞpM psð Þ2 þ ps ¼ 0

ð13Þ

Finally, three candidate solutions to maximize MO’s profit as follows:

pM psð Þ ¼ 1
3

1þ ps
2

� �
1þ 2cos

/þ 2np
3

� �� �
;where n 2 1; 2; 3f g: ð14Þ

There is a unique optimal solution when n ¼ 3 because pMðpsÞ is either 1 or
negative when n ¼ 1 or n ¼ 2. �

B. Proof of Proposition 2

The first order partial derivative of the objective function of (10) respect to m is

@pMO

@m
¼ pw þ pM � psð Þ pM 1� cð Þ2

1� mð Þ3 � 1� c

1� mð Þ2
 !

ð15Þ

If the Eq. (15) is greater than 0 for all m, the objective function has the maximum
value when m is maximum, that is, when m ¼ 1.

If pw [ 1
p2Mð1�cÞ, the Eq. (15) has following relationship:

@pMO

@m
[

1� ðpM � psÞ
p2Mð1� cÞ þ ðpM � psÞ 1

p2M 1� cð Þ �
1� c

1� mð Þ2
 !

� � � ð�Þ ð16Þ

Note that the function 1�c
1�mð Þ2 is an increasing function for m. Substitute m with the

value 1� pMð1� cÞ which is maximum value of m then the Eq. (16) is

ð�Þ[ 1� ðpM � psÞ
p2Mð1� cÞ þ ðpM � psÞ 1

p2M 1� cð Þ �
1� c

pM 1� cð Þð Þ2
 !

¼ 1� pM � psð Þ
p2M 1� cð Þ [ 0

ð17Þ
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Finally, @pMO

@m [ 0 for all m when pw [ 1
p2M 1�cð Þ. �

C. Proof of Proposition 3

The first order partial derivative of (10) respect to m is (18).

@pMO

@m
¼ pw þ pM � psð Þ 1� c

1� mð Þ2
1� c
1� m

pM � 1
� �

\ pM � psð Þ 1� c

1� mð Þ2 1� mð Þ2 þ 1� 1
1� m

� �
1� c
1� m

pM � 1
� �

� � � ð��Þ

ð18Þ

The Eq. (18) is negative when m� c and 0\m\1.
Finally, @pMO

@m \0 for all m when pw\ð1� cÞðpM � psÞð1� pMÞ. �
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Abstract. Dynamic Spectrum Access (DSA) is a promising solution to
alleviate spectrum crowding. However, geolocation database-driven spec-
trum access system (SAS) presents privacy risks, as sensitive Incumbent
User (IU) operation parameters are required to be stored by SAS in
order to perform spectrum assignments properly. These sensitive opera-
tion parameters may potentially be compromised if SAS is the target of
a cyber attack or SU inference attack. In this paper, we propose a novel
privacy-preserving SAS-based DSA framework, Suspicion Zone SAS (SZ-
SAS). This is the first framework which protects against both the sce-
nario of inference attacks in an area with sparsely distributed IUs and the
scenario of untrusted or compromised SAS. Evaluation results show SZ-
SAS is capable of utilizing compatible obfuscation schemes to prevent
the SU inference attack, while operating using only homomorphically
encrypted IU operation parameters.

Keywords: Dynamic Spectrum Access · Inference attack
Location privacy

1 Introduction

Dynamic Spectrum Allocation (DSA) allows Secondary Users (SUs) to trans-
mit opportunistically on underutilized spectrum while avoiding the creation of
interference which would impact the operation of the legacy users, known as
Incumbent Users (IUs).

Because the IUs in bands of interest are comprised of federal government
and military systems, the operational security (OPSEC) of these users is of
paramount importance. The authors of [4] identify several operational attributes
of these systems which should remain confidential, including geolocation, trans-
mit protection contours, and times of operation. However, current DSA designs
include exclusion zone (E-Zone) based spectrum access systems (SAS), in which
SAS is a database containing plaintext information allowing the determination
of regions (E-Zones) in which SUs are not permitted to operate because they will
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create harmful interference to IUs. The authors of [3] first addressed this security
risk by proposing a SAS framework which utilizes homomorphic encryption in
order to prevent SAS from directly accessing IU operation parameters.

However, the framework proposed in [3] is susceptible to inference attacks, as
it has no method of determining queries which could indicate the execution of an
inference attack and no method of obfuscating responses to these queries. The
SU inference attack, first defined in [2], allows adversarial SUs to correlate the
results of seemingly innocuous queries in order to infer the geolocation or trans-
mit protection contour information of an IU by simply observing which areas
are available for transmission and which areas fall within the boundaries of an
E-Zone. The most effective proposed countermeasure against this attack is the
introduction of obfuscation [2,6]. However, the proposed obfuscation strategies
require SAS to have intimate knowledge of IU operation parameters, rendering
them incompatible with the secure SAS designs proposed in [3]. Additionally,
many of these obfuscation techniques are not particularly effective in the case of
sparse IUs, as they either rely upon grouping nearby IUs or result in obfuscated
E-Zones which maintain the same geolocation center as their unobfuscated coun-
terparts. We address this gap in the literature with our contributions described
in the remainder of this paper.

Our contributions can be summarized as follows:

– We propose a novel database-driven DSA framework, Suspicion Zone SAS
(SZ-SAS), the first such framework which allows for obfuscation to be applied
on a per-user or per-group basis based upon the query history of an individual
user and the first such framework which protects against both the scenario
of inference attacks in an area with sparsely distributed IUs and the scenario
of untrusted SAS.

– We introduce a modified inference attack, showing a lower bound of privacy
provided by non-obfuscated SAS responses than previously suspected.

– We provide and analyze multiple obfuscation techniques which are compatible
with the proposed DSA framework.

The rest of this paper is structured as follows: Section 2 introduces SZ-SAS
and the cryptographic background upon which it is built, Sect. 3 discusses the
problem of inference attacks and techniques which could be employed in SZ-SAS
to prevent such attacks, and Sect. 4 concludes the paper.

2 SZ-SAS Background and System Model

From a high-level view, SZ-SAS leverages homomorphic proxy re-encryption to
encrypt operation parameters from IUs such that SAS has no direct knowledge of
these parameters. Utilizing the homomorphic nature of the chosen cryptosystem,
SZ-SAS uses a novel method for maintaining and utilizing an encrypted count
of potentially suspicious queries made by each SU. Then, it restricts SUs which
have exceeded a given IU’s specified threshold of suspicious queries from querying
the IU’s actual E-Zone. Instead, it calculates their query results from obfuscated
E-Zones, which hide the true geolocation of the IU in question.
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In this section, we first discuss the cryptographic basis of our framework. We
then introduce the details of SZ-SAS framework and define its operations.

2.1 Cryptographic Preliminaries

SZ-SAS utilizes the AFGH cryptosystem [1], which is a single-hop, unidirec-
tional, homomorphic proxy re-encryption scheme based upon bilinear maps. In
this section, we discuss the basis of this cryptosystem and the cryptographic
assumptions upon which it was designed.

The AFGH Homomorphic Proxy Re-encryption Scheme. The AFGH
cryptosystem was chosen based upon several criteria, primary of which are func-
tionality and overhead. SZ-SAS requires a cryptosystem in which SAS can per-
form operations securely on encrypted parameters. Because SZ-SAS will poten-
tially be processing thousands of queries per minute and thus will need to reduce
its computation and communication overhead, the relatively light-weight par-
tially homomorphic AFGH scheme was chosen.

AFGH as proposed in [1] is homomorphic with respect to multiplication.
However, our scheme requires an accumulator and so we must modify AFGH to
become homomorphic with respect to addition. In order to accomplish this, we
simply exponentiate the generator, Z of GT , by our plaintext prior to encryption
as ZPT . This will allow us to perform addition, but the discrete log problem
(DLP) will need to be solved in order to recover the actual plaintext. Thus, we
have built our system to operate without requiring the plaintext to be recovered
from ZPT in order to avoid the computations required to solve the DLP. We
are also able to perform multiplication of a ciphertext by a plaintext value using
exponentiation. We define the encrypted addition operation and the plaintext
multiplication created by our modification as ⊕ and ⊗ for the remainder of
this paper and describe the construction and important features of the additive
AFGH cryptosystem below:

– System Parameters: e : G × G → GT is a Type 1 bilinear map, g is a
random generator of G, and Z = e(g, g) is a random generator of GT .

– Key Generation: Set a group secret key SKa←$Z∗
p and public key PKa =

gSKa for all IUs.
– Re-encryption Key Generation: To re-encrypt a level 2 ciphertext which

was originally encrypted with IUs’ public key into a level 1 ciphertext which
can be decrypted by SU b’s secret key, a re-encryption key must be generated.
This key is generated with SU b’s public key, PKb, and IUs’ private key, SKa,
as RKa→b = PK

1/SKa

b . This is equivalent to gSKb/SKa .

2.2 System Model, Operations, and Correctness

The structure of SZ-SAS is depicted in Fig. 1 and is comprised of a 4-party SAS
structure consisting of key manager, IUs, SAS, and SUs.
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Fig. 1. SZ-SAS system framework overview

Key Manager Operations. The key manager generates re-encryption keys
for each SU during the SU’s initial registration with SAS. The key manager
should either be controlled by a government entity or trusted-third party as
re-encryption key generation requires knowledge of the shared IU secret key.

IU Operations. Each IU is responsible for the generation of its E-Zone, Suspi-
cion Zone (S-Zone), and obfuscated E-Zone maps. Each of these maps is repre-
sented by an M ×N matrix and contains information for the entire area covered
by SAS. A series of E-Zone maps, each represented by a matrix E, are generated
via a chosen path loss model and a set of discretized SU maximum transmit
power levels, (TP ). Any grid location for which the path loss value exceeds the
interference threshold of the IU is considered part of the E-Zone. If channel f
at grid location (m,n) and transmit power level (tp) is considered to be E-Zone
by the IU, then the value of the E-Zone map Ef,m,n,tp is a random non-zero
element picked from Zp. Otherwise, Ef,m,n,tp is set to 0.

Because the area around the protection contour provides the most informa-
tion to a SU performing an inference attack, the IU defines the cells adjacent to
the protection contour as S-Zone cells and generates a series of maps, represented
by matrix S, corresponding to the contour of each E-Zone map. If channel f at
grid location m,n and and transmit power level (TP ) is considered to be S-Zone
by the IU, then the value of the S-Zone map Sf,m,n,tp is set to 1. Otherwise,
Sf,m,n,tp is set to 0.

Obfuscated E-Zone maps essentially are distorted and enlarged E-Zones and
are generated using an obfuscation scheme as described in Sect. 3.3. These maps,
represented by matrix O, follow the same value assignment rules as E-Zone maps.
The IU also determines a suspicious request threshold, represented by τ ,which
is the number of queries an SU is allowed to make from S-Zone areas.

Each IU prepares these three categories of maps, encrypts each map value
with the IU public key, and commits the resulting encrypted maps and the
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unencrypted threshold value to SAS. The encryption of these maps is essential
as SAS can potentially be compromised and these maps may be used to derive
sensitive parameters, such as the geolocation and operation times of the IU.

SAS Operations. SAS is responsible for performing three main operations,
maintaining the database of all encrypted maps, �E�, �S�, �O�, updating the
encrypted number of suspicious queries made by each SU for each IU, represented
by �countSU,IU �, and performing spectrum assignment computations in response
to SU requests.

SAS updates �countSU,IU � whenever a query is initially received from an SU
which is querying from a new location. When a query is received from loca-
tion (m,n) for channel f at transmit power level tp, SAS first determines if
this is the querying SU’s first query from this location. If it is, SAS updates
�countSU,IU � = �countSU,IU � ⊕ �Sf,m,n,tp�. Otherwise, SAS does not update
�countSU,IU �. This allows SAS to maintain an encrypted count of queries origi-
nating from grid locations which have been designated as potentially suspicious
due to the potential information revealed in a SAS response to an SU performing
an inference attack from this location.

The spectrum assignment computation is the primary functionality of SAS.
SAS must generate a spectrum license consisting of the SU’s access information
(expiration time, transmit power level, location, etc.) and a digital signature
over this access information. This license will be transmitted to the SU in two
possible situations. In the first situation, the SU has not exceeded the threshold
of suspicious requests (i.e. countSU,IU < τ) and is not located in the E-Zone of
any IU. In the second situation, the threshold has been exceeded and, thus, the
SU must not be in the obfuscated E-Zone.

Because SAS does not have direct knowledge of �E�, �S�, �O�, it cannot
directly determine whether the SU is located within an IU’s E-Zone or obfus-
cated E-Zone. Therefore, the assignment is performed via a special process
which leverages the properties of AFGH. First, SAS updates �countSU,IU � =
�countSU,IU �⊕�Sf,m,n,tp� as described previously. Next, SAS generates the spec-
trum license, which must be encrypted in a manner such that it may only be
decrypted if it is a valid spectrum request, as described previously. In order
to accomplish this, SAS utilizes a cascade encryption scheme and a specialized
homomorphic calculation as described in the following paragraph.

First, SAS generates a separate symmetric encryption key for each IU by
selecting a random element α in GT , and uses this element to exponentiate the
generator, Z, resulting in Zα. Then, SAS hashes Zα with a cryptographic hash
function and the resulting hash digest is split into two bit strings, k and iv. The
hash function used in this step will be referred to as the primary hash function
for the remainder of this paper. Each IU’s k and iv bit strings are then used as
the secret key and initialization vector for a block cipher operating in a stream-
like mode, such as CTR mode AES, and the license is sequentially encrypted
by each k and iv pair via cascade encryption, resulting in �license�AES,k,iv.
Each IU’s Zα and a series of threshold values from 0 to τ , denoted as εi for i ∈
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[0, τ ], are then encrypted to level 1 ciphertexts, �Zα
IU � and �εi,IU �, with the

querying SU’s AFGH public key. Next, �Ef,m,n,tp�, �Sf,m,n,tp�, and �Of,m,n,tp�
are re-encrypted from level 2 ciphertexts to level 1 ciphertexts with the SU’s
re-encryption keys. SAS then performs the following homomorphic calculation
for each IU and corresponding Zα

IU :

∀i ∈ [0, τ ] : �Zα∗
i,IU � ← [(�countSU,IU � ⊕ �εi�

−1) ⊗ R] ⊕ �Ef,m,n,tp� ⊕ �Zα
IU � (1)

in which R is a random, large, negative nonce. The first portion of this calcula-
tion, (�countSU,IU �⊕�εi�

−1)⊗R, ensures that if the current value of �countSU,IU �
is greater than τ , the resulting decrypted Zα∗

i,IU will be equal to Zα
IU distorted

by a multiple of the random nonce, R. Additionally, if the query originated from
a cell inside of the E-Zone, �Ef,m,n,tp� ⊕ �Zα

IU � will distort the result by the
random value in GT to which Ef,m,n,tp was initialized. If the current value of
�countSU,IU � is less than τ and the query originated from a cell outside of the
E-Zone, there will be one resulting Zα∗ which is equal to Zα

IU . SAS also pro-
duces one �Zα∗

i,IU � for each IU based upon the obfuscated E-Zone map by simply
calculating �Zα∗

i,IU � ← �Of,m,n,tp�⊕�Zα
IU �. When decrypted, this Zα∗

i,IU will equal
Zα

IU if and only if the SU is located outside of the IU’s obfuscated E-Zone and
will allow the SU to recover a license if it is outside of the obfuscated E-Zone.
Thus, �Zα∗

i,IU � equals Zα
IU when the request is from either of the valid SU request

situations.
SAS then hashes each Zα

IU with a different cryptographic hash function than
was used as the primary hash function, which we shall refer to as the secondary
hash function, and returns this list of hash digests, �license�AES,k,iv, and all
resulting �Zα∗

i,IU � rearranged in a randomized order, to the querying SU.

SU Operations. Each SU must initially register with SAS with the registration
process specified by the FCC and may then query SAS by providing its current
location, requested channel, and requested maximum transmit power. SAS will
then respond to this query with a list of hash digests, �license�AES,k,iv, and
a number of �Zα∗� values. The SU then decrypts each �Zα∗� using its private
key and executes the secondary hash function on the resulting decrypted Zα∗.
If the result of this hash exists in the list of hash digests, the SU recognizes
this digest corresponds to an IU’s Zα, recovers k and iv using the primary hash
function, and removes it from the list. The SU then uses these k and iv values
to remove one layer of encryption from �license�AES,k,iv. Once the Zα∗ for each
digest in the list has been found and the corresponding k and iv pair used to
encrypt �license�AES,k,iv has be recovered, the SU can successfully fully decrypt
the license. If the SU hashes each Zα∗ but is unable to find all digests in the list,
its spectrum request was invalid and thus it is unable to recover the license.

Correctness of SZ-SAS. The correctness property requires that when an SU
is located in an E-Zone of any IU, its spectrum request cannot be approved,
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and thus an SU cannot receive a valid spectrum license. Additionally, when an
SU which has exceeded the query threshold of any IU and is located within the
obfuscated E-Zone for this IU, its spectrum request cannot be approved. The
SZ-SAS functionality can be donated as a function f :

license∗ := f(�Ef,m,n,tp�, �Of,m,n,tp�, τ, �countSU,IU �, req), (2)

where req is the information received from an SU during a spectrum request.

Definition 1. SZ-SAS is correct if it satisfies the following condition: For any
input (�Ef,m,n,tp�, �Of,m,n,tp�, τ, �countSU,IU �, req) to SZ-SAS, if the requested
location (m,n) is within an IU’s E-Zone, or �countSU,IU � > τ and (m,n)
is within an IU’s obfuscated E-Zone, license∗ is invalid. Conversely, if the
requested location (m,n) is outside of all IU’s E-Zone, and �countSU,IU � < τ for
all IUs or (m,n) is outside of all IU’s obfuscated E-Zone, license∗ is valid.

Theorem 1. The probability with which SZ-SAS is NOT correct is negligible.

Proof. The correctness follows directly from the specification of the SZ-SAS pro-
tocols. �countSU,IU � can be updated using the homomorphic addition specified
in Sect. 3.1. Let (m,n) be the location of req. If (m,n) is located within an IU’s
E-Zone, then Ef,m,n,tp←$Zp\{0} for this IU. Thus, in the situation in which
a query originates from the E-Zone of an IU, Zα∗

IU = Zα
IU + Zp\{0} �= Zα

IU .
In the second situation, if �countSU,IU � > τ , then Zα∗

IU = Zα
IU + R �= Zα

IU

where R is some random value in GT . Additionally, if the query is also located
in the obfuscated E-Zone of an IU, then Of,m,n,tp←$Zp\{0} for this IU. As a
result, the Zα∗

IU = Zα
IU + Zp\{0} �= Zα

IU for the Zα∗
IU associated with the obfus-

cated E-Zone map. As a result, for all i, Zα∗
IU,i �= Zα

IU , and as such, the key
and IV for this IU will not be recoverable, and the license will not be success-
fully decrypted by the SU. Conversely, if (m,n) is located outside of an IU’s
E-Zone, then Ef,m,n,tp = 0 for this IU and additionally if �countSU,IU � < τ ,
then Zα∗

IU = Zα
IU + Ef,m,n,tp = Zα

IU . Also, if (m,n) is outside of an IU’s obfus-
cated E-Zone map, then Of,m,n,tp = 0 for this IU. As a result, the Zα∗

IU = Zα
IU

for the Zα∗
IU associated with the obfuscated E-Zone map and the SU can recover

the license.

3 Preserving Location Privacy of Incumbent Users
Against Inference Attacks

In this section, we describe the inference attack and analyze the compatibility
and efficacy of potential obfuscation schemes.

3.1 Threat Model

We assume that there exists a singular honest-but-curious mobile SU with the
ability to query SAS throughout the entirety of the region covered by SAS, this
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SU shall henceforth be referred to as the adversary. The adversary’s goal is to
determine the grid location of a stationary IU using only information gained
from the responses received from SAS. We assume the attacker has knowledge
of T (PL, Ith), the propagation model used by the IUs to calculate PL, and Ith.
We also assume the adversary has side knowledge indicating the existence of at
least one IU operating on a channel of interest served by SAS.

3.2 Location Inference Algorithms

The Bayesian inference algorithm presented in [2] is robust and allows SUs to
approximate the location of multiple IUs simultaneously. Thus, we will employ
this algorithm to test the efficacy of our obfuscation techniques. However, we also
propose a separate algorithm with the focus of locating a singular IU lacking the
ability to inject false positive responses, as is the case of IUs in [3]. This algorithm
emphasizes the importance of implementing protections against inference attacks
and is introduced below.

First-Detected IU Inference Algorithm. We first define a Bernoulli random
variable, R

(k)
xy , which represents the event of an IU existing in grid location

g(x, y) on channel k. Based upon the properties of the Bernoulli distribution,
P (R(k)

xy = 1) = p
(k)
xy and P (R(k)

xy = 0) = 1 − p
(k)
xy . Because the adversary has

knowledge that there exists at least one IU on a channel of interest in the area
covered by SAS, the IU is equally likely to be located in any of the grid locations
covered by SAS. Thus, we initialize pxy = 1

MN ∀ g(x, y) on the given channel.
The adversary then queries the database from a chosen location and updates

the value pxy for all affected g(x, y) based upon the response received from SAS.
The adversary’s inference regarding IU location for each possible combination
of query responses is as follows:

– Valid License for both TP1 and TP2: This first case implies that there are
no IUs operating in any cells with path loss values less than PL2 relative to
the query location. The adversary first sets pxy = 0 for all PLxy

< PL2, then
adjusts pxy for each remaining non-zero pxy to reflect the current number of
possible IU locations. As all non-zero locations are equally likely to contain
the IU, pxy = 1

(MN)−np0
, where np0 is the total count of g(x, y) with pxy = 0.

– Invalid License for TP2, Valid License for TP1: In this case, the adver-
sary’s queries for TP2 and TP1 imply that there is an IU operating in some
cell with PL1 < PLxy

< PL2 with respect to the queried location. The adver-
sary uses this information to update the affected values of pxy by first setting
pxy = 0 for all PLxy

> PL2 or PLxy
< PL1. The adversary then adjusts all

remaining non-zero pxy using the same logic as in the first scenario.
– Invalid License for both TP2 and TP1: This final case indicates the exis-

tence of an IU operating in a cell with PLxy
< PL1 < PL2 . The adversary sets

pxy = 0 for all PLxy
> PL1 and uses the same logic as in the first scenario to

update all remaining non-zero pxy.
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The two inference attack algorithms can be compared by determining the
number of queries required to locate the IU with some degree of certainty, which
can be quantified either as the value of pxy for the IU’s actual location or as the
calculated incorrectness (IC) as defined in [5], representing the distance between
the actual and inferred location of the IU (Table 1).

Table 1. Queries required to geolocate IU using the two inference attack algorithms
based upon two threshold metrics averaged over 1000 trials.

IC< 0.01 p(x, y)> 0.90

Standard algorithm 142.12022 161.18045

Modified algorithm 115.75138 111.24599

3.3 Obfuscation Schemes

Previous works regarding obfuscation have focused entirely on techniques which
could be applied directly by SAS. Because SZ-SAS encrypts IU parameters and
SAS responses, obfuscation schemes cannot be applied by SAS and thus must
be applied by the IUs. We propose a novel obfuscation scheme below.

Envelopment by Offset False IUs (OFIU). This obfuscation scheme covers
the entirety of the true E-Zone map with exclusion zones generated by artificially
generated IUs. In order to simulate each IU, we first select a random x and
y location offset, and add this offset to the IU’s true location to create a new
location for the artificially generated IU. We then select a random negative noise
value for each, and add this to the actual IU’s maximum transmit power level.
We adjust these parameters until the true IU’s exclusion zone is completely
enveloped by the newly generated IU exclusion zones. This results in a new
exclusion map which is not centered around the IU’s true location.

3.4 Experimental Results

We conducted a series of experiments testing each of the proposed obfuscation
schemes. We consider an area covered by SAS to be a 50 × 50 grid with grid
side lengths of 250 m, a total area of 156.25 km2. In this situation, the total
communication overhead for each SU request is only 3 kB and 231 kB for SAS
responses when the region contains 100 IUs.

Figure 2a shows that as the zone is enlarged by OFIU, the lower bound of
incorrectness increases, implying that an adversary should not be successful in
locating the IU. Additionally, the adversary is able to accurately locate the IU
when obfuscation is not applied as in 2b, but is unable to locate this same IU
when obfuscation is applied in 2c.
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(a) Incorrectness at various levels
of OFIU obfuscation

(b) Result of SU inference attack
without obfuscation

(c) Result of SU inference attack
with OFIU

Fig. 2. Results of SU inference attack on IUs with and without OFIU obfuscation

4 Conclusion

A novel framework which protects sensitive IU parameters from both untrusted
SUs and untrusted SAS was successfully developed. We demonstrate the effec-
tiveness of an inference attack, and show the necessity of obfuscation in the
prevention of such an attack. Our experimental analysis demonstrates the abil-
ity of our framework to utilize compatible obfuscation schemes to prevent such
an inference attack. In future works, this framework can be utilized as a building
block when designing SAS-based DSA systems. Other obfuscation methods may
also be developed and analyzed. Additionally, as light-weight fully homomorphic
cryptosystems are developed, AFGH may be replaced by one such cryptosystem
in our framework, which would allow researchers more flexibility when designing
novel obfuscation schemes.

References

1. Ateniese, G., Fu, K., Green, M., Hohenberger, S.: Improved proxy re-encryption
schemes with applications to secure distributed storage. ACM Trans. Inf. Syst.
Secur. 9(1), 1–30 (2006). https://doi.org/10.1145/1127345.1127346

2. Bahrak, B., Bhattarai, S., Ullah, A., Park, J.M.J., Reed, J., Gurney, D.: Protecting
the primary users’ operational privacy in spectrum sharing. In: 2014 IEEE Interna-
tional Symposium on Dynamic Spectrum Access Networks (DYSPAN), pp. 236–247,
April 2014. https://doi.org/10.1109/DySPAN.2014.6817800

3. Dou, Y., et al.: Preserving incumbent users’ privacy in server-driven dynamic spec-
trum access systems. In: 2016 IEEE 36th International Conference on Distributed
Computing Systems (ICDCS), pp. 729–730, June 2016. https://doi.org/10.1109/
ICDCS.2016.40

4. Park, J.M., Reed, J.H., Beex, A.A., Clancy, T.C., Kumar, V., Bahrak, B.: Security
and enforcement in spectrum sharing. Proc. IEEE 102(3), 270–281 (2014). https://
doi.org/10.1109/JPROC.2014.2301972

https://doi.org/10.1145/1127345.1127346
https://doi.org/10.1109/DySPAN.2014.6817800
https://doi.org/10.1109/ICDCS.2016.40
https://doi.org/10.1109/ICDCS.2016.40
https://doi.org/10.1109/JPROC.2014.2301972
https://doi.org/10.1109/JPROC.2014.2301972


88 D. Zabransky et al.

5. Shokri, R., Theodorakopoulos, G., Le Boudec, J.Y., Hubaux, J.P.: Quantifying loca-
tion privacy. In: Proceedings of the 2011 IEEE Symposium on Security and Privacy,
SP 2011, pp. 247–262. IEEE Computer Society, Washington, DC (2011). https://
doi.org/10.1109/SP.2011.18

6. Zhang, L., Fang, C., Li, Y., Zhu, H., Dong, M.: Optimal strategies for defending
location inference attack in database-driven CRNs. In: 2015 IEEE International
Conference on Communications (ICC), pp. 7640–7645, June 2015. https://doi.org/
10.1109/ICC.2015.7249548

https://doi.org/10.1109/SP.2011.18
https://doi.org/10.1109/SP.2011.18
https://doi.org/10.1109/ICC.2015.7249548
https://doi.org/10.1109/ICC.2015.7249548


Secrecy Outage Probability of Cognitive
Small-Cell Network with Unreliable

Backhaul Connections

Jinghua Zhang(B), Chinmoy Kundu, and Emi Garcia-Palacios

Queen’s University Belfast, Belfast BT9 5AH, UK
{jzhang22,c.kundu}@qub.ac.uk, e.garcia@ee.qub.ac.uk

Abstract. In this paper, we investigate the secrecy performance of
underlay cognitive small-cell radio network with unreliable backhaul con-
nections. The secondary cognitive small-cell transmitters are connected
to macro base station by wireless backhaul links. The small-cell network
is sharing the same spectrum with the primary network ensuring that a
desired outage probability constraint in the primary network is always
satisfied. We propose an optimal transmitter selection (OTS) scheme
for small-cell network to transfer information to the destination. The
closed-form expression of secrecy outage probability are derived. Our
result shows that increasing the primary transmitter’s transmit power
and the number of small-cell transmitter can improve the system per-
formance. The backhaul reliability of secondary and the desired outage
probability of the primary also have significant impact on the system.

Keywords: Unreliable backhaul · Cognitive radio network
Small-cell network · Physical layer security · Secrecy outage probability

1 Introduction

Due to the explosion of data-intensive applications and wireless systems such
as the Internet of Things (IoT) and smart cities, the deployment of wireless
infrastructure is expected to get more dense and heterogeneous in the near future
[1]. To reach such high data rate, the backhaul links connecting the macro-cell
and many small-cells in the heterogeneous networks (HetNets) are also expected
to become dense. In the conventional wired backhaul network, high reliability
wired links and high data rate can be expected, however, the deploying and
sustaining the large-scale wired links require excessive capital investment for all
the connections [2,3]. This leads wireless backhaul as alternative solution since it
has been proven cost-effective and flexible in practical systems. However, wireless
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backhaul is unlikely reliable as wired backhaul due to non-line-of-sight (n-LOS)
propagation and fading of wireless channels [4].

The aforementioned rapid development in wireless devices and services is
also pushing the demand for spectrum while most of licensed spectrum bands
are occupied [5]. In recent years, the investigation on cognitive radio (CR) tech-
niques [6] has attracted many experts’ attention. CR optimises the current spec-
trum usage, which allows unlicensed secondary users to share the same spectrum
with the licensed primary users in an opportunistic manner. The authors in [7]
analysed the impact of the primary network on the secondary network. In [8], the
authors optimizing the time and power allocation in the secondary network. To
improve the CR or noncognitive network performance, user selection is always
among the secondary users and relays in the literature [9–12].

For a complete study, we also consider the challenges of security in the wire-
less communication network. Due to the broadcasting nature of wireless channels,
the confidential information in wireless network is vulnerable to eavesdropping
and security attacks. In reality, CR networks are easily susceptable to eaves-
dropping. The conventional way from upper layer security is deploying data
encryption for secure communication, on the other hand, physical layer security
(PLS) obtains the advantage from the randomness of the wireless channels for
information security extensively. PLS has become increasingly popular to deal
with wiretapping and possible loss of confidentiality. Some research has investi-
gated the secrecy performance using PLS [9,13–16].

Nevertheless, all the aforementioned work did not take into account the
impact of unreliable backhaul on PLS of CR network. Some literatures in CR
network only consider the interference on the primary network. In some litera-
ture on backhaul CR networks [4,17–19], authors investigated the secrecy perfor-
mance but not consider the system with secondary user selection schemes. The
impact of guaranteeing outage as a quality-of-service (QoS) in the primary net-
works was not considered either in aforementioned paper. Our research address
these key issues in CR network with backhaul. We investigate the secrecy per-
formance of CR network with unreliable backhaul connections. Based on those
considerations, our contribution of this paper is summarised as follows:

1. We take into account the backhaul unreliability in secrecy performance. We
develop the close-form expression of the secrecy outage probability.

2. We consider interference both in primary and secondary receiver.
3. We consider primary QoS constraint metric as outage probability, which is

different from other works in CR.
4. Our model investigates a small-cell transmitter selection schemes, namely,

optimal transmitter selection (OTS) which prioritizes the maximum channel
gain S–D, and also assesses the influences of varying the number of small-cell
transmitter.

The rest of the paper is organised as follows. In Sect. 2, the system channel
models are described. Section 3 demonstrates the secrecy outage probability of
propose system. Numerical results from monte-carlo simulations are showcased
in Sect. 4. Finally, the paper is concluded in Sect. 5.
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2 System and channel models

As illustrated in Fig. 1, the system is consisting of a primary network with one
primary transmitter, T, one primary receiver, R and a secondary network con-
sisting of K small-cells transmitters, {S1, ...,Sk, ...,SK} which are connected to a
macro-base station, BS, by unreliable backhaul links, one secondary destination,
D, and one eavesdropper, E. All nodes are equipped with single antenna. We
assume all nodes are sufficiently separated from each other so that T−R, T−D,
T−E, S−R, S−D and S−E experience independent and identically distributed
Rayleigh fading. The channel between nodes are denoted by hX where X = {
TR, TD, TE, SR, SD, SE } channel power gains are exponential distributed
with parameters λx for x = { tr, td, te, sr, sd, se }, respectively. The noise at
R , E and D is modelled as the additive white Gaussian noise (AWGN) with
zero mean and variances N0. One best transmitter will be selected among K
small-cell transmitters, to transfer information to D. While the message is sent
from the BS to small-cell transmitters, the backhaul link might have certain
probability of failure. Backhaul reliability is modelled as Bernoulli process with
success probability, P(Ik = 1) = Λ, and failure probability is P(Ik = 0) = 1 − Λ
for each k = 1, · · · ,K. We investigate the secrecy outage probability (SOP) of
the secondary network.

R

Legitimates links 

Interference links

D

S1

Sk

SK

BS

E

Illegitimate links

T

Fig. 1. Underlay cognitive radio network with unreliable backhaul connections.

2.1 Interference at Primary and Secondary Power Constraint

The primary network is interfered from the selected secondary transmitter, Sk,
for k = {1, ...,K} via interference channels hSkR during the secondary network
transmission. The signal-to-interference-plus-noise-ratio (SINR) at R is given as
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ΓR =
PT |hTR|2

PS |hSkR|2 + N0
, (1)

where PS is the maximum allowed transmit power of small-cell transmitter which
satisfies the primary network QoS constraint, hTR is the channel coefficient of
the T − R link, and hSkR is the channel coefficient of the S − R link. To pro-
tect the primary network, the secondary network transmitters must adapt their
transmit power. Moreover, the secondary network transmit power must be lim-
itedly the QoS of the primary network which characterized by its desired outage
probability. The primary network outage probability should be below a desired
level, Φ. The desired outage probability constraint is defined as follows

P [ΓR < Γ0] ≤ Φ, (2)

where Γ0 = 2β − 1, β is the target rate of the primary network, and 0 < Φ < 1.
From (1) and (2), output power of secondary transmitter can be derived from
the desired outage probability at the primary network

PS =
{

PT λsrξ, if ξ > 0
0, otherwise. (3)

where

ξ =
1

λtrΓ0

⎡
⎣exp

(
−λtrΓ0

ΓT

)
1 − Φ

− 1

⎤
⎦ . (4)

Here, we used CDF of ΓR(x) to find PS in close-form. The CDF of ΓR(x) can
be derived from the definition of CDF as

FR(x) = 1 −
λsrΓT

λtrΓS

x + λsrΓT

λtrΓS

exp
(−λtrx

ΓT

)
, (5)

where ΓT = PT

N0
and ΓS = PS

N0
.

2.2 Proposed Source Selection and Interference at the Secondary

To mitigate the eavesdropping, OTS scheme is proposed where a source is
selected to forward the message such that it maximize Sk − D link power gain
as

k∗ = arg max
1≤k≤K

PS |hSkD|2. (6)

Due to the unreliability of the backhaul, the selected link may not be active. To
consider backhaul reliability into the performance analysis, we model backhaul
reliability using Bernoulli random variable I. The SINR at D can be given as

ΓSD = IΓ̃SD, (7)



Secrecy Outage Probability of Cognitive Small-Cell Network 93

where

Γ̃SD =
PS max[|hSkD|2]
PT |hTD|2 + N0

. (8)

SINR at E can be similarly expressed as

ΓSE =
PS |hSkE |2

PT |hTE |2 + N0
. (9)

Conditioned on the source has already been selected, E always experience its
intercepted signal power as independent exponentially distributed, hence, while
finding the distribution of ΓSE no backhaul reliability parameter comes into play
in (9). However, that is not true for ΓSD in (7). The distribution of ΓSD will
be the mixture distribution of I and Γ̃SD. Now the distribution of ΓSD can be
obtained from the mixture distribution due to backhaul reliability as

fSD(x) = (1 − Λ)δ(x) + Λf̃SD, (10)

where fSD(x), f̃SD(x) are the PDFs of ΓSD and Γ̃SD, respectively and δ(x) is
delta function. CDF of fSD(x) can be obtained just by integrating it and finding
the CDF of Γ̃SD.

The CDF of Γ̃SD can be evaluate from the definition of CDF with the help
of the CDF of max |hSkD|2 and the PDF of |hTD|2 as

F̃SD(x) = P

[
PS max |hSkD|2
PT |hTD|2 + N0

< x

]

= P

[
PS max

k=1,...,K
|hSkD|2 < (PT |hTD|2 + N0)x

]

= 1 −
K∑

k=1

(
K

k

) (−1)k+1 λtdΓS

kλsdΓT

x + λtdΓS

kλsdΓT

exp
(−kλsdx

ΓS

)
. (11)

The CDF of ΓSD then can be evaluate with the help of (10) as

FSD(x) = 1 − Λ

K∑
k=1

(
K

k

) (−1)k+1 λtdΓS

kλsdΓT

x + λtdΓS

kλsdΓT

exp
(−kλsdx

ΓS

)
. (12)

The CDF of ΓSkE can be obtained from the definition of CDF similar to F̃SD as

FSE(x) = 1 −
λteΓS

λseΓT

x + λteΓS

λseΓT

exp
(−λsex

ΓS

)
, (13)

and the PDF of ΓSE can be expressed after differentiating (13) as

fSE(x) =
λte

ΓT
exp

(
−λsex

ΓS

)
x + λteΓS

λseΓT

+
λteΓS

λseΓT
exp

(
−λsex

ΓS

)
(
x + λteΓS

λseΓT

)2 . (14)
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3 Secrecy Outage Probability

In this section, we investigate the SOP of the secondary network where the
eavesdropper’s CSI is assumed unavailable in the proposed network. So, the
transmitters encode and transfer the information with the certain target rate of
ρ. We denoted the instantaneous secrecy capacity by CS in bits/s/HZ, and the
secrecy gain is guaranteed when CS is greater than Rth. Otherwise, information-
theoretic security is compromised [20]. Towards deriving those performances,
the secrecy capacity is required to be defined first. The secrecy capacity can be
expressed for as [21,22]

CS = [log2(1 + ΓSD) − log2(1 + ΓE)]+ , (15)

where log2(1 + ΓSD) is the instantaneous capacity at D, log2(1 + ΓE) is the
instantaneous capacity of the wiretap channel at E, ΓE = ΓSE and [x]+ =
max(x, 0). The SOP is defined as the probability that the secrecy rate is lower
than a certain threshold, Rth, can be expressed as

Pout(Rth) = Pr(CS < Rth)
= P [ΓSD < Rth(1 + ΓE) − 1]

=
∫ ∞

0

FSD(ρ(x + 1) − 1)fSE(x)dx, (16)

where ρ = 2Rth −1, Rth is the target rate of the secondary network. Substituting
(11) and (14) into (16), outage secrecy probability can be evaluated as

Pout(Rth) = 1 − A · I1 − B · I2, (17)

where I1 and I2 can be expressed respectively as

I1 =
∫ ∞

0

1
(x + a)(x + b)

exp (−cx) dx, (18)

I2 =
∫ ∞

0

1
(x + a) (x + b)2

exp (−cx) dx, (19)

with a = λtdΓS+kρλsdΓT −kλsdΓT

kρλsdΓT
, b = λteΓS

λseΓT
and c = kρλsd+λse

ΓS

A =
K∑

k=1

(
K

k

)
Λ(−1)k+1λteλtdΓS

kρλsdΓ 2
T

exp
(−kλsd (ρ − 1)

ΓS

)
, (20)

B =
K∑

k=1

(
K

k

)
Λ(−1)k+1 λteλtdΓ

2
S

kρλseλsdΓ 2
T

exp
(−kλsd (ρ − 1)

ΓS

)
. (21)

We can utilize the partial fraction to transform multiplication into summation
and solve (18) and (19) using

1
(x + a)(x + b)

= − 1
(a − b)(x + a)

+
1

(a − b)(x + b)
, (22)
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1
(x + a)(x + b)2

=
1

(a − b)2(x + a)
− 1

(a − b)2(x + b)
+

1
(a − b)(x + b)2

. (23)

For the final solution, we have used the integral solution of the form [23],
eq.(3.352.4) and [23], eq.(3.353.3) to get

I1 =
1

a − b
exp (ac) Ei (−ac) − 1

a − b
exp (bc) Ei (−bc) , (24)

I2 = − 1
(a − b)2

exp (ac) Ei (−ac) +
1

(a − b)2
exp (bc) Ei (−bc)

+
1

a − b

(
c exp (bc) Ei (−bc) +

1
b

)
. (25)

4 Numerical Results and Discussions

In this section, Monte Carlo simulations are provide to validate the theoretical
analyses. Without loss of generality, we assume all nodes are affected by the
same noise power N0, and the following parameters are set: β = 0.5 bits/s/Hz,
Rth = 0.5 bits/s/Hz, λtr = 3, λtd = −6, λsd = 3, λsr = −3, λte = 6, λse = −3
dB.
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Fig. 2. SOP versus PT (dB) for different numbers of secondary users.

Figure 2 shows the SOP versus PT for different number of small-cell trans-
mitters, K = 2, K = 4, and K = 6. The network parameters are set as Φ = 0.1
and Λ = 0.99. It shows that the analysis match with simulation. It can be
observed that the number of small-cell transmitters strongly affects the SOP.
As the number of smell-cell transmitter increase, SOP improves. However, the
increase of transmitter i.e. K = 2 to K = 4 has more improvement compared to
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Fig. 3. SOP versus PT (dB) for different values of Λ .

k = 4 to K = 6. As we increase PT SOP decreases first and converges to its floor
after certain values.

Figure 3 plots the SOP versus PT for different value of backhaul reliability,
Λ = 0.95 , Λ = 0.97 and Λ = 0.99 with K = 6, Φ = 0.1. We observed that the
SOP reduces when the Λ increases. This is intuitive that as the reliability of the
backhaul link improve of secrecy also improves.

In Fig. 4, the SOP is investigated versus PT with three different value of
primary QoS constraint, Φ = 0.01, Φ = 0.05 and Φ = 0.1 with K = 6, Λ = 0.99.
We observed that increasing Φ result in a reduction in the SOP. This is because
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Fig. 4. SOP versus PT (dB) for different values of Φ.
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the secondary network are allowed to have higher transmit power by relaxing
the QoS requirement of the primary network.

5 Conclusion

In this paper, we have taken into account the backhaul connection reliability
of studying the SOP of underlay cognitive radio network. A proposed selection
scheme enhance the system’s secrecy performance. The small-cell transmitter
power met the desired outage probability. The results have proved that increas-
ing the primary transmitter’s power and the number of small-cell transmitter
enhance the system’s secrecy performance. In addition, our results shows that
the backhaul reliability and the desired outage probability of the primary net-
work are important parameter relative to the scaling of the secrecy performance.
Increasing backhaul reliability will result in base station having higher success
rate to connect with small-cell transmitters, and relaxing the QoS requirement
of the primary network will allow small-cell transmitter to have higher transmit
power, which will improve over all secrecy of the system.
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Abstract. In underlay cognitive heterogeneous cellular network
(CHCN), small cells can transmit their signals as long as the interfer-
ence to macro cell is below a threshold. Consider a two-layer CHCN with
polarized MIMO small cells, a novel polarization-space based interference
alignment scheme is proposed. The cross-tier interference between macro
cell and small cells is addressed by two given algorithms with different
purposes. Orthogonal projection based polarization-space interference
alignment (OP-PSIA) for ensuring the minimum effect to macro cell and
interference constrained polarization-space interference alignment (IC-
PSIA) for maximizing the performances of small cells if permitted. The
co-tier interference between small cells are reduced by a minimum total
mean squared error (MMSE) algorithm. Then we give specific solutions
for two algorithms both including orthogonal projection processing and
analytically iterative calculations. Simulation results show the improve-
ment of two algorithms in BER performance of small cells while ensuring
the protection of macro cell and keeping maximum overall sum rate.

Keywords: Polarization · Interference alignment
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1 Introduction

Cognitive heterogeneous cellular network (CHCN) is regarded as a promising
solution to solve the urgent spectrum shortage problem [1] in wireless com-
munication system. However, small cells in CHCN fully reuse the spectrum of
macro cell in underlay mode and cause complex interference situation. Interfer-
ence alignment (IA) has been paid much attention to solve the problem effec-
tively with the development of multi-input multi-output (MIMO) technology
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[2]. Recently, co-located orthogonally dual-polarized antenna (ODPA) has been
widely used in practice [3] because of its less antenna correlation and smaller
physical size. Polarization, as an intrinsic characteristic of electromagnetic wave,
doubles the system’s degrees of freedom (DoFs). So with the advantages of
ODPAs and the large diversity gains of MIMO array, polarized MIMO anten-
nas are designed to solve more complex interference. Based on polarized MIMO
small cells, we consider an effective IA scheme.

The multiple interference is usually handled hierarchically in CHCN. First,
it is necessary to restrict the interference to macro cell when small cells access
to the authorized spectrum. And the interference from macro cell to small cells
should be eliminated too. To reduce those cross-tier interference, limiting the
transmissions of small cells to the null spaces of channels from their transmitters
to the macro cell in spatial domain [4,5] or using the orthogonal polarization
states for two layers in polarization domain [6]. [7] proposes a polarization based
cross-tier IA scheme to minimize the interference from macro cell to small cell
under the interference constraint. Second, small cells also cause severe co-tier
interference with the increase of their number. [8] considers it as a standard IA
problem with proper antenna configuration to satisfy the feasible conditions. And
authors in [9] propose a spectrum sharing scheme based on joint polarization
adaption and MIMO beamforming for polarized MIMO system. However, IA
scheme for CHCN with polarized MIMO small cells has not been tackled in the
literature which brings better performances as expected.

So in this paper, we propose a novel polarization-space based IA scheme for
underlay CHCN with polarized MIMO small cells. The main contributions are:

– The cross-tier interference suppression takes into account two different pur-
poses and the corresponding algorithms are given. One is the orthogonal pro-
jection based polarization-space IA (OP-PSIA) algorithm which suppresses
the cross-tier interference completely and aims to guarantee the minimum
degradation for macro cell. The other is interference constrained polarization-
space IA (IC-PSIA) algorithm which minimizes the interference from macro
cell to small cells while reduces the interference from small cells to macro cell
within the tolerable constraint. It aims to improve the performances of small
cells if permitted.

– The co-tier interference between small cells is dealt with a standard minimum
total mean squared error (MMSE) algorithm instead of other practical IA
algorithms such as minimizing the leakage interference [8] and maximizing
the SINR [8,9]. Because MMSE algorithm is analytically proved to have IA-
like behavior [10] and it achieves better performances, especially bit-error rate
(BER) performance [11]. With the development of high reliability services,
such as vehicle-to-vehicle (V2V), real-time gaming, live streaming services,
better BER performance requirement is put forward for the physical layer.

– Unlike existing work, we construct system model based on the polarization-
space characteristics of signals. The specific and novel solutions for two algo-
rithms are given including orthogonal projection processing and analytically
iterative calculations.
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2 System Model

Considering a two layer downlink scenario, one macro cell serving as primary
network coexists with K small cells as secondary networks sharing the same
spectrum. The disjoint subcarrier allocation is adopted to avoid the intra-user
interference. From Fig. 1, small cell base stations (SBSs) and their user equip-
ment (SUEs) are configured with Nt transmitting and Nr receiving ODPAs
respectively. Hkl represents the channel state information (CSI) from the k-th
small cell base station to l-th small cell subscriber. Hpk and Hkp are the inter-tier
CSI of interfering links. A polarized MIMO channel model with Rayleigh fading
and depolarization effect is adopted containing polarized and spatial informa-
tion [12] as H = Hs �Hp where the Hadamard product � separates the spatial
fading channel Hs and the polarized channel Hp with depolarization effect.

Fig. 1. Coexistence scenario of macro cell and small cells.

Besides, the intra-tier CSI is obtained by traditional channel estimation meth-
ods of orthogonal frequency division multiplexing (OFDM) system while the
learning of inter-tier CSI is an open issue. A possible solution is SBS has the
ability of cognising the sounding reference signal (SRS) from near macro cell
user and the CSI from macro cell base station to small cell users is measured by
the cognition of macro cell base station’s pilot signal [5].

In small cells, the transmitting polarization-space matrices
−→
Pt

k, k =

1, 2, . . . ,K also contain both spatial and polarization information as
−→
Pt

k =
Wk � Pt

k = [wk
1wk

2 . . . wk
Nt

]H � [Pt
k,1P

t
k,2 . . .Pt

k,Nt
]H where � separates the

beamforming vector Wk with spatial coefficients wk
i and the polarization matrix

Pt
k with state vector Pt

k,i of each ODPA. In an orthogonal coordinate system,

polarization state is denoted as Jones vector Pt
k,i =

(
cosγk,i

sinγk,i ejφk,i

)
where
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γk,i ∈ [0, π/2] is the amplitude ratio of two orthogonal branches of i-th ODPA
in k-th small cell and φk,i ∈ [0, 2π] is the phase difference between them. The
structure of receiving matrices

−→
Pr

k, (k = 1, 2, . . . ,K) are similar. As for macro
cell, the configurations of macro base station (MBS) and user equipment (MUE)
depend on their own design. Denote their transmitting and receiving polariza-
tion states as Pt

p and Pr
p. So macro cell received signal rp and k-th small cell

received signal rk are as follows

rp=(Pr
p)

H(HppPt
p

√
Gpsp+

K∑
k=1

Hkp

−→
Pt

k

√
Gksk

︸ ︷︷ ︸
cross−tier interference

+np) (1)

rk = (
−→
Pr

k)H(Hkk

−→
Pt

k

√
Gksk + HpkPt

p

√
Gpsp︸ ︷︷ ︸

cross−tier interference

+
K∑

l �=k,l=1

Hlk

−→
Pt

l

√
Glsl

︸ ︷︷ ︸
co−tier interference

+nk)

(2)
where (·)H is conjugate transpose. sp and sk (k = 1, 2, . . . ,K) are bit sequences
of macro cell and k-th small cell with powers Gp and Gk, respectively. np and
nk are additive white Gaussian noises (AWGNs) with covariances σ2

p, σ2
k.

3 Proposed Scheme

3.1 Problem Formulation

To reduce interference and improve performances of small cells, define a set of
polarization-space based transmitting and receiving matrices {(

−→
Pt

k,
−→
Pr

k), k =
1, 2, . . . ,K} to minimize the total mean square error (MSE). It is constructed
as MSEk = E{‖s̃k − rk‖2F } = E{tr[(s̃k − rk)(s̃k − rk)H ]} for k-th small
cell where s̃k =

√
Gksk is the target signal and tr(·) is the trace. As for

macro cell, the total interference power Itotal from small cells is Itotal =∑K
k=1E{‖(Pr

p)
HHkp

−→
Pt

k

√
Gksk‖2F }. So the optimization problem is

(P1) min
{(−→Pr

k,
−→
Pt

k),k=1,2,...,K}

K∑
k

MSEk

s.t. Itotal ≤ Ith

(3)

where Ith is the tolerable interference power of macro cell. Notice that P1 is a
quadratic constraint quadratic programming (QCQP) problem with respective
to 2K variable vectors and it’s very difficult to find an analytically optimal solu-
tion. So we simplify it by processing interference at the transmitter and receiver.
Two algorithms are given: orthogonal projection based polarization-space IA
(OP-PSIA) algorithm which aims to guarantee the minimum degradation for
macro cell and interference constrained polarization-space IA (IC-PSIA) algo-
rithm which aims to maximize the performances of small cells if permitted.
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3.2 Orthogonal Projection Based Polarization-Space IA Algorithm

The essence of simplifying P1 is to eliminate the interference terms of objective
function. Firstly, reduce the cross-tier interference from macro cell to small cells
by introducing the orthogonal projection filter [13] at the receiver. Assuming
Hpk and Pt

p is known, the orthogonal projection filter operator E⊥
HpkPt

p
is

E⊥
HpkPt

p
= I − HpkPt

p[(HpkPt
p)

HHpkPt
p]

−1(HpkPt
p)

H (4)

Since the operator has the property E⊥
HpkPt

p
HpkPt

p = 0, the filter eliminates

the interference from macro cell completely. Define equivalent channel Ĥij =

E⊥
HpkPt

p
Hij and the received signal becomes r̂k = (

−→
Pr

k)H(
∑K

l=1Ĥlk

−→
Pt

l

√
Glsl +

nk).
Secondly, to eliminate the interference from small cells to macro cell, we

construct an orthogonal projection based precoding at the transmitter in the
same way. Assuming Hkp and Pr

p of macro cell is known, the precoding is

E⊥
HH

kpP
r
p

= I − HH
kpP

r
p[(H

H
kpP

r
p)

HHH
kpP

r
p]

−1(HH
kpP

r
p)

H (5)

And (Pr
p)

HHkpE⊥
HH

kpP
r
p

= 0 based on the property. So far, the cross-tier interfer-

ence is cancelled. Defining the further equivalent channel ĤOP,ij = ĤijE⊥
HH

kpP
r
p
,

the k-th small cell signal is r̂OP,k = (
−→
Pr

k)H(
∑K

l=1ĤOP,lk

−→
Pt

l

√
Glsl + nk).

Thirdly, P1 is reduced to a standard MMSE IA problem after twice orthogo-
nal projection processing. To solve the problem easily, the individual maximum
transmitting power constraint Gmax,k is introduced and we have

(P2) min
{(−→Pr

k,
−→
Pt

k),k=1,2,...,K}

K∑
k

̂MSEOP,k =
K∑
k

E{‖s̃k − r̂OP,k‖2F }

s.t.E{‖−→Pt
l

√
Glsl‖2F } � Gmax,k

(6)

P2 is solved by Lagrange multiplier method [14] with λP2,k and get

−→
Pt

k = [
K∑

l=1

(ĤOP,kl)H−→
Pr

l (
−→
Pr

l )
HĤOP,kl + λP2,kI]−1(ĤOP,kk)H−→

Pr
k (7)

−→
Pr

k = [
K∑

l=1

ĤOP,lk

−→
Pt

l(ĤOP,lk

−→
Pt

l)
H + σ2

kI]
−1ĤOP,kk

−→
Pt

k (8)

E{‖−→Pt
l

√
Glsl‖2F } = Gmax,k (9)

where k = 1, 2, . . . ,K. λP2,k is solved by (9) in the same way as PC-PSIA, and

omitted here. Then iteratively computes
−→
Pr

k and
−→
Pt

k until the final convergent
result is obtained. It’s clear that MMSE objective function is lower bounded
which implies it converges. Besides, this general iterative algorithm allows for a
distribution implementation in each small cell. The details are shown in Algo-
rithm 1.
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Algorithm 1. Orthogonal Projection based Polarization-Space IA Algorithm
Require: Pt

p, P
r
p,Hij ,Hip,Hpi, Ith and σ2

k for i, j ∈ {1, 2, . . . , K}.

Ensure:
−→
Pt

k,
−→
Pr

k,E⊥
HH

kp
Pr

p
,E⊥

HpkP
t
p
, k = 1, 2, ...K.

1: Construct E⊥
HpkP

t
p

based on (4) and ̂Hij = E⊥
HpkP

t
p
Hij , for i, j ∈ {1, 2, . . . , K};

2: Construct E⊥
HH

kp
Pr

p
by (5) and ̂HOP,ij = ̂HijE

⊥
HH

kp
Pr

p
, for i, j ∈ {1, 2, . . . , K};

3: Initialize
−→
Pt

k, k = 1, 2 . . . , K;

4: Calculate
−→
Pr

k, k = 1, 2, . . . , K based on (8);
5: Solve λP2,k, k = 1, 2, ...K according to (9) and (7);

6: Update
−→
Pt

k, k = 1, 2 . . . , K according to (7) with solved λP2,k, k = 1, 2, ...K;
7: Repeat step 4, 5 and 6 until converge or a certain number of iteration.

3.3 Interference Constrained Polarization-Space IA Algorithm

Obviously, we could further improve the performance of small cells with the cost
of the limited interference to macro cell. Firstly, simplify P1 using filter E⊥

HpkPt
p

to eliminate the interference from macro cell to small cells. P1 becomes

(P3) min
{(−→Pr

k,
−→
Pt

k),k=1,2,...,K}

K∑
k

̂MSEIC,k =
K∑
k

E{‖s̃k − r̂k‖2F }

s.t. Itotal ≤ Ith

(10)

Secondly, the interference constraint and the interference between small cells are
addressed jointly based on P3. It is easy to have the receiving matrix

−→
Pr

k=[
K∑

l=1

Ĥlk

−→
Pt

l(Ĥlk

−→
Pt

l)
H+σ2

kI]
−1Ĥkk

−→
Pt

k (11)

Unfortunately, the transmitting matrix is hard to solve. So an alternative and
heuristic approach is provided by introducing a scalar factor β ∈ C which com-
bats the effect of noise and scales the amplitude [15]. Rewrite P3 as

(P4) min
{(

−→
Pt

k,βk),k=1,2,...,K}

K∑
k

E{‖s̃k − β−1
k r̂k‖2F }

s.t. Itotal ≤ Ith

(12)

The construction of Lagrange dual objective function and the Karush-Kuhn-
Tucker (KKT) conditions are omitted because of the space. We have

−→
Pt

k = βkP̃t
k (13)

with

P̃t
k=[

K∑
l=1

(Ĥkl)H−→
Pr

l (
−→
Pr

l )
HĤkl+λP4,kβ2

k(Hkp)HPr
p(P

r
p)

HHkp]−1(Ĥkk)H−→
Pr

k (14)
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where λP4,k is the Lagrange multiplier. Hypothesize all small cells contribute
equally to the total interference power. Based on KKT conditions, we derive

λP4,kβ2
k =

Kσ2
k(

−→
Pr

k)H−→
Pr

kGk

Ith
(15)

The scale factor βk aims to scale up the received target signal’s power to max-
imize the sum rate of small cell. With the interference constraint Ith and the
individual transmitting power constraint Gmax,k, we have

(P5) max
{βk,k=1,2,...,K}

K∑
k

Blog2(1 +
‖(

−→
Pr

k)HĤkkβkP̃t
k

√
Gksk‖2F∑K

l �=k ‖(
−→
Pr

k)HĤlkβlP̃t
l

√
Glsl‖2F + (

−→
Pr

k)H
−→
Pr

kσ2
k

)

s.t. Itotal ≤ Ith

E{‖−→Pt
l

√
Glsl‖2F } � Gmax,k

(16)
where B is the identical bandwidth for each small cell. Since the objective func-
tion of (16) is easily verified to increase monotonically with β2

k, so we have

βk = min (
√

Ith

Ktr((Pr
p)

HHkp
˜Pt
kGk(

˜Pt
k)

H(Hkp)HPr
p)

,

√
Gmax,k

(˜Pt
k)

HGk
˜Pt
k

) (17)

Finally, iteratively compute
−→
Pr

k and
−→
Pt

k until the final convergent results are
obtained. The considerations of convergence and distribution implementation
are the same as that of OP-PSIA. The details are shown in Algorithm 2.

Algorithm 2. Interference Constrained Polarization-Space IA Algorithm
Require: Pt

p, P
r
p,Hij ,Hip,Hpi, Ith and σ2

k for i, j ∈ {1, 2, . . . , K}.

Ensure:
−→
Pt

k,
−→
Pr

k,E⊥
HpkPt

p
, k = 1, 2, ...K.

1: Construct E⊥
HpkP

t
p

based on (4) and ̂Hij = E⊥
HpkP

t
p
Hij , for i, j ∈ {1, 2, . . . , K};

2: Initialize
−→
Pt

k, k = 1, 2 . . . , K;

3: Calculate
−→
Pr

k, k = 1, 2, . . . , K based on (11);
4: Solve λP4,kβ2

k and βk, k = 1, 2, ...K according to (15) and (17) respectively;

5: Update
−→
Pt

k, k = 1, 2 . . . , K by (13)(14) with solved λP4,kβ2
k and βk, k = 1, 2, ...K;

6: Repeat step 3, 4 and 5 until converge or a certain number of iteration.

4 Simulation and Discussion

In this section, the performances of the proposed scheme are evaluated. Based on
3GPP specification for Long Term Evolution (LTE) [16] and cross-polarization
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Table 1. Simulation parameters.

Parameter Value Parameter Value

Macro cell transmit power 5W Small cell transmit power 1W

XPD in macro cell 5 dB XPD in small cell 7.5 dB

Number of small cells 3 Channel coding Turbo-1/3

Data modulation OFDM π/4-QPSK Carrier frequency 2GHz

Bandwidth 5MHz Number of subcarriers 512

Useful symbol time 6.4× 10−6 s Guard interval 1.25× 10−6s

discrimination (XPD) values of a typical Urban NLOS cell [17], the simulation
parameters are shown in Table 1.

As is known, MIMO system with Nr receiving ODPAs and Nt transmitting
ODPAs provides 2min{Nr, Nt} DoFs. We consider two different scenarios. The
first scenario sets Nr = 2, Nt = 2 meaning 4 DoFs for three small cells; The
second scenario sets Nr = 2, Nt = 1 providing 2 DoFs. Three algorithms are
compared with the proposed algorithms: (1) Iterative IA (IIA) [8]; (2) Max-
SINR [8]; (3) Joint polarization adaption and beamforming (JPAB) [9].
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Fig. 2. First scenario with Nr = 2, Nt = 2.

Comparing Figs. 2 and 3, three performances of each algorithm are signifi-
cantly reduced with the decrease of DoFs. For example, the maximum overall
sum rate in Fig. 2(c) is 1.2 times bigger than that in Fig. 3(c). This is because the
less the DoFs, the less interference-free transmission dimensions are provided.
Thus, the remaining interference and performance degradation are inevitable.

In the first scenario, OP-PSIA outperforms the other counterparts in BER
performance of per small cell from Fig. 2(b) when macro cell’s BER performances
of all algorithms are almost equal in Fig. 2(a). The reason is OP-PSIA focuses on
not only eliminating interference but also improving BER performance of small
cell by MMSE optimization while IIA only cares about reducing interference
and Max-SINR aims to maximize the receiving SINR. And performances of
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Fig. 3. Second scenario with Nr = 2, Nt = 1.

JPAB are limited since only beamforming at transmitter is considered while the
others jointly consider the beamforming at the transmitter and the interference
suppression at the receiver. And it solves a sum rate optimization problem in a
suboptimal way causing poor BER of small cells. As for IC-PSIA, the interference
constraint term in (14) is considered as a little additional interference if DoFs
is enough. From Fig. 2(c), the proposed algorithms and Max-SINR perform best
because the goal of Max-SINR is to maximize the sum rate and the proposed
algorithms using MMSE optimization perform as well as it.

In the second scenario from Fig. 3, the performance analyses of OP-PSIA, IIA
and Max-SINR algorithms are the same as those in the first scenario. It is noted
that the macro cell’s BER performances of IC-PSIA and JPAB algorithms are
degraded at high SNR from Fig. 3(a) because of the interference constraint. At
high SNR, the decrease of noise makes the cross-tier interference from small cells
a major effect for macro cell which degrades the BER performance. However, the
per small cell’s BER performance of IC-PSIA is greatly improved from Fig. 3(b).
The reason is that the interference constraint condition enables IC-PSIA to
further improve the BER performance of per small cell at the cost of the BER
performance loss of macro cell. And another benefit is an improvement in the
overall sum rate performance from Fig. 3(c).

5 Conclusion

We consider a cognitive heterogeneous cellular network (CHCN) with several
polarized MIMO underlay small cells. And a novel polarization-space based inter-
ference alignment scheme is proposed to address the complex interference and
improve the performances. Two algorithms, OP-PSIA and IC-PSIA, are given by
orthogonal projection processing and MMSE optimization with analytically iter-
ative solutions. OP-PSIA guarantees the protection of macro cell in any scenario
while IC-PSIA, which maximizes the performance of small cells if permitted, is
more suitable for the situation where DoFs are inadequate to the demand. The
simulation results show the effectiveness of the proposed algorithms.
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Abstract. This paper discusses the need for change in the regulatory envi-
ronment to cater for the next generation of mobile technology (5 G). It gives
particular attention to provisioning of spectrum access for business specific
services and applications and to possibilities to improve shared use of spectrum.
It is proposed to broaden the market for mobile communication from a mobile
operator specific market to a broadened market which is comprised of mobile
operators, niche operators and service providers targeting specific business
segments and private networks.
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1 Introduction

The vison of the next generation of mobile communications (5G) that differentiates it
from the previous generations of mobile communications was first described by the
International Telecommunications Union (ITU) when defining the overall vision and
requirements for International Mobile Telecommunications for 2020 and beyond [1].

In the vision of the ITU, IMT-2020 is envisaged to expand and support diverse usage
scenarios and applications that go beyond the usage scenarios of existing mobile com-
munications. IMT-2020 is supposed to enable three different classes of usage scenarios:

1. Enhanced Mobile Broadband,
2. Massive Machine Type communications,
3. Ultra-reliable and low latency communications.

Enhanced Mobile Broadband expands the existing Mobile Broadband service
offering. It addresses the human-centric use cases for access to multi-media content,
services and data. Enhanced Mobile Broadband will improve the user experience in
both wide area coverage as well as in hot spots, i.e. areas with high user density, a high
traffic demand per user and low mobility compared to wide area coverage.

Massive Machine Type communications addresses the machine-centric use cases
characterized by a very large number of connected devices typically transmitting a
relatively low volume of non delay sensitive data. Devices are required to be low cost,
and have a very long battery life. As such, it is an enabler of the Internet of Things.
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Ultra-reliable and low latency communications addresses use cases with stringent
requirements for connectivity such as the throughput, latency and availability of the
connection. Some examples include wireless control of industrial manufacturing or
production processes, remote medical surgery, distribution automation in a smart grid
and transportation safety.

This vision of 5G ties in with the trend in modern society with respect to (wireless)
connectivity. Mobile connectivity is becoming a necessity for society with strong
positive external effects on the economy. Connectivity is becoming a basic need for
consumers who rely upon a diverse and affordable range of services. Connectivity is
also becoming crucial for businesses for their services and internal business operations.
Reliable connectivity is an enabler to strengthen their competitive position through
costs savings, increased productivity and development of new applications.

5G is expected to drive industrial and societal transformations and economic
growth by offering flexible and versatile mobile connectivity. It provides high-speed,
reliable mobile broadband connectivity to enhance the capacity of wireless networks, to
support new types of applications, to connect devices and objects in the Internet of
Things and to cater for tailored services that fulfill the specific and stringent require-
ments needed by different industry sectors, also referred to as verticals [2, 3].

The question then is, how this vision of 5G can be realized and what the impli-
cations are on the regulatory provisions for spectrum access and spectrum sharing?

2 Providing 5G Services

The vision, as given in Sect. 1 above, gives an indication that 5G can be regarded as
both an evolution of 4G, as well as a revolution. Many of the use cases build on the
services provided by existing infrastructure. The existing mobile network already
provides broadband services and IoT capabilities that will remain to be used. 5G will be
introduced gradually to enhance the user experience and to provide ubiquitous con-
nectivity for users and devices.

The capabilities that differentiates 5G from the previous generations is that it offers
the possibility to tailor mobile data services to the particular characteristics of specific
(business) users. Software Defined Networking and network virtualization provide
possibilities to support a number of virtual networks over a single physical network.
These so-called network slices will provide services to various business segments with
performance characteristics such as bit rate, capacity, latency, availability and resi-
lience, tailored for the needs of the specific business segment.

Business specific services may be offered by the existing mobile operators. How-
ever, not all business segments will need nationwide or wide area coverage. Many of
the specific business needs will be needed in a limited area ranging from a somewhat
larger area, such as a harbor, an airport or an industrial area to an even more limited
area of a single factory. This area may even be limited to an indoor environment, e.g. in
the case of industrial automation. As a consequence, it remains to be seen if the mobile
operator will provide tailored solutions to these specific business segments in limited
areas. It will depend on many factors if a mobile operators will serve a particular
business segment. Factors that are of relevance are e.g. if there is a need for wide area
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coverage; how specific the requirements of the business customer are, as some business
customers might have a requirement that is too specific or too difficult to meet for a
mobile operator; and, how unique the solution is, as an operator is more inclined to
offer a specific service if the same type of service can also be offered to other customers
as well.

Another point is that the demand side will not have detailed knowledge of mobile
connectivity. This will make it very hard for a customer to clearly specify their own
requirements in terms of the performance characteristics of mobile connectivity.

This will provide opportunities for two new types of players. First of all, there is a
role for a service provider or a Virtual Mobile Network Operators (VMNO) that targets
one or more specific business segments. A VMNO that has specific and thorough
knowledge of a specific business segment can serve as an intermediary between the
mobile operator and the customer to translate the requirements of its customers to a
targeted offer.

Secondly, this will provide opportunities for niche players to provide a business
propositions for specific industries or factories, e.g. to the petrochemical industry in a
harbor area or solutions for industrial automation in a factory or warehouse. There are
already niche players active in the field of private mobile radio1 and fixed wireless
access that are in a good position to play a role. These kind of services have historically
been delivered through distinct technologies. However, the technologies for these
services are now converging. Both fixed wireless access and private mobile radio can
make use of the same type of LTE and 5G technology as the mobile operators. Niche
operators with a thorough understanding of a business segment can provide specific
business services based on local infrastructure that is not easily delivered by mobile
operators on their wide area network, e.g. a service that requires very low latency over
a wireless connection for real-time control of an industrial process at an industrial plant.
A recent study from Harbor Research indicated that the global private LTE network
market will grow from $22.1 billion in 2017 to $118.5 billion in 2023 [4].

Other possibilities for niche players are to provide indoor solutions. A large portion
of mobile communication needs are indoors and this will continue to be the case in the
future. This market is hard to address for a mobile operator with his outdoor mobile
network. This will provide opportunities for specific operators to provide indoor
coverage with small cell infrastructure to complement the service offering of mobile
operators [5].

The introduction of niche operators of local private outdoor and indoor networks
can be arranged by providing licenses with a limited geographical area of operation.
The ability to enter the market, although only on a local level, will make the market
more contestable. Licenses for local usage will constrain the market power of the
dominant (national) operators by the competitive fringe, which is important because the
market for mobile communications tends towards consolidation. The national mobile
operators cannot behave as being protected by high entry barriers, but must take the

1 Private mobile radio means the use of radio communications for business purposes within a
company, e.g. a taxi company to have contact between the drivers and the central dispatching unit.
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activity of the competitive fringe into consideration. Hence there will be less need for
government to regulate the behavior of the dominant national mobile operators [6].

3 Spectrum for 5G

The evolution of mobile communications cannot be decoupled from the availability of
“new” spectrum. In Europe, the step from the first analogue systems to the second
generation digital system (GSM) was made through the harmonized designation of the
900 MHz band, later followed by the 1800 MHz band. The third generation (UMTS)
was developed in the 2100 MHz band.2 The introduction of the 4th generation
(LTE) started with the designation of the 2600 MHz band and later the 800 MHz
bands. Nowadays, the different bands for mobile communication services are used for
all generations of mobile technology with the introduction of UMTS and especially
LTE in other bands to provide both coverage and capacity to the end user based on the
requirements of the users and the actual spectrum holdings of the mobile operators.

To fulfill the requirements of 5G there is a need for additional spectrum. The Radio
Spectrum Policy Group (RSPG), a high level group of Member States that advices the
European Commission, has identified three bands for the introduction of 5G [3]:

1. The 3.6 GHz (3400–3800 MHz) band is seen as the primary band for the intro-
duction of 5G services.

2. The 26 GHz (24.25–27.25 GHz) band is seen as the pioneering mm-wave band.
3. The 700 MHz band, together with existing bands for mobile communications.

These three bands have radically different characteristics and will be used differ-
ently. The 700 MHz band can be used to provide wide area and indoor coverage. The
3.6 GHz band can be used to provide high capacity and coverage, using both existing
macro cells and small cells. The 26 GHz band is likely to be deployed in areas with
very high demand, to provide ultra-high capacity for innovative new services, enabling
new business models to benefit from 5G for example transport hubs, entertainment
venues, industrial sites and retail sites. Because of its propagation characteristics, the
26 GHz band will not be used to create wide area coverage. In due course, the mobile
operators could perform transition of lower frequency mobile spectrum (800, 900,
1800, 2100, 2600 MHz) to 5G, but some studies suggest that 4G LTE and its evolu-
tions will continue to develop in parallel to 5G deployments [3].

The CEPT is studying the technical conditions and regulatory options for the use of
the 3.6 and 26 GHz band in order to facilitate European harmonized introduction of
5G. The 3.4–3.8 GHz band is in Europe already harmonized for mobile and fixed
communications networks (MFCN). The harmonized technical conditions are updated
to incorporate the new 5G technology [7]. CEPT published harmonized technical
conditions of the 26 GHz band (24.25 27.5 GHz) to enable its use in Europe and to
promote the band for worldwide harmonization at the WRC-19 [8, 9].

2 UMTS was first developed for 1920–1980 MHz paired with 2110–2170 MHz.
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Frequency bands for the future development of International Mobile Telecommu-
nications (IMT) are on the agenda for the World Radio Conference of 2019. The
agenda item is especially targeted to the identification of frequency bands in the mm-
wave range between 24 and 86 GHz. There are already a number of initiatives started
in various countries and regions of the world to use mm-wave bands ahead of any
decision made by the WRC-19. The main focus of these initiatives is in the 24.25–
27.5 GHz (the 26 GHz band) and 27.5–29.5 GHz (the 28 GHz band). Whereby the
United States, as well as Japan and Korea focus on the 28 GHz band, and Europe as
well as other regions focus on the 26 GHz band.

In the European preparation of the WRC-19, the focus is on the 40.5–43.5 GHz
band and the 66–71 GHz band, next to the pioneering 26 GHz band. The 66-71 GHz
band is foreseen as a band for license exempt frequency use. License exempt frequency
use is regarded as important breeding ground for innovation and will contribute
towards a dynamic market environment [3].

4 Authorization of 5G Spectrum

Until now, mobile spectrum has been allocated usually on an exclusive, national basis.
This approach has allowed mobile operators to avoid interference and deliver the
expected Quality of Service experience for end users on a national level. However, it
remains to be seen if the authorization of spectrum for 5G should be based totally on a
national exclusive basis to realize the vision of 5G. As described above, the demand for
business specific applications is to a large extend restricted to local areas without the
need for wide area coverage. These applications may be provided by local networks.
Realization of the vision of 5G may require local spectrum access by niche players and
private networks to provide specific localized business applications and services next to
national spectrum access for mobile operators.

4.1 Spectrum for Mobile Operators

Mobile operators will need additional spectrum to take advantage of the new possi-
bilities 5G technology will offer. Their first applications will likely be enhanced mobile
broadband services. Additional frequency bands for mobile operators is in Europe
focused on the bands cited above in Sect. 3.

The 700 MHz band should be assigned to mobile operators and made available for
wireless broadband use by 30 June 2020 at the latest in all EU Member states [10].
Moreover, the latest (stable) version of the new European Electronic Communications
Code stipulates to assign sufficiently large blocks of spectrum in the 3,4–3,8 GHz band
and at least 1 GHz of the 24.25 to 27.5 GHz frequency band, provided that there is
clear evidence of market demand, before 31 December 2020 in order to facilitate roll-
out of 5G.

Both the 700 MHz band and the 3.6 GHz band will be used to enhance wide area
coverage and are therefore of vital importance for the mobile operators to facilitate 5G.
European countries are now in a process of auctioning the 700 MHz band and the
whole or a large part of the 3.6 GHz band. The 26 GHz will probably only be used in
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areas with a high demand and there is still some uncertainty around the technology as
well as the market demand for this band. As a consequence, most countries in Europe
are still in the process of defining the regulatory framework for the authorization of this
band.

4.2 Spectrum for Niche Players and Private Networks

Business specific applications are already provided by PAMR operators and by solu-
tion providers to build a privately owned (PMR) network. The current offer is based on
dedicated technology, such as TETRA, and is voice oriented, with restricted possi-
bilities for data communications. There is a tendency to migrate to LTE and ultimately
5G to enable business specific broadband communications. However, this will require
new and larger chunks of spectrum than available in the core bands for PMR and
PAMR, mainly in the 400 MHz range.

Many of these networks will and can make use of existing unlicensed spectrum in
the 5 GHz range. However, regulatory restrictions to allow unlicensed access, such as
strict power limitations, will limit the possibilities to mainly indoor solutions. There
might be a need for dedicated spectrum that can be used on an exclusive basis on the
business premises (indoor and outdoor) to provide tailored solutions with the necessary
quality of service.

Examples of private broadband networks can be found in e.g. France, where
AGURRE (Association des Grands Utilisateurs de Réseaux Radio d’Exploitation)
groups eleven key organizations, in the sectors of transport and energy, who need a
broadband professional mobile network to fulfil the evolution of their operating and
safety tasks.3 A dedicated LTE network is built in the 2.6 GHz TDD band for airport
operations. Other examples can be found in the Netherlands, where more than 100
licenses are issued in the 3.6 GHz band for local networks of which many are based on
LTE. These licenses are used for a variety of (business) specific applications ranging
from an automated container terminal in the Rotterdam harbor, to security and
surveillance in cities and provisioning of wireless broadband services in underserved
rural areas.

Since there is a need for mobile operators to introduce 5G in the 3.6 GHz band, the
3.6 GHz band will offer limited possibilities for local networks for niche players and
privately owned solutions. The most likely opportunities are in the upper part of the
band (especially 3700 to 3800 MHz) where licenses on a local basis could be made
available in order to protect satellite earth stations that are active in the 3800–
4200 MHz band. This possibility is chosen in e.g. Germany. In larger countries with
limited satellite earth stations, there might also be possibilities in the 3800–4200 MHz
itself. This possibility is under study in various countries, including the UK. [11].

Niche Spectrum for Niche Players
A more feasible possibility is to find “niche spectrum” for niche players to provide
tailored local solutions. “Niche spectrum” in the sense that the spectrum is outside the

3 Those organizations are the Aéroports de Paris Group, Air France, EDF, RATP, RTE, the Sanef
Group, SNCF Mobilités, SNCF Réseau, Société du Grand Paris, SYTRAL and TIGF.
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scope of the European harmonized bands for wide area coverage such as the existing
bands for mobile operators. However, these niche bands should be part of the 3GPP
standardization effort in order to take advantage of the economies-of-scale of the LTE
and 5G ecosystem.

Various countries in Europe have already made spectrum available that is used to
provide indoor solutions, based on spectrum in the 1800 MHz band (the Netherlands),
2.6 GHz TDD spectrum (e.g. in Belgium) or in the 3.6 GHz band (e.g. in Portugal and
Ireland)

A “niche” band that could be used is the 2.3–2.4 GHz band. This band is har-
monized for mobile communications, but in many countries not available for nation-
wide coverage due to incumbent use (mainly wireless cameras). Possibilities to make
this band available will be explored in more detail in the next section.

Another possibility is the 1880–1900/1920 MHz band. The lower part of the band
(1880–1900 MHz) is now harmonized in Europe for indoor cordless telecommunica-
tions (DECT). Possibilities to make the band available for other mobile technology
(LTE and 5G) should be explored. The upper part of the band (1900–1920 MHz) could
be made part of this study as a possible extension. This band is in most European
countries not used. It used to be part of the 3G (UMTS) licenses, but the TDD
component of UMTS was never used in Europe. The whole band of 1880–1920 is
within the remit of 3 GPP standardization, and the band is used in China. Therefore, the
handsets are already available.

A third possibility is the use of (parts of) the 26 GHz band. The band will only be
used to provide ultra-high capacity in restricted areas. This will give possibilities to
share the band between mobile operators and local networks.

4.3 Spectrum for Specific Verticals

5g is able to deliver a versatile and flexible mix of services that is tailored to the needs
of a specific user group or a specific kind of usage. This includes the possibility to
deliver public and societal services and applications that currently are provided through
the use of dedicated spectrum allocations, such as public safety services (Public Pro-
tection and Disaster Relief) and services related to transport and traffic management
(Intelligent Transport Systems). This may reduce the need for exclusive assignment of
spectrum for those specific applications. Examples are the next generation of PPDR
projects such as the Emergency Services Network (ESN) in the UK and FirstNet in the
US.

However, there might still be instances where the vertical has very specific
requirement and these will have to be assured to serve the public objectives. In that
case, there still might be a need for dedicated spectrum. A good example can be found
in the safety related aspects of ITS. Dedicated spectrum is set aside to assure the related
safety service at all cost.

Governments should be very reluctant to set spectrum aside. Many verticals might
state that the requirements are so unique that they need dedicated spectrum, while their
needs could be served by a more generic network, as shown for PPDR above. Another
example of today is the utility sector that claimed dedicated spectrum for smart meters.
However, there are possibilities to provide smart meter readings as a service on an
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existing mobile or IoT network. This reduces the need for dedicated spectrum. How-
ever, there may be a need for the vertical sector to be involved in the standardization to
assure that the needs of the vertical sector will be supported by the next generation of
mobile technology as has been done by the PPDR and railway community. Both user
groups provided their user requirements to the standardization activities of 3GPP.

5 The Need for Sharing

5G will provide new opportunities for spectrum sharing in both licensed and unlicensed
spectrum. Spectrum sharing solutions can be used to make spectrum available on a
local level for niche players. Sharing is thereby used to protect incumbent users and to
allow different local 5G networks to coexist. Spectrum sharing will go beyond the
traditional static sharing whereby spectrum is shared on a geographical basis. Spectrum
sharing in 5G will be more dynamic. It will expand and enhance the spectrum sharing
technologies already introduced in LTE.

A promising area of investigation is sharing between mobile operators and private
local networks. These private networks are in most cases used in isolated spots (such as
an industry plant or a warehouse) where there will be limited demand for wide area
connectivity as provided by mobile operators. This gives possibilities to re-use part of
the spectrum from the mobile operators for local networks. Coordination and time
synchronization may be needed to prevent interference between the networks. Studies
are needed to investigate the support of guaranteed QoS when sharing spectrum as well
as QoS support when roaming from the local network to the wide area network.

Listen before talk mechanisms are used to share unlicensed spectrum, as e.g.
introduced for MulteFire in the 5 GHz range. However the use of directional antennas
and beamforming will pose a challenge. These narrow beams will be more difficult to
detect. Although the chances of a collision are also reduced, the level of interference
will be more excessive. Various mechanisms have been proposed to overcome this
problem, ranging from beam coordination to centrally organized spectrum pooling
arrangements [12, 13].

More dynamic forms of shared access that are already present in regulations are
Licensed Shared Access (LSA) in Europe and Citizens Broadband Radio Service
(CBRS) in the United States. CBRS is a three-tier sharing model for the 3550–
3700 MHz band. This model allows secondary licensed access and tertiary unlicensed
access to accommodate a variety of commercial uses on a shared basis with the primary
incumbent federal and non-federal users of the band [14].

LSA is a sharing concept that is introduced in Europe to share spectrum between
incumbents and (licensed) LSA-users. Licensed access would result in guarantees for
spectrum access for both the incumbent and the licensed secondary user. It was
introduced to provide spectrum access for mobile broadband in the 2.3–2.4 GHz range.
New LSA work has started to address spectrum access for new entrants to provide
locally deployed high-quality 5G networks [15].

The scope of LSA could be broadened to improve efficient shared use not only for
the mobile operator, but also for incumbent users. To give an example, in a number of
European countries, the incumbent users of the 2.3–2.4 GHz band are wireless
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cameras. These cameras are used on a temporarily basis in a limited geographical area
to capture media events. In the Netherlands, a so-called booking system is used to
reserve and acquire a license for this temporarily and local use. The booking system is
used to optimize shared use of the band between the wireless cameras. Investigations
are now ongoing if this optimized use will provide possibilities to introduce mobile
communications in the band. There seem to be possibilities especially for local mobile
networks targeted at specific business segments. Sharing between wireless cameras and
local mobile networks is more promising than sharing between wireless cameras and
mobile operators to provide enhanced mobile broadband. The reason being that the
wireless cameras will normally not be used at company premises and industrial areas
whereas wireless cameras are used to capture media events which are often also a hot
spot area for mobile operators.

LSA based concepts can also be used to optimize the shared use of a band based on
actual propagation conditions. Currently shared use is based on a worst case scenario
for the propagation conditions. Hence there is ample room for improvement in shared
use if the sharing can be based on more realistic and actual propagation conditions.

Recent measurements in the 3.6 GHz range have shown that the propagation con-
ditions in this band are highly depending on the weather conditions. Worst case propa-
gation conditions occur only for a very limited period of time per year and mainly in the
evening till early morning hours [16]. Shared use of the 3.6 GHz band by mobile com-
munications whilst protecting satellite earth stations could be greatly improved if the
weather conditions are monitored and the geographical exclusion zone surrounding the
satellite earth station is made smaller as long as the weather conditions allow to do so.

6 Conclusion

Realization of the vision of 5G to deliver reliable wireless connectivity tailored to the
versatile needs of different business segments will require changes in the regulatory
environment for mobile communications. It will require a departure from authorization
purely based on auctioning nationwide licenses. Realization of the vision of 5G
requires local spectrum access by niche players and private networks to provide
specific localized business applications and services next to national spectrum access
for mobile operators. Access to spectrum for 5G should be based on a combination of
nationwide available exclusive licensed spectrum, exclusive local licensed spectrum
and unlicensed spectrum access. This will put more emphasis on spectrum sharing.
Technology can be used to make sharing more dynamic based on the actual demand
and realistic propagation conditions to improve efficient use of shared spectrum.
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Abstract. This paper proposes a sharing scenario based on License
Shared Access (LSA) framework with coexistence management between
licensed Mobile Network Operator (MNO) and vertical MNOs. This
allows the primary LSA license holder to lease the spectrum to the ver-
tical operators when it is not used by the primary operator. We demon-
strate the system in a real network consisting of two LTE-A base stations
and core network, LSA Repository and LSA Controller. Furthermore,
we implement the communication of the relevant network configuration
parameters between the LSA Controllers in order to enable coexistence
with interference-free conditions.

Keywords: Vertical spectrum sharing · LSA coexistence
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1 Introduction

One may observe that the concept of advanced spectrum usage through spec-
trum sharing, dynamic spectrum access or flexible spectrum management, has
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become solid and mature in a broad sense [1,2]. It is nowadays well known
that the static allocation of frequency resources among various stakeholders or
technologies may lead to high resource underutilization, but at the same time,
it seems to be the simplest and highly accurate way of protecting incumbent
users from harmful interference. Therefore, exclusive use of spectrum bands is
and will be still a dominant approach in the near future. Concurrently, unli-
censed spectrum use such as Industrial, Scientific, and Medical (ISM) bands
results to some extent in high spectrum utilization at the price of relatively high
level of interference power observed in the allocated band. Flexible spectrum
management is a tool that will try to solve the problem of ineffective spectrum
usage while simultaneously lower the impact of interference phenomena. More-
over, it is now considered as a potential method or more effective approach for
future applications by various stakeholders globally (such as Federal Communi-
cations Commission in USA (FCC), Conférence Eropéenne des administrations
des Postes et des Télécommunications (CEPT) with European Telecommunica-
tions Standards Institute (ETSI) in Europe, Office of Communications (Ofcom)
in UK, just to mention few).

Numerous researches, conducted experiments and even initial tests or trials in
the field of spectrum sharing have paved the way for the currently observed trend
in that domain [1,2]. Although it is currently not possible to guarantee accurately
enough protection of the incumbent transmissions by relying on sole spectrum
sensing and pure cognitive approach, the application of dedicated databases
seems to be a pragmatic solution to this issue. It is widely suggested that such
database-oriented solution should possess reasoning and learning capabilities on
one hand side, and be supported by adjusted advanced monitoring and sensing
functions on the other side [3–6] In this regard it is worth mentioning that ETSI
is working on the implementation of the Licensed Shared Access (LSA) concept
in the 2.3–2.4 GHz band [7,8]. Respectively, FCC created the foundations for
dedicated solution for 3.5 GHz band, known as Citizen Broadband Radio Service
(CBRS) [9]. Spectrum sharing has been also considered as an viable option for
5G networks [10–12], and from that perspective the application of LTE-A or New
Radio (NR) base station operating in one of the two above mentioned regimes
is of high interest.

LSA framework was introduced as a system allowing licensed and protected
secondary use of spectrum for mobile network operators (MNO) by ETSI. The
ETSI Reconfigurable Radio Systems, RRS, technical report [13] extends the con-
cept by applying LSA for local and temporary licenses. The principal options
for spectrum sharing between the operators and vertical sectors are the follow-
ing: 1. first option - the spectrum users have different local or global priorities,
2. Second option, where the rule first-come-first-served is being applied, or 3.
Last option - application of co-existence management, which tries to balance
dynamically between demand and supply for spectrum.

In this demonstration we consider different priorities applied to coexisting
operators (LSA licensees), which could be applied for example, when the mobile
operator has a nation-wide license and it allows secondary use of the band locally
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by vertical sectors. The vertical sectors are private LTE operators in this demon-
stration. In short, in this paper we consider the implementation of the LSA model
for simultaneous deployment of two LTE-A based networks operating in the
frequency division duplexing (FDD) scheme, where one represents a national
mobile operator and the other represents a local private LTE operator. To the
extent of our knowledge, the proposed vertical sharing scheme where the coex-
istence of the LSA licensees is managed by the LSA Controller has not been
demonstrated in the current literature related to LSA.

The paper is organized as follows. In Sect. 2 we briefly introduce the LSA and
CBRS models. In Sect. 3, the system model and mechanisms to enable coexis-
tence between the operators are described. Section 4 provides results of the field
trials in a real LTE-A network. Section 5 concludes.

2 Foundations of LSA and CBRS Coexistence Model

So far, nearly all radio licenses for mobile broadband have been allocated with
nationwide licenses. Mobile network operators have shared a specific frequency
band in the frequency domain as block licenses. However, this approach makes
it difficult for an operator to enter a new, possibly underutilized, area owned by
another operator. This is especially difficult for smaller or virtual operators offer-
ing customized services for different use cases, who cannot compete in spectrum
auctions with stronger operators. The high number of IMT bands and higher fre-
quencies of the bands have initiated ideas of sharing mobile operator bands also
geographically. The ideas include sub-leasing, neutral host operators, overlap-
ping macro and small-cell networks, and local 5G licenses for industry verticals.
In these proposals, two or more mobile operators potentially have adjacent geo-
graphical operating areas. In order to manage such a spectrum sharing schemes,
two approaches are widely considered. These are briefly described for survey-
ing purposes, as well as background introductory to the proposed modified LSA
-based sharing system.

2.1 Licensed Shared Access - LSA

Licensed Shared Access (LSA) concept has been originally introduced by the
Radio Spectrum Policy Group (RSPG) in its document [18] and was a response
to the industry interests for new spectrum usage models. In principle, it aims at
introducing new (additional) licensed users on spectrum bands currently assigned
to other incumbent systems. By assumption, LSA concept assumes some level
of volunteering, thus dedicated agreements between involved stakeholders are
required. LSA model was a subject of intensive research, regulatory and stan-
dardization efforts, resulting in dedicated standards released by ETSI for 2.3–
2.4 GHz band [7,8]. Ongoing regulatory activities are performed towards develop-
ment of harmonized technical conditions, cross-border coordination, guidelines
for the LSA sharing framework, incumbent usage, implementation examples,
and technical sharing solutions specifically between the mobile broadband and
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incumbent PMSE service in the 2.3–2.4 GHz band [12]. As a result, a regula-
tory framework for LSA has been created, which assumes the presence of two
dedicated entities operating on top of the existing network architectures. These
are LSA Controller and LSA Repository (see Fig. 1). Whereas the former entity
targets the assurance of the incumbent user protection (through calculation of
the protection areas, analyzing from various perspectives various interference-
related aspects etc.), the latter acts as the advanced repository for storage and
updating the information about spectrum availability and usage. The summary
of the spectrum sharing evolution towards LSA can be found in [19].

Fig. 1. LSA functional architecture

It is also worth mentioning that on February 2018 ETSI has released the
feasibility study on temporary spectrum access for local high-quality wireless
networks [13], which further strengthens the motivation for conducting the LSA-
focused experiment with two coexisting MNOs operating in the 2.6 GHz. The
considered scheme as well as the conducted experiment are described in the
following sections.

2.2 Citizen Broadband Radio Service - CBRS

Citizen Broadband Radio Service (CBRS) with Spectrum Access System is the
solution promoted recently by Federal Communications Commission (FCC) in
the USA. It allows to utilize the contiguous 150 MHz width fragment of spec-
trum in the 3.5 GHz band, mainly between 3550 MHz and 3700 MHz. In general,
this model foreseen simultaneous coexistence of multiple systems (also multiple
wireless technologies) under specific circumstances, which guarantee the Quality-
of-Service fulfilment of any protected user. In that context, three tiers solution
has been created, which allows for hierarchical spectrum sharing (between the
tiers) and vertical spectrum sharing (within the tier) [9,17].

In particular, the highest tier encompasses Incumbent Users (IU) which
require full protection from harmful interference originated from lower layers
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(other systems coexisting in this band). The IUs include military and mete-
orological radar systems, as well as grandfathered Fixed Satellite Service and
grandfathered Wireless Broadband. These systems may operate in the entire
band considered for CBRS systems. No additional permission (beside the one
obtained from the regulator) is required, and the IUs may start transmission
any time it is necessary. The second tier consists of so called Prioritized Access
License (PAL) users, which may utilize up to 70 MHz of band within the 3550–
3650 MHz band (the remaining 50 MHz band is excluded from PAL usage). Each
PAL base station may send requests for multiplication of 10 MHz band to Spec-
trum Access System (SAS), and SAS should allocate only contiguous fragment
of the spectrum. SAS can be treated as a dedicated entity for spectrum and
interference management in the CBRS model, but designated to control the sec-
ond tier of users (PALs). Finally, the General Authorized Access (GAA) users
are considered to constitute the lowest, third layer of the CBRS system, which
must protect the upper tier users and must accept possible interference generated
towards them. GAA devices may operate in the entire band. Figure 2 depicts the
three tier model.

Fig. 2. Three tier CBRS model

Following the CBRS Alliance standard [16], a group of Citizens Broadband
Radio Service Devices (CBSDs) may create a group (called Coexistence Group),
where all the group members are abide to the same interference and spectrum
managements policies. Dedicated logical entity, called Coexistence Manager will
facilitate the operation of tier-3 users by management of all CBSDs within the
group.

Although in this work we concentrate on the LSA applied to LTE networks
with a similar coexistence functionality as introduced in the CBRS framework,
let us note that major parts of the aforementioned CBRS model with a coexis-
tence management has been tested recently on a real network in Poznan, Poland,
described in [14].
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3 LTE Coexistence - Vertical Spectrum Sharing Scheme
for 2.6GHz

An LSA sharing scenario is implemented where one eNodeB (eNB) acts as a
primary mobile operator and has the highest priority, while the other eNB is
a Private LTE operator and has a lower priority - see Fig. 3. The experiment
has been conducted using OTE (one of the Greek network operators) premises
and network equipment. All eNBs used in this experiment were part of the
fully operational network with its own network management system deployed in
Athens, Greece. The spectrum management system consisting of LSA Repository
and Controller is implemented in Fairspectrum’s server physically separated from
the controlled LTE networks. Fairspectrum LSA Controllers can access the eNBs
through remote access from a virtual machine located in OTE’s facilities.

The 2.6 GHz FDD band 7 is considered with downlink frequencies 2620–
2690 MHz and 10 MHz channel bandwidth (respectively, possible Evolved-UTRA
Absolute Radio Frequency Numbers, EARFCN, for downlink transmission have
been set to 2800–3400, and for uplink to 20800–21400). In the testbed in OTE
premises, there are two 2.6 GHz FDD eNBs connected to core network. Although
there are only two operators in the demonstration, the scheme can be generalized
to account for multiple core networks and eNBs due to the distributed eNB
Controllers.

3.1 Applied LSA Interference Protection Mechanism

In our demonstration, the LSA controller (C1 and C2) in Fig. 3 is a software
implementation responsible of polling parameters from the eNBs, such as GPS
coordinates, possible transmit power levels, current transmit channel, link status
etc., committing the new operational parameters to the eNBs, and informing the
Repository of the current parameters of each operator. Furthermore, the com-
munication between LSA Repository and LSA Controller direction contains the
operator priority class, used channel, transmit power, interference-to-noise-ratio
criteria, bandwidth, noise figure, and adjacent channel leakage ratio (ACLR).
These parameters are necessary for Controller to manage the coexistence.

The LSA Repository manages the timing of the necessary operations and
assigns priority classes to the operators. The priority classes can be determined
beforehand by the National Regulatory Authority (NRA) and input in the LSA
Repository, or agreed through a mutual agreement between the operators. Fur-
thermore, the Repository (LR) informs the operational parameters to the Con-
trollers (LC) upon request.

The process flow consisting of information exchange and interference protec-
tion mechanisms is illustrated in Fig. 4, and described in the following:

1. Each Controller polls the parameter values from the eNBs every 60 s through
a dedicated tool which is a part of the operator’s Operations, administration
and management system (OAM). The Controller chooses the best channel as

chmax = arg max
i

{
eirp(i)

}
, i = 1 . . . M
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Fig. 3. Illustration of the experimentation system

where eirp is a vector containing the maximum EIRP values for each M
10 MHz channels for the eNB location, and the corresponding EIRP value,
eirpmax = eirp(chmax). The EIRP values are based on path losses using the
Extended Hata propagation [20] model between the interference source (eNB)
and the protection contour of the other operator(s). Specifically, the EIRP
value per channel is specified as:

EIRP ≤ − 174 + 10 log10(BW ) + NF +
I

N
+ LeHata(ht, hr, d, c) − Gt − Gr, (1)

where BW is the channel bandwidth in Hz, NF is the noise figure, I
N is the

interference to noise ratio, LeHata(ht, hr, d, c) is the path loss with a distance
d between the eNB transmit antenna and the protection contour of the pro-
tected mobile network, c is the clutter type (urban, suburban, open) at the
receiver location, ht, hr are the transmitter and receiver heights, and Gr, Gt

are the transmit and receive antenna gains, respectively. The protection con-
tour limit, γ, can be for example specified as the limit where the useful signal
level of −80 dBm/10 MHz is observed.

2. The Repository provides the available licensee data to the Controller (in
general, Repository also contains incumbent data which, however, in this
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Fig. 4. Flow chart of the algorithm.
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demonstration is not considerer). Since there are no other operators using
the spectrum according to the provided data, the EIRP limit is set to prede-
termined maximum, i.e. 47 dBm for each channel. The controller then assigns
the first available frequency (2620–2630 MHz) as the transmit channel with
an appropriate EIRP for the eNB. The Controller commits the new transmit
parameters to the eNB and informs this data also to the Repository.

3. Subsequently (or simultaneously), the Controller polls the values from the
second eNB and synchronizes the licensees’ data from the Repository. In this
case, the protection contour of the first eNB is calculated and its transmit
channel is taken into account in calculating the eirp vector if the priority
class of the first operator is higher than that of the second operator. If the
priority class of the second operator is higher than the priority class of the
first operator the second Controller can assign the channel used by the lower
priority operator to the higher priority operator. In this case, the second Con-
troller bypasses all the lower priority protection contours in the calculation of
the EIRP list for the second eNB. The controller then chooses the best chan-
nel for the second eNB, and notifies the Repository. The Repository further
informs other Controller(s) to make a new calculation of the EIRP list based
on the provided parameters and adjust their operational parameters.

4. Simultaneously, the Repository instructs each Controller to poll the param-
eter values from the eNBs every 60 s, and the process begins from the start
(item 1 above). If there are no parameter changes, e.g. no priority class
changes or location changes, or there are no new Controllers connected to
the network, the system remains stable (no commits are made to the eNBs),
and the eNBs continue to transmit on their current allocated channels and
powers.

4 Field Trial Results

In the experiment, two LTE networks will operate dynamically within the
2.6 GHz band: the private network is of lower priority with regards to the MNO
LTE network. The spectrum is monitored with Tektronix spectrum analyzer
connected to a laptop. In the figures, 2600–2700 MHz band is shown (center
frequency = 2650 MHz, span = 100 MHz, resolution bandwidth rBW = 500
KHz). The configuration parameters are presented in Table 1.

The demonstration begins by setting the lower priority Private LTE eNB on
center frequency 2625 MHz with 10 MHz BW and transmit power Pt as 24 dBm
(Fig. 5. The possible transmission power, Pt, for the eNBs are 17 to 24 dBm with
one dB interval. The spectrum mask of the private LTE is shown on 2620–2630
MHz. On the right hand side of the spectrum at around 2670–2690 MHz band is
unknown traffic not relevant to this demonstration. Next, as shown in Figs. 6 and
7, the higher priority MNO chooses the transmission channel currently operated
by the private LTE. The private LTE is forced to choose another channel, and
due to the adjacent channel leakage power the second best channel is at 2645
MHz (as shown in Fig. 8).
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Table 1. Configuration parameters

Parameter Value

N −104 dBm

NF 4 dB

BW 10 MHz

ACLR 42 dB

ht, hr 10 m, 1.5 m

c suburban

Gt 10 dB

Gr 0 dB

γ −80 dBm/10 MHz

Pt [17...24] dBm

Fig. 5. Experimentation course, Phase 1 - private LTE network operates normally on
fc = 2625 MHz, the primary MNO has made a reservation on the same channel.

4.1 Lesson Learned

1. The delay of the Controller obtaining the configuration parameters of the
other operator from the Repository depends on the selected polling interval,
which in our tests was set to 60 s. However, since the commission of new
parameters to the eNBs took nearly the same time, decreasing the interval
does not drastically speed up the channel assignment. However, the com-
mission time is device and network management system specific and cannot
be generalized. Some eNBs and core network systems may response more
rapidly and the polling interval would then offer more flexibility to control
the response time. In total, the transmit channel change took around 3 min
for the eNB to block the current transmission and switch to a different fre-
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Fig. 6. Experimentation course, Phase 2 - private LTE network is forced to switch off
the transmission and move to another channel.

Fig. 7. Experimentation course, Phase 3 - private LTE starts transmission in the new
channel.

quency band, which is adequate in a practical sharing scenario, where the
channel reservation can be known hours or days beforehand.

2. Spectrum resources are scarce and expensive, thus spectrum sharing creates
new opportunities for operators. Sharing decreases CAPEX and therefore it
is beneficial from financial perspectives. It also provides the means to have
a better utilization of the spectrum resources at periods of time with low
network traffic. Furthermore, if operator decides to enter a new geographical
area owned by another operator it will be much less costly to use the unused
spectrum, while opening services to the end users can be started quickly. The
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Fig. 8. Experimentation course, Phase 4 - both LTE networks operate simultaneously.

opportunities offered by spectrum sharing in a fashion demonstrated in this
paper are based on CAPEX reduction, better resource utilization and low
cost entry in a new band much quicker than waiting for regulatory license
contests, which is an uncertain method of obtaining spectrum resources to
many smaller, vertical or virtual operators.

3. To enable coexistence between the licensees the LSA framework could con-
sider feedback from the LSA Controllers to the LSA Repositories (or a simi-
lar logical entity) regarding the licensees’ network parameters, which in turn
could provide the relevant information on network configuration parameters
back to the Controllers. In our trials, we implemented successfully this infor-
mation exchange, which enabled the Controllers to make the necessary pro-
tection calculations and assign the new frequency bands to the operators,
thus avoiding interference conditions. It is clear that in order to implement
this kind of feedback further studies would be needed, especially on the com-
munication protocol, and exactly what parameters are possible to exchange
in a large scale multi-operator environment. Moreover, in case that there are
multiple vertical operators competing the primary licensees’ spectrum, there
should some kind of centralized reservation system where the vertical opera-
tors could make reservations of their spectrum use.

5 Conclusions

In this paper we presented briefly the LSA and CBRS systems, and proposed
License Shared Access -based sharing scenario with a coexistence management
between the licensees similar than that of the CBRS’s. This allows the primary
LSA license holder to lease the spectrum to the vertical operators when it is
not used by the primary operator. We demonstrated the system successfully in
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a real network setting consisting of two LTE-A base stations, core network, LSA
Repository and LSA Controller. Furthermore, we implemented the communica-
tion of the relevant network parameters between the LSA Controllers through
the LSA Repository in order to enable coexistence without channel collision and
harmful interference.
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Abstract. The interest in private LTE and private 5G radio licenses is
increasing along the IMT frequency bands, higher frequencies, new spectrum
assignments, and demand for wireless industrial communication. This paper
studies the private LTE and 5G license pricing using Finland as an example. The
methods for pricing are the actual block license-based frequency fee pricing,
Administrative Incentive Pricing (AIP), device based Private Mobile Radio
pricing, and the device-based pricing of the Netherlands. The study shows that
the selection of the pricing mechanism greatly impacts the license prices.
Spectrum policy and regulation can be the trigger for novel private network
ecosystem creation through creation of simple authorization processes to reduce
the cost and minimize the complexity of use of spectrum for private LTE. In
particular, provision of clear rules and guidance for spectrum valuation and
pricing for the national regulator itself, as well as for the stakeholders wanting to
supply and operate private LTE was found essential in reducing the cost and
minimizing the complexity of private LTE spectrum use.

Keywords: Mobile communication market � Private networks
Spectrum pricing � Spectrum sharing � Regulation � 5G

1 Introduction

The increase of private LTE and 5G networks stem from the following changes in the
society: explosion in number of IMT frequency bands, higher frequency ranges, new
types of radio licensing for 3GPP technologies, and demand for wireless industrial
communication. The private LTE concept is an enabler for industrial automation and it
is realizable now. The roll out of private LTE and future 5G is constrained by an
inability to access quality spectrum timely. Authorization of this spectrum is required
on a localized basis in contrast to the national and exclusive basis that has applied for
mobile network operators providing services to the public to date. The benchmark
pricing of private LTE and 5G licenses is challenging, because the prices of nationwide
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mobile broadband radio licenses for public networks are considered to be very high and
the radio licenses for private wireless networks very low.

The Evolved Universal Terrestrial Radio Access (E-UTRA) mobile broadband
frequency bands have grown from 17 in 3GPP release 8 in 2007 to 60 in release 15 in
2017 [1, 2]. The difference in the number of frequency bands supported in eNodeBs
and User Equipment (UE) globally and the number of frequency bands taken into use in
an arbitrary country has grown even faster. It means that there are commercial off-the-
shelf mobile devices and networks available for the frequency bands, which are not
used by the mobile operator. Some of these bands could be potential for private LTE
and 5G networks.

In 3GPP release 8 in 2007, the frequency bands reached at highest 2620 MHz [1],
and in 2017 in release 15, the frequency bands went up to 5925 MHz [2]. For future 5G
use, European Commission Radio Spectrum Policy Group (RSPG) recommends the
24.25–27.5 GHz as a pioneer band in Europe and considers that the band 40.5–
43.5 GHz is a viable option for 5G in the longer term [3]. According to Global System
Mobile Association (GSMA), the coverage bands are on the mobile broadband fre-
quency bands 1.4 GHz and below [4]. The higher frequency bands are capacity band
and their primary purpose is to provide capacity in densely populated areas. The
capacity bands are potential for private LTE and private 5G due to limited coverage of
the public mobile operator network and interference of private LTE and 5G networks
only on a limited geographic area.

Practically, all deployed mobile broadband networks have block licenses. it means
licensing of a block of spectrum on an area-defined basis [5]. The emerging licensing
methods include license-exempt [6], Licensed Shared Access (LSA) evolution [7], and
Citizen’s Broadband Radio Service (CRBS) [8]. Spectrum assignments based on them
lack coverage requirements, encourage for small mobile broadband networks, and
decrease cost of spectrum access for private LTE and 5G networks. The most common
alternative to the block licenses are device licenses. In the case of LTE or 5G networks,
the price of the license is based on the number of the eNBs in the license.

The performance dimensions of 5G are: enhanced Mobile Broadband (eMBB),
massive Machine Type Communications (mMTC), and Ultra-Reliable and Low
Latency Communications (URLLC). They have been developed to support the
requirements of vertical industries like factory automation. The main approach to
satisfy the different Key Performance Indicators (KPI) of the various performance
dimensions by a Mobile Network Operator (MNO) is to deploy network slicing [9].
Alternatively, the vertical industries may operate their 5G network using an own radio
license, or a license traded or subleased from a MNO [10]. Key to the success of private
network solutions is the ability to access suitable harmonized mobile spectrum in
required locations in a timely way and on appropriate terms. This is likely to be
challenging given the current approach to assignment of this spectrum, the lack of
active secondary spectrum markets, and the very limited use of spectrum sharing in
these bands.

The cost of getting and holding a radio license typically consists of a one-time
auction price, a recurring frequency fee, or both of them. In Finland, the auction prices
are market based and the auction payments go to general public treasury, whereas the
frequency fees are used to cover the costs of the National Regulatory Authority (NRA).
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As the regulator is a governmental non-profit organization, the frequency fee level is
adjusted to the cost of administration, and not market based in 2018. The Finnish
Information Society Code [11] added a possibility for Administrative Incentive Pricing
(AIP) for the situations that a network license for telecommunications and television
operations has been granted free of charge by the Government. The Finnish AIP is
applicable in the cases where there is a lot of demand for the licenses and auctions or
other market mechanisms have not been used in the spectrum assignment. In addition
to AIP or auction, the spectrum holder also has to pay the frequency fee. The frequency
fees in the UK, Sweden, Norway, Denmark, Ireland, Czech Republic were studied in
[12].

In market economy, the price reflects supply and demand. When there is little
liquidity due to limited supply or demand, the auctions do not work and price equi-
librium between demand and supply is difficult to quantify [13]. Instead, different
valuation methods are required. Valuation methods can be categorized into engineering
value [14], Economic value [15], and strategic value [16]. The approaches for radio
license pricing include: Direct benchmarking, Adjusted benchmarking, Econometrics,
Avoided cost models, Full enterprise valuation, and Iterated cost models [5].

A larger scale of private LTE or private 5G network licensing is expected to begin
in the band 3.4–3.8 GHz [17]. The reasons for that are: it has been selected as a 5G
pioneer band [18], the LTE bands (42, 43, and 48) have been specified quite recently,
and the equipment is appearing on the market. As a capacity band, the mobile operators
will not deploy a large coverage network like in the coverage bands. Due to several
incumbent governmental and commercial users in the band, it is difficult to clear the
whole band for mobile broadband in most countries encouraging to local licensing.
Local licensing regulation has been taken into use in the 3.5 GHz band in the
Netherlands [19, 20], in Germany [21], and in Ireland [22]. It is about to come out in
the US very soon [8] and it is considered e.g. in Finland.

Although, the spectrum decisions will have large impact on societies and key
stakeholders’ businesses, there is very little prior work on spectrum pricing in the
context of private LTE or 5G networks. Therefore, this paper aims to study how
currently used pricing models fit to private LTE and private 5G radio licensing models.
The study calculates a radio license price for small, medium-size, large private LTE
networks in various parts of Finland using the Finnish frequency fee, Finnish Private
Mobile Radio (PMR) frequency fee, the AIP of the Finnish Information Society Code
[11] applied to private LTE, and the Netherlands private LTE pricing [19].

License pricing is one of the tools, which the regulative authorities can use for
spectrum management. The single most important target is efficient spectrum man-
agement, that leaves freedom for interpretation what efficient means. From the econ-
omy of the society perspective, the efficiency could be described as capability to create
and provide communication services, the price level of the services, business activity,
and employment [23]. More concretely, the spectrum pricing should encourage the
license holder to invest in network infrastructure rather than speculate with the value
increase of under-utilized spectrum. The pricing should allow the possibility to allocate
the spectrum licenses to the user, who can create most value for the society with the
spectrum resource. The pricing tools for the regulative authority to achieve efficient
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spectrum management include: auctions, Administrative Incentive Price (AIP), resel-
ling rights of licenses, and technology and service independence of the licenses [23].

Our assumption is that the market of private LTE licenses, on large, does not have
enough demand and supply from multiple stakeholders to make the auctions possible.
The auctions are taken into account in this study as benchmark analysis and mapping
the respective auction prices from liquid markets to frequency fee-type pricing. AIP
pricing is derived from the Finnish AIP pricing of free-granted network licenses for
telecommunications and television operations. These are compared to non-market-
based frequency fee of block and device frequency licenses.

The rest of the paper is organized as follows. First, an overview of the pricing
methods and data is presented. Then, the results of the pricing use cases are presented
and discussed, followed by the conclusions in Sect. 4.

2 Pricing Methods and Data

In Finland [24], frequency fee is based on the availability, usability, and the frequency
range. The frequency fee is calculated [25].

Fee ¼ C1CinhC6bB0SP; where; ð1Þ

C1 is frequency band coefficient, Cinh is population coefficient, C6b is system
coefficient, B0 is relative bandwidth, S is basic fee coefficient, and P is basic fee. The
used coefficient values can be found in [24], and the numerical values are summarized
in Table 1.

The population coefficient is Cinh is obtained for block licenses by diving the
inhabitant number living in the license area by population of Finland. C6b system
coefficient for device licenses is 0.25 x device number and the maximum value is
23.75, when there are 100 or more devices in the license. The minimum frequency fee
is 18 €. According to the Finnish legislation, the frequency fee for mobile bands is
calculated according to block license rules. The other options: applied AIP, PMR,
auction and Netherlands pricing are just illustrative methods for comparison. The
Netherlands license price is fixed 633 € per base station [19].

Table 1. The frequency fee coefficients for a private LTE or 5G network with a 10 MHz
bandwidth in the 3.5 GHz band for one year

Coefficient Block Applied AIP PMR

C1 0.4 0.4 0.4
Cinh Variable Variable 0.01
C6b 1 1 Variable
B0 2000 2000 9.28
S 0.018 0.018 2.1
P 1295.5 € 9300 € 1295.5 €

136 H. Kokkinen et al.



The auction price is based on the mean auction price in the 3.4 to 3.8 GHz bands in
Slovakia, Romania, Hungary, Montenegro, Ireland, Czech Republic, Australia, UK,
and Austria between May 2015 and March 2018. The mean sample value without the
reserve prices in these auctions is 0.05 USD/MHz/pop for a 15-year period [26]. The
annual amount of the auction price is calculated by multiplying one 15th of the average
auction price with population density and the size of the license area.

The data for the study represents a random selection of a 2 km2, 10 km2, and
100 km2 area in Finland. The location probability is weighted according to the pop-
ulation density in the location. This data selection means that each person living in
Finland applies for a single private LTE license in their home municipality. The
resulted distributions describe the price distribution of those applied private LTE
licenses. For device-based license prices, we estimate 0.5 eNBs per km2 in 2 km2 area,
0.2 eNBs per km2 in the 10 km2 area, and 0.1 eNBs per km2 in the 100 km2 area. In all
areas, we estimated 10 UEs per eNB. UE frequency fee is applicable only in PMR
pricing. Ficora calculates the exact inhabitant number in the license area. In this study,
we use the average inhabitant density for each municipality area.

In the data, for each municipality there is the same relative number of LTE private
networks as there are inhabitants. In the smallest municipality, there is one reservation.
The less populated areas of a municipality even out the most expensive urban areas in
the same administrative area. As this method limits the maximum frequency fee price,
we divide the largest city Helsinki in 9 different areas. We do not separate the cases
where the municipality area is smaller than the license area. Compared to the real
Ficora fees, this computation gives a little bit lower maximum fees and the distribution
has visible steps representing the largest cities. Whereas the real Ficora fee distribution
is smooth. In large areas, the real Ficora fees do not go quite as high as in this study,
because there are no 100 km2 areas with the highest population density.

3 Results

The license prices are calculated for 1 year with 10 MHz bandwidth in the 3.5 GHz
mobile band. Three different license area sizes are studied: 2, 10, and 100 km2 in
Finland. The pricing is presented for Finnish block license, applied AIP, device
licensing with the Finnish PMR method, device licensing with the method of the
Netherlands, and an average European Union auction price on 3.4–3.8 GHz. The
minimum, maximum, average, and median of the license prices in different munici-
palities in Finland are collected in Table 2.

The distributions of license prices covering an area of 2, 10, and 100 km2 in
different municipalities in Finland are presented in Figs. 1, 2, and 3, respectively. As
the only difference between the applied AIP frequency fee, applied auction price, and
the frequency fee is the basic fee, the form of the curves is similar. The Netherlands
private LTE and Finnish PMR methods use device licensing. The price is not depen-
dent on the population density, and they appear as step functions in the CDF graph. The
number of base-stations per square kilometer is different in 2, 10, and 100 km2 license
areas. Consequently, the relative position of the step functions differs from the distri-
bution curves in the respective graphs.
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The auction derived license pricing is the highest one among the population density
depending license cases. The applied AIP price is very close to the auction price. The
auction price is the most expensive one especially in the high-density areas. Depending
on the device number per square kilometer, the device-based licenses are most
expensive in sparsely populated areas and generally lowest cost in the areas of highest
population density. The Netherlands device-based license is more expensive that the
Finnish device license. The relative difference between Finnish and Dutch device
licenses partially depends on the selected number of UEs per eNB. The impact of the
number of the UEs becomes smaller in large areas as the PMR cost increases along the
device number up to 100 devices.

Table 2. Basic characterization of the studied license prices

Pricing Min (€) Max (€) Average (€) Median (€)

FIN Block 2 km2 18 41 18 18
FIN Block 10 km2 18 413 18 18
FIN Block 100 km2 18 4135 97 18
Applied AIP 2 km2 18 148 18 18
Applied AIP 10 km2 18 1484 35 18
Applied AIP 100 km2 18 14844 350 26
FIN PMR 2 km2 278 278 278 278
FIN PMR 10 km2 556 556 556 556
FIN PMR 100 km2 2652 2652 2652 2652
NL 2 km2 633 633 633 633
NL 10 km2 1266 1266 1266 1266
NL 100 km2 2652 2652 2652 2652
AUC 2 km2 18 164 18 18
AUC 10 km2 18 1645 39 18
AUC 100 km2 18 16446 388 29

Fig. 1. Cumulative distribution of 2 km2 license prices with different pricing methods.
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4 Conclusions

There is ongoing development of private LTE and 5G network solutions for industrial
automation. Timely access to harmonized mobile spectrum in required locations and
with appropriate terms is key to the success of private LTE and private 5G solutions
that are an enabler to industrial automation. Private LTE networks are, by their very
nature, designed to be small-scale, sub-national and sometimes short-term. As a result,
any licenses that are only available on national basis, with long license durations, and
high upfront investment are not suitable, and are unaffordable for private LTE
operators.

In this study, we compare different pricing methods for private LTE networks in the
3.5 GHz band using Finland as an example area. We compare on one hand AIP pricing
to non-market priced licenses and on the other hand pricing based on device number to
pricing based on population density. The selected cases partially represent the one-time
payment (auction) and recurring payment (frequency fee). In many countries, these
payment methods are bound to financing the operation of the radio administration.

Fig. 2. Cumulative distribution of 10 km2 license prices with different pricing methods.

Fig. 3. Cumulative distribution of 100 km2 license prices with different pricing methods.
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A common situation is that the recurring frequency fees are used to cover radio
administration costs, and the one-time auction payments fill the general government
treasury. A mixture of these are AIP fees, which exceed the costs of radio adminis-
tration, and which can either be dedicated to the communications authorities or grow
the government treasury.

Two practical targets set in the introduction were: encouraging investments in the
network infrastructure and allowing allocation of spectrum resources to the stake-
holders who can create most value with the resource. When device and block licenses
are compared, the device licenses decrease the interest to invest in the network
infrastructure due to increasing cost, and they encourage to keep spectrum unused
because it is possible to hold a lot of spectrum resources with minimal cost. Similarly,
one-time payments can be considered as investment instruments by the license holder
rather than as a resource to facilitate new business. Recurring payments force the
license holder to continuously consider, if the value created with the spectrum
resources is high enough to justify holding the license.

The auctions are an obvious tool to allocate spectrum to the stakeholder offering
most for the resource on the markets where there are several buyers bidding for the
spectrum. Unfortunately, it cannot generally be expected in the case of private LTE
networks. An alternative to auctions is to keep frequency fee high enough to be
selective in terms of buyers. The level of the frequency fee should in optimal case be
derived from the market price for example by benchmarking from auction prices,
known acceptable market price, or by deriving it from business models of the buyer.
An observation of the relative position of the population density dependent distribu-
tions is that for the 3.5 GHz private LTE licenses the applied AIP price and auction
benchmark prices are very well in-line.

The price should follow the demand. The areas and frequency ranges, which have a
lot of demand should have higher prices than the ones with little demand. Generally,
we can assume that the areas with high population density have high demand and the
areas with low density have less demand. In the results section, we show that fixed
device pricing does not follow the population density. It creates an obstacle to utilize
the resource in the low demand areas and it does not create an incentive to guide the
spectrum utilization to the high value users in the high demand areas.

The population density describes well the demand for traditional mobile network
spectrum as the end customers are consumers. A significant customer group of private
LTE are expected to be industrial estates like factories or ports. No one lives in
factories or ports. The main research question to be studied further is how to quantify
the demand of the industrial estates in private LTE pricing.

We could summarize the recommendations for private LTE pricing of spectrum
licenses in 3.5 GHz band as follows: have a significant recurring payment, use block
licenses, make the license price highly dependent on the population density, set the
pricing for the lowest demand areas at nominal level, set the AIP fee level to the
benchmark auction price, use benchmarking analysis to estimate the auction price, and
use a factor to take into account the demand at industrial estates. Spectrum policy and
regulation can be a trigger for novel private network ecosystem. Simple authorization
processes reduce the cost and minimize the complexity of private LTE spectrum use.
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Abstract. Public safety users require radio spectrum for their commu-
nication systems. In this study, sensors are proposed as a backup spec-
trum information source in a rapidly deployed public safety long term
evolution (LTE) communication network with licensed shared access
(LSA) system. While the LSA system has been well developed, the draw-
back measures have not been thoroughly investigated from the applica-
tion point of view. Herein, a collaborative sensing method is suggested
for detecting an incumbent spectrum user and for establishing a protec-
tion zone around it. Furthermore, methods are developed for combining
information from sensors and from an LSA system in a rapidly deploy-
able public safety LTE network. The information from the sensors can
be used for verifying incumbent protection and also for finding available
spectrum in critical scenarios. The proposed methods give wider spec-
trum knowledge than just by using repository information or local sensor
information.

Keywords: Sharing arrangement · Commercial LTE network
Dynamic spectrum access

1 Introduction

Public safety (PS) actors today utilize closed communication networks, such as
TETRA [11], as their primary communication systems. The advances in com-
mercial networks have made them an attractive option for the PS actors who
also want to benefit from the efficient technologies. The current standards for
the long term evolution (LTE) networks are planned considering PS users as
priority users [5–8]. This enables the commercial network providers to offer their
services also to the PS actors, such as border control, police, first responders
and military, whose effective communication capabilities are vital for the soci-
ety. Moreover, the commercial LTE equipments are relatively inexpensive and
the infrastructure is readily available.
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While commercial networks have advantages over the traditional closed PS
networks, the PS actors can not yet completely rely their communication over
the commercial networks. This is because the commercial networks might not be
built in every required location and because the full functionality of the commu-
nity infrastructure might not be available in the PS operations due to electrical
breaks or infrastructure damages. A solution to counter these uncertainties is
a local rapidly deployable LTE network [16] which can be carried with the PS
actors to the point of action. In this network the PS actors have local and full
control for guaranteed services.

These deployable networks require radio spectrum. The spectrum may be
owned by the PS users, but that is inefficient use of scarce radio spectrum since
most of the time the PS spectrum is unused. Another way is spectrum sharing.
The spectrum sharing can be enabled with a political decision. Alternatively, the
commercial network operators can have monetary incentives to offer complete
communication solutions including secondary spectrum rights for their PS cus-
tomers. Note that the shared spectrum usage should not generally disturb the
commercial networks. This is true especially when the commercial networks also
serve priority users such as public safety.

One way of obtaining and sharing spectrum with the commercial systems
interference free is licensed shared access (LSA) [3,9,10]. Another spectrum
sharing method is called spectrum access system, which is designed for centrally
sharing the 3.5 GHz band in the United States [20,21,25].

This work concentrates in LSA, where the secondary spectrum user requests
the spectrum from a central spectrum repository via internet. An overview of
spectrum sharing principles with LSA for PS from the point of spectrum own-
ership has been given in [15].

However, the spectrum sharing system for rapidly deployed public safety
networks must operate also in some problematic situations. One is prolonged
internet connection loss that denies access to the repository. Moreover, the infor-
mation in the repository might not be valid. This is for example a crisis situation
when the primary spectrum users such as commercial networks are down. For
these situations, spectrum sensing to detect vacant spectrum is needed. Note,
that the fall-back measures in LSA specifications [10] are presented only on a
high level, and do not include sensing.

Spectrum sensing has been extensively studied in wireless communications
[13,26] and the sensing methods include, for example, energy detector [2,14,17],
known signal correlation, cyclostationary, and radio identification based sensing
methods. The spectrum sensing dimensions are frequency, space, time, power,
directional information and polarization.

Sensor networks have been proposed to be used together with the LSA system
in [19] to map the radio environment to a central data base together with the LSA
repository. In that work, collaborative use of sensor networks enables efficient
spectrum sharing between multiple LSA licensees. Spectrum sensing can also be
done collaboratively. The collaborative sensing has been surveyed in [1,22,24].
Furthermore, multiple sensors can be used to mitigate the effect of shadowing
and fading by sharing their information [12,18,23].
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This work utilizes the already existing sensing and detecting methods in a
new kind of manner and do not develop another decision making algorithm or
update a central data base. Our point of view is to utilize additional available
sensors in conjunction of LSA system. The proposed methods are planned to
be used as a simple backup system for spectrum information on PS network
utilizing LSA when these types of centralized repository systems might not be
functional. For the first time we have a decision method for LSA to select the
allowed resources with contradicting spectrum information sources. More specif-
ically, when the repositories are fully functional and the commercial networks
are working, the repository information is verified with sensors. Then, when the
LSA system has problems, the sensors are utilized for obtaining the spectrum
information.

We take the spatial perspective for the sensors. More specifically, this work
utilizes distances from which a sensor can detect incumbents. A collaborative
sensing method is proposed for ensuring the available spectrum when there are
multiple sensors available. Other collaborative methods probabilistically increase
the detection probability by sensing with multiple sensors. Compared to these
methods our method obtains a higher detection probability by simply consider-
ing smaller spatial areas that are reliably detected by a single detector. Further-
more, by having multiple sensors at different locations the reliably detected area
broadens.

The paper is organized as follows. Section 2 presents the network model.
Section 3 introduces a collaborative sensing method for locating the possible
incumbent and describes how to find a protection zone around it. Section 4
describes how the sensors and LSA repository can be used together to allow
spectrum utilization. Here, the spectrum use agreements between the incum-
bent and the LSA licensee, i.e. sharing arrangements, determine wether the use
is allowed or not. Section 5 describes how to control false and miss detections.
Section 6 describes the practical use of the sensors, for when the LTE base sta-
tions of public safety can disturb with the sensing. Section 7 is the conclusion.

2 System Model

This work concentrates on a deployable closed PS Long Term Evolution (LTE)
network, that acts as a secondary spectrum licensee in an LSA system. Figure 1
presents the network components and their connections. The left side of the
figure is the considered deployable network. It is used for PS communication
when the commercial network might be unavailable or drastically limited. The
LTE access points use frequency division duplex. The LSA repository offers avail-
able spectrum information for the LTE access points via an Internet Protocol
(IP) network connection. 1The radio heads provide more spectrum information

1 The commercial networks can be connected to this system for example with multi-
radio access technologies such as a high antenna gain multioperator 3G/4G/LTE
router lifted high above the ground level.
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and are controlled with a sensor manager application. The distributed LSA con-
trollers use the channel information from the repository and from the radio
heads. The controllers control the use of carrier frequency of the LTE access
points and synchronize their spectrum information. The light EPC before every
access point is a light version of evolved packet core. It offers the necessary ser-
vices for connecting the access points to the backhaul network and enables a
connection between the LTE access points. The backhaul is formed with a pri-
vate IP network, that can be either wired or wireless [4]. In our scenarios the
private IP backhaul network is considered to be highly robust and self configur-
ing. Note, that the number of access points, radio heads and routers can vary.
This type of a network can be built for example with towable lifts or crane cars,
that are equipped with the necessary equipment.

Router

S1

LSA 
repository

Private IP network

Router

S1

Light 
EPC

Distributed LSA 
controller / 

dOMS

Light 
EPC
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controller / 
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IP network
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LSA licensee

?
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Fig. 1. LSA system for rapidly deployed LSA licensee network with LTE access points
and radio heads for sensing. The primary spectrum users might be present, for which
the sensing is used.

In order to analyze incumbent free areas with multiple sensors, the detection
distances of a sensor in various conditions have to be defined. The distances
depend on the specific sensing method, on transmitted signal power, on antenna
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gains, on attenuation, on random noise, on shadowing and this is not in the
scope of this paper.

3 Collaborative Sensing Method

In this section, collaborative sensing is introduced for multiple sensors to sense
if the channel is free or not and to calculate a protection zone for a possible
incumbent user. The basic principle for collaboratively sensing the channel free
is shown Figs. 2 and 3.

First, circles with radius df are drawn around the sensors that do not detect
the incumbent. A distance df denotes the radius that is likely free of transmit-
ters, given that there is no detection. Second, the union of these circles is taken.
It is seen in Fig. 3 inside the solid thin red line. This area is free of the incumbent
transmitter. Finally, the area within distance dinc is removed from the boundary
of the union. A distance dinc is the maximum distance between the incumbent
transmitter and the incumbent receiver. Removing this area, mitigates the hid-
den node problem. The remaining area is free of incumbent receivers. This area
is seen in Fig. 3 inside the solid and rounded thick green line. Its complement
is the protection zone, which is the area within which the incumbent receivers
should not be subject to harmful interference caused by PS. The above method
can also be utilized when there are multiple incumbent transmitters, but no
detection. Note that multiple transmitters increase the distance from which the
incumbent can be detected. Thus, the transmitter free distance calculated for a
single incumbent df is free also in a multiple transmitter scenario.

Sensing device -
No incumbent

Sensing device -
No incumbentSensing device -

No incumbent

df

Fig. 2. Three sensors with no detection.
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dinc

Open area for incumbent
transmitter

Open area for incumbent
receiver

Sensing device -
No incumbent

Sensing device -
No incumbent

Sensing device -
No incumbent

Fig. 3. Three sensors do not sense the incumbent. LSA controllers calculate an incum-
bent free zone for a possible incumbent, whose receiver is within distance dinc from the
transmitter. (Color figure online)

If there is only one incumbent transmitter, multiple sensors can be used to
roughly locate it. The basic principle can be seen from Fig. 4. In this example,
two sensors have sensed the incumbent and one sensor has not. First, circles
with radius dt are drawn around the sensors that detect the incumbent and
an intersection between these circles is taken. A distance dt denotes the radius
within the detected LTE transmitter is with a close to one probability. Second,
circles with radius df are drawn around all the sensors that do not detect the
incumbent. Third, these circles are removed from the intersection. This is the
area free of the incumbent transmitter. Finally, the area within distance dinc
from the boundary is added. The resulting area might have silent incumbent
receivers. This area is seen in Fig. 4 inside the solid and rounded thick line.
This is the area within which the incumbent receivers should not be subject to
harmful interference caused by PS base stations. The transmission details have
to be further agreed in the spectrum sharing arrangements.

4 Spectrum Sharing Arrangements for Combining
Contradicting Spectrum Information

In this section, it is described how the distributed LSA controllers can use the
protection zones described above for combining and verifying the spectrum infor-
mation from different sources. The spectrum information sources are: the sensors,
the LSA repository, and the other LSA controllers that synchronize spectrum
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Sensing device -
Sensed incumbent

Sensing device -
No incumbent

Closed area
for

incumbent
transmitter

Closed area for
Incumbent receiver

Sensing device -
Sensed incumbent

d t
dinc

df

Fig. 4. Two sensors notice the same incumbent and LSA controllers calculate a closed
protection zone for it, which is seen here as a green thick line. A detected transmitter
is most probably closer to the sensor than dt. Moreover, a distance df is likely free of
transmitters, given that there is no detection.

use of their corresponding base stations. Moreover, a lack of commercial network
services can indicate that there are unused spectrum resources.

The distributed LSA controllers determine if the channel use is allowed or not
and share the allowed channels between each others while selecting the channel
allocations and power levels. Then, the controllers have event based listeners
for noticing changes in the spectrum information and in the availability of the
channels. This listener initiates a channel change for the base stations if needed.

If the channel is allowed or not depends on the LSA sharing arrangement
with the incumbents. The arrangements should be agreed separately for differ-
ent location types. The types of locations can for example be areas with no
known commercial networks and areas with broken commercial networks. Addi-
tionally, criticality of the missions has to be taken into account in the sharing
arrangements.

In a highly critical scenario, where the commercial network is down, it is
straightforward for the controllers only to select the least congested LSA channel
from the nearest sensor. This channel is not likely used in this particular location.
Furthermore, it has the least interference.

Tables 1 and 2 are two examples of sharing arrangements for what to do
with contradicting and congruent spectrum information. Here, the tables show
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wether the spectrum use is allowed or not by the PS base stations. Similar sharing
arrangements could also be made for borderline commercial network scenarios
with insufficient commercial networks.

Table 1. A sharing arrangement for LSA licensee transmissions in areas with no known
commercial networks.

Sensor(s) → LSA
repository ↓

LSA channel in
this area not
detected free

LSA channel in
this area
detected free

LSA channel available No Allowed

LSA channel not
available

No No

Old LSA information
with available channel

No Allowed

Table 2. A sharing arrangement for LSA licensee transmissions in areas with broken
commercial networks.

Sensor(s) → LSA
repository ↓

LSA channel in
this area not
detected free

LSA channel in
this area
detected free

LSA channel available Allowed Allowed

LSA channel not
available

No Allowed

Old LSA information
with available channel

No Allowed

Note that the details of the allowed transmissions have to be further agreed.
These include if the incumbent is allowed to transmit without informing the LSA
repository. Moreover, the sharing arrangements resolve the transmission power
and antenna height limitations, sensing methods and their detection probabilities
and false and miss detection probabilities.

5 False and Miss Detections

While sensing, some amount of false and miss detections have to be tolerated.
The values of these have to be agreed with the incumbent. The false detection
probability per sensor can be decided first by selecting the detection threshold
correspondingly. Then, in general, the maximum miss detection probability can
be made smaller by considering a smaller radius, df, around the sensor. This
radius is considered free of transmitters, given no detection. Here, the smaller
detection radius df increases the received signal and thus increases the detection
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probability. Note that with a smaller df there might be a need for multiple
sensors2 to cover the required area. Another option for covering the area are
sensors that are moving for example in the air.

6 Sensor Control in Practice

The use of multiple sensors needs an efficient tool for controlling all the informa-
tion. This section describes methods for the PS network to use available sensors
and to notice changes in the channel information.

The information from the sensors is analyzed at the distributed LSA con-
trollers. The sensor specific information is used by the controllers to estimate
the values for df and dt. The sensor specific information includes at least the
sensor antenna, height, location, gain and the environment of the sensor.

The PS network has a sensor manager application, that extracts the measure-
ments of LSA licenseed channels from the available sensors. The sensor manager
uses the unique commands for the corresponding sensors. Most spectrum sen-
sors have programmable interfaces, using for example standard commands for
programmable instruments (SCPI), C, or Python programming languages. The
manager provides the measurements and sensor specific information for the dis-
tributed LSA controllers.

The LSA controllers access the sensing information when the PS transmis-
sions do not disturb with sensing. For doing this, the channels are sensed before
the PS base stations go on air. The information is saved for later use. However,
if there are other nearby PS base stations on air, the LSA controller first waits
for a communication break. Then it blocks the nearby base stations temporar-
ily before accessing the sensed information. Moreover, the sensing can happen
periodically during communication breaks. The periodical sensing is used to ver-
ify that the channel is still available. The time period should be agreed in the
sharing arrangements.

7 Conclusion

We introduced a sensing method for PS to complement LSA spectrum informa-
tion. This is done by determining reliable detection distances per sensor and by
utilizing them according to the agreed sharing arrangements. A natural exten-
sion to this work is therefore to plan the required sensing network for more
specific environments. The detection distances have to be further estimated for
the specific sensors and for the specific incumbents.

Our scenario had a hidden assumption of simple and coarse detectors. It
is also possible to consider more sophisticated sensing methods, such as power
of arrival and angle of arrival techniques. These can be used for locating the
detected incumbent users with a high accuracy. Then, the spectrum use could

2 Moreover, with more detectors, false detections itself can be detected if multiple
sensors give contradictory results.
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be similarly allowed given that the detected incumbents can be located to be
further than their reuse distance.
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Abstract. The paper considers the problem of designing the maxmin
strategy for a dual-purpose communication and radar system that
employs multicarrier OFDM style waveforms, but faces an uncertain
level of background noise. As the payoff for the system, we consider the
weighted sum of the communication throughput and the radar’s SINR.
The problem is formulated as a zero-sum game between the system and
a rival, which may be thought of as the environment or nature. Since the
payoff for such a system combines different type of metrics (SINR and
throughput), this makes underlying problem associated with jamming
such a systems different from the typical jamming problem arising in
communication scenarios, where the payoff usually involves only one of
these metrics. In this paper, the existence and uniqueness of the equilib-
rium strategies are proven as well as water-filling equations to design the
equilibrium are derived. Finally, using Nash product the optimal value
of weights are found to optimize tradeoff of radar and communication
objectives.

Keywords: Dual-purpose communication and radar system
Maxmin · Background noise

1 Introduction

Recently, there has been interest in enabling radar and communication system
to co-exist in the same frequency band to allow spectrum to be utilized more
efficiently [21]. This has given rise to a significant amount of research on methods
for spectrum sharing that minimize the interference between the two systems.
One approach to achieve this is to formulate waveform design using OFDM
signals and then optimally allocating subcarriers [11,25]. Radar waveform design
for controlled interference is considered in [1,2]. For these aforementioned works,
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the design is performed for each system in isolation, and recently there has been
work that explore the cooperative design of the two systems [3,16].

In this paper, we consider a dual purpose communication-radar system
that employs multicarrier OFDM style waveforms and explore a complemen-
tary aspect of its optimization that is motivated by the fact that these systems
may or may not face interference, and thus will often have uncertainty about
the background noise or interference in their operating scenarios.

To address this uncertainty, we look for a strategy that returns the maximal
payoff for the system under the worst background condition which might arise.
In order to explore this maxmin problem, we consider a weighted combination
of communication throughput and radar’s SINR as the utility, which reflects
the coexistence performance of both communication and radar objectives. We
show that the maxmin problem is equivalent to a zero-sum game between the
system and an abstract rival, which maybe considered as ‘the environment’ or
’nature’ and thus interpreted as a jammer. Since the payoff for such a system
combines different type of metrics (SINR and throughput), this makes the jam-
ming problem for such dual-purpose systems distinctly different from the jam-
ming problems arising in typical communication or radar scenarios where the
payoffs includes only one type of metric (only SINR or only throughput) (see,
for example, [4,5,7,9,12,13,17,18,22,23,26]).

The organization of this paper is as follows: in Sect. 2, we present the model
for the dual radar and communication system as zero sum game. In Sect. 3,
the equilibrium strategies are found. In Sect. 4, the optimal value of weights are
found to optimize tradeoff between the objectives. In Sect. 5, conclusions are
given, while, in Appendix, the proofs of the obtained results are supplied.

2 Model

We begin our formulation by considering an operational scenario involving an RF
transceiver that is attempting to support two different objectives: communica-
tion with a communication receiver that is distant and separate from the trans-
mitter, while also supporting the tracking of a radar target through the reflec-
tions witnessed at the RF transmitter. In order to support these two different
objectives, the transmitter uses a spectrum band that is modeled as consisting of
n adjacent sub-channels, which may be associated with n different subcarriers.
In this paper we employ a transmission scheme like OFDM, as considered in [8]
for designing a bargaining strategy for a dual radar and communication system
in the absence of hostile interference. With each of these n different subcarri-
ers, two different (fading) channel gains are associated. Specifically, we let hR

i

correspond to the i-th radar channel gain associated with the round-trip effect
of the transmitted signal, reflected off the radar target, and received at the RF
transceiver. Similarly, we denote by hC

i the i-th channel gain associated with the
i-th communication subcarrier between the transmitter and the communication
recipient. Since, although there are two different objectives, there is nonetheless
a single transmitter responsible for deciding how to allocate power across the
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different subcarriers to best meet radar and communication tradeoffs, we con-
sider a power vector P = (P1, . . . , Pn) as a strategy for such system, where Pi is
the power assigned for transmitting on subcarrier i, and

∑n
i=1 Pi = P with P is

the total power budget of the system. Let ΠS be the set of all feasible strategies
for the system.

To model uncertainty about background noise we assume that the system
knows the total noise resource J but does not know its allocation among the
subcarriers J = (J1, . . . , Jn). Thus, the system knows only that

∑n
i=1 Ji = J ,

but does not know each of Ji. We can say that this interference J is impelled
by nature, if the interference was not caused by any artificial reason (such as
by a jammer). We will use the common term rival to denote the source of this
interference. Thus, we call J as the strategy for the rival Let ΠR be the set of
all feasible strategies for the rival.

Let TC(P ,J) =
n∑

i=1

ln
(
1 + hC

i Pi/(σ2 + gC
i Ji)

)
, be the communication

throughput, reflecting the communication objective, where σ2
C is known back-

ground noise, gC
i is the ith (fading) sub-carrier gain associated with interference

coming from a possible jamming source.
We note that radar detection and tracking are related to the associated SINR

[20], and therefore the SINR at the radar, i.e., SNRR(P ,J) =
n∑

i=1

hR
i Pi/(σ2 +

gR
i Ji), can be considered as the radar’s objective, where gR

i is the interference
fading sub-carrier gains affecting the radar objective.

Then, we consider weighted sum of communication throughput and radar’s
SINR v(P ,J) = wCTC(P ,J) + wRSNRR(P ,J) as the utility, reflecting the
joint performance of both objectives.

We are looking for maxmin strategy, i.e., maxP minJ v(P ,J). Since v is con-
cave in P and convex in J , maxP minJ v(P ,J) = minJ maxP v(P ,J). Moreover
(P ∗,J∗) is a maxmin strategy if and only if the following inequalities hold [13]:
v(P ,J∗) ≤ v(P ∗,J∗) ≤ v(P ∗,J) for all (P ,J). This allows one to interpret the
problem of designing the maxmin strategy as a problem of finding equilibrium
strategies in a zero-sum game between the system and the rival, where v is the
payoff for the system while for the rival it is its cost function. Of course, since v
is concave in P and convex in J there is at least one equilibrium [13].

3 Equilibrium

In this section we prove that rival’s strategy is always unique, while multiple
strategies might arise for the system only when wC = 0. Additionally, we derive
water-filling equations that allows one to find the equilibrium.

Theorem 1. (I) Let wC > 0. Then the equilibrium is unique and given as
(P ,J) = (P (ω, ν),J(ω, ν)) with

(I-a) if i ∈ I00(ω, ν) :=
{
i : wChC

i /σ2 + wRhR
i /σ2 ≤ ω

}
then Pi(ω, ν) = 0

and Ji(ω, ν) = 0,
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(I-b) if i ∈ I10(ω, ν) :=
{
i : ω+,i(ν) ≤ ω < wChC

i /σ2 + wRhR
i /σ2

}
then

Pi(ω, ν) =
wC

ω − wRhR
i /σ2

− σ2

hC
i

and Ji(ω, ν) = 0, (1)

where

ω+,i(ν) =
hC

i

2gC
i

(wCgC
i

σ2
− ν − wRgR

i hR
i

hC
i σ2

+

√(
wCgC

i

σ2
− ν − wRgR

i hR
i

hC
i σ2

)2

+ 4
wCwRhR

i gR
i gC

i

hC
s σ4

)
+

wRhR
i

σ2
,

(2)

(I-c) if i ∈ I11(ω, ν) := {i : ω < ω+,i(ν)} then Ji(ω, ν) is the unique root of
the equation

wCgC
i

σ2 + gC
i Ji(ω, ν)

+
wRhR

i

σ2 + gR
i Ji(ω, ν)

gC
i

hC
i

+
wRhR

i gR
i

(σ2 + gR
i Ji(ω, ν))2

(
wC

ω − wRhR
i /(σ2 + gR

i Ji(ω, ν))
− σ2 + gC

i Ji

hC
i

)
= ν + ω

gC
i

hC
i

,

(3)

Pi(ω, ν) =
wC

ω − wRhR
i /(σ2 + gR

i Ji(ω, ν))
− σ2 + gC

i Ji(ω, ν)
hC

i

. (4)

Here ω > ω := wR maxi hR
i /σ2 and ν > 0 are given as the unique solution of the

equations:

HS(ω, ν) :=
n∑

i=1

Pi(ω, ν) = P and HJ (ω, ν) :=
n∑

i=1

Ji(ω, ν) = J. (5)

(II) Let wC = 0. Then, the equilibrium rival strategy is unique and given as
J = J(ν) with

Ji(ν) =
⌊
(hR

i /ν − σ2)/gR
i

⌋
+

, i = 1, . . . , n, (6)

where ν is the unique positive root of the equation H(ν) :=
n∑

i=1

Ji(ν) = J ,

(II-a) if there is no i such that ν = hR
i σ2 then the system’s strategy is unique

and given as follows:

Pi = Pi(ν) :=
P

D

{
(σ2 + gC

i Ji(ν))2/(hC
i gC

i ), i ∈ S(ν),
0, i �∈ S(ν)

(7)

with S(ν) = {i : Ji(ν) > 0} and D =
∑

j∈S(ν)

(σ2 + gC
j Jj(ν))2/(hC

j gC
j ).
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(II-b) if there is an i such that ν = hR
i σ2, then the set I(ν) := {i : nu =

hR
i σ2} is not empty, and thus the system has a continuum of equilibrium strate-

gies given by:

Pi = Pi(ν) :=
P

D{εj}

⎧
⎪⎨

⎪⎩

(σ2 + gC
i Ji(ν))2/(hC

i gC
i ), i ∈ S(ν)\I(ν),

εi(σ2 + gC
i Ji(ν))2/(hC

i gC
i ), i ∈ I(ν),

0, i �∈ S(ν),
(8)

where εi ∈ [0, 1] for i ∈ I(ν) and

D{εj} = 1/

⎛
⎝ ∑

j∈S(ν)\I(ν)

(σ2 + gC
j Jj(ν))2/(hC

j gC
j ) +

∑
j∈I(ν)

εj(σ
2 + gC

j Jj(ν))2/(hC
j gC

j )

⎞
⎠ .

In case (II), since H is decreasing, to find ν, and the equilibrium, we have to
solve the single waterfilling equation H(ν) = J by applying bisection method. In
case (I), HJ(ω, ν) is decreasing on ω > ω and ν > 0 while HS(ω, ν) is decreasing
on ω and increasing on ν. Thus, to find ω and ν a superposition of two bisection
methods to solve these water-filling equations has to be applied. Namely, first,
for each fixed ν we find ω = Ω(ν) such that HJ(Ω(ν), ν) = J . This Ω(ν) is
continuous and decreasing on ν, and thus HS(Ω(ν), ν) is also increasing on ν.
Second, we can find ν as the unique root of the equation HS(Ω(ν), ν) = P .

4 Optimal Value of Weights

First, we note that the functions v and v/(wR + wC) achieve their optimum
at the same point. Thus, by introducing new notation: wR := wR/(wR + wC)
and wC := wC/(wR + wC), without loss of generality, we can assume that
these weights are normalized, i.e., wR + wC = 1. Further, note that if J = 0,
i.e., there is no artificial noise introduced then the problem turns into a non-
linear programming (NLP) problem for the system and it has a unique solution
P = P (ω) where Pi(ω) =

⌊
wC/(ω − wRhR

i /σ2) − σ2/hC
i

⌋
+

, i = 1, ..., n, where
ω is the unique root in (ω,∞) of the equation

∑n
i=1 Pi(ω) = P .

We now illustrate the results that we have obtained by providing an example.
Let waveform consist of n = 5 subcarriers and fading channel gains are hC =
(1, 2, 3, 4, 4.5), hR = (1, 0.95, 0.22, 0.15, 0.1). Thus, subcarrier 1 is the best one
for the radar objective, while for the communication objective the subcarriers
are arranged in decreasing order by their quality. Figures 1 and 2 illustrate the
optimal strategy for the system in the absence (J = 0) and in the presence
(J = 1) of the rival. Also presented are the corresponding rival strategies as
functions of wC while wR = 1 − wC with P = 1 and P = 10. In the absence
of the rival, for small wC the system is focused on the radar objective, and its
strategy coincides with the strategy that maximizes the radar’s SINR, i.e., it
applies the full power budget on the subcarrier 1. Since, for the communication
objective, the subcarriers are arranged in increasing order, i.e., sub-carrier 5 is
the best one while sub-carrier 1 is the worst one for communication, an increase
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in wC makes the system utilize the power across the sub-carriers beginning with
sub-carrier 5, then sub-carrier 4 and so on, while simultaneously reducing the
amount of power devoted to subcarrier 1 (which was best for the radar objective).
If power budget is not large enough (as it is for P = 1) the system strategy can
even not use subcarrier 1 if the weighting applied to the importance of the radar
objective is small, while a large power budget (as it is for P = 10) allows the
strategy to keep all of the sub-carriers involved in equilibrium strategy. Also,
for large P and wC to be close to 1, the system strategy becomes close to a
uniform power allocation, since it takes place in the high SNR regime in OFDM
transmission. The presence of the rival makes the system choose to use more sub-
carriers. In the case considered, for small wC the system uses two sub-carriers
(namely, sub-carrier 1 and sub-carrier 2). Of course, the rival jams only the sub-
carriers employed by the system, and he does not jam the ones that are not used
by the system. An increase in wC changes the system’s preference about which
sub-carriers to use, while the rival, in his strategy, follows the system’s strategy
in determining how to allocate its effort.

We now introduce a curve Γ parameterized by wC that of the pair of objective
payoffs in the plane (TC ,SNRR): ΓP,J = {(TC

P,J,wC ,SNRR
P,J,wC ), wC ∈ [0, 1]},

where TC
P,J,wC

= TC(P P,J,wC
,JP,J,wC ),

SNRR
P,J,wC = SNRR(P P,J,wC ,JP,J,wC ), and P P,J,wC and JP,J,wC are equi-

librium strategies for powers budgets P and J and wR = 1 − wC .

Fig. 1. (a) Optimal strategy of the system in the absence of the rival, (b) equilibrium
strategy of the system in the presence of the rival, and (c) equilibrium strategy of the
rival as functions of wC with wR = 1 − wC and P = J = 1.

Figure 3 first illustrates a pair of such curves in the absence (J = 0) and
presence (J = 1) of the rival. This figure shows that an increase in wC yields
an increase in the communication payoff and also a decrease in the radar payoff.
That is, while one objective gains the other objective decreases. Thus, a basic
question arises as to how to find a trade-off value for wC . One useful approach to
defining such a trade-off is to use the Nash product (NP) function. As examples of
designing Nash bargaining tradeoff, see, [6,10,15,19,24]. To define NP, we must
introduce a disagreement point (DP) as follows: DP= (TC

P,J,0
,SNRR

P,J,1
). Then,

the NP is given as follows: NPwC = (TC
P,J,wC −TC

P,J,0
)(SNRR

P,J,wC −SNRR
P,J,1

).
The trade-off value for wC ∈ [0, 1] is given as the one that maximizes NPwC . For



160 A. Garnaev et al.

Fig. 2. (a) Optimal strategy of the system in the absence of the rival, (b) equilibrium
strategy of the system in the presence of the rival, and (c) equilibrium strategy of the
rival as functions of wC with wR = 1 − wC and P = 10, J = 1.

our model, since NPwC is a function of one real variable, the tradeoff value can
be found, for example, by the Nelder-Mead simplex algorithm [14].

Figure 3 also illustrates disagreement points and trade-off values for the
objectives. In the absence of the rival, the trade-off value for wC is 0.28 with pay-
offs SNRR = 0.664 and TC = 1.98, while in its presence the value wC is reduced
to 0.23 and the payoffs become SNRR = 0.488 and TC = 1.59. This figure also
illustrates that the occurrence of jamming leads to a decrease in the trade-off
payoffs for both objectives, as well as a decrease in the trade-off value for wC . An
increase in the system power budget yields an increase in the trade-off payoffs for
both objectives as well as a decrease in the trade-off value of wC . Such behavior
for wC can be explained by the fact that the radar payoff is a linear function of
P , while the communication’s payoff is logarithmic, and the logarithm growth is
slower any linear function. Thus, the radar payoff prevails over communication
payoff when the system power budget becomes larger. Hence, to maintain the
tradeoff between the two objectives wC becomes larger to compensate for the
growth of the radar objective’s share in the joint system utility.

Fig. 3. (a) Curve for payoffs ΓP,J when P = 1 and J ∈ {0, 1}, (b) equilibrium strate-

gies corresponding to the trade-off value for wC , (c) tradeoff payoffs in the plane
(TC , SNRR), and (d) the trade-off weight wC parameterized by P = 0.5(0.5)10.
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5 Conclusions

The problem of designing the maxmin strategy for a dual-purpose communica-
tion and radar system facing an uncertain level of background noise is formu-
lated and solved as a zero-sum game between the system and a noise with payoff
combining SINR metric for the radar objective and throughput metric for the
communication objective. Also, using Nash product the optimal value of weights
are found to optimize tradeoff of radar and communication objectives.

Appendix: Proof of Theorem1

Proof. (I) By definition, P and J are equilibrium strategies if and only if each
of them is the best response to the other, i.e., they are solutions of the equa-
tions: P = BRS(J) := argmax{v(P ,J) : P ∈ ΠS} and J = BRR(P ) :=
argmin{v(P ,J) : J ∈ ΠR}. By the Karush-Kuhn-Tucker (KKT) theorem, since
v is concave on P , P ∈ ΠS is the best response strategy to J if and only if there
is an ω (Lagrange multiplier) such that

wC hC
i

σ2 + hC
i Pi + gC

i Ji
+ wR hR

i

σ2 + gR
i Ji

{
= ω, Pi > 0,

≤ ω, Pi = 0.
(9)

Similarly, since v is convex on J , J ∈ ΠR is the best response strategy to P if
and only if there is a ν (Lagrange multiplier) such that

wC hC
i gC

i Pi

(σ2 + hC
i Pi + gC

i Ji)(σ2 + gC
i Ji)

+ wR hR
i gR

i Pi

(σ2 + gR
i Ji)2

{
= ν, Ji > 0,

≤ ν, Ji = 0.
(10)

Then, (9) and (10) imply that ω and ν are positive. By (10) if Pi = 0 then Ji = 0.
Thus, to find P and J we have to consider only three cases: (a) Pi = 0, Ji = 0,
(b) Pi = 0, Ji > 0, and (c) Pi > 0, Ji > 0.

(a) Let Pi = 0, Ji = 0. Then, by (9) and (10), wChC
i /σ2 + wRhR

i /σ2 ≤ ω.
Thus, i ∈ I00(ω, ν), and (I-a) follows.

(b) Let Pi > 0, Ji = 0. Then, by (9) and (10), we have that

wChC
i /(σ2 + hC

i Pi) + wRhR
i /σ2 = ω, (11)

wChC
i gC

i Pi/((σ2 + hC
i Pi)σ2) + wRhR

i gR
i Pi/(σ2)2 ≤ ν. (12)

By (11), Pi = Pi(ω, ν) is given by (1). Note that, Pi is decreasing with respect
to ω. By (1), Pi > 0 (this holds by assumption of (b)) if and only if:

wRhR
i /σ2 < ω < wChC

i /σ2 + wRhR
i /σ2. (13)

Substituting (1) into (12) yields that

wCgC
i

σ2
+

wCwRhR
i gR

i

σ4
(
ω − wRhR

i /σ2
) ≤ ν +

wRhR
i gR

i

σ2hC
i

+
gC

i

hC
i

(

ω − wRhR
i

σ2

)

. (14)



162 A. Garnaev et al.

The left side of (14) is decreasing with respect to ω from infinity for ω =
wRhR

i /σ2 to AL := wCgC
i /σ2 +wRhR

i gR
i /(σ2hC

i ) for ω = wChC
i /σ2 +wRhR

i /σ2.
The right side of (14) is increasing with respect to ω from ν+wRhR

i gR
i /hC

i for
ω = wRhR

i /σ2 to AR := ν + wRhR
i gR

i /(σ2hC
i ) + wChgC

i /σ2 = ν + AL > AL for
ω = wChC

i /σ2+wRhR
i /σ2. Thus, for any positive ν there is a unique ω = ω+,i(ν)

such that (13) holds, while (14) holds as equality. It is clear that ω+,i(ν) is
decreasing on ν. Since this is a quadratic equation on ω, ω+,i(ν) can be found
in closed form, by (2), and (II-b) follows.

(c) Let Pi > 0, Ji > 0. Then, by (9) and (10) we have that

wChC
i /(σ2 + hC

i Pi + gC
i Ji) + wRhR

i /(σ2 + gR
i Ji) = ω, (15)

wChC
i gC

i Pi/((σ2 + hC
i Pi + gC

i Ji)(σ2 + gC
i Ji)) + wRhR

i gR
i Pi/(σ2 + gR

i Ji)2 = ν.
(16)

By (15), we have that

Pi = wC/(ω − wRhR
i /(σ2 + gR

i Ji)) − (σ2 + gC
i Ji)/hC

i . (17)

By (17), Pi is decreasing with respect to Ji. Substituting (17) into (16) implies
(3). The left side of (3) is decreasing with respect to Ji and tends to zero while
Ji tends to infinity. Thus, for each ω and ν, (3) has a root (which is unique) if
and only if:

wCgC
i

σ2
+

wCwRhR
i gR

i

σ4
(
ω − wRhR

i /σ2
) > ν +

wRhR
i gR

i

σ2hC
i

+
gC

i

hC
i

(

ω − wRhR
i

σ2

)

. (18)

By (14), the condition (18) is equivalent to ω < ω+,i(ν). Denote this root by
Ji(ω, ν). Then, substituting this Ji(ω, ν) into (17) we can uniquely define Pi

denoted by Pi(ω, ν), and (I-c) follows.
Note that, by (3), Ji(ω, ν) is decreasing on ω and ν. The left side of (16)

is increasing with respect to Pi and decreasing with respect to Ji. Thus, the
fact that Ji(ω, ν) is decreasing with respect to ω implies that Pi(ω, ν) is also
decreasing with respect to ω. Also, the left side of (15) is decreasing on Pi

and on Ji. Thus, the fact that Ji(ω, ν) is decreasing on ν implies that Pi(ω, ν)
is increasing on ν. Thus, HJ(ω, ν) is continuous and decreasing on ω and ν,
while HS(ω, ν) is continuous and decreasing on ω and increasing on ν. These
monotonous properties yields that solution of (5) is the unique, and (I) follows.

(II) If wC = 0 then (9) implies (6). Thus, Ji(ν) is defined uniquely. Sub-
stituting this Ji(ν) into (9) and taking into account that P ∈ ΠS implies the
result.



Maxmin Strategy for a Dual Radar and Communication System 163

References

1. Aubry, A., De Maio, A., Huang, Y., Piezzo, M., Farina, A.: A new radar waveform
design algorithm with improved feasibility for spectral coexistence. IEEE Trans.
Aerosp. Electron. Syst. 51, 1029–1038 (2015)

2. Bica, M., Huang, K.W., Koivunen, V., Mitra, U.: Mutual information based radar
waveform design for joint radar and cellular communication systems. In: IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP),
pp. 3671–3675 (2016)

3. Bica, M., Koivunen, V.: Delay estimation method for coexisting radar and wireless
communication systems. In: IEEE Radar Conference, pp. 1557–1561 (2017)

4. Garnaev, A., Liu, Y., Trappe, W.: Anti-jamming strategy versus a low-power jam-
ming attack when intelligence of adversary’s attack type is unknown. IEEE Trans.
Sig. Inf. Process. Netw. 2, 49–56 (2016)

5. Garnaev, A., Trappe, W.: To eavesdrop or jam, that is the question. In: Mellouk, A.,
Sherif, M.H., Li, J., Bellavista, P. (eds.) ADHOCNETS 2013. LNICST, vol. 129, pp.
146–161. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-04105-6 10

6. Garnaev, A., Trappe, W.: Bargaining over the fair trade-off between secrecy and
throughput in OFDM communications. IEEE Trans. Inf. Forensics Secur. 12, 242–
251 (2017)

7. Garnaev, A., Trappe, W.: The rival might be not smart: revising a CDMA jamming
game. In: IEEE Wireless Communications and Networking Conference (WCNC).
IEEE (2018)

8. Garnaev, A., Trappe, W., Petropulu, A.: Bargaining over fair performing dual
radar and communication task. In: 50th Asilomar Conference on Signals, Systems,
and Computers, Pacific Grove, CA, pp. 47–51, November 2016

9. Garnaev, A., Trappe, W., Petropulu, A.: Optimal design of a dual-purpose
communication-radar system in the presence of a Jammer. In: IEEE 19th Inter-
national Workshop on Signal Processing Advances in Wireless Communications
(SPAWC), pp. 1–5 (2018)

10. Garnaev, A., Trappe, W.: Fair scheduling of two-hop transmission with energy
harvesting. In: Zhou, Y., Kunz, T. (eds.) Ad Hoc Networks. LNICST, vol. 223, pp.
189–198. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-74439-1 17

11. Gogineni, S., Rangaswamy, M., Nehorai, A.: Multi-modal OFDM waveform design.
In: IEEE Radar Conference, pp. 1–5 (2013)

12. Gohary, R.H., Huang, Y., Luo, Z.-Q., Pang, J.-S.: A generalized iterative water-
filling algorithm for distributed power control in the presence of a Jammer.
In: IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 2373–2376 (2009)

13. Han, Z., Niyato, D., Saad, W., Basar, T., Hjrungnes, A.: Game Theory in Wire-
less and Communication Networks: Theory, Models, and Applications. Cambridge
University Press, Cambridge (2012)

14. Lagarias, J.C., Reeds, J.A., Wright, M.H., Wright, P.E.: Convergence properties of
the Nelder-Mead simplex method in low dimensions. SIAM J. Optim. 9, 112–147
(1998)

15. Lan, T., Kao, D., Chiang, M., Sabharwal, A.: An axiomatic theory of fairness in
network resource allocation. In: IEEE INFOCOM, pp. 1–9 (2010)

16. Li, B., Petropulu, A.P., Trappe, W.: Optimum co-design for spectrum sharing
between matrix completion based MIMO radars and a MIMO communication sys-
tem. IEEE Trans. Sig. Process. 64, 4562–4575 (2016)

https://doi.org/10.1007/978-3-319-04105-6_10
https://doi.org/10.1007/978-3-319-74439-1_17


164 A. Garnaev et al.

17. Liu, Y., Garnaev, A., Trappe, W.: Maintaining throughput network connectivity
in ad hoc networks. In: 41st IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pp. 6380–6384 (2016)

18. Namvar, N., Saad, W., Bahadori, N., Kelleys, B.: Jamming in the Internet of
Things: a game-theoretic perspective. In: IEEE Global Communications Confer-
ence (GLOBECOM), Washington, DC (2016)

19. Park, H., van der Schaar, M.: Bargaining strategies for networked multimedia
resource management. IEEE Trans. Sig. Process. 55, 3496–3511 (2007)

20. Poor, H.V.: An Introduction to Signal Detection and Estimation. Springer, New
York (1994). https://doi.org/10.1007/978-1-4757-2341-0

21. Federal Communications Commission (FCC): FCC proposes innovative small
cell use in 3.5 GHz band, December 2012. https://apps.fcc.gov/edocs public/
attachmatch/DOC-317911A1.pdf

22. Slimeni, F., Scheers, B., Le Nir, V., Chtourou, Z., Attia, R.: Closed form expression
of the saddle point in cognitive radio and Jammer power allocation game. In:
Noguet, D., Moessner, K., Palicot, J. (eds.) CrownCom 2016. LNICST, vol. 172,
pp. 29–40. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-40352-6 3

23. Song, T., Stark, W.E., Li, T., Tugnait, J.K.: Optimal multiband transmission under
hostile jamming. IEEE Trans. Commun. 64, 4013–4027 (2016)

24. Thomson, W.: Bargaining and the Theory of Cooperative Games: John Nash and
Beyond. Edward Elgar Pub., Cheltenham (2010)

25. Turlapaty, A., Jin, Y.: A joint design of transmit waveforms for radar and com-
munications systems in coexistence. In: IEEE Radar Conference, pp. 0315–0319
(2014)

26. Yang, D., Xue, G., Zhang, J., Richa, A., Fang, X.: Coping with a smart Jammer
in wireless networks: a stackelberg game approach. IEEE Trans. Wirel. Commun.
12, 4038–4047 (2013)

https://doi.org/10.1007/978-1-4757-2341-0
https://apps.fcc.gov/edocs_public/attachmatch/DOC-317911A1.pdf
https://apps.fcc.gov/edocs_public/attachmatch/DOC-317911A1.pdf
https://doi.org/10.1007/978-3-319-40352-6_3


Using Deep Learning and Radio
Virtualisation for Efficient Spectrum
Sharing Among Coexisting Networks

Wei Liu1(B), Joao F. Santos2, Xianjun Jiao1, Francisco Paisana2,
Luiz A. DaSilva2, and Ingrid Moerman1

1 IDLab University Ghent - IMEC, Technologiepark-Zwijnaarde 15, Ghent, Belgium
{wei.liu,xianjun.jiao,ingrid.moerman}@ugent.be

2 Trinity College Dublin - CONNECT Centre, Dunlop Oriel House, Dublin, Ireland
{facocalj,paisanaf,dasilval}@tcd.ie

Abstract. This work leverages recent advances in machine learning
for radio environment monitoring with context awareness, and uses the
obtained information for creating radio slices that can optimally coexist
with ongoing traffic in a given spectrum band. We instantiate radio slices
as virtualised radios built on a software-defined radio platform. Then, we
describe a proof-of-concept experiment that validates and demonstrates
our proposed solution.
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1 Introduction

Increasingly, multiple Radio Access Technologies (RATs) must coexist in shared
spectrum; this trend is only accelerating with the advent of 5G. In addition, the
usage of flexible Radio Access Networks (RANs) with high reconfiguration capa-
bilities presents new opportunities for interference coordination in shared spec-
trum scenarios. Radio Access Netowrks (RANs) may possess different degrees of
compatibility, due to their unique waveforms, Medium Access Control (MAC)
schemes, Radio Frequency (RF) parameters, or traffic requirements. In the con-
text of network coexistence, it will be increasingly important for RANs to rec-
ognize the channels that exhibit transmission conditions that are favourable to
their specific needs to optimize performance and, eventually, overall spectrum
utilisation efficiency.
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Slicing is a concept used across Software-Defined Networks (SDNs), Network
Function Virtualisation (NFV), and the 5G standard [1]. It involves sharing the
underlying network infrastructure between multiple tenants, by assigning each
tenant to a virtual network created with a portion of the network’s resources,
known as a network slice. This approach leads to an overall increase of network
resource utilisation while offering greater flexibility, as each network slice can be
used and managed independently [2,3]. Strategies similar to network slicing may
be applied to optimize the utilisation of radio resources, which is referred to as
radio slicing. More specifically, a radio slice in this work refers to a portion of
the spectrum-time plane and the time share to utilize a radio interface assigned
to a wireless link.

In general, network slicing requires some level of abstraction and virtual-
isation of physical devices and resources. Thus, network slicing and network
virtualisation are closely tied [4]. The virtualisation of wired network compo-
nents, e.g., links, routers and network interfaces, is a well-studied subject and
is applied routinely, e.g., TCP/UDP ports and networking in virtual machines.
In the wireless domain, virtualisation is still an active research topic [5]. In this
paper, we combine deep learning, applied for spectrum awareness, and radio
virtualisation for efficient spectrum sharing among coexisting networks.

It has been historically challenging to achieve such level of context awareness
in scenarios where a wide variety of RATs coexist. However, with recent break-
throughs in the area of machine learning, it may be finally possible to bring these
capabilities to existing RANs in a sufficiently flexible and cost-efficient manner.
From the radio technology point of view, today’s developers generally choose
software-defined radio (SDR) solutions for their flexibility and fast development
cycle. The adoption of SDR with high reconfiguration capabilities, together with
breakthroughs in machine learning, brings the potential to use radio slicing as a
means to optimize the coexistence among wireless networks and the utilisation
of radio resources.

1.1 Spectrum Monitoring and Machine-Learning

The allocation of radio resources and configuration of RATs for supporting dif-
ferent types of services require the assessment and characterization of the under-
lying spectrum. Overall, spectrum monitoring can be used for enforcing spec-
trum policy, protecting incumbents in shared spectrum scenarios, supporting
the coexistence between different RATs, and performing efficient radio resource
management.

Contextual awareness is also key to radio and network slicing. The same RAT
and its network slices may possess distinct protection requirements in terms of
interference, and also employ different PHY parameters (e.g. subcarrier spacing),
MAC schemes, and control structures.

Machine learning approaches have started to show promising results for spec-
trum monitoring and awareness, outperforming traditional solutions such as
energy detection and expert feature detection [6]. These new approaches can
collect features that go beyond simple waveform classification, e.g., frequency,
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bandwidth, and frame duration. Furthermore, such machine learning-based solu-
tions achieve greater generality, as a single neural network can be trained to
recognize multiple types of RATs, and evolvability, as the given neural network
can be retrained to recognize new RATs.

1.2 Radio Virtualisation

Current commercial devices use dedicated chipsets that implement a specific
wireless standard. This approach works well if the device only needs to support
a single RAT. However, devices often must support multiple RATs. As a result,
more and more chipsets are installed in one device, which inevitably increases
the device’s form factor, power consumption, and complexity.

In addition to the need for supporting multiple standards, it is often required
to have multiple radio interfaces of the same technology on one device. For
example, some commercial Wi-Fi Access Points (APs) support simultaneous
operation on different channels, and according to multiple variants of the IEEE
802.11 standard. Behind the scenes, the AP is switching channels periodically.
Before it switches to the next channel, it broadcasts the “unavailable period”
to the associated stations in the current channel. In this way, the AP can act
as virtual APs on multiple channels. However, this approach is not entirely
transparent to the upper layers, as the AP services are interrupted during the
times of switching between different channels.

From the radio virtualisation aspect, in this paper we demonstrate that:
(i) a physical radio can be instantiated into multiple virtual radios, (ii) the
virtualisation process is application-transparent, meaning that the virtual radio
offers uninterrupted services from the upper layer perspective in a way that is
indistinguishable from multiple physical radios.

2 Proposed Solution

A block diagram of our proposed solution is shown in Fig. 1. On the left side, a
classifier uses a deep Convolutional Neural Network (CNN) trained for classifying
different RATs. The input of the classifier is time domain IQ samples, captured
from a finite number of channels (denoted by N) with equal bandwidth. The
use of time domain IQ samples instead of a spectogram provides amplitude
and phase information to the classifier: this additional information makes the
classifier more robust in the classification and feature extraction of signals [7].
Figure 2 shows screenshots of the graphical display of the classifier: it illustrates
the classification of different types of RATs, where we use the bounding boxes for
extracting features from the RATs and calculating signal statistics. The output
of the classifier indicates: the kind of signal present in a channel, measured by
the signal intensity and bandwidth; and the type of traffic the signal carries,
measured by the burst length, average channel duty cycle, and minimum Inter-
Frame Interval (IFI).
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Fig. 1. A block diagram of the proposed solution: N virtual radios are instantiated
according to service demands and context information provided by the machine learning
(ML) classifier.

Fig. 2. Example of the RAT detection on three different channels over time. The differ-
ent colours of the bounding boxes indicate different radio acccess technologies. (Color
figure online)

The radio hypervisor handles N services from the host PC using a single
SDR device. We identify data streams from different services by their TCP port.
Our hypervisor collects the data from the N services, and then streams each of
them to the SDR device with an appended “slice identifier”. The slice identifier
informs the SDR to send the data on a given channel and treat it with a given
priority. Then, our hypervisor uses the output of the classifier to decide which
channel will be used for a given service. This decision is based on the properties of
the background traffic, described by the output of the classifier, and the demand
of the traffic we want to serve.

For instance, a channel can appear highly occupied at first glance, but the
classifier may identify that the background traffic on the channel is in fact com-
posed of many short bursts. This kind of channel cannot sustain a service with
high throughput requirements, but it can be suitable for a service with low
throughput and low latency requirements, as there will be frequent transmis-
sion opportunities in between the bursts of background traffic. Moreover, the
classifier also recommends the optimal coexistence settings for a slice, e.g., the
transmission duration on a channel that can fit into the minimum IFI of the
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background traffic. In this way, the classifier’s output is used to facilitate the
resource mapping and optimization process on each virtual radio.

Zooming in towards the SDR side, the virtualisation comes down to using
a single radio front-end and transceiver chain on multiple channels. Behind the
scenes, the transceiver chain runs N times faster than the speed required for
a single channel operation. On the transmission side, the baseband IQ samples
for each channel are first up-sampled, and then shifted to the desired frequency
offset, and finally combined with the baseband samples from the other channels
and streamed to the Digital to Analog Converter (DAC), as detailed in [8]. The
reverse process occurs on the receiver side. The concept of radio virtualisation
does not depend on the exact architecture of the transceiver or other processing
modules: it could happen at CPU level [9] or at the hardware level on the FPGA
[10].

Our goal is to instantiate radio interfaces according to the required services,
finding the best combination between a set of channels and services while taking
into account the context information (such as existing background traffic) and
the demand. Though this work focuses on frequency slicing, similar strategies
can be applied to other types of resources, such as space or time.

3 Proof of Concept

3.1 Experiment Setup

We use an experiment to validate our solution, and its setup is shown in Fig. 3.
We consider two 20 MHz channels: on each channel, we use a USRP N210 for gen-
erating the background traffic, referred to as the traffic generator, and another
USRP N210 for capturing samples of the given channel, referred to as a channel
probe. We stream the samples from the channel probes to the ‘spectrum moni-
tor’, which is a laptop running a trained machine learning model on its Graphical
Processing Unit (GPU) for classifying the radio environment on both channels.
The Machine Learning (ML) model classifies the RAT of the background traffic
present on each channel and extracts their contextual information in real time.
This information will be used by a Base Station to select its optimal settings,
including channel of operation.

A simple downlink scenario consisting of one Base Station (BS) and two
User Equipments (UEs) is displayed in Fig. 3. The optimal setting from the ML
classifier is transferred to a host PC that controls the BS. Each BS/UE consists
of a host PC with an SDR device, which is further composed by a Xilinx Zynq
7000 ZC706 evaluation board [11] and an Analog Devices FMCOMMS2 front-end
[12], referred to as the Zynq SDR hereafter.

On channel 1, the background traffic comprises relatively short bursts (on
average 2 ms) interleaved by comparable IFI, while on channel 2, the individual
frame is relatively longer (10 ms), with on average 60 ms IFI. We used an Anritsu
MS2781B spectrum analyser for measuring the characteristics of the background
traffic, and the results are illustrated in Fig. 4.
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Fig. 3. The experimental setup: 2 N210 USRPs as background traffic generators, 2
USRP N210 as channel probes, 1 laptop as spectrum monitor, 1 BS which receives
context information and serves the two UEs. Each BS/UE consists of a host and a
Zynq SDR platform (Xilinx zc706+FMCOMMS2).

Fig. 4. The background traffic in the time domain: the traffic on channel 1, shown
on the left side, has on average a 2 ms period and a duty cycle of roughly 50%; the
channel 2 traffic, shown on the right side, has on average a 70 ms period and occupies
the channel for about 13% of the time.

At the base station, the first question is which channel should be used to
serve traffic for which UE. In this experiment, the traffic towards UE1 (referred
to as T1) generates 5 frames at 100 bytes per second, and each frame must be
delivered within 5 ms. This type of traffic is representative of traffic generated by
a watchdog application in a factory environment, which reports regular “heart-
beats” of a system, and can trigger critical safety procedures when needed. A
large file transfer produces the traffic towards UE2 (referred to as T2). T2 only
requires the link to sustain an average throughput in the order of Mbps. After
combining the requirements of T1 and T2, and the context information regard-
ing the background traffic, the BS makes its first decision: Channel 1 should be
used to serve T1 for its more frequent transmission opportunities, and Channel
2 should be used to serve T2 for its overall lower occupation level.
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We use a simple Listen Before Talk (LBT) module on the BS, which allows
the BS to inject traffic only when a channel is idle. This process is shown on the
left side of Fig. 5, where T2 shortly follows the background traffic on channel 2
with relatively lower signal strength.

The next question is how long the BS transmission can last on each channel,
which is required to maximize the throughput for T2. The classifier collects
different signal statistics, including the minimum IFI (1.35 ms), and provides
them to the BS to optimize its transmission burst length. The application of
this information results in a better usage efficiency for channel 2, as shown on
the right side of Fig. 5.

Fig. 5. The traffic injected by the BS on channel 2 under default (left hand side) and
optimal (right hand side) transmission burst length settings.

3.2 Measurements and Results

We measure the latency of T1 and the throughput of T2 to indicate the quality
of the desired services. Details of these measurements are given below.

Throughput of T2 is measured by capturing frames at the Ethernet interface
on the host of UE2. The Wireshark IO statistic graph is shown in Fig. 6. The
average throughput for default and optimal slice configurations are 912.7 kbps
and 1908.9 kbps, respectively. We observe that the throughput doubles by apply-
ing the optimal setting. The standard deviation of the throughput under both
conditions is around 150 kbps, which illustrates that the stability of the through-
put is unaffected.

Latency can be measured at different levels. The time delay between the
moment when a frame is being transmitted on the wireless medium and the
moment when the receiver decodes a complete frame is the latency at the phys-
ical layer. In general, it is subject to the frame size, the specific wireless technol-
ogy, and it is also PHY implementation dependent. However, these are not the
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Wireshark IO Graphs: hp_wireshark_trace_kul
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Fig. 6. Throughput of T2 shown by Wireshark IO statistics: an improvement is visible
after applying the optimal setting recommended by the classifier.

focus of this work: we focus on the end-to-end delay, which includes the afore-
mentioned physical layer delay, but additionally includes the time consumed by
queuing in upper layer buffers, and processing delays at both transmitter and
receiver sides in the SDR. For consistency, this measurement is conducted with
fixed payload size, modulation and coding scheme.

The end-to-end latency of T1 is measured as follows: (i) Whenever the BS
SDR receives a frame from the host, it triggers a TCP interrupt service routine
(ISR), which toggles a General Purpose Input or Output (GPIO) pin within
the same ISR. (ii) On the UE1 SDR side, whenever a frame pops out of the
RX queue1 before it is sent towards the host, the UE toggles a GPIO pin. (iii)
Both the GPIO pins at the BS and UE are connected to a Saleae logic analyser.
The logic analyser samples both pins at 6.25 Msps, ensuring the measurement
precision at sub-microsecond level. A screenshot of the logic analyser’s graphical
user interface (GUI) is given in Fig. 7. The “sender” line shows the GPIO activity
of the BS, while the “Receiver” line shows the GPIO activity of UE1. The latency
is indicated by the distance between the two markers (i.e., A1, A2). For this
particular case in the screenshot, it is 87.2µs. The GUI also allows exporting
the trace of the pin activity into a CSV file, which we later process using a
simple Matlab script for generating the probability distribution of the latency
measurements under various conditions.

Fig. 7. The interface of Saleae logical analyser.

1 The physical layer receiver at the UE SDR decodes frames and inserts them into a
queue, which is referred to as the RX queue.
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The measurements are conducted under three conditions: (i) serving only T1
with no background traffic; (ii) serving T1 and T2 with no background traffic;
(iii) serving T1 and T2 together with background traffic on both channels. The
histograms of latency measurements under all conditions are given in Fig. 8. We
observe that the latency for the first two conditions have similar distribution
range, and they both have a high peak around 87µs, which indicates that the
latency of T1 is not negatively affected by serving T2. The virtual radio can hence
operate in a way that is transparent to the user. The latency distribution for the
3rd case shows a high peak in the first interval, which corresponds to 87µs—
the best case scenario when the frame can be sent immediately without waiting
for the background traffic, just as in the first two conditions. We also observe
that probability is generally higher in [0, 2000]µs range than the remaining part.
This shows that the majority of the frames are sent after waiting for at most
one complete frame of the background traffic, which lasts on average 2 ms. The
worst case latency is around 3 ms: this can be explained by longer frames in the
background traffic or missed detection of the transmission opportunities by the
simple LBT module.

Fig. 8. The probability distribution of latency of T1 when: (a) serving only T1; (b)
serving T1 and T2; (c) serving T1 and T2 with background traffic on both channels.

4 Conclusions

This work combines radio virtualisation for Software-Defined Radio platforms
with deep learning technologies for optimizing spectrum utilisation, and the
coexistence of wireless networks. We use a proof-of-concept experiment to show-
case the combined application of: (i) radio virtualisation; and (ii) deep learning-
based radio environment monitoring. Regarding radio virtualisation, it is demon-
strated that a single radio device can be instantiated upon requests into multiple
logical instances, each serving a different traffic flow with diverging requirements.
Regarding radio environment monitoring, we showcase how decisions based on
context awareness could improve coexistence and the quality of service experi-
enced by each traffic flow.
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1 University of Antwerp, Antwerp, Belgium
phuisan.cheong@student.uantwerpen.be

2 IDLab Research Group, Department of Mathematics and Computer Science,
University of Antwerp - imec, Antwerp, Belgium
{miguel.camelo,steven.latre}@uantwerpen.be

Abstract. Cognitive Radio (CR) systems allow optimizing the use of
the shared radio spectrum and enhancing the coexistence among dif-
ferent technologies by efficiently changing certain operating parameters
of the radios such as transmit-power, carrier frequency, and modulation
and coding scheme in real-time. Dynamic Spectrum Access (DSA), which
allows radios to dynamically access and use the unused spectrum, is one
of the tasks that are fundamental for a better use of the spectrum. In this
paper, we extend the previous work on Automatic Modulation Classifi-
cation (AMC) by using Deep Neural Network (DNNs) and evaluate the
performance of these architectures on signals that are not only modulated
but are also encoded. We call this the Automatic Modulation and Coding
Scheme Classification problem, or AMC2. In this problem, radio signals
are classified according to the Modulation and Coding Scheme (MCS)
used during their transmission. Evaluations on a data set of 802.11 radio
signals, transmitted with different MCS and Signal to Noise Ratio (SNR),
provide important results on the impact of some DNN hyperparameters,
e.g. number of layers, batch size, etc., in the classification accuracy.

Keywords: Cognitive Radio · Dynamic Spectrum Access
Deep Neural Network · Convolutional Neural Network
Modulation and Coding Scheme

1 Introduction

Nowadays a large number of technologies are sharing the same radio spectrum
and it has become a scarce commodity [1]. However, most of the spectrum is
underutilized most of the time. In order to optimize the use of the radio spec-
trum, Cognitive Radio (CR) systems will play an important role due to their
capabilities to communicate efficiently by changing certain operating parame-
ters of the radio, such as transmit-power, carrier frequency, and modulation and
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coding scheme, in real-time [2]. One of the key features in CR is the Dynamic
Spectrum Access (DSA), which allows radios to dynamically access and use the
unused spectrum [1]. The decision-making process executed by DSA broadly falls
in the fields of cross-layer optimization and is solved by using algorithms from
mathematical optimization, e.g. evolutionary algorithms, and Artificial Intelli-
gence, e.g. Machine Learning (ML). In general, DSA involves several tasks that a
radio should execute with the aim of improving its performance. One of this task
is the Automatic Modulation Classification (AMC), which is used to automati-
cally determine the modulation type of the transmitted signal. One of the main
challenges in AMC is to classify a received signal into a modulation type with-
out (or limited) a prior information about the transmitted signal under dynamic
channel conditions [3].

This problem has been mainly faced via either acLB and expert Feature-
Based (FB) engineering combined with pattern recognition methods [23]. Note
that while Likelihood-Based (LB) methods find optimal solutions by minimiz-
ing the probability of false classification at the cost of a high computational
complexity, FB methods have lower complexity and their performance is (near-
)optimal, when they are designed properly. However, these features are usually
chosen by an expert and are based upon a certain set of assumptions, which
most of the time, are not realistic [4]. In recent years, some of the limitations of
such techniques have been partially solved by applying Deep Neural Networks
(DNNs). DNNs are able to (1) automatically extract the important features on
raw time-series data, and (2) perform the classification task [26] on the extracted
features. A DNN consists of a set of interconnected computational nodes, which
are called artificial neurons, that are hierarchically organized in different layers,
namely input layer, hidden/intermediate layer(s) and an output layer. A set of
weighted links connecting the nodes between the layers are constantly adjusted
as the training continues, where neurons take the output of the linked neurons in
the previous layer and compute a new output based on the activation function of
each neuron. DNNs are Neural Networks (NNs) that surpass 3 layers (including
input and output layers). Note that the greater the depth of the NN, the greater
the ability of it to differentiate complex features on signals for tasks such as
regression, classification, and clustering.

In this paper, we will extend the previous work on AMC by using DNNs and
evaluating its performance on radio signals that are not only modulated but are
also coded. We call this the Automatic Modulation and Coding Classification
or AMC2. In our approach, 802.11ac radio signals are classified using a DNN
according to the Modulation and Coding Scheme (MCS) that was used during
their transmissions and under different Signal to Noise Ratios (SNRs) of the com-
munication channel. The main contributions of this paper are two-fold. Firstly, a
DNN architecture is defined for the radio signal classification task based on raw
In-phase and Quadrature (IQ) samples of the transmitted signal. Secondly, sev-
eral experiments were performed and analyzed in order to determine the impact
of some DNN hyperparameters (e.g. the number of layers, batch size, etc.) on the
classification accuracy. The remainder of this paper will be structured as follows:



Evaluating Deep Neural Networks to Classify Modulated 179

Sect. 2 introduces the related work on AMC using DNNs. In Sect. 3, the DNN
architecture used to solve the AMC2 problem on 802.11 signals is presented.
Section 4 discusses the evaluations and the results of the proposed architecture.
Finally Sect. 5 contains the conclusion and future extensions of the presented
work.

2 Related Works

The task of AMC is to recognize the unknown modulation scheme of a received
radio signal automatically. It plays an important role in intelligent communi-
cation systems like cognitive radios. In general, this task is hard due to the
absence of a prior knowledge of the incoming signal, the effects of multi-path
propagation, and the dynamics and uncertainty of the channel, among others.
Two traditional methods to solve this problem are the LB and FB [23]. LB
methods use a likelihood function of the received signal and try to maximize
the likelihood radio given a threshold. These methods find optimal solutions by
minimizing the probability of false classification but at the cost of a high compu-
tational complexity. FB methods [5] use several features of the received signals,
e.g. instantaneous amplitude, phase and frequency, in order to recognize them
based on their observed values. These features are usually chosen by an expert
and used in combination with classifiers. In comparison to LB methods, FB ones
have lower complexity and their performance is (near-)optimal when they are
designed properly. Among classifiers, several ML methods for Pattern Recog-
nition (PR) have been used for AMC such as NNs [6], clustering [7], Support
Vector Machines (SVM) [8], Decision Trees (DT) [9], etc.

Several works have evaluated and compared the performance of different clas-
sifiers under a given set of expert features. NN-based classifiers have shown to
overcome the performance of several ML methods for solving the AMC task
[11,13,14,22]. Moreover, DNNs [21], NNs with more than one layer between the
input and the output layers, have shown the best performance without explic-
itly requiring a FB method to extract radio signal features [10,12,15,17,18,26].
DNN architectures are capable of performing both the feature extraction and
the classification of the radio signals using a unique NN. Authors in [17] showed
that a DNN based on a Convolutional Neural Network (CNN), which are simply
neural networks that use convolution in the place of general matrix multiplica-
tion in at least one of their layers [21], was able to outperform several expert
FB methods using different classifiers. The CNN achieved a rough accuracy of
87%, across all the 11 types of modulated radio signals and SNRs on the test
dataset, and using only raw IQ samples of the modulated radio signals as input.
Similarly, Shengliang et al. [12] proposed a CNN classifier but on images that
were generated after a data conversion from raw IQ samples to grey-colored
images. Again, improvements and better classification accuracy were achieved
over cumulant and ML-based modulation classification algorithms.

Instead of using CNN, authors in [10] proposed a deep learning architec-
ture based on Extensible Neural Networks (ENN) for modulation classification
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in multi-path fading channel. The proposed DNN is based on energy natural
logarithm model. The proposed ENN uses 3 smaller DNN, each one trained
to recognize the amplitude, phase, and frequency of the radio signal. Results
showed that the proposed ENN has higher Probability of Correct classification
than traditional algorithms for modulation classification within the same train-
ing sequence and SNR. In [15], a CNN and Long Short-Term Memory (LSTM)
are combined to create a Heterogeneous Deep Model Fusion (HDMF). A deep
learning-based AMC method that employs Spectral Correlation Function (SCF)
is introduced in [20]. In the proposed method, a Deep Belief Network (DBN)
is applied for pattern recognition and classification with high accuracy even in
the presence of environmental noise. Finally, the use of Sparse Autoencoders
(SAE) DNN to solve the AMC problem was evaluated in [19] using different
type of inputs. Three training inputs were IQ samples, the centroids of con-
stellation points employing a fuzzy C-means algorithm to IQ diagrams, and the
high-order cumulants of received samples. Each autoencoder layer was trained
using the unsupervised training followed by the softmax classifier. The results
showed that the accuracy of the proposed DNN architecture using an AWGN
channel model with varying SNR outperformed AMC methods using Maximum
likelihood classifier, cumulant based Genetic programming in combination with
KNN classifiers and feed-forward neural network using cumulants and instanta-
neous power spectral density (PSD) as the features.

Based on the previous works, it is clear that DNN architectures solve the
modulation of radio signals with high accuracy, even on pure raw data such as
IQ samples and therefore removing the need of FB methods for prepossessing
the received signal. However, and to the best of our knowledge, there is not a
previous work to solve the problem of automatically classifying modulated radio
signals that are also coded, which we have called the AMC2 problem, using
DNN.

3 Deep Architecture for AMC2

Similar to the AMC task, AMC2 can be defined as follows:

Definition 1. The automatic modulation and coding scheme classification
(AMC2) is the task of recognizing the modulation and coding scheme used to
transmit a received signal without the need of an a priori knowledge of such info.

Note that most wireless systems, e.g. IEEE 802.11 and LTE, avoid this prob-
lem by including the MCS information in each signal frame so that the receivers
are notified about the change in modulation scheme, and therefore, they would be
able to react accordingly. However, this strategy affects the spectrum efficiency
due to the extra modulation information in each signal frame. By automati-
cally identifying the modulation type of the received signal, the receiver does
not need to be notified about the MCS, the demodulation can still be success-
fully achieved and the spectrum efficiency is improved. For this reason, AMC2

becomes a fundamental part of CR systems to solve this problem.
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As it was shown in Sect. 2, DNN have been proved to be a powerful tool
to solve the AMC problem in wireless communication systems even using only
raw IQ samples. Traditionally, DNNs are usually built in a modular manner
and, most of the cases, are inspired by architectures that have performed well
on other problems. In this paper we will use a CNN [16,21] architecture based
on the model described in [17]. Typically, a CNN comprises of convolutional
layers, each followed by optional sub-sampling/regularization (pooling) layers
and ending in fully-connected layers. These are hidden layers that are effectively
chained functions that collectively transform the input data to the output.

The intermediate outputs from the hidden layers are not shown and are
results of linear and non-linear processing of the input data. The linear processing
of the input data involves multiplication of weight matrix and addition of bias
vector, while the non-linear processing of the input data is triggered by the
activation function. In this paper, the DNN architectures used for the AMC2 is
composed of 3 Convolutional layers, each of them followed by 3 Dense layers. A
brief description of the individual layers and their function in the architecture
are discussed below. The resulting architecture and size of each layer are shown
in Fig. 4. Information about the size of the input layer and the properties of the
input data is presented in Sect. 4 (Fig. 1).

Fig. 1. 2-layered CNN accepting N× 2× 128 inputs, where N is the batch size, and
resolving to 11-class softmax output layer

3.1 Reshape and Zero-Padding Layer

A Reshape layer shapes the input data into the desired shape for the subsequent
layers in the CNN. On the other hand, the Zero-Padding layer simply pads the
border of the input data, to control the dimensionality of the output volumes.
Together with input volume size, kernel size and stride zero-padding, this layer
will ensure that the input fits nicely to the neurons in the Convolution layer.
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3.2 Convolution Layer

A convolutional layer receives a 3D input vector and creates a 3D output vector
that measures the filter responses at each input location, calculated as the sum
of the element-wise product between filter and kernel size. This convolutional
response encodes the input in terms of transformed intermediate outputs to
systemically reduce input dimensionality as a part of feature learning.

3.3 Flatten and Dropout Layer

A flatten layer converts output from the previous layer from 3D to 1D vectors.
This layer is necessary before Dense Layers, which accept only 1D vectors. The
Dropout layer acts as a regularizing method used to avoid overfitting, i.e. the NN
is able to classify objects that have not seen before. During training, neurons’
weights and biases are adapted to detect specific features from the input dataset.
The neuron weights would settle into their context within the network and could
be too specific to the training data. When neurons are randomly dropped out of
network during training, other neurons would be forced to handle representation
required to predict missing neurons. This results in a neural network that would
be capable to generalize new unseen data, in contrast to overfitting training data.

3.4 Dense Layer and Activation Function

A dense layer consists of neurons which have full connections to all activa-
tions in the previous layer. Their activations can be computed with a matrix
multiplication. The activation function used in the Convolution and Fully-
Connected/Dense Layers are Rectified Linear Unit (ReLu) and Softmax respec-
tively. ReLu provides non-linear transformation to outputs of previous layers to
learn the dataset. It is merely a two piecewise linear transformations that convert
all outputs to positive values. This allows easy gradient optimization with good
generalization capability. Softmax used in the last Dense Layer to represent a
probability distribution over a discrete variable with n possible values, where n
is the number of classes.

4 Experiments and Results

In this section, we will present the procedure and characteristics of the dataset
generated and the main results of the evaluated architectures.

4.1 Dataset Generation

The dataset was created using the Matlab WLAN toolbox [25] and the tech-
nology selected for the radio signals with modulation and coding scheme is the
IEEE 802.11ac. The radio signal was generated and represented in a 3-D vector
with a shape of [N, IQ, P], where N is the number of samples of a signal with
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a given MCS and SNR, IQ is the real (In-phase) and imaginary (Quadrature)
value representing the signal in a specific point in time, and the P is the number
of consecutive points of that signal that are used as a single sample for training.
For each MCS and SNR, 0 ≤ SNR ≤ 19, a complex-valued time-series waveform
is generated and a window with a width of 128 sample points is slid across the
whole waveform 1000 times. Each IQ sample is normalized and stored separately
resulting in [N, 2, 128] shape, where N is a factor (calculated by multiplication
of the number of SNR types and number of MCS types) of 1000.

The simulation of the dataset begins with the creation of a Physical Ser-
vice Data Unit (PSDU), which is then encoded to create a 4-packets wave-
form. Figure 2 shows an example of the waveform generated after transmitting
4 packets. The encoding is defined by the MCS. Only MCS 0–7 are used in the
experiment. A 20-microsecond idle time is fixed between successive packets. The
waveform is then passed through an evolving 802.11ac multipath fading channel
(TGac). Additive White Gaussian Noise (AWGN) is added to the transmitted
waveform to create the desired average SNR per sub-carrier. The 802.11ac trans-
mitter is configured to use the very high throughput (VHT) format physical layer
(PHY) packet, with a channel bandwidth of 80 Mhz, and a 1×1 MIMO array for
one unique user. The Aggregate MAC Protocol Data Unit length is 1024. The
transmission channel impairment is modeled to add channel and receiver noise,
to produce a realistic modulated signal represented by r(t) = s(t)∗c+n(t), where
s(t) is time-series signal of a series of discrete bits modulated onto a sinusoid, c
is path loss/gain constant on signal and n(t) is additive Gaussian white noise.

(a) Generated Waveform from four packets
separated by 20-microsecond idle periods)

(b) 802.11ac Signal Waveform Modeling

Fig. 2. Data set generation

After generating the data set, a preprocessing step is performed. The dataset
generated are matrices of consisting IQ samples, SNR and label information for
the different MCS schemes. Dataset is split into training, validation and test
sets in ratio 60:20:20. The sample points for these sets are retrieved randomly
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from the dataset. After the splitting, it is further shuffled in place before being
used in the CNN. During training, every training set is shuffled. The validation
set that is used during training in order to measure the performance of the
trained neural network on previously unseen data. The test data is used during
prediction, where probabilities for each class is computed based on the test data’s
signal values. The maximum of the probabilities will be the ‘winner’.

4.2 Prediction Accuracy

The confusion matrix for the proposed model, which is resulting from using the
testing dataset for predictions, is presented in Fig. 3. It is possible to see that the
average accuracy fluctuates among different SNR. It was found that the lowest
obtained accuracy was 0.57, on average, and the highest prediction obtained for
a given SNR, e.g. SNR = 19, was 0.8. It is clear that the higher the SNR, the
higher the accuracy for predicting the correct MCS of the radio signal.

For our highest SNR case classification we show a confusion matrix in Fig. 3.
At +19dB SNR, the diagonal in the confusion matrix is almost clear but some
remaining discrepancies are that 64QAM with coding scheme 3/4 is misclassified
as 64QAM with coding scheme 5/6. These can be explained due to the constel-
lation 64QAM with coding scheme 5/6 is less resilient to noise and requires a
higher SNR in order to be correctly identified.

4.3 Hyperparameters Results

Hyperparameters can be tuned and adjusted by the developer whereas parame-
ters are set/automatically computed by models. While parameters are influenced
by the number of filters, kernel size, and bias, the model hyperparameters are
defined by the developer. The effects of the hyperparameters on the prediction
accuracy of the CNN can be summarized as follow:

Additional Convolutional and Dense Layers. It is observed that the rule-
of-thumb of adding convolutional layers with padding and dropout does not
necessarily increase the accuracy of the classifications. In fact, the higher the
number of neurons, which results from additional layers, increases the training
time and the space requirements to store the data. The choice of the number of
filters and its size have to be modest in order not to exceed the memory limits.
From different model configurations, it can be concluded that 3-layered Convo-
lutional with Padding and Dropout is optimized for the radio signal dataset of
size [N, 2, 128] with N equal to 160000 (1000 × 8 MCS× 20 SNRs).

Dropout. The relationship of the dropout to the training/prediction accuracy
is non-linear and varies for different CNNs architectures. For Model 1 as an
example, it could learn and predict at only drop out rate of 0.0, 0.1 and 0.9, i.e.
values close to 0 and 1. For 2-layered CNN, drop out rate 0.3 is the most optimal
followed by 0.5 and 0.7.
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(a) SNR = 0 (b) SNR = 5

(c) SNR = 7 (d) SNR = 10

(e) SNR = 15 (f) SNR = 19

Fig. 3. Confusion matrix of predicting different MCS at different SNR
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Fig. 4. Accuracy plot of the proposed architecture over the full datasetSNRs

Batch Size and No. of Epochs. Batch size of 25 and 210 are chosen with the
different models. Batch size defines how often gradient is computed and weights
are updated. The effect is immediately seen in the training time per epoch.
Smaller batch size will increase the training time per epoch, and it will also
take a longer time to reach convergence. From the results, the effects of batch
size largely depend on the number of layers of the model. For the 3-layered
convolutional model, smaller batch size increases prediction accuracy, whereas,
for the 2-layered convolutional model, the reverse is true. A higher number of
epochs allow improving accuracy as it was expected.

Adam Optimizer. The default value in [24] is used throughout the evaluation,
i.e. adam(lr = 0.001, beta1 = 0.9, beta2 = 0.999, epsilon = 1e−8, decay = 0) as it
yields the highest training/prediction accuracy. It was detected that too high or
too low learning rates could yield to homogeneous prediction and low accuracy.

5 Conclusion and Future Work

The ability of the CNN to detect different radio modulation types is the first step
towards more real-life applications such as dynamic radio spectrum utilization.
The paper presents some results that are intended to provide a heuristic guide
in CNN to design DNN architectures for cognitive radio classification task using
raw IQ data. Factors which influence training and prediction performance are
identified and their impact on the CNN results are discussed. This acquired
knowledge will be useful to create a new, optimized CNN specifically for radio
classification tasks. As future work, we propose to evaluate the proposed DNN
architectures on other waveforms, e.g. variations of the IEEE 802.11 standard or
other technologies that also apply MCS to the transmitted signal, and exploring
the possibility of using transfer learning on multiple radio technologies, each one
with different physical layer, in order to reduce the training time.
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Abstract. Given the ever-increasing demand for wireless services and
the pending explosion of the Internet of Things (IoT), demand for radio
spectrum will only become more acute. Setting aside (but not ignor-
ing) the need for additional allocations of spectrum, the existing spec-
trum needs to be used more efficiently so that it can meet the demand.
Other than providing more spectrum there are other factors (like, trans-
mit power, antenna angles, QoS, bandwidth, and others) that can be
adjusted to cater to the demand and at the same time increase the spec-
trum efficiency. With heterogeneity and densification these factors are
so varied it becomes necessary that we have some tool to monitor these
factors so as to optimize our outcome. Here we propose a PHY layer
granular identification that monitors the physical and logical parameters
associated with a device/antenna. Through a simple optimization prob-
lem, we show how the proposed identification mechanism can further
the cause of spectrum efficiency and ease coordination among devices in
a heterogeneous network (HetNet) to assign resources more optimally.
Compared to received signal strength (RSS) way of assigning resources
the proposed approach shows a 138% to 220% increase (depending on
the requested QoS) in spectrum efficiency. Ultimately, this research is
aimed at assisting the regulators in addressing future spectrum related
efficiency and enforcement issues.

Keywords: Spectrum efficiency · Identification
Heterogeneous networks · Spectrum sharing · Optimization
Radio resource management

1 Introduction

The Cisco VNI report [1] suggests there will be a global increase in the devices
and connection per capita to 3.5 Billion by the year 2021, which will take a
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toll on the demand for spectrum. This impending demand for wireless services,
and eventually requiring more spectrum, will drive fierce regulatory battles. As
deployments become denser, we will likely face increasing issues of harmful inter-
ference and a rising noise floor, compounding the already difficult task of enforce-
ment and efficiency for regulators. Furthermore, as devices become more densely
deployed, it is likely that current methods for radio spectrum management will
fall short, demanding novel radio access methods.

(a) LTE Profile for 746-756 MHz. (b) LTE Profile for 1930-1990 MHz.

Fig. 1. Average aggregated spectrum occupancy waterfall chart for Chicago downtown
measured by the received signal strength in dBm for year 2015–2017 (Color figure
online)

It has been argued that we have faced a spectrum crunch [2] scenario for
the last few decades. There has always been a notion that we need to get more
spectrum to cater to this increasing demand for spectrum. However, most of
the prime frequencies in the sub-6GHz spectrum are already occupied by gov-
ernment and/or licensed owners. The rapidly increasing demand for spectrum
requires that the user equipments (UEs) are provided with more easy access to
spectrum either through reassignment, reallocation, or access to higher spectrum
through millimeter waves and most recently terahertz frequency [3]. However,
these methods are often cumbersome and face deadlock due to huge cost, slow
pace of technological advancement or political agenda.

Nevertheless, the demand for spectrum is bursty in nature and is a function
of the time of day or day of the week. We performed a spectrum occupancy
analysis based on time and days of the week as shown in Fig. 1a and b on a color
scale of blue to red, where red signifies most activity. These are the popular LTE
downlink frequencies, which highlights the fact that even in a highly populated
city like Chicago, the cellular bands are not being utilized to the fullest. The
spectrum data was collected by a directional antenna with a direct line-of-sight
(LOS) from downtown Chicago [4]. The LTE Profile seems to have particular
peak time of usage depending on the demand of the UEs. Not surprisingly, the
pattern repeats at particular hours of the day (mostly 10am-8pm) and particular
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days of the week (mostly weekdays). Thus, instead of providing more spectrum
through above-mentioned methods it will be benefiting that we use the exist-
ing resources (the frequency band) to the optimal level. Therefore, it will be
valuable to combine applications/devices to operate cooperatively and utilize
the same frequency by reducing the frequency reuse, so as to improve efficiency.
Heterogeneous Networks (HetNets) have proved to be the best example where
the spectrum efficiency can be increased by adjusting other technical parame-
ters of the devices, like transmit power, antenna angles (azimuthal and vertical),
Quality of Service (QoS), bandwidth, modulation schemes and others, to use
spectrum more opportunistically.

In this paper, we propose a methodology to monitor these resources at a gran-
ular level through an identification (ID) structure. Today’s cognitive radios are
capable of causing or mitigating interference by adjusting the technical parame-
ters associated with the device(s)/antenna(s). Thus, this makes it necessary that
we identify these devices not only physically, but also logically by their operating
parameters (i.e., the different technical parameters associated with that device)
and provide it in a way that other devices and networks can recognize. However,
while trying to cover more users in the process, we might risk causing harmful
interference, which can quickly enter into a vicious cycle of demand for more
spectrum. With ID structure, device(s)/antenna(s) can be informed about an
impending interference and try to avoid it or may try to ease the enforcement
process, which follows an interference scenario.

It reasons that knowing the IDs of other devices (particularly from HetNet
systems) could be useful in optimizing resource use; nonetheless, it is necessary
to show how such an ID could be used. Therefore, we use a granular layer mon-
itoring of resources to show an increase in efficiency without adding additional
spectrum or causing unwanted harmful interference. In the next sections, we will
explore the need for going beyond the existing IDs and try to identify devices not
only to find its owner, but also to unearth the mode of its operation to increase
spectrum efficiency.

2 Related Work

One way of addressing the demand for spectrum is to increase spectrum effi-
ciency through such methods as adaptive phase array antenna, beamforming
and improved coding schemes. Recent 5G field tests [5] on advanced modulation
schemes like sparse code multiple access (SCMA) and polar coding have shown
improvement in spectrum efficiency. There is even a proposal for changes in hard-
ware by using high-speed switches to make communication full duplex [6], where
a transceiver can transmit and receive data at the same time and frequency.
Still, complex interference issues like overload and spill-over can result in as a
roadblock to these advancements if we do not monitor the devices’ operations.

Generally, the notion for the service providers to cater to the demand has
been to increase infrastructure, like buying more spectrum, deploying more
small cells, adding a directional antenna, investing in multi-input-multi-output
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(MIMO) antennas. However, by increasing the infrastructure we also increase the
chances of harmful interference and uncertainty for the coexistence of devices
for spectrum sharing. Thus, the spectral efficiency apparently decreases after
a certain inflection point [7] for each new addition of infrastructure. The issue
is that even if we have a lot of infrastructures we do not use it optimally. A
solution is to keep track of the detailed parameters of an antenna so that they
can be optimally allocated, e.g., through Radio Resource Management (RRM).
Our proposed ID structure keeps track of the device(s)/antenna(s) physical and
logical parameters.

There exists some research in HetNets that aim at controlling the parameters
to improve the system efficiency, like a centralized greedy solution to optimize
the transmit power in a HetNet [8]. In [9] it proposed power control strategies in
femto cells depending on the demanded QoS of the users and the environment.
While calculating the efficiency they proposed that the users should be provided
with the minimum data rate so that they can still use the web applications.
However, with 5G at the doorstep, the users are becoming more data-savvy
than ever, which power control alone will not be able to cater to this need.

Moreover, with densification and the existing conservative strategies it per-
haps may become difficult to even reach the bare minimum data rate in some
cases. In [10] the authors proposed a similar argument where they used fractional
frequency reuse coupled with transmit power control to coordinate interference
between the APs in a HetNet. Moreover, with coordinated multipoint (CoMP)
[11] steadily taking pace in the 5G deployment strategies, it shows that through
coordination of technical parameters it is possible to further the process of effi-
ciency. However, coordination has its own tradeoff like increased control message
and scheduling. In CoMP joint processing, multiple antennas are involved to form
an array of virtual antennas coordinated by APs to improve the signal strength.
This makes the enforcement process much more complicated as there is now an
array of virtual antennas that can cause unwanted harmful interference. ID can
be used in this scenario to identify these virtual antennas.

Fig. 2. Proposed ID structure
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3 Identification Structure

Some radio communications traditionally made use of explicit methods for ID of
participating entities, like call signs in amateur radios (e.g., AD0VT). However,
identifiers have mostly been used for “name claim” to associate a device with its
owner. Presently there exist many types of IDs in wireless networks, including IP
addresses, Ethernet addresses, subscriber ids (in cellular networks), catalog num-
bers (in satellite systems), or International Mobile Equipment Identity (IMEI).
Currently, there are devices in the market that can co-exist in more than one
services and might have more than one of these IDs. With more heterogeneous
devices assessing common frequency bands (due to advancement in technology
and/or promotion of spectrum sharing) it may be useful (e.g., for enforcement
purposes) to know more about the devices using these bands. By explicitly pro-
viding granular IDs in the physical layer, we allow a common ground for these
heterogeneous devices to perform ex-post enforcement either in a centralized or
a distributed fashion, potentially leading to improving network/spectrum effi-
ciency. Similar benefits might be reaped by the homogeneous device operations,
such as considering less conservative device level constraints to mitigate harmful
interference.

As pointed in the earlier sections that there is a need for monitoring tech-
nical parameters and identifying these devices/antennas uniquely, we propose a
detailed ID to identify device(s)/antenna(s) based on their space and operation
mode as shown in Fig. 2. The space parameter consists of information like geo-
graphical coordinates of the device, and detailed placement of the antenna based
on the sector and antenna numbers (if any). The space parameter will also have
a Unique ID (UID) so as to keep track of redundancy when the device is mobile.
On the other hand, the operation mode should consist of technical parameters,
which can be adjusted dynamically, like operating frequencies, transmit power
or receiver sensitivity based on the antenna type, bandwidth (for carrier aggre-
gation), requested data rate based on user subscription/application. We assume
that the receivers will use their corresponding transmitter to communicate its
ID structure. Moreover, space for an RF radio is also dependent on the antenna
angles and placement, so the parameters, like horizontal and vertical angles and
beamwidth should also be included. Since these parameters can also be adjusted
for methods like beamforming, it is considered as a part of both branches. This
proposed ID structure will not only help allocate resources more optimally, but
also ease the process of interference resolution and enforcement.

Generally, a device will try to sense the ID structure so that it can get
knowledge about its neighbors and their respective operating parameters. How-
ever, due to the hidden node and the exposed node issues devices might not be
able to sense the ID properly. Therefore, the devices can use a backbone Internet
or relay system to avoid these issues. The method for transmission of ID will
be dependent on the system and the tolerance level of the system for increased
network load. For example, a mobility bit is present in the operation mode,
which will check if a device is mobile or not, this can be used as a factor for how
frequently the device(s) need to broadcast its ID. Another effort to reduce the
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network load for distributed systems would be to have a cluster head number in
the operation mode branch. The cluster nodes will be responsible for multiple
transmission of IDs if required, as in the case of LTE, access points (APs) can
be cluster heads for the UEs.

4 Spectrum Efficiency Model

In this section we propose a spectrum efficiency model, which will use the
information provided through the ID structure, as communicated by the
device(s)/antenna(s) in the system. Efficiency can be defined in many ways in
terms of technical, economical and spectral application as defined in [12]. How-
ever, here we define spectrum efficiency η at a given time instance as, η = UCR

BW∗Sf
,

which is the number of users covered UCR per spectrum resource available in
Erlang/MHz/Km2, where the spectrum resource signifies the bandwidth BW
and the coverage area Sf . Generally, the BW remains constant for a system,
other than systems that use carrier aggregation to increase bandwidth dynam-
ically. The user coverage and the coverage area changes very frequently and is
dependent on multiple factors. We say a user is covered if it is satisfied with a
QoS of R, which is specific to a users’ plan and its surrounding neighbors. Let
the cumulative coverage area for the APs operating in the same frequency be
Sf . The geographical space covered by a particular frequency band f is depen-
dent on several factors, like transmit power, antenna type, and antenna angles.
With ID, devices can access the above-mentioned information and adjust it to
maximize their individual/system spectrum efficiency.

Let the set of transmitters and receivers be TX and RX respectively. Let Ω
be the cartesian combination of all resource options available to a transmitter.
The number of independent channels available Fr can also affect the user cov-
erage. Thus, the APs operating in the same frequency after assignment be Ψf ,
where |Ψf | = Nf . For i ∈ TX, j ∈ RX and k ∈ Ω we construct the optimization
problem as shown in Eq. 1 and constrained by Conditions 2–4.

max
1
Fr

Fr∑

f=1

Nf∑

i=1

ηif

Nf
(1)

subjected to,
Rjk ≥ R∗

j∀j ∈ RX, ∃k ∈ Ω (2)
∑

j∈RX,k∈Ω

aijkPij ≤ αPmax
i ∀i ∈ TX (3)

∑

i∈TX

aijkcjik ≤ ζj∀j ∈ RX, ∃k ∈ Ω (4)

Condition 2 checks the user coverage based on the requested data rate R∗
j

extracted from the ID structure. Let aijk be an integer variable, which is 1 if a
transmitter and receiver pair is assigned a resource k and 0 otherwise. Condition
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3 caps the APs from crossing the allocated transmit power αPmax
i for a trans-

mitter i, where α is the fraction of power available for the transmitter. While
trying to cover more users we might risk causing harmful interference to other
users thus affecting the total system efficiency. Therefore, condition 4 makes sure
that the aggregated system interference cijk for a transmitter-receiver pair for a
particular resource combination k be less than the receivers’ sensitivity ζj .

(a) Simulation Environment. (b) Directional Antenna Pattern.

Fig. 3. Simulation environment

5 Evaluation

In this section we evaluate our spectrum efficiency model coupled with the pro-
posed ID structure, to conduct discrete event simulations.

5.1 Environment Setting

To evaluate the benefit of a heterogeneous ID structure, we consider a HetNet
setting with cell configuration shown in Fig. 3a. The environment is a 2 km × 2 km
square area consisting of micro and femto cells, with a macro cell at the center,
which is responsible for relaying data to the micro and femto cells, representing
an umbrella cell. A list of radio parameters is shown in Table 1 [13]. We consider
specific path loss PL models for the AP as shown in Table 1 [14,15]. We consider
operating frequency of 2000 MHz with a bandwidth of 10 MHz.

The microcell is further divided into 3 sectors. These sectors are made by
changing the horizontal beam-width with the main lobe of the antenna within
the beam-width as shown in Fig. 3b [16]. We have considered a single-input-
single-output (SISO) antenna structure with directional antennas for the femto
cell. This allows the antennas to change their coverage by adjusting φ & θ, and
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fit the capacity of the users in that area. We assume the beamwidth horizontal
δH and vertical δV to be fixed at 60◦ and 2.7◦ respectively [13] for the directional
antennas; however, these parameters can also be altered to fit the user coverage.

The user arrival rate follows a Poison distribution with a mean arrival
rate ranging from 50 to 400 UEs per second. We assume a random-way point
model for the UEs for the direction and the speed of the users ranging from
0, 1.4, 9, 15 m/s. Detailed radio characteristics for UE are shown in [13].

Since the information in the ID structure is used to update the variables
in the optimization problem shown in Sect. 4, the ID distribution factors into
the efficiency of the approach. As explained in Sect. 3 that the distribution of
the ID structure will be system and application dependent, which can either be
centralized, maybe through Centralized Radio Access Network (C-RAN), or be
completely distributed. The communication of the ID can either be through a
backbone internet or control channels or even use of ledgers. Here we assume that
the devices can communicate the ID through a control channel like architecture.

Table 1. Radio parameters

Parameters Macro cell Micro cell Femto cell

P max
i 46 dBm 33dBm 23 dBm

GAtype
i 16 dBi 5 dBi

Antenna type Omni-directional 3 sector directional Directional

HtMAX 40m 15m 5m

PL 10αlog(dij) + β + 10γlog(fc) + χσ 20log(fc) + Nlog(dij) + Lf(nw)− 28

5.2 Discussion

To measure the improvement in spectrum efficiency for our proposed ID structure
method, we compare it to the classical RSS method of resource assignment. Let
the ID approach be Scenario I and the RSS method be Scenario II. As explained
in Sect. 4 that efficiency η is directly dependent on the user coverage; however,
there is a tradeoff between coverage and throughput, so we define coverage for 2
sub-cases, RI: R∗

j > 5Mbps and RII: R∗
j > 12Mbps. Different data rates signify

different services, like web, voice, video stream. With two extremes cases of data
rate demand, we try to estimate the worst-case bounds coverage for a 5G kind
setup. The coverage area Sf is calculated dynamically based on the parameters
selected. For Scenario I the frequency allocation is dynamic, while for Scenario
II the frequency is allocated individually to avoid excess co-channel interference.

As explained in Sect. 2 that increasing infrastructure/spectrum does not nec-
essarily guarantee more user coverage as there are other factors, which needs to
be monitored. We compare the average spectrum efficiency results to Fr val-
ues of 6 and 3. When Fr = 3 we consider it is a constrained resource scenario.
We show in Fig. 4 that even reducing the frequency reuse from 6 to 3 our pro-
posed ID structure is able to maintain spectrum efficiency by adjusting the other
parameters; however, RSS is not able to do so.



Improving Spectrum Efficiency in Heterogeneous Networks 197

When we compare Fig. 4a and b we observe that though there is an overall
increase in the average efficiency for Fr = 3 the trend for the respective methods
remains the same, with RI as the best case efficiency. The overall increase in
efficiency in the constrained resource scenario is due to the APs getting compelled
to reuse the channel for the same user demands. However, the Scenario II does
not show an optimal way of resource allocation and thus falls short compared to
Scenario I. Moreover, we see that for both Scenarios I and II, the gap between the
RI and RII data distribution increases as we keep on constraining Fr. This shows
that for a constrained resource scenario covering users with higher QoS demand
will become more difficult. However, Scenario I maintains an overall increase in
average spectrum efficiency. In Fig. 4b, Scenario I is able to show a 2.4 to 3.2
times improvement compared to Scenario II for RI and RII respectively.

The trend for Scenario I seems to have some variations with respect to arrival
rate, while Scenario II shows a steady trend. Scenario I shows a variation of
0.02–0.5 E/MHz/km2, which is due to the dynamic allocation of resources (like,
frequency, transmit power and antenna angles) and UE locations, so that these
resources are assigned more optimally. We see that in Scenario II, which assigns
resources based on the strongest received signal, the efficiency decreases as it
does not monitor the unwanted aggregated harmful interference, which is caused
due to the assignment. Thus, the trend remain quite stable as the assignment
criterion remains the same even with the increase of arrival rate.

We acknowledge that this method of identification comes with some open-
ended challenges, including: where such IDs make sense and where they might
not be necessary; what is the best method to communicate the IDs to other
devices; and the benefits and costs of extending traditional ID requirements, par-
ticularly to shared or lightly-licensed spectrum bands. Additionally, this method
of service/device/operation specific ID might be challenging to implement in
terms of: (1) regulators updating policy, (2) carriers modifying operations, (3)
user participation and cooperation, (4) manufacturers designing and implement-
ing the devices, and (5) standards being created. However, with collaborative

(a) Frequency Reuse=6. (b) Frequency Reuse=3.

Fig. 4. Average spectrum efficiency for different UE arrival rates and frequency reuse
factors (with each point representing average of 100 simulations)
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push from regulators and manufacturers this ID structure could be implemented
and useful.

6 Conclusion

In this paper, we showed that with a granular level ID structure, of identi-
fying device(s)/antenna(s) based on their space and operation parameters, we
can further the cause of using resources more optimally. This ID structure will
ease the ex-post enforcement process for the regulators to monitor for unwanted
harmful interference mostly in the shared and lightly licensed bands. Complex
interference issues like overload and spill-over can be resolved by just monitoring
the ID parameters. Moreover, with heterogeneity and densification of APs and
UEs this ID structure will allow a common ground for the devices to identify
their operation modes uniquely in the system. Similar benefits can be reaped
by homogeneous networks as well. Additionally, we showed that spectrum effi-
ciency or user coverage per spectrum resource can be increased without adding
additional spectrum. The ID structure comes with some tradeoffs and open-
ended challenges; however, these could be resolved with coordination between
the regulators and the industry to achieve the goal of an improved spectrum
efficiency.
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Abstract. This paper focuses on multi-antenna interference rejection combing
(IRC) based black-space cognitive radio (BS-CR) operation. The idea of BS-CR
is to transmit secondary user (SU) signal in the same frequency band with the
primary user (PU) such that SU’s power spectral density is clearly below that of
the PU, and no significant interference is inflicted on the PU receivers. We
develop a novel blind IRC technique which allows such operation mode for
effective reuse of the PU spectrum for relatively short-distance CR communi-
cation. We assume that both the PU system and the BS-CR use orthogonal
frequency division multiplexing (OFDM) waveforms with common frame
structure. In this case the PU interference on the BS-CR signal is strictly flat-
fading at subcarrier level. Sample covariance matrix based IRC adaptation is
applied during silent gaps in CR operation. During CR transmission, the target
signal detection and channel estimation utilize multiple outputs from the IRC
process obtained with linearly independent steering vectors. The performance of
the proposed IRC scheme is tested considering terrestrial digital TV broad-
casting (DVB-T) as the primary service. The resulting interference suppression
capability is evaluated with different PU interference power levels, silent gap
durations, and CR device mobilities.

Keywords: Black-space cognitive radio � Underlay CR � Interference rejection
combining � IRC � Receiver diversity � OFDM � DVB-T

1 Introduction

Cognitive radios (CRs) are designed to operate in radio environments with a high level
of interference and, at the same time, produce negligible interference to the primary
users (PUs) [1–3]. CRs have been widely studied in recent years, with main focus on
opportunistic white-space operation, i.e., dynamically identifying unused spectral
resources for CR operation. Also underlay CR operation has received some attention.
Here the idea is to transmit in wide frequency band with low power-spectral density,
typically using spread-spectrum techniques [4]. Black space CR (BS-CR), where a CR
deliberately transmits simultaneously along the primary signal in the same time-
frequency resources without causing objectionable interference has received limited
attention [5–8]. In general, BS-CR can operate without need for spectrum sensing and
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requires only limited spectral resources. BS-CR can make very effective reuse of
spectrum over short distances.

One of the major requirements for CR operation is to minimize the interference to
the primary transmission system. In BS-CR this is reached by setting the CR trans-
mission power at a small-enough level. The most important factor that enables such a
radio system is that stronger interference is easier to deal with as compared to weaker
interference [9], if proper interference cancellation techniques are utilized. Previous
studies from information theory provide theoretically achievable bounds for such
cognitive radios [10].

The use of multiple antennas allows for spatio-temporal signal processing, which
improves the detection capability of the receiver under fading multipath channel and
interference. Various methods of interference cancellation can be found in [11–16] and
the references therein. For a detector to be optimum under interference, it has to be a
multi-user detector [11].

Interference rejection combining (IRC) receivers do not need detailed information
about the interfering signals, such as modulation order and radio channel propagation
characteristics. Therefore, IRC receivers are simple compared to optimum detectors,
making them desirable for CR scenarios.

IRC techniques are widely applied for mitigating co-channel interference, e.g.,
cellular mobile radio systems like LTE-A [17]. The use of multiple antennas in CRs has
been studied earlier, e.g., in [16]. Our initial study on this topic in highly simplified
scenario with suboptimal algorithms was in [18], but to the best of our knowledge, IRC
has not been applied to BS-CR (or underlay CR) elsewhere. The novel elements of the
scheme proposed in this paper include the following:

• The spatial channel of the interfering PU signal does not need to be explicitly
estimated, while an initial IRC solution is found by calculating the sample
covariance matrix during a silent gap in CR transmission.

• The channel of the target CR transmission is estimated for the maximum number of
linearly independent signals from which the PU interference has been suppressed.

• The IRC weights are obtained from the channel estimates and initial IRC solution
through maximum ratio combining (MRC) of the linearly independent signal set.

In this paper we consider BS-CR operation in the terrestrial TV frequency band,
utilizing a channel with an on-going relatively strong TV transmission. The PU is
assumed to be active continuously. If the TV channel becomes inactive, this can be
easily detected by each of the CR stations in the reception mode. Then the CR system
may, for example, continue operation as a spectrum sensing based CR system. In our
case study, we focus on the basic scenario of IRC based multi-antenna CR receiver
with co-channel interference generated by a single PU transmitter. The performance of
such a system under different interference levels, timing offsets, and modulation orders
is studied. Also, the effect of silent period length and CR device mobility on the
performance is evaluated. The rest of the paper is organized as follows: In Sect. 2, the
BS-SC scenario and proposed IRC scheme are explained. The system model and IRC
solution are formulated in Sect. 3. Section 4 presents the simulation setup and per-
formance evaluation results. Finally, concluding remarks are presented Sect. 5.
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2 IRC-Based Black-Space Cognitive Radio Scenario

In our basic scenario, illustrated in Fig. 1, we consider a CR receiver using multiple
antennas to receive data from a single-antenna cognitive transmitter. The CR operates
within the frequency band of the PU, and the PU power spectral density (PSD) is very
high in comparison to that of the CR. The primary transmission is assumed to be
always present when the CR system is operating. The primary transmitter generates a
lot of interference to the CR transmission, which operates closer to the noise floor of
the primary receiver, and due to this, the primary communication link is protected. We
consider frequency reuse over relatively small distances, such as an indoor CR system.
The multi-antenna configuration studied here is that of single-input multiple output
(SIMO). Other configurations, involving also transmit diversity in the CR link are also
possible, but they are left as a topic for future studies.

Here the PU is a cyclic prefix orthogonal frequency division multiplexing (CP-
OFDM) based DVB-T system [19]. The CR system is also an OFDM based multi-
carrier system using the same subcarrier spacing and CP length as the primary system.
Thus, it has the same overall symbol duration. The CR system is assumed to be
synchronized to the primary system in frequency and in quasi-synchronous manner
also in time. The CP length is assumed to be sufficient to absorb the channel delay
spread together with the residual offsets between the two systems observed at the CR
receiver. Consequently, the subcarrier-level flat-fading circular convolution model for
spatio-temporal channel effects applies to the target CR signal and to the PU inter-
ference signal as well. Then the IRC process can be applied individually for each
subcarrier. Since the CR receiver observes the PU signal at very high SINR level,
synchronization task is not particularly difficult and low-complexity algorithms can be
utilized. Considering short-range CR scenarios, the delay spread of the CR channel has
a minor effect on the overall channel delay spread to be handled in the time alignment

Fig. 1. Blackspace CR system model.
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of the two systems. Basically, if all CR stations are synchronized to the PU, they are
also synchronized with each other.

Both the primary and the CR systems use QAM subcarrier modulation, but usually
with different modulation orders. The received CR signal consists of contributions from
both the desired CR communication signal and the primary transmission signal, the
latter one constituting a strong interference. Our proposed scheme includes two phases
in the CR system operation:

1. During the first phase, the CR transmission is stopped (silent gap) and the IRC
process is adapted blindly to minimize the energy of combined signal during the
silent period. This is done individually for each subcarrier. Since the target channel
is not available during this stage, IRC solutions are found for the maximum number
of linearly independent (virtual) steering vectors. During the CR reception phase,
the corresponding IRC output signals are used for channel estimation and data
detection. They are referred to as partial IRC signals.

2. During the second phase, the CR system is operating. The CR channel coefficients
are estimated for each partial IRC signal using training symbols (containing ref-
erence symbols in all subcarriers). For data symbols, the partial IRC signals are
combined using maximum ratio combining (MRC) based on the estimated channel
coefficients.

This two-phase process is straightforward to implement and it is able to track the
channel fading with relatively low mobility. In future work, it is worth to consider
adaptation of the IRC process without silent gaps after the first one required for the
initial solution. This would help to reduce the related overhead in throughput.

No explicit channel estimation of the PU channel is required in this approach.
The CR channel is estimated from the partial IRC signals, from which the PU inter-
ference has been effectively suppressed.

3 IRC for Black-Space Cognitive Radio

Following the quasi-synchronous OFDM system model explained in the previous
section, the detection process at the CR receiver can be formulated at OFDM subcarrier
symbol level as a flat-fading process. For the 1� N SIMO antenna configuration of the
CR transmission link and L interfering signals, the received signal can be expressed as

r ¼ hTxT þ
XL

l¼1
hI; l xI; l þ g: ð1Þ

Here hT 2 C
N�1 is the channel gain vector for the target CR transmission, hI; l 2

C
N�1 is the spatial channel from the lth interferer to the CR receiver, xT and xI; l are the

corresponding transmitted subcarrier symbols, and g 2 C
N�1 is spatially white additive

white Gaussian noise (AWGN). Naturally, during silent gaps of CR operation, the first
term of (1) is missing. For detection, the signals from different antennas are weighted
and combined using a linear combiner. This can be expressed as the inner product
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y ¼ wHr; ð2Þ

where w 2 C
N�1 is the combiner weight vector, and H stands for Hermitian (complex-

conjugate transpose). Finding the optimum weight vector is an optimization problem.
Generally, the linear minimum mean-squared error (LMMSE) solution minimizes the
mean-squared error in the target signal xT,

J ¼ E xT � wHr
�� ��2h i

: ð3Þ

In interference rejection combining (IRC) we assume knowledge of the covariance
matrix of the interferences. If the channels from the interferers to the CR receiver
antenna array are known, the noise plus interference covariance matrix can be
expressed as

RNI ¼
XL

l¼1
PlhI; lhHI; l þPNI: ð4Þ

Here P I; l is the power of interferer l, PN is the noise power, and I is the identity
matrix of size N. Then the well-known LMMSE solution [20] is

w ¼ R�1
NI hT hHTR

�1
NI hT þ 1=PT

� ��1
; ð5Þ

where PT is the target CR signal power.
Estimating the interferer channel vector would increase the complexity of the CR

receiver, even in the single interferer case of our basic scenario. In case of multiple
interferers, e.g., from other BS-CR systems operating nearby, this would be quite
challenging. Therefore, we use the sample covariance matrix of the received signal,

�RNI ¼
XM

m¼1
rðmÞrðmÞH ð6Þ

during the silent gap of the CR transmission as the estimate of RNI. Here m is the
OFDM symbol index and M is the length of the estimation period (i.e., silent gap
length) in OFDM symbols.

In the proposed scheme it is not possible to estimate the CR channel before the
interference cancellation stage. Therefore, during CR operation phase 1, we carry out the
IRC adaptation process for N orthogonal virtual steering vectors, resulting in N weight
vectors wV; 1; wV; 2; . . . ;wV;N . We use the unit vectors hV;1 ¼ 1; 0; 0; . . . ; 0½ �T,
hV;2 ¼ 0; 1; 0; . . . ; 0½ �T; . . . ; hV;N ¼ 0; 0; 0; . . . ; 1½ �T as the virtual steering vectors
for simplicity. Furthermore, instead of the scaling of (5), the weight vectors are scaled to
have unit Euclidean norm,

wV;n ¼ �R
�1
NI hV;n

.
�R
�1
NI hV;n

��� ���: ð7Þ
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This results in unit noise variance for the corresponding weighted output signals
yn ¼ wH

V;n r; n ¼ 1; 2; . . . ; N, which is essential for the following maximum ratio
combining (MRC) stage. The outputs yn are different observations of the target signal,
for which the interference cancellation has been applied. When the number of receiver
antennas is higher than the number of interference sources, there is diversity in these
observations, and diversity combining can be used for enhancing the performance.
Among the linear combination methods, MRC maximizes the signal to interference-
plus-noise ratio of the combined signal.

During the second CR operation phase, data symbols are transmitted, along with
training symbols at regular intervals. For each training symbol (containing reference
symbols in all active subcarriers), the N channel coefficients ĥV;1; ĥV;2; . . . ; ĥV;N are
first estimated for each of the effective channels corresponding to the N observations as
ĥV;n ¼ wH

V;n � r=p, where p is the transmitted pilot symbol value. Then the data symbol
estimate is obtained by maximum ratio combining the N samples obtained by applying
the virtual steering vectors,

d̂ ¼ wH
MRC � wV;1 wV;2 � � � wV;N

� �H� r; ð8Þ

where the MRC weights are given by

wMRC ¼ ½ĥV;1 ĥV;2 . . . ĥV;N �T
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
ĥV; k

�� ��2r
: ð9Þ

The effective weight vector becomes

wCR ¼ wV;1 wV;2 � � � wV;N
� � � wMRC

¼
XN

n¼1
ĥV;nwV;n

, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
ĥV; k

�� ��2r
: ð10Þ

We can see that for data symbol detection with stationary channels, we just need to
calculate and use this weight vector, instead of applying the MRC weights on the
samples obtained by the weight vectors wV;n.

This model indicates various options for dealing with channel fading. Generally,
the PU channel should not vary significantly between the silent periods. The most
critical scenario in this respect is a moving CR receiver, which causes also the PU
channel to be time varying. Due to the strong PU interference, the interference can-
cellation process is sensitive to the resulting errors in the channel covariance estimate.
For slowly-fading CR channels, it is enough to calculate the effective weights for each
training symbol and use the same weights until the next training symbol. With higher
mobility, the effective weights can be interpolated between consecutive training
symbols. The effect of mobility is investigated through simulations in the following
section.
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4 Performance Evaluation

The simulations are carried out for the system setup explained in Sect. 2. The carrier
frequencies of CR and PU are the same and it is here set to 700 MHz, which is close to
the upper edge of the terrestrial TV frequency band. The modulation order used by CR
varies between 4QAM, 16QAM, and 64QAM. The pilot symbols are binary and have
the same power level as the data symbols. The primary transmitter signal follows the
DVB-T model with 16QAM modulation, 8 MHz bandwidth, and CP length of 1/8
times the useful symbol duration, i.e., 28 ls. The IFFT/FFT length is 2048 for both
systems. The DVB-T and CR systems use 1705 and 1200 active subcarriers, respec-
tively. ITU-R Vehicular A channel model (about 2.5 ls delay spread) is used for the
CR system and Hilly Terrain channel model (about 18 ls delay spread) for PU
transmission. The CR receiver is assumed to have four antennas, and uncorrelated
1 � 4 SIMO configurations are used for both the primary signal and the CR signal.

The number of spatial channel realizations simulated in these experiments is 500.
The ratio of CR and PU signal power levels at the CR receiver (referred to as the signal
to interference ratio, SIR) is varied. The lengths of the OFDM symbol frame and silent
gap for interference covariance matrix estimation are also varied (expressed in terms of
CP-OFDM symbol durations). The training symbol spacing is 8 OFDM symbols, and
the frame length is selected in such a way that training symbols appear as the first and
last symbol of each frame, along with other positions. Channel estimation uses linear
interpolation between the training symbols.

Figure 2 shows a basic bit error-rate (BER) vs. SNR simulation result with 4QAM
(QPSK) and 64QAM modulations and SIR values of −10, −20, and −30 dB. Also the
interference-free baseline case (SIR = 100 dB) is included. The CR block length is 41
OFDM symbols (6 training symbols and 35 data symbols), and the interference
covariance estimation is based on a silent gap of 32 OFDM symbols. In this case, the
interference covariance estimate is very good, and IRC performs very well. The effect
of the interference power is relatively small: reducing the SIR from −10 dB to −30 dB,
the performace loss at 1% BER level is about 0.6 dB for QPSK and about 1.7 dB for
64QAM. When comparing the BS-CR performance with the interference-free case, the
loss is about 3.5 dB for both QPSK and 64QAM at 1% BER level and −30 dB SIR.

Next we consider the performance with slowly-fading channels. It was found also
experimentally that the case where the CR transmitter is moving but CR receiver is
stationary is much easier to handle, because the interference covariance matrix is
stationary as long as the PU and CR receiver are stationary. Therefore, we focus on the
case where the CR receiver is moving, while the CR transmitter is stationary, and both
the target CR channel and the interference are fading with the same mobility, 3 km/h.
Figures 3 and 4 show both the effect of the silent gap length and the OFDM frame
length on the performance. We can notice that by placing the silent gap in the middle of
the frame and using the interference covariance estimate for detecting both the pre-
ceding and following OFDM symbols, the CR frame length could be doubled without
performance loss. However, this is not assumed in Figs. 3 and 4, because it would
require extensive data buffering on the receiver side. In this simulation set-up, the best
length for the silent gap is about 32 OFDM symbols. Generally, while acceptable CR
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link performance can still be achieved, significant performance loss is observed with
respect to the stationary case. Also the feasible CR frame length is rather limited,
leading to relatively high overhead due to the silent gaps. The performace loss with
3 km/h mobility is about 4.7 dB and 10 dB with the the frame lengths of 17 and 41
OFDM symbols, respectively, compared to the stationary case.

Fig. 2. Performance QPSK and 64QAM systems with stationary channel, silent gap duration of
32 symbols, and OFDM frame length of 41 symbols.

Fig. 3. Performance of a 16QAM system with 3 km/h mobility, 700 MHz carrier frequency,
OFDM frame length of 17 symbols, with various gaps and SIR = −30 dB.
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5 Conclusion

The performance of cognitive transmission links in the presence of strong interferences
in the black-space CR scenario was investigated. The interference rejection capability
of IRC using multiple receive antennas for various modulation orders was studied. It
was found that the IRC performs very well in the basic SIMO-type BS-CR scenario
when stationary channel model is applicable, e.g., in fixed wireless broadband sce-
narios. However, the scheme is rather sensitive to the fading of the PU channel. Due to
the strong interference level, the interference cancellation process is affected by rela-
tively small errors in the covariance matrix estimate. For covariance estimation, the
silent gap length should be in the order of 32 OFDM symbols, and the CR OFDM
frame length should be of the same order or less, even with 3 km/h mobility. This leads
to high overhead due to the silent gaps.

In future work, it is worth to consider adaptation of the IRC process without silent
gaps after the first one required for the initial solution. This would help to reduce the
related overhead in throughput. One possible approach is to do this in a decision-
directed manner: first estimating the covariance matrix in the presence of the target
signal and then cancelling its effect based on detected symbols and estimated target
channel.

In the basic TV black-space scenario, there is only one strong TV signal present in
the channel, in agreement with our assumption about the primary interference sources.
DVB-T system allows also single-frequency network (SFN) operation and the use of
repeaters to improve local coverage. In both cases, the primary transmissions can be
seen as a single transmission, with a spatial channel that depends on the specific
transmission scenario, and the proposed scheme is still applicable.

Fig. 4. Performance for a 16QAM system with 3 km/h mobility, 700 MHz carrier frequency,
silent gap of 32 symbols, and SIR = −30 dB.
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The scheme can also be extended to scenarios where multiple CR systems are
operating in the same region. If all CR systems are time-synchronized to the PU and
they are at a relatively small distance from each other, they are also synchronized with
each other, and could be handled by the IRC process as an additional interference
source following the model of Eq. (1). In future studies, also the effect of antenna
correlation will be taken into consideration. The complexity reduction of the IRC
receiver with larger number of antennas is also an interesting topic for further studies.
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Abstract. We introduce a simple yet efficient framework for the local-
ization and tracking of fixed-frequency and frequency-hopping (FH) wire-
less signals that coexist in a wide radio-frequency band. In this spec-
trum sensing scheme, an energy detector is applied to each Short-time
Fourier Transform of the wideband signal to produce a binary spectro-
gram. Bounding boxes for narrowband signals are then identified by using
image processing techniques on a block of the spectrogram at a time.
These boxes are also tracked along the time axis and fused with the
newly detected boxes to provide an on-line system for spectrum sensing.
Fast and highly accurate detection is achieved in simulations for various
FF signals and FH signals with different hopping patterns and speeds.
In particular, for the SNR of 4 dB over a bandwidth of 50 MHz, 97.98%
of narrowband signals were detected with average deviations of about
0.02 ms in time and 2.15 KHz in frequency.

Keywords: Wideband spectrum sensing · Wireless signal detection
Frequency hopping · Time-frequency analysis · Spectrogram
Waterfall image · Image morphology · Blob extraction

1 Introduction

Spectrum sensing is the central task of any cognitive radio networks [6,8], since
it provides a continuing surveillance for better utilization of the radio spec-
trum. Various methods have been proposed for the narrowband spectrum sens-
ing (NSS) [14], which detects the presence of wireless signals in each frequency
subband. However, the local spectrum information provided by the NSS is defi-
cient for the decision making of cognitive nodes in the network. Furthermore,
the division of the radio spectrum into subbands are often too coarse to pre-
cisely identify all narrowband signals. Because of these shortcomings of NSS,
considerable attention has recently been shifted to the wideband spectrum sens-
ing (WSS) [10], which investigates the whole spectrum of interest at a time. The
main challenge of WSS lies at the extremely-high sampling frequency, which
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has to be greater or equal to the bandwidth of the wideband signal, according
to Shannon’s theory. To ease this burden for the Analog-to-Digital Converter
(ADC), a large body of literature [1,2,7,12,15] has focused on the sub-Nyquist
sampling (a.k.a. compressive sampling) techniques for WSS. Existing methods
for signal detection–the core of WSS–often rely on the detection of irregulari-
ties in the Power Spectrum Density (PSD) [3,11–13]. This 1-D approach yields
accurate localization of the frequency subbands in every single time slot but,
unfortunately, does not keep track of the evolution of narrowband signals over
time. Another drawback of the 1-D detection algorithms is that they need to be
repeated for every (short) time slot, leading to heavy computation that prevents
them from real-time implementations.

In this paper, we propose a 2-D approach to WSS in which the signal local-
ization is obtained by applying image processing techniques to a block of binary
spectrogram that is a concatenation of multiple thresholded PSDs. The thresh-
olding of PSDs, or energy detection, is done via a noise floor estimation algo-
rithm proposed in [9], which is also based on image processing. The detected sig-
nals are then tracked across a waterfall of time-frequency images and associated
with bounding boxes on the spectrogram to form an on-line detection system.
Most importantly, the proposed scheme is able to simultaneously handle fixed-
frequency (FF) and frequency-hopping (FH) signals that might be transmitted at
the same time over a wideband spectrum. These 2 types of signals differ mainly
by the time duration: a single hop of an FH signal is typically much shorter
than an FF signal. Therefore, it requires a sufficiently long observation to dis-
tinguish one type of signal from the other. The benefits of our framework are
twofold. First, unlike 1-D detection methods, the proposed mechanism provides
a dynamic localization of the narrowband signals in both time and frequency.
Second, the computation can be made very fast by amortizing the processing
of a binary image over a certain period of time. Our WSS system can also be
linked to the time-frequency analysis methods that are widely used in speech
and acoustics processing [5].

The outline of the rest of the paper is as follows: Sect. 2 describes the building
blocks of our spectrum sensing system; Sect. 3 reports some detection results on
simulated data; and Sect. 4 concludes the paper.

2 Architecture of the Proposed System

Notation: Throughout this section, images are denoted by bold letters. For image
I, we use the notation I(x, y) to refer to the pixel value at row y and column x.

As shown in Fig. 1, the proposed scheme consists of 3 main modules: Spec-
trogram Binarization, Signal Localization, and Signal Tracking. The input to
the system is a wideband analog signal s(t) that is a (noisy) superposition of
multiple narrowband signals inside the frequency band [0, Bwide]. The output of
the system is a list of bounding boxes that dynamically localize all narrowband
signals appearing in the time-frequency waterfall image (or spectrogram) of the
input signal. See Fig. 7 for a visualization of the desired result: FF and FH signals
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are tightly surrounded by red and green boxes, respectively. Each bounding box
has 4 vertices lying on the integer grid of the time-frequency image and is repre-
sented by a tuple (x, y, w, h), where (x, y) are the coordinates of the upper-left
corner and (w, h) are the width and height, respectively. The 4 characteristics
of a narrowband signal, namely, starting time, stopping time, center frequency,
and bandwidth, are computed from its bounding box (x, y, w, h) as

tstart = y × L/Bwide, tstop = (y + h) × L/Bwide, (1)
fcenter = (x + w/2) × Bwide/L, Bnarrow = w × Bwide/L, (2)

where L is the size of the window used in computing the spectrogram. In the
sequel, we discuss the 3 modules of the system in detail.

Fig. 1. Building blocks of the proposed system for wideband spectrum sensing.

2.1 Spectrogram Binarization

This module is illustrated in Fig. 2. The analog signal s(t) is first sampled by
the ADC (Analog-to-Digital Converter) at Nyquist’s rate:

s[n] = s (n/Bwide) , n = 0, 1, 2, . . .

Then, finite-length signals are obtained by sliding a window w[n] of size L along
s[n]. In particular, for m ≥ 0, we define windowed signals sm as

sm[n] = w[n] · s[mL + n], for n = 0, . . . , L − 1.

Next, the PSD (Power Spectrum Density) of each signal block is computed via
the FFT (Fast Fourier Transform) as

Pm[k] = 10 log10

∣
∣
∣
∣
∣

L−1∑

n=0

sm[n]e− j2πkn
L

∣
∣
∣
∣
∣

2

, for k = 0, . . . , L − 1.

This windowed Fourier transform is also known as Short-time Fourier Transform
(STFT). Using the above PSD, a noise floor Fm[k] is estimated by a morphology-
based algorithm proposed in [9].1

1 In practice, due to the slow variation of the noise with time, the noise floor estimation
can be done once for multiple signal blocks.
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Fig. 2. Block diagram of the Spectrogram Binarization module.

The final step of the Spectrogram Binarization is to obtain binary masks
{Xm}m≥0 according to the thresholding

Xm[k] =

{

1, if Pm[k] > Fm[k] + Toffset

0, otherwise,

where Toffset (dB) is a hyper-parameter. Stacking these binary masks together
yields a waterfall image of L columns and undefined number of rows. The hori-
zontal and vertical axes of the image represent frequency and time, respectively.

2.2 Signal Localization

In this module, we extract M consecutive rows of the waterfall image obtained
from the previous stage and identify the narrowband signal blobs inside it. As
illustrated in Fig. 3, this function takes a binary image I of size M × L and
outputs 2 box lists F and H for FF and FH signals, respectively. The main
routines of the Signal Localization module are described below.

Fig. 3. Block diagram of the Signal Localization module.

Localization of FF Signals (Upper Branch)

1. Initialize I f ← I.
2. FH Removal: This step erases FH signals out of the image I f by setting

If(x, y) ← 0, if
∑

y

If(x, y) < Tf,col × M,

where Tf,col ∈ (0, 1) is a hyper-parameter. Interestingly, this step also helps
reduce the noise, which are sporadically distributed in the spectrogram.
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3. Frequency Split: This step provides a frequency localization for the FF signals.
We divide I f into Nf sub-images {I(k)

f }Nf
k=1—strips of columns of I f that are

separated by at least Tf,0 consecutive zero-columns. After this step, each sub-
image supposedly contains a single FF signal. As the output of this step, we
also store the indices of the first columns of these sub-images as {ck}Nf

k=1.
Note that Tf,0 is a hyper-parameter of this routine.

4. Time Shrink: The time localization is then performed on each sub-image as

I
(k)
f (x, y) ← 0, if

∑

x

I
(k)
f (x, y) < Tf,row × Lk,

where Lk is the number of columns in the kth sub-image and Tf,row ∈ (0, 1)
is a hyper-parameter of this step.

5. Box Assignment: This step finally outputs a box list
F = {(xk, yk, wk, hk)}Nf

k=1 where each box is given by

xk = ck, wk = Lk,

yk = r + min
y:

∑
x I

(k)
f (x,y)>0

y,

hk = max
y:

∑
x I

(k)
f (x,y)>0

y − min
y:

∑
x I

(k)
f (x,y)>0

y + 1.

In the above formulas, ck is the index of the first column, Lk is the number
of columns of the kth sub-image I

(k)
f , and r is the index of the first row of

the whole input image I.

Localization of FH Signals (Lower Branch)

1. Initialize Ih ← I.
2. FF Removal: This step erases FF signals out of the image Ih by setting

Ih(x, y) ← 0, if
∑

y

Ih(x, y) > Th,col × M,

where Th,col ∈ (0, 1) is a hyper-parameter.
3. Frequency Split : Similarly to the upper branch, we split Ih into Kh sub-

images {I(k)
h }Kh

k=1 that are separated by at least Th,0 consecutive zero-columns.
However, unlike the Frequency Split for FF signals, each sub-image obtained
from this step may contain multiple signal hops. The purpose of this step
is actually to reduce the heavy computation incurred by the morphological
operators in the next step.

4. Morphology: We then apply 2 morphological operators on each sub-image as

I
(k)
h ←

(

I
(k)
h • E1

)

◦ E2,

where the symbols • and ◦ denote the closing and opening operators [4],
respectively; E1 and E2 are the corresponding structuring elements. While
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the closing operator interpolates the holes in each hop, the opening operator
plays the role of a denoiser. In experiments, we always choose E1 and E2 to
be rectangle structuring elements of size |E1| and |E2|, respectively, which
are the hyper-parameters of this step. Figure 4 illustrates the effect of the
Morphology procedure.

5. Blob Labeling: This step extracts the time-frequency hops by applying a
connected-component labeling algorithm on each of the sub-images. The out-
put of this step is a list of sets {Sk}Nh

k=1 where each set Sk contains the
coordinates (x, y) of 4-connected pixels of value 1.

6. Box Assignment: This step gives a box list H = {(xk, yk, wk, hk)}Nh
k=1 where

xk = cn + min
x∈Sk

x, wk = max
x∈Sk

x − min
x∈Sk

x + 1,

yk = r + min
y∈Sk

y, hk = max
y∈Sk

y − min
y∈Sk

y + 1.

Here, cn is the index of the first column of the nth sub-image I
(n)
h that

contains blob Sk, and r is the index of the first row of the whole image I.

(a) original (b) after closing (c) after opening

Fig. 4. Morphological operators applied to part of the binary spectrogram containing
several signal hops.

2.3 Signal Tracking

This module deals with the tracking of signals along the time axis. To that end,
we divide the waterfall image into blocks {In}n≥1 such that each block has M
rows and every 2 consecutive blocks overlap by Noverlap rows. Each block In is
then passed to the Signal Localization module to obtain 2 box lists (Fn,Hn).
These two lists are then combined with the previous lists to create 2 new lists
(F ′

n,H′
n) that track all the narrowband signals up to time tn = n(M−Noverlap)+

Noverlap. The overall tracking procedure is diagrammed in Fig. 5. The 2 main
routines of this module are discussed below.
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Fig. 5. Block diagram of the Signal Tracking.

1. CF Adjustment: In this routine, each bounding box of a narrowband signal is
expanded such that the vertical center line (center frequency) of the box con-
tains a significant number of nonzero pixels. Specifically, for a box (x, y, w, h)
surrounding a signal, define image I to be the restriction of the spectrogram
on the region inside this box. The (x,w) components of the box are then
adjusted as

x0 = arg min
x:

∑
y I(x,y)>Tcenter×h

|x − w/2|,

(x,w) ←
{

(x, 2x0 + 1) , if x0 > w/2
(x + 2x0 − w + 1, 2(w − x0) − 1) , if x0 < w/2.

Here, Tcenter ∈ (0, 1) is a hyper-parameter of this step.
2. Box Fusion: This routine merges a newly detected box (x, y, w, h) with an

existing box (x′, y′, w′, h′) in the previous list if the following conditions

y − (y′ + h) > Tgap,

min{x + w, x′ + w′} − max{x, x′} > Tratio × min{w,w′}

hold. We use different sets of hyper-parameters: (Tf,gap, Tf,ratio) for FF signals
and (Th,gap, Th,ratio) for FH signals. The merged box is then defined as

w′ ← max{x + w,w′ + x′} − min{x, x′},
h′ ← max{y + h, y′ + h′} − min{y, y′},
x′ ← min{x, x′}, y′ ← min{y, y′}.

The overall effect of the Signal Tracking module is illustrated in Fig. 6.
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Fig. 6. Signal Tracking with box fusion and center-frequency adjustment.

3 Numerical Results

The proposed sensing scheme was implemented in Matlab 2017b. We simulated
1 s of a 50MHz-wideband signal in the spectrum 40 ÷ 90MHz, which produces
50 × 106 samples. This wideband signal contains 43 different narrowband FF
signals using Frequency Modulation (FM), a collection of 200 FH signals hopping
linearly at speed 200 hops/sec, and another collection of 500 FH signals hopping
randomly at speed 500 hops/sec. That results in a total number of 743 signals.
For computing the spectrogram, we used a rectangular window of size L = 214.
The wideband signal was corrupted by Additive White Gaussian Noise with
various levels of Signal-to-Noise Ratio (SNR).

Each binary image going through the Signal Localization module consists of
M = 500 rows of the spectrogram and overlaps by Noverlap = 50 rows with the
next image. The other hyper-parameters used in experiments are given in Table 1.
The blob labeling was done via the built-in function bwconncomp of Matlab.
Results are visualized in Fig. 7 with zoomed-in parts of the simulated frequency
band. Out of the drawn bounding boxes, we assigned one to a narrowband signal
if it overlaps significantly with the ground-truth bounding box. More precisely,
the two boxes are matched if the ratio Intersection Over Union (IOU) between
them is above 60%. A signal is called detected if it is assigned to a bounding
box output by the spectrum sensing system. The detection rate and the Mean
Absolute Error (MAE) of 4 characteristics of the detected signals, computed
by (1) and (2), are reported in Table 2 for 5 different noise levels. It can be seen
that the proposed scheme achieved both high detection rate and high accuracy
across a relatively wide range of SNRs.
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Table 1. Hyper-parameter values. ‘SB’ stands for Spectrogram Binarization.

Module SB Signal localization Signal tracking

Param Toffset Tf,col Tf,0 Tf,row Th,col Th,0 |E1| |E2| Tcenter Tf,gap Tf,ratio Th,gap Th,ratio

Value 17 0.07 5 0.05 0.2 50 (2, 4) (2, 2) 0.6 200 0.3 0 0.7

090807060504
Frequency (MHz)

0

0.5

1

Ti
m

e 
(s

ec
)

Fig. 7. Top: bounding boxes for FF and FH signals are drawn in red and green, respec-
tively, on binary spectrogram over a bandwidth of 50 MHz and a duration of 1 s with
SNR = −4 dB. Bottom 4 figures: Zoomed-in subbands. (Color figure online)
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Table 2. Detection rate and mean absolute error of 4 characteristics of the detected
signals with respect to different SNR levels of the wideband signal.

SNR Detection rate Mean absolute error

Starting time Stopping time Center frequency Bandwidth

−4 dB 60.43% 0.0882ms 0.0655ms 2.4808KHz 6.8783KHz

−2 dB 85.87% 0.0649ms 0.0334ms 2.3223KHz 6.2996KHz

0 dB 94.21% 0.0411ms 0.0201ms 2.2278KHz 5.2229KHz

2 dB 96.10% 0.0315ms 0.0155ms 2.3593KHz 3.5903KHz

4 dB 97.98% 0.0272ms 0.0169ms 2.3307KHz 1.9618KHz

4 Conclusion

We have presented in this paper a novel method for on-line wideband spectrum
sensing that relies on the processing and fusion of binary time-frequency images.
These images are obtained by combining a simple energy detector with a noise
floor estimator on the STFTs of the wideband signal. The signal localization
and tracking are both performed on binary images, allowing fast algorithms.
As simulations suggested, this method is effective for both fixed-frequency and
frequency-hopping signals, which are likely to simultaneously appear in a wide
spectrum. We believe that the proposed method can be implemented into a
real system for automatic spectrum monitoring, an essential step towards the
realization of cognitive radio networks.
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