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Preface

The present book includes extended and revised versions of a set of selected papers from
the 10th International Conference on Agents and Artificial Intelligence (ICAART 2018),
held in Funchal, Madeira, Portugal, during January 16–18.

ICAART 2018 received 161 paper submissions from 35 countries, of which 14%
are included in this book. The papers were selected by the event chairs and their
selection is based on a number of criteria that include the classifications and comments
provided by the Program Committee members, the session chairs’ assessment, and also
the program chairs’ global view of all papers included in the technical program. The
authors of selected papers were then invited to submit a revised and extended version
of their papers having at least 30% innovative material.

The purpose of the International Conference on Agents and Artificial Intelligence is
to bring together researchers, engineers, and practitioners interested in the theory and
applications in the areas of agents and artificial intelligence. Two simultaneous related
tracks were held, covering both applications and current research work. One track
focused on agents, multi-agent systems and software platforms, distributed problem
solving and distributed AI in general. The other track focused mainly on artificial
intelligence, knowledge representation, planning, learning, scheduling, perception
reactive AI systems, and evolutionary computing and other topics related to intelligent
systems and computational intelligence.

The book consists of 23 contributions of high quality. For a list of the papers, we
refer the reader to the Table of Contents. In general, the ICAART 2018 topics covered
in this book are as follows: natural language processing (4, 2 of which are from the
Special Session on Natural Language Processing in Artificial Intelligence), neural
networks (4), multi-agent systems (4), planning and scheduling (2), intelligent user
interfaces (2), knowledge representation and reasoning (2), machine learning (2),
Semantic Web (1), soft computing (1), uncertainty in AI (1).

We would like to thank all the authors for their contributions and also the reviewers
who helped ensure the quality of this publication.

January 2018 Jaap van den Herik
Ana Rocha
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A Unified Comparative Study of Heuristic
Algorithms for Double Combinatorial

Auctions: Locality-Constrained Resource
Allocation Problems

Diana Gudu(B), Marcus Hardt, and Achim Streit

Karlsruhe Institute of Technology, Karlsruhe, Germany
{diana.gudu,marcus.hardt,achim.streit}@kit.edu

Abstract. Market-oriented resource allocation in cloud computing is
driven by increasingly stringent needs for flexibility, fine-grained alloca-
tion, and more critically, revenue maximization. Double combinatorial
auctions aptly address these demands, but their NP-hardness has hin-
dered them from being widely adopted. Heuristic algorithms, with their
input-dependent performance and solution quality, have failed to offer
a robust alternative. We posit that a unifying approach for evaluating
all existing algorithms, under the umbrella of a consistent problem for-
mulation and a variety of common test cases, can propel combinatorial
auctions towards real-world usage.

In this paper, we performed an extensive empirical evaluation of
a portfolio of heuristic algorithms for double combinatorial auctions,
applied to problems with hard resource locality constraints. We found
that there is no single algorithm that outperforms the others in all test
scenarios. However, we offer insights into the behavior of the algorithms,
and provide methods to explore the portfolio’s performance over a wide
range of input scenarios.

Keywords: Combinatorial auction · Resource allocation
Cloud computing · Heuristic algorithm · Benchmarking

1 Introduction

In the ever-growing [1], dynamic landscape of cloud computing [2], combinatorial
auctions [3] can add flexibility and appropriate economic incentives to a currently
rigid resource provisioning approach.

Recent trends [4] in cloud computing are driving the field towards market-
driven resource allocation and pricing, with some commercial cloud providers
already adopting the concept of dynamic pricing. For example, Amazon is auc-
tioning off unused resources on the so-called spot market [5], in order to increase
their revenue. However, the mechanisms used are single-good: fast but simple.

c© Springer Nature Switzerland AG 2019
J. van den Herik and A. P. Rocha (Eds.): ICAART 2018, LNAI 11352, pp. 3–22, 2019.
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A combinatorial approach, where customers are able to bid on various com-
binations of resources, would significantly increase flexibility and provide fine-
grained control to cloud customers. However, the use of combinatorial auctions
in practice is hindered by their computational complexity: they are NP-hard
problems [3]. Fast, approximate algorithms must be employed, but they incur a
certain monetary loss that needs to be bounded.

Although there is a plethora of approximate algorithms for combinatorial
auctions in the literature [6–14], a systematic and comprehensive comparison
was lacking.

In [15], we performed the first such comparison in order to lay the groundwork
for a unified and consistent benchmarking approach. We created a portfolio
of algorithms based on existing work or well-known optimization methods. We
then introduced a flexible tool for generating artificial datasets for combinatorial
auctions, which was used to perform an extensive empirical comparison of the
algorithms in the portfolio over a large input space. We found that there is no
algorithm that outperforms all the other algorithms in the portfolio in all cases.
Furthermore, we found that this effect was more pronounced when soft resource
locality constraints were considered.

In this paper, we reformulate the resource allocation problem in [15] to
enforce hard locality constraints. The most significant change concerns the sell-
ers, which now offer pre-packaged resource bundles that can each be allocated
to a single bidder, instead of individual resources that can be combined with
other seller’s resources to fulfill a user request. This is more in line with current
cloud computing provisioning strategies and is technically feasible with current
cloud technologies, whereas implementing the formulation proposed in [15] in
the real world would need to address performance issues that can arise from
on-the-fly provisioning of custom VMs or inter-cloud data transfers, as well as
SLA compatibility issues inherent to multi-cloud applications.

Furthermore, we provide a detailed account of how the algorithms in the
portfolio were adapted to this formulation. We then extensively evaluate the
portfolio on several datasets, containing larger problems, generated using a wider
range of parameters for the input generator. The trade-off between solution
quality and execution time is also considered: the algorithms in the portfolio are
compared from the perspective of variable preferences regarding this trade-off.

The rest of the paper is organized as follows. In Sect. 2, we present related
work on heuristic algorithms for combinatorial auctions, and benchmarking
efforts in this area. Section 3 details the theoretical formulation for the resource
allocation problem as a two-sided combinatorial auction, with a special consid-
eration to economic properties. Section 4 provides an in-depth look into a port-
folio of heuristic algorithms for combinatorial auctions. In Sect. 5, we present our
comprehensive evaluation over a variety of test scenarios. Finally, in Sect. 6, we
summarize our results, together with the possible directions for future research
opened up by our analysis.



A Unified Comparative Study of Heuristic Algorithms 5

2 Related Work

There is a rich literature on heuristic algorithms for solving the WDP [6–14].
While each work compares its newly introduced algorithm to other existing algo-
rithms, there is no attempt, to our knowledge, to experimentally compare all the
existing algorithms in a more systematic and consistent manner.

CATS [16] is a “universal test suite” for combinatorial auctions which tries to
unify benchmarking efforts by offering a range of economically-driven artificially-
generated scenarios, but the focus of the evaluation is on optimal algorithms and
their execution time, or hardness.

In [15], we performed an extensive evaluation of a portfolio of approximate
algorithms for combinatorial auctions, built upon a consistent problem formula-
tion. Moreover, we introduced an artificial input generator, which enabled com-
prehensive benchmarking over a wide range of input problems. However, the
problem formulation did not support hard resource locality constraints.

3 Combinatorial Auctions

To incorporate resource locality requirements, we reformulate the resource allo-
cation problem [15] for cloud computing below. The participants of a double, or
two-sided, combinatorial auction are:

– a set of n bidders U = {1, . . . , n},
– a set of m sellers P = {1, . . . , m},
– and an auctioneer that decides upon the allocation and pricing of resources

based on the bids and asks it receives.

The object of the exchange is a set of l resource types, or goods, G = {1, . . . , l},
which can be traded in various integer amounts, packaged in bundles. Therefore,
each bid or ask can be expressed as a vector of quantities and an associated
bundle value, as described in Eqs. 1 and 2, respectively.

bid i : (〈ri1, . . . , ril〉, bi) (1)

ask j : (〈sj1, . . . , sjl〉, aj) (2)

More specifically, rik and sjk are the amounts of resource type k requested or
offered by bidder i or seller j, respectively. Bidder i bids a value bi on the
bundle—the maximum amount it is willing to pay. Similarly, seller j offers its
bundle of resources at a price aj .

After collecting the bids and asks, the auctioneer computes the resource
allocation and pricing according to two rules:

1. Allocation rule: the auctioneer solves the Winner Determination Problem
(WDP) [17] by deciding which bidders and sellers will trade goods such that
the social welfare is maximized.

2. Payment rule: the auctioneer computes the prices at which the bundles are
traded by using a payment scheme that satisfies certain economic properties.
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The social welfare is defined [18] as the sum of all the trade participants’ utili-
ties, where utility is a measure of a trader’s satisfaction. We assume that both
bidders and sellers are single-minded, which means that they are only interested
in buying or selling the full bundle, and have 0 utility for any other bundle.

As a result, a bidder i’s utility for a requested bundle S is defined in Eq. 3,
where vi(S) (valuation) is the true value bidder i is willing to pay for bundle
S, and pi is the actual price paid at the end of the auction. When a bidder is
truthful, vi(S) = bi. A seller’s utility is defined in a similar way.

ui(S) =

{
vi(S) − pi, if i wins bundle S in the auction
0, otherwise.

(3)

3.1 Allocation Rule

The WDP is defined as the following integer program:

max
x,y

⎛
⎝ n∑

i=1

bixi −
m∑

j=1

n∑
i=1

ajyij

⎞
⎠ (4)

subject to constraints:

xi, yij ∈ {0, 1},∀i ∈ U,∀j ∈ P (5)

n∑
i=1

yij ≤ 1,∀j ∈ P (6)

m∑
j=1

yij = xi,∀i ∈ U (7)

rikxi ≤
m∑

j=1

sjkyij ,∀i ∈ U,∀k ∈ G. (8)

Constraint (5) expresses the single-mindedness of bidders and sellers and forbids
partial bundle allocations. Constraint (6) ensures that a seller allocates its bundle
to at most one bidder, while Constraint (7) ensures that each bidder receives the
resources in its bundle from a single provider. Finally, Constraint (8) ensures
that, in the eventuality of a trade, a seller’s bundle contains at least the quantity
of resources requested by the bidder for each resource type.

3.2 Payment Rule

With the new problem formulation where each bidder and seller is involved in
at most one exchange, the payment scheme is vastly simplified.
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Similar to [15], we use the κ−pricing scheme [19], which distributes the trade
surplus between the trade participants, in a proportion given by the factor κ.
Thus the surplus resulting from a trade between a buyer i and seller j is:

δij = bi − aj ,∀yij = 1 (9)

Bidder i will thus receive a discount of a κ-th part of this surplus, resulting in
the following payment:

pi = bi − κδij = (1 − κ)bi + κaj (10)

Similarly, seller j will receive the following payment:

pj = aj + (1 − κ)δij = (1 − κ)bi + κaj (11)

Throughout the experiments in this paper, we use κ = 0.5 and thus equally
distribute the trade surplus between winning buyers and sellers.

3.3 Mechanism Properties

In auction mechanism design, there are four essential economic properties which
need to be considered when formulating the allocation rule and the payment rule:
incentive compatibility, individual rationality, economic efficiency and budget-
balance. Nevertheless, as proven by [20], no mechanism can simultaneously sat-
isfy all four properties. It is left to the mechanism designer to choose the prop-
erties that can be satisfied, and put them in accordance with other constraints,
such as tractability, auctioneer profit, etc.

The auction mechanism proposed in this paper is budget-balanced, since
the trade surplus is distributed among the trade participants, and therefore the
auctioneer neither makes a profit, nor subsidizes the trade.

The mechanism is also individually rational, since no agent loses by par-
ticipating in the trade: cf. Eq. 3, an agent’s utility is always positive or zero at
the end of the auction.

The economic efficiency property is satisfied only when an optimal algo-
rithm is used to solve the WDP. However, tractability is typically desired for
cloud resource allocation, i.e. the algorithm should execute in polynomial time.
Heuristic algorithms do not always yield the optimal solution, but it was shown
for algorithms such as Greedy [8] that a solution within a factor of

√
l of the

optimal solution can be guaranteed. Thus, the proposed mechanism is asymp-
totically economically efficient.

Finally, due to the chosen κ−pricing scheme, the mechanism is not truthful
or incentive compatible. This means that agents are not motivated to reveal their
true valuations and might try to game the system to their advantage. However,
in [19] it was shown that non-truthful bidding increases the risk of no allocation
due to the competition in the market. Thus, in practice, agents are truthful.

Classic payment schemes such as Vickrey-Clarke-Groves (VCG) [21] were
not used in this work: even though VCG can guarantee truthfulness, it is com-
putationally expensive, and it would violate the budget-balanced property by
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forcing the auctioneer to subsidize the trade. Both issues are not acceptable in
a real-world scenario for cloud resource allocation.

4 Algorithm Portfolio

We built a portfolio of heuristic algorithms for solving the WDP. In this section,
we give a detailed account of the algorithms, the optimization methods used, as
well as our specific contributions.

The algorithms are based on our previous work [15]. However, the new prob-
lem formulation led to significant changes in the algorithms and, in some cases,
a complete rethinking of the approach. Generally, the algorithms are based on
the vast literature on approximate algorithms for combinatorial auctions or opti-
mization algorithms, but they are normalized to a single problem formulation.
This enables a fair and consistent comparison.

Note that algorithms based on the relaxed linear problem [22] were not
included in the current portfolio, due to their exponential time complexity, com-
bined with poor solution quality as observed in [15].

4.1 Optimal Algorithm

We include the optimal algorithm in the portfolio, to be used as a reference
throughout the evaluation. The optimal algorithm treats the WDP as a mixed-
integer linear program (MILP) [23], a class of problems which is typically solved
using branch-and-cut techniques [24]. We implemented the optimal algorithm
using IBM’s commercial software CPLEX [25], hailed as the most performant
solver for MILPs.

4.2 Greedy Algorithms

Greedy algorithms are heuristics that make the locally optimal choice at every
step, aiming for a globally optimal solution [26]. The rich literature of greedy
algorithms for the WDP [7,8,22] hinges on a common idea: the bids (and asks
for the two-sided case) are sorted according to a certain criterion, and then they
are greedily allocated as long as there are no conflicts.

We use bid and ask densities as sorting criteria, which are defined for buyer
i and seller j in Eqs. 12 and 13, respectively.

di =
bi√∑l

k=1 f b
krik

,∀i ∈ U (12)

dj =
aj√∑l

k=1 fa
k sjk

,∀j ∈ P (13)

Compared to the average price per unit, the density gives priority to smaller
customer requests and was shown to yield higher welfare [8].



A Unified Comparative Study of Heuristic Algorithms 9

Based on [7], we introduced the relevance factors fk, defined as the relative
weight of resource type k, which can be used to express differences in value for
the different resource types. In [15], we proposed using different weights for bids
and asks, f b

k and fa
k , respectively. We extended the three calculation methods

proposed by [7] to the two-sided case as follows.

1. Uniform weights, as a generalization of the one-sided case [8]:

f b
k = fa

k = 1,∀k ∈ G (14)

2. Weights based on the absolute scarcity of each resource, defined as the inverse
of the supply of the resource on the market (for bids) or the inverse of the
demand for the respective resource (for asks):

f b
k =

1∑m
j=1 sjk

, fa
k =

1∑n
i=1 rik

,∀k ∈ G (15)

3. Weights based on the relative scarcity of each resource, defined as the differ-
ence between demand and supply, normalized by the demand (for bids), and
normalized by the supply (for asks):

f b
k =

∣∣∣∑n
i=1 rik − ∑m

j=1 sjk

∣∣∣∑n
i=1 rik

, fa
k =

∣∣∣∑n
i=1 rik − ∑m

j=1 sjk

∣∣∣∑m
j=1 sjk

,∀k ∈ G (16)

In this paper, we will refer to the greedy algorithms for each method of calculat-
ing the relevance factors as: greedy1, greedy2, and greedy3. The pseudocode
is shown in Algorithm 1.

Algorithm 1. Greedy algorithms for different calculation methods of relevance factors.

1: function greedyX(n, m, l, b, r, a, s)
2: compute relevance factors fa

k , fb
k , ∀k ∈ G with method X

3: compute bid and ask densities
4: sort bids descendingly by bid density di, ∀i ∈ U
5: sort asks ascendingly by ask density dj , ∀j ∈ P
6: i ← 1; j ← 1
7: while i ≤ n and j ≤ m do
8: if rik ≤ sjk, ∀k ∈ G and bi ≥ aj then � if ask j can satisfy bid i
9: xi ← 1; yij ← 1 � allocate resources offered

by seller j to bidder i
10: i ← i + 1 � move to next bidder
11: end if
12: j ← j + 1 � move to next seller
13: end while
14: return (x, y)
15: end function

Additionally, due to the two-sided aspect, we implemented a greedy algorithm
that gives priority to sellers and moves through the list of bids until one that
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satisfies the considered ask is found. In Algorithm 1, this is achieved by simply
swapping lines 10 and 12. Throughout this work, the naming convention is to
add an “‘-s” prefix for algorithms that prioritize asks, in this case greedy1s.

4.3 Hill Climbing Algorithms

Hill climbing algorithms [9,27] typically perform a local search in the solution
space by starting off at a random point and moving to a neighboring solution
if the new solution is better. The algorithm stops when it finds a (local) opti-
mum. This is depicted in Algorithm2, where the initial solution is determined
using a greedy algorithm. We devised two different methods of exploring the
neighborhood of a solution in the solution space.

Firstly, as shown in Algorithm 3, a neighboring solution is found by changing
the ordering of bids or asks, and applying a greedy algorithm onto this ordering.
Based on [10], an unallocated bid is moved to the beginning of the bid list to
generate a neighboring solution, starting with the first bid after the critical bid
(or first unallocated bid in the ordered list) and then going through the sorted
list. We call this algorithm hill1. The version that prioritizes sellers, hill1s,
changes the ordering of asks to explore the neighborhood of a solution and uses
greedy1s.

A more generic hill climbing algorithm, where neighboring solutions are gen-
erated by toggling the xi variables, as proposed by [14] for the multiknapsack
problem, is depicted in Algorithm 4. This means that a single bid in the current
solution is allocated or removed from the allocation. The corresponding yij vari-
able is adjusted, in order to produce a feasible solution. We call this algorithm
hill2. A hill climbing algorithm that prioritizes sellers, hill2s, was also imple-
mented. Algorithm hill2s explores the neighborhood of a solution by toggling
the allocation of a random ask j, and uses greedy1s for allocation.

Algorithm 2 . Hill Climbing algorithms.

1: function hill(n, m, l, b, r, a, s)
2: (x, y) ←greedy1(n, m, l, b, r, a, s) � generate initial solution
3: while solution improves do
4: while solution has unexplored neighbors do
5: (x′, y′) ←neighbor(x, y) � get neighboring solution
6: if welfare(x′, y′) > welfare(x, y) then � if new solution is better
7: (x, y) ← (x′, y′) � move to new solution
8: break
9: end if

10: end while
11: end while
12: return (x, y)
13: end function
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Algorithm 3 . Function that returns the neighbor in the solution space of a given

solution, by changing the bid.

1: function neighbor1(x, y)
2: move bid i to beginning of list � i ← critical i + 1, n
3: return greedy1(n, m, l, b, r, a, s) � apply on new ordering
4: end function

4.4 Simulated Annealing Algorithms

Simulated annealing [28] is an optimization method that tries to mitigate the
issues of gradient-based methods (such as hill climbing) of being stuck in local
optima. To that end, it accepts worse solutions during the search process, with a
probability that is decreasing over time. The algorithm is shown in Algorithm 5.
In our implementation, the so-called temperature decreases at a constant rate
α = 0.9, and a fixed number of iterations is executed for each temperature. The
acceptance probability is computed using the formula in Eq. 17, where (x, y) is
the current solution in the search space, while (x′, y′) is the explored neighboring
solution. As a result, better solutions are always accepted (the probability is
always higher or equal to 1), while for worse solutions, the probability that they
are accepted is in [0, 1] but decreases with the temperature variable T , ultimately
allowing the search to converge.

ap = e
welfare(x′,y′)−welfare(x,y)

T ·welfare(x,y) (17)

Similar to hill2, the initial solution is generated using greedy1, and a neigh-
boring solution is generated using the neighbor2 function (cf. Algorithm4).
We implemented two algorithms, sa and sas, by giving priority to bidders and
sellers, respectively, and using the appropriate greedy algorithm.

4.5 Casanova Algorithms

Based on [11], we included in the portfolio a stochastic local search algorithm
named casanova which, similar to sa, uses randomization to escape from local
optima. The pseudocode is shown in Algorithm 6. The search starts with an
empty allocation and adds a bid to the solution to reach a neighbor in the search
space: with a walk probability wp, a random bid is chosen for allocation; with
a probability of 1 − wp, a bid is selected greedily by ranking the bids according
to their score (the average bid price). From the sorted bids, the highest-ranked
one is selected if its age is higher than that of the second highest ranked bid;
otherwise, we select the highest ranked bid with a novelty probability np and the
second highest one with a probability of 1−np. The age of a bid is defined as the
number of steps since it was last selected. The search is restarted maxTries = 10
times and the best solution from all runs is chosen. As [11], we set wp = 0.15
and np = 0.5.

Algorithm 7 shows how a bid is added to a partial solution: a greedy-like
algorithm is used to find an unallocated ask that can satisfy it. If no ask is
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Algorithm 4 . Function that returns the neighbor in the solution space of a given

solution, by toggling a random xi.

1: function neighbor2(x, y)
2: i ← random(1, n) � randomly select bid
3: if xi = 1 then
4: xi ← 0; yi,j ← 0, ∀j ∈ P � undo allocation of bid i
5: else
6: j ← 1
7: while j ≤ m do � greedy-like search for ask
8: if yqj = 0, ∀q ∈ U then � j not allocated
9: if rik ≤ sjk, ∀k ∈ G and bi ≥ aj then � if ask j can satisfy bid i

10: xi ← 1; yij ← 1 � match bid i and ask j
11: break
12: end if
13: end if
14: j ← j + 1 � move to next ask
15: end while
16: end if
17: return (x, y)
18: end function

Algorithm 5. Simulated annealing.

1: function sa(n, m, l, b, r, a, s)
2: (x, y) ←greedy1(n, m, l, b, r, a, s) � generate initial solution
3: while T > Tmin do � decreasing temperature
4: for i ← 1, it do � fixed number of iterations
5: (x′, y′) ←neighbor2(x, y) � get neighboring solution

6: ap = e
welfare(x′,y′)−welfare(x,y)

T ·welfare(x,y) � acceptance probability
7: if ap > rand(0, 1) then � with probability ap. . .
8: (x, y) ← (x′, y′) � . . .move to new solution
9: end if

10: end for
11: T ← αT � fixed rate α = 0.9
12: end while
13: return (x, y)
14: end function

found, the search continues with the already allocated asks, but the bid can
replace an already allocated bid only if it improves the social welfare.

An algorithm that prioritizes sellers, casanovas, was also implemented, with
the following differences: asks are sorted by their score, while bids are sorted by
density; the insert function takes an ask j and tries to find a matching bid i.

5 Evaluation

We performed an extensive and systematic evaluation of the algorithm portfolio,
and we present the results in the rest of this section.
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Algorithm 6. Casanova algorithms, based on stochastic local search.

1: function casanova(n, m, l, b, r, a, s)
2: for try ← 1, maxTries do � restart search try times
3: (x, y) ← 0 � empty allocation
4: sort bids descendingly by score
5: sort asks ascendingly by density
6: for step ← 1, maxSteps do
7: if wp > rand(0, 1) then � with walk probability wp
8: (x, y) ←insert(random unallocated bid i, x, y)
9: else

10: if age(first bid) > age(second bid) then
11: (x, y) ←insert(first unallocated bid, x, y)
12: else
13: if np > rand(0, 1) then � with novelty probability np
14: (x, y) ←insert(first unallocated bid, x, y)
15: else
16: (x, y) ←insert(second unallocated bid, x, y)
17: end if
18: end if
19: end if
20: end for
21: end for
22: return best (x, y) found
23: end function

Since real-world auction data for cloud resources is difficult to find, we use
artificial data in all our tests, a common practice in the area of combinatorial
auctions [3,16,29]. This also affords a coverage of a wider scope of scenarios,
while providing full control over the input. In [15], we introduced a novel tool
for generating artificial data for multi-good multi-unit double combinatorial auc-
tions, compatible with legacy distributions [16], named CAGE (Combinatorial
Auctions input GEnerator). We adapted it to the new problem formulation for
the purpose of this paper.

Using CAGE, we created two different datasets:

D1: comprising 20438 instances, with a fixed number of bids and asks (n = m =
512); the number of resource types was varied (l ∈ {16, 32}), as were all
parameters of random distributions used by CAGE to generate the bun-
dle size, relative resource scarcity and resource valuations (e.g. mean and
standard deviation for normal distribution of bundle sizes); three different
additivity parameters were used to compute bid and ask values. All com-
binations of available distributions with varied parameters were used to
generate the dataset; infeasible problems (where no match is possible) were
filtered out.

D2: comprising 2961 instances, with a fixed number of bids and asks (n = m =
1024) and varied number of resource types (l ∈ {16, 32}); three different
additivity parameters were also used for this dataset, while the parameters
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Algorithm 7. Function which adds an unallocated bid and best matching ask to the

current solution.
1: function insert(i, x, y)
2: j ← 1
3: while j ≤ m do � greedy-like search for ask
4: if yqj = 0, ∀q ∈ U then � j not allocated
5: if rik ≤ sjk, ∀k ∈ G and bi ≥ aj then � if ask j can satisfy bid i
6: xi ← 1; yij ← 1 � match bid i and ask j
7: reset age(i)
8: return (x, y) � match found
9: end if

10: end if
11: j ← j + 1 � move to next ask
12: end while
13: j ← 1 � no match, restart search
14: while j ≤ m do � greedy-like search for ask
15: if ∃q ∈ U, yqj = 1 then � j already allocated
16: if rik ≤ sjk, ∀k ∈ G and bi ≥ aj then � if ask j can satisfy bid i
17: if bi > bq then � if bid i improves allocation
18: xi ← 1; yij ← 1 � match bid i and ask j
19: xq ← 0; yqj ← 0 � undo allocation of bid q
20: reset age(i)
21: return (x, y) � match found
22: end if
23: end if
24: end if
25: j ← j + 1 � move to next ask
26: end while
27: return (x, y) � no match found
28: end function

of the random distributions were set to their default values. All combinations
of the available distributions in CAGE were used; infeasible instances were
removed.

Therefore, D1 contains a larger number of more diverse instances, while D2
consists of larger problem instances. Nevertheless, both datasets consist of larger
auction instances than we used in [15].

5.1 Average Case

First, we studied the average behavior of the algorithm portfolio on each dataset.
We measured the execution time and recorded the computed welfare, with the
results depicted in Figs. 1 and 2.

Figure 1 shows that there are large differences between the algorithms in
terms of computed welfare (normalized to the optimal welfare): the greedy algo-
rithms generally yield a low welfare (≈14%), but have a large variation over the
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dataset; algorithms hill2(s) and sa(s) compute the highest welfare in the port-
folio, with averages of 84%−94% and lower standard deviations. The remaining
algorithms, casanova(s) and hill1(s) have inconclusive results: they compute
a social welfare at a half or a third of the optimal one, and have the highest
standard deviation of all algorithms.

Moreover, this behavior is consistent over the two datasets, with two notable
exceptions: the simulated annealing algorithms perform worse on D2 (dataset
with larger problems), suggesting that, for sa(s), the welfare does not scale
linearly with the problem size; the hill2(s) algorithms, on the other hand, have
a reduced standard deviation on D2, thus improving with problem size.

The immediate conclusion of the results in Fig. 1 is that the hill2(s) algo-
rithms are the best in the portfolio, but the execution time analysis in Fig. 2
paints a different picture.

Figure 2 shows that the greedy algorithms are 3 − 4 orders of magnitude
faster than any other algorithm in the portfolio. Furthermore, while hill2(s) and
sa(s) all have an average time of ≈9% of cplex’s time on dataset D1, they scale
differently with the problem size: as expected, simulated annealing algorithms
are faster on D2 (by a factor of ≈2.4). Similarly, casanova(s) algorithms use
stochastic search to speed up the optimization process, and are thus faster on
the larger problems in dataset D2.

Nevertheless, the average case behavior is consistent with our findings in [15]
for a problem formulation with soft or no locality constraints. The evaluation
confirms our hypothesis that algorithm performance and solution quality are
highly dependent on the input, and thus there is no clear portfolio winner—each
algorithm has its strengths and weaknesses.

5.2 Effect of Randomization

The casanova(s) and sa(s) algorithms are stochastic, causing them to yield
different results for different runs on the same input. For a reliable usage, it is
desirable to minimize welfare variations between runs. Thus, we evaluated the
robustness of the four algorithms with respect to randomness. We used the D2
dataset and performed 100 runs on each problem instance.

Figure 3 shows the percentual variations for each algorithm with respect to
the mean of the 100 runs. We performed this normalization in order to have a
comparative overview over all the instances and algorithms. For all the evaluated
algorithms, we observed a variation in a similar range to the one we observed
in [15] for soft locality-constrained algorithms: the lower and upper quartile are
inside the interval (−3.5%, 3.6%) with respect to the mean, with 5% to 95%
of the data in (−19%, 33%). However, outliers can vary as much as ±100%.
Furthermore, higher variations were observed for the algorithms that prioritize
bidders (sa and casanova), which also compute a lower welfare than the seller-
prioritizing variants, cf. Fig. 1.

Therefore, even though the variation is small in most cases, in order to use
these algorithms more reliably, multiple runs are necessary, and the best solution
can be used in the end. This would, however, increase the execution time.
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(a) Dataset D1: Social welfare, normalized by the optimal welfare computed with CPLEX

(b) Dataset D2: Social welfare, normalized by the optimal welfare computed with CPLEX

Fig. 1. Social welfare results for two datasets. The average value for each algorithm
is represented by a red star, with the actual value attached at the top of each box.
The boxes extend from the lower to the upper quartile values of the data, with a blue
line at the median. The notches around the median represent the confidence interval
around the median. The whiskers reach from 5% to 95% of the data. The remaining
data are represented as outliers with gray circles. (Color figure online)
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(a) Dataset D1: Execution time, normalized by the execution time of the optimal algorithm CPLEX

(b) Dataset D2: Execution time, normalized by the execution time of the optimal algorithm CPLEX

Fig. 2. Execution time results for two datasets. The average value for each algorithm
is represented by a red star, with the actual value attached at the top of each box.
The boxes extend from the lower to the upper quartile values of the data, with a blue
line at the median. The notches around the median represent the confidence interval
around the median. The whiskers reach from 5% to 95% of the data. The remaining
data are represented as outliers with gray circles. A logarithmic scale was used for the
y-axis for better readability. (Color figure online)
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Fig. 3. Variation in social welfare for the stochastic algorithms: results for dataset D2,
with 100 runs per instance. The difference of each run to the average value of the
respective instance, normalized by that average value, is plotted. The average value
(red star) is always at 0. The boxes extend from the lower to the upper quartile, with
a blue line at the median. The whiskers reach from 5% to 95% of the data, and the
rest are outliers (gray circles). (Color figure online)

5.3 Best Algorithm

Even though in Sect. 5.1 we observed that some algorithms, such as hill2, per-
form better than others on average, a deeper investigation is necessary to find
out whether they perform best on any given instance.

Consequently, we analyzed the two datasets by checking, for each instance,
which algorithm computes the highest welfare, similar to [15]. The results of
the breakdown are summarized in Table 1. We notice that, even though hill2s
computes the highest welfare in the majority of cases (59% and 66% for D1
and D2, respectively), there is no single best algorithm in the portfolio. These
results confirm our previous evaluation on problems without hard locality con-
straints [15].

However, since heuristic algorithms give rise to a trade-off between solution
quality and execution time, the current definition for best algorithm as the algo-
rithm with the highest welfare is inadequate. A more complex definition of what
best algorithm means in the context of heuristic algorithms is required, which
takes into account variable preferences for the time-quality trade-off.

We model the best algorithm selection as a multi-objective optimization prob-
lem [30], whose objectives are a maximum social welfare and a minimum execu-
tion time. A Pareto optimal solution is given by the algorithm which minimizes
the distance to origin in the objective space.

We first normalize the social welfare and execution time, in order to obtain
non-dimensional objective functions. The normalized welfare objective is called
welfare cost cw(o, a), as defined in Eq. 18, where w(o, a) is the welfare computed
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Table 1. Breakdown of datasets D1 and D2 by best algorithm: number of instances
where each heuristic algorithm computes the highest welfare in the portfolio (excluding
cplex)—absolute numbers and percentage of total instances on which the portfolio was
run.

D1 D2

# instances % instances # instances % instances

greedy1 103 0.50% 15 0.51%

greedy2 6 0.03% 2 0.07%

greedy3 20 0.10% 4 0.14%

greedy1s 95 0.46% 19 0.64%

hill1 1413 6.91% 167 5.64%

hill1s 242 1.18% 25 0.84%

hill2 4124 20.18% 355 11.99%

hill2s 12138 59.39% 1972 66.60%

sa 364 1.78% 16 0.54%

sas 1224 5.99% 43 1.45%

casanova 577 2.82% 197 6.65%

casanovas 132 0.65% 146 4.93%

by algorithm a on instance o, while w(o,cplex) is the optimal welfare.

cw(o, a) = 1 − w(o, a)
w(o,cplex)

(18)

Similarly, in Eq. 19 we define the time cost ct(o, a) as the normalized time
objective, where t(o, a) is the execution time of algorithm a on instance o, and
t(o,cplex) is the execution time of the optimal algorithm on instance o.

ct(o, a) =
t(o, a)

t(o,cplex)
(19)

Thus, cplex has minimum welfare cost, but maximum time cost.
For more control over the quality-time trade-off, we introduce a user-defined

preference parameter λ ∈ [0, 1] that reflects the relative importance of the two
objectives: λ = 1 implies that solely the welfare objective should be considered,
λ = 0 only considers speed, while λ = 0.5 places equal importance on welfare
and time. Finally, we define the best algorithm as the one closest to the origin
of the objective space (cw = ct = 0). We use the Euclidean distance, as defined
in Eq. 20.

cλ(o, a) =
√

(λcw (o, a))2 + ((1 − λ) ct (o, a))2 (20)

In Fig. 4, we analyze the same datasets for 5 values of λ, equidistantly distributed
across [0, 1]. For each λ, the instances in each dataset are categorized by the best
algorithm for the respective λ, i.e. with a minimum cλ.
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Note that, while for λ = 1, hill2s is the best algorithm in most cases—since
it computes a higher welfare on average—, the breakdown is more balanced for
smaller λ values, where sas is the best algorithm more often. A small λ means
that algorithms that are fast are preferred to more accurate ones, as long as
the welfare loss is reasonably small compared to the time decrease. Therefore,
simulated annealing algorithms might be preferred, since they are fast and com-
pute good solutions. Similarly, for λ = 0, execution speed is the most important
objective, which leads to greedy algorithms being considered best.

(a) Dataset D1 (b) Dataset D2

Fig. 4. Breakdown of each dataset by best algorithm for several λ values. A value λ = 0
means that execution time is the most important when defining the best algorithm,
while λ = 1 only considers social welfare.

This result reinforces the idea that there is no clear winner of the algorithm
portfolio, especially when preferences for the time-quality trade-off are consid-
ered. Even though our λ-based analysis of the best algorithm adds a certain
complexity, it also provides more control and a deeper understanding of the
algorithms.

6 Conclusion

In this paper, we argued for the need to unify benchmarking efforts for heuristic
algorithms for combinatorial auctions. Building upon our work in [15], the first
one, to our knowledge, to consistently compare a plethora of approximate auction
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algorithms under the same problem definition and test cases, we investigated a
locality-constrained resource allocation problem for cloud computing.

We built a portfolio of algorithms tailored to this type of problems, and
performed a comprehensive evaluation over multiple datasets and test cases.
Our analysis revealed that there is no clear portfolio winner, and the algorithms’
performance highly depends on the input. Furthermore, we explored the speed-
quality trade-off to quantify the definition of a best algorithm, given a variable
preference for this trade-off. We then used this definition to further evaluate our
portfolio over the two datasets.

In the future, we will employ machine learning methods to identify the input
characteristics that differentiate the algorithms in terms of solution quality and
execution time, and then predict the best algorithm for each given input.
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Abstract. In Multi-agent systems (MAS), norms can be adopt as a
strategy to regulate and guide the behavior of software agents and avoid
that unexpected actions occur in the system. In order to guarantee that
the MAS runs properly, the set of norms must be free of conflict. Two
norms are in conflict when the agent automatically violates a norm when
adopts the other one. In this paper, we present an approach for detecting
and resolving indirect conflicts among norms that regulate a multi-agent
system. Indirect conflicts are those who arise among norms whose ele-
ments being regulated are not the same but are related. Our approach
uses a lexical database and a domain ontology to detect indirect con-
flicts and the conflicts detected are resolved by manipulating the activa-
tion/deactivation conditions of the conflicting norms taking into account
the relationships identified among the elements of the conflicting norms.

Keywords: Multi-agent systems · Norms · Conflict detection
Conflict resolution · Ontology and WordNet

1 Introduction

Multi-agent Systems (MAS) are systems composed of several software agents
that cooperate in order to achieve their own goals and the goal of the whole
system. Those software agents are entities endowed with autonomy that can
be designed independently. In order to avoid that undesirable actions/states
occur in MAS, norms specifying prohibitions, obligations and permissions can
be applied in the system. In this context, MAS regulated by norms must ensure
that their set of norms is free of conflict. We say that there is a normative conflict
in the system, when an agent is not able to comply with a norm addressed to him
without violate another one automatically. A normative conflict can be classified,
as follows: (i) direct conflict: it is a conflict that involves two norms regulating
the same elements and that have contradictory or opposite modalities, i.e., one
norm prohibits the agent to perform an action while the other permits or obliges
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the same agent to perform that action and both norms are active at the same
time; or as an (ii) indirect conflict: it is a conflict that involves two norms whose
elements are not the same but are related. For instance, we say that there is an
indirect conflict when there are two norms that are active at the same time and
are obliging the same agent to perform opposite actions. Note that for detecting
direct conflicts we need to verify if two norms addressed to the same entity and
regulating the same behavior are active at the same time and have opposite or
contradictory modalities. On the other hand, the detection of indirect normative
conflicts is not an easy task since we need to identify relationships among the
elements of the norms. Although there are several lines of research in the litera-
ture presenting a means to detect normative conflicts, the approaches surveyed
can only detect indirect conflicts when the system designer specifies previously
the relationships existing among the elements of the norms in a document or
an axiom (see Sect. 2). For this reason, in a previous research [14] we presented
a means to detect conflicts among norms even when the system designer does
not specify relationships among the elements of the norms. Our approach uses
a lexical database called WordNet [10] in order to identify relationships among
the elements of the norms. This is possible because the WordNet stores seman-
tic relationships between words, for instance, if one norm is obliging an agent
to move and other is obliging the same agent to stop, an indirect conflict can
be detected because, according to the WordNet, these words denote opposite
actions in the real world. Then, by adopting WordNet as a source of informa-
tion, the system designer does not need to specify relationships that are valid
in the real world (domain-independent relationships). Additionally, in order to
consider specific relationships that are valid inside a MAS, our approach ana-
lyzes a domain ontology previously defined by the system designer describing
relationships between norm elements (domain-dependent relationships).

This research is an extension of the work described in [14]. While in that
work we describe the steps performed by our approach to detect indirect nor-
mative conflicts in MAS, in the present paper we present a way of resolving the
normative conflicts detected and present a case study to illustrate the detection
and resolution mechanisms. In our approach, normative conflicts are resolved
by restricting the period in which the conflicting norms are active based on
relationships identified by using the WordNet and a domain ontology. Addition-
ally, we also extended the related work presented in [14] by surveying different
approaches that present a means for resolving conflicts among norms.

The remainder of this paper is organized as follows: Sect. 2 describes lines
of research that were proposed to detect and resolve indirect conflicts among
norms in MAS. Section 3 presents all background information needed to the
understanding of our research. Section 4 describes the steps performed by our
approach to detect and resolve normative conflicts. Section 5 presents a case
study in order to demonstrate the execution of our mechanism. In Sect. 6, we
conclude the paper and point out limitations and suggestions for future work.
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2 Related Work

In the literature, many approaches were proposed to deal with normative con-
flicts. One difference between the approaches surveyed is that some of them
detect and resolve conflicts before the execution of the MAS (design time strate-
gies), as for example presented in [1–3,18]; and others detect and resolve nor-
mative conflicts during the execution of the MAS (runtime strategies), as for
instance, described in [5,8,16].

Most of approaches for detecting normative conflicts in MAS can detect direct
conflicts [4,11,12,17], but other approaches can detect some kinds of indirect
conflicts [1–3,5,8,16,18]. In order to detect indirect conflicts, the work described
in [1,2,8] and in [16] verify which are the side-effects of the performance of
actions. The work presented in [18] and the work in [16] take into account
a composition relationship between actions. The approaches described in [3,5]
and in [18] consider a relationship of mutual exclusion (orthogonality) between
actions, that is, actions that cannot be performed simultaneously. Although most
approaches only consider relationships among actions in order to detect indirect
conflicts, the work in [18] also takes into account relationships of hierarchy among
entities, relationships that relate an entity to the role it plays, and relationships
that relate an entity to the environment that it inhabits, for instance.

The different strategies for conflict resolution are basically divided into [15]:
(i) norm prioritization: an order is established between the conflicting norms stat-
ing which norm is more relevant. In this case there are three classical strategies
that are commonly adopted: lex posterior (the most recent norm is prioritized);
lex specialis (the most specific norm is prioritized); and lex superior (the norm
issued by the most important authority is prioritized); and (ii) norm update: the
scope of influence of one of the conflicting norms is reduced or extended in order
to eliminate the conflict.

The work presented in [4,16,17], considers that norms can have variable terms
in their definition in order to allows that actions are associated with constraints.
In [16], a conflict occurs when the variables of a prohibition overlap with the
variables of an obligation or permission. The algorithm presented for conflict
resolution manipulates the constraints of norms to eliminate overlapping values
of variables, i.e., constraints are added restricting the scope of influence of one
of the norms. In the approaches in [4,17], the scope of influence of the norms
are restricted after determining which values the norms cannot assume to avoid
the conflict. In these two approaches, prohibitions are curtailed but the authors
state that the same mechanism can be applied to curtail obligations.

The research described in [1] resolves normative conflicts based on norm
refinement strategies (lex posterior, lex superior and lex specialis). In the norm
refinement step, an automated planner searches for a plan that implies a state
of the world in which the expiration condition of one of the norms in conflict
holds. In the work in [6], prohibitions and obligations are represented through
commitments and conflicts are solved by changing the activation conditions of
the commitments.
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In this paper we describe a mechanism for dealing with indirect conflicts tak-
ing into account relationships that are also considered by other approaches, such
as, specialization and hierarchy and others that have not been considered such
as antonymy and synonymy (all relationships considered are detailed in Sect. 3).
Additionally, our approach can identify those relationships not only analyzing
relationships previously defined (in a ontology, for instance) but it also can iden-
tify relationships that were not specified by the system designer but that are valid
in the real world (by using the WordNet). After detecting the indirect conflicts,
our mechanism resolve them taking into account the relationships identified. The
resolution consists in manipulating the activation/deactivation conditions of the
norms.

In [15], we present a survey about different techniques to detect and resolve
normative conflicts in MAS, pointing out advantages and disadvantages of each
approach.

3 Background

In this section, we present the essential aspects of our proposal. First, we present
the norm definition adopted. The norm definition is an important factor, since
all kinds of conflicts that can be detected depend on the norm expressivity, i.e.,
the elements that a norm can represent. After that, we list the relationships
that the mechanism to detect conflicts will investigate between the elements of
the norms. Our research combines two different approaches of conflict detection
whose relationships are listed separately.

3.1 Norm Definition

We assume that a norm obliges, permits or prohibits an entity to perform an
action that can be applied to a specific object. For instance, a norm can say
that an agent is obliged to drive a car, where drive is the action and car is the
object. The object is an optional element of our norm definition, i.e., a norm can
regulate an action that is not associated with an object.

Definition: A norm is a tuple in the form

n = 〈id, deoC, c, e, act(obj), ac, dc〉
where id is the norm identifier; deoC is the deontic concept that determines the
modality of the norm deoC ∈ {obligation, permission, prohibition}; c ∈ C is
the context where the norm is defined (it can be an organization o ∈ O or an
environment env ∈ Env); e ∈ E is the entity being regulated by the norm. An
entity e may be an agent a ∈ A, an organization o ∈ Org or a role r ∈ R; act
∈ Act is the action being regulated; obj ∈ Obj is the object associated with the
action. The object is an optional field; and ac ∈ Cd and dc ∈ Cd are dates that,
respectively, activate and deactivate the norm. The symbol “ ” can be used to
determine that a norm regulates all entities of a specific context.
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3.2 Domain Ontology Relationships

The mechanism proposed to detect conflicts is able to receive an ontology as
input, specifying the relationships of the application domain. The relationships
that can be specified in the ontology by the application designer are listed below,
as follows:

Inhabit: It relates an entity to the environment that it inhabits. This relation-
ship indicates that if a norm regulates an environment, the norm also regulates
the entities that inhabit such an environment.

Play: It relates an entity to the roles it can assume. This relationship indicates
that if a norm regulates a role, the norm also regulates the entities that play
such a role.

Ownership: It defines the roles that belong to a given organization. This rela-
tionship indicates that if a norm regulates an organization, the norm also regu-
lates the roles that belong to the organization.

Hierarchy: It defines that an element is super element of another one. This
relationship indicates that if there is a norm regulating a super context/entity,
the norm also regulates their sub contexts/entities.

Refinement: It defines that an action is the specialization of another one.

Composition: It defines that an action (called whole action) is composed of
other actions (called part actions).

Orthogonality: It defines actions that cannot be performed at the same time
by the same entity or related entities.

Dependency: It determines that an action (called client action) is a precondi-
tion to the performance of another one (called dependent action).

3.3 WordNet Relationships

Our approach uses the WordNet database to find relationships between contexts,
entities, actions and objects (associated with actions).

Synonymy: Words that denote the same concept are grouped in a same set
(called synset) in the WordNet and are related by the relationship Synonymy.
We map the contexts described in the norms to nouns and verify if they are
related through the relationship Synonymy. For instance, if there is a norm
whose context is United States of America and other one whose context is USA,
the algorithm will conclude that both contexts are equivalents and that both
norms are applied to the same context. Similarly, by using the relationship Syn-
onymy we can infer that two norms that are, in principle, addressed to different
entities, in fact, refer to the same entity. For instance, physician and doctor are
nouns that denote a licensed medical practitioner. We also use the relationship
Synonymy to map the actions to verbs and objects to nouns, and identify that
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the actions/objects of two norms are equivalent. For instance, the actions to
collaborate and to cooperate are related by the relationship Synonymy.

Specialization: It is described in the WordNet as “Hyponymy/Hypernymy”
and relate a noun that denotes an element to its respective sub-elements con-
texts and super-contexts. For instance, the context hospital is a sub context of
medical institution, since a hospital is a medical institution. Similarly, this rela-
tionship can be used to detect that a sub-entity is related to a super-entity. When
a norm is applied to a super-entity, such a norm is propagated to its sub-entities.
For instance, if a norm is applied to the role doctor, supposing that there is the
role angiologist in the domain, the norm also is applied to all entities that are
playing the role angiologist. We also use this relationship to detect relationships
among objects. For instance, the object train is a specialization of the object
public transport, because a train is a kind of public transport. The relationship
Specialization among verbs is defined as “Troponymy/Hypernymy” in the Word-
Net and is used to identify that a sub-action is related to a super-action. For
instance, in the WordNet the verbs to move and to walk are related by this
relationship since to walk is a way of to move.

Part-Whole: It is described in the WordNet as “Meronymy/Holonymy” and
relates an element that denotes a part to an element that denotes a whole.
Usually, this relationship is used to relate geographic areas in the WordNet. For
instance, the context USA is part of the context North America. Similarly, the
intensive care unit is part of the hospital and sacristy is a part of church. This
relationship can be applied to detect related objects, for instance, the objects
window and car are related by the relationship Part-Whole because a window
is part of a car.

Entailment: It relates an action that entails another one. For instance, when
someone buy something it must pay for it. Then, the verbs to buy and to pay
are related in the WordNet by the relationship Entailment.

Antonymy: It relates an action to its opposite. For instance, to move and to
stop are verbs related in the WordNet by the relationship Antonymy because
they denote opposite actions.

4 Detecting and Resolving Indirect Conflicts

In this section, we describe the mechanisms proposed for detecting and resolving
normative conflicts in MAS.

4.1 Conflict Detection

Our algorithm receives as input a domain ontology that describes domain ele-
ments (contexts, entities, actions, objects), the set of norms and, optionally,
domain-dependent relationships. After that, it combines two approaches of con-
flict detection and is divided into two steps, as follows:
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1. Detection of domain-dependent conflicts by using relationships described in
the domain ontology (Domain Conflict Checker);

2. Detection of domain-independent conflicts by using relationships described in
the WordNet (WordNet Conflict Checker).

Both approaches are divided into the following sub-steps:

a. Propagation of norms according to the relationships;
b. Grouping norms in sets according to their similarity;
c. Verification of time intersection between each pair of norms belonging to the

same set;
d. Application of rules to identify conflict patterns;

After receiving the domain ontology describing the relationships, entities, con-
texts, actions, objects and the norms considered by the MAS, the algorithm
performs a propagation of norms. During propagation, norms addressed to gen-
eral entities and contexts are addressed to specific entities and contexts of the
domain (sub-step a). For instance, let us consider that there are two agents called
agent1 and agent2 that are playing the role physician in the MAS (relationship
play). Then, if the application designer specifies a norm n1 that is addressed to
the role physician, the propagation process will create two new norms n1.1 and
n1.2 that will be composed of the same elements of n1 but will be addressed to
the agents agent1 and agent2 (see Fig. 1). However, the propagation of norms
according to domain-dependent relationships can generate inconsistent norms
if it contradicts other relationships defined in the domain ontology. When it
occurs, such norms must be discarded. The rules to discard inconsistent norms
are described in Table 1. Since the propagation of contexts and entities can gen-
erate multiple norms, to reduce the number of comparisons needed, norms that
have the same entity and context are grouped in the same group (sub-step b).
For instance, suppose that exists a set of norms: n3, n4, n5, n6, n7 and n8. The
norms n3, n6 and n8 are associated with the context Brazil and regulate the
entity agent3 ; the norm n5 is associated with the context Argentina and regu-
lates the entity agent4 ; and the norms n4 and n7 are addressed to the agent5
and to the context USA and United States of America, respectively. Note that
the contexts USA and United States of America are synonyms. Then, in this
example, the sub-step of grouping norms will create three sets of norms (see
Fig. 2) and only norms belonging to a same set will be compared in the next
sub-step. Only norms addressed to the same (or equivalent) entities and applied
to the same (or equivalent) contexts can conflict. Next, for each pair of norms
of a same group, the algorithm verifies if there is an intersection between the
activation and deactivation conditions of the given two norms (sub-step c) and,
if so, the algorithm analyzes the actions, objects and the deontic concepts of the
norms in order to verify if the pair of norms is conflicting (sub-step d). The norms
that were propagated and the conflicts detected are passed to the second step as
an input parameter. The algorithm performs norm propagation considering rela-
tionships described in the WordNet (sub-step a). Norms are grouped together in
sets when they are addressed to the same or to a synonym entities and contexts
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(sub-step b). The algorithm verifies if there is a time intersection to each pair
of norms of the same set (sub-step c). The algorithm applies the conflict rules
to detect conflicting patterns considering the relationships of WordNet (sub-
step d). To conclude that two norms are in conflict, the actions defined in the
norms must be analyzed with their objects (when the action involves objects).
The objects of norms are mapped to WordNet nouns and their relationships are
analyzed. Finally, the algorithm exhibits all conflicts detected and the domain-
dependent and domain-independent relationships that were identified. Note that
in Sect. 5, we exhibit some conflicting patterns, that is, patterns that indicate
that two norms cannot be adopted at the same time and for this reason are in
conflict. The complete list of conflicting patterns that have been defined involv-
ing domain-independent/domain-dependent relationships are described in [13]
and [18], respectively.

Fig. 1. Example of norm propagation [14].

Fig. 2. Example of grouping norms according to their similarity [14].

4.2 Conflict Resolution

The detection mechanism described in Sect. 4.1 does the conflict identification
between each pair of norms belonging to the same set. Once those conflicts were
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Table 1. Rules to discard inconsistent norms generated by the propagation process [14].

Kind of propagation Discard rule

Hierarchy among contexts
that are environments

The entity of the original norm is an
organization/agent and is not defined in the domain
ontology that such entity inhabits the environment of
the propagated norm (inhabit)

Hierarchy among contexts
that are organizations

(i) the entity of the original norm is an organization
that is not a suborganization (hierarchy) of the
context of the propagated norm and is not the
context of the propagated norm

(ii) the entity of the original norm is a role that is
not related to the organization that is the context of
the propagated norm (ownership)

Inhabit between contexts
that are environments and
contexts that are
organizations

(i) the entity of the original norm is an organization
that is not a suborganization (hierarchy) of the
context of the propagated norm and is not equal to
the context of the propagated norm

(ii) the entity of the original norm is a role that is
not related (ownership) to the context of the
propagated norm (that is an organization)

Inhabit between contexts
that are environments and
entities that are
organizations

The entity of the propagated norm is not a
suborganization (hierarchy) of the entity of the
original norm

detected, a resolution approach must be performed in order to eliminate the
conflict. We propose to reduce the scope of influence of the pair of conflicting
norms by restricting the period in which these norms are active. In other words,
the resolution mechanism manipulates the activation/deactivation conditions of
one of the conflicting norms in order to eliminate the overlaps between the two
norms in conflict. The activation condition determines the moment from which
a norm will be activated and the deactivation condition defines when the norm
will be deactivated. In this paper, the activation and deactivation conditions of
a norm are represented by a date, as detailed in Sect. 3.1.

A norm can have one activation condition, one deactivation condition, both
of them or no condition. Therefore, a norm n1 can have one of the four types
of activation intervals illustrated in Fig. 3 based on its activation/deactivation
conditions. The first type is when n1 has no activation/deactivation condition
and is always active. Its activation interval starts at time zero and lasts until
+infinite, i.e., the norm is always active until the ending of the system execution.
The second type refers to n1 associated with only one activation condition rep-
resented by date1. Therefore, the activation interval of n1 starts from date1 and
lasts until +infinite. The third type represents n1 with only one deactivation
condition, which is defined by date2, and its activation interval starts from zero
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and lasts until date2. Finally, the fourth type refers to n1 associated with one
activation condition (date3 ) and one deactivation condition (date4 ). Thus, the
activation interval of n1 starts from date3 until date4.

Fig. 3. Types of activation intervals based on activation/deactivation conditions.

The resolution mechanism proposed in this paper resolves normative conflicts
between pair of norms based on four strategies. Let n1 and n2 be a pair of
norms in conflict. Each strategy, except the first one, changes somehow the
activation/deactivation conditions of the norms in conflict. The four strategies
are defined as follows.

– Strategy 0: One of the norms in conflict is removed. When a relationship that
denotes some kind of specialization among norm elements is detected (refine-
ment, composition, dependency, specialization, part-whole, entailment), the
most specific norm is prioritized (lex specialis) and consequently the other
one is chosen to be removed. If no specialization relationship is identified,
our resolution mechanism chooses one of the norms in conflict to be removed
based on its modality. We assume in this paper that when a conflict involves a
prohibition and a permission, the permission is removed; and when a conflict
involves a prohibition and an obligation, the prohibition is removed. How-
ever, we consider that this decision is up to the system designer [4]. In case
that the modality of both norms in conflict are the same (for instance, two
norms obligating orthogonal actions), the decision of what norm to remove is
arbitrary.

– Strategy 1: Norm n1 is removed and a new norm n1′ is included in the set
of norms. The norm n1′ is a copy of n1, but its activation condition is going
to be one day after the deactivation condition of n2 (or empty if n2 does
not have deactivation condition) and its deactivation condition is going to be
one day before the activation condition of n2 (or empty if n2 does not have
activation condition).

– Strategy 2: Norm n1 is removed and a new norm n1′ is added in the set of
norms, which is a copy of n1, but its deactivation condition is changed to be
one day before the activation condition of n2.
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– Strategy 3: Norm n1 is removed and a new norm n1′ is included in the set
of norms, which is a copy of n1, but its activation condition is changed to be
one day after the deactivation condition of n2.

The resolution mechanism applies Strategy 0 when the pair of norms
in conflict has the same types of activation intervals and also the
same activation/deactivation conditions. For example, suppose that there
is a norm n1 = 〈N1,P,home,John,eat(pasta),date1, 〉 and a norm n2 =
〈N2,F,home,John,eat(spaghetti),date1, 〉. Norms n1 and n2 are in conflict
because one allows (P) John to eat pasta and the other prohibits (F ) the same
agent to eat spaghetti, which is a specialization of pasta. Also, they are active at
the same period of time since their activation and deactivation conditions are
exactly the same. Therefore, according to Strategy 0, our resolution mechanism
chooses to remove the less specific norm, which is norm n1. If we replace pasta
to spaghetti in norm n1, then no specialization relationship would be identified
between n1 and n2. Therefore, according to Strategy 0, when a conflict involves
a prohibition and a permission, the permission is removed. In this case, norm n1
is a permission and then it is removed from the set of norms.

We propose the following criteria in order to select which norm is to be
changed in Strategies 1, 2 and 3. First, our resolution mechanism chooses to
change the norm where the result does not eliminate the entire norm. In other
words, it tries to save as much as possible both norms when the resolution
mechanism eliminates the intersections between activation periods of the norms
in conflict. If the choice does not matter, i.e., the result does not eliminate
entirely either norm in conflict, our resolution mechanism uses lex specialis in
order to select which norm is to be changed. If no specialization relationship is
detected, the selection is based on their modality, according to Strategy 0. We
will show examples of those strategies throughout this section.

The resolution mechanism applies one or more strategies, depending on the
types of activation intervals of the pair of norms in conflict, detailed as follows.
We consider a combination of all possible types of activation intervals (Fig. 3) to
decide how to change the activation and deactivation conditions of the norms.

When a conflict involves a norm n1 whose activation interval is type 1 and a
norm n2 whose activation interval is type 2, Strategy 2 can be used to solve the
conflict. As mentioned, the resolution mechanism chooses to change the norm
where the result does not eliminate the entire norm. Thus, norm n1 whose
activation interval is type 1 is chosen to be modified. Strategy 2 removes norm
n1 and adds a new norm n1′ in the set of norms, which is a copy of n1, but its
deactivation condition is changed to be one day before the activation condition of
n2 (see Fig. 4). When the conflict involves a norm n1 whose activation interval
is type 1 and a norm n2 whose activation interval is type 3, the resolution
mechanism uses Strategy 3 (see Fig. 5).

When the conflict involves a norm n1 whose activation interval is type 1
and a norm n2 whose activation interval is type 4, the resolution mechanism
uses Strategy 2 and Strategy 3 to resolve the conflict. By using Strategy 2, a
new norm n1′ is created, which is a copy of n1, but its deactivation condition is
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Fig. 4. Conflict resolution involving activation interval type 1 and type 2 by using
Strategy 2.

Fig. 5. Conflict resolution involving activation interval type 1 and type 3 by using
Strategy 3.

Fig. 6. Conflict resolution involving activation interval type 1 and type 4 by using
Strategy 2 and 3.
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Fig. 7. Conflict resolution involving activation interval type 2 and type 2 by using
Strategy 2.

Fig. 8. Conflict resolution involving activation interval type 2 and type 3 by using
Strategy 1.

Fig. 9. Conflict resolution involving activation interval type 2 and type 4 by using
Strategy 3.
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Fig. 10. Conflict resolution involving activation interval type 2 and type 4 by using
Strategy 2 and Strategy 3.

changed to be the one day before the activation condition of n2. In addition, a
new norm n1′′ is created by using Strategy 3, i.e., n1′′ is a copy of n1, but its
activation condition is changed to be one day after the deactivation condition of
n2 (see Fig. 6). The norms n1′ and n1′′ are included in the set of norms and n1
is removed.

When both norms involved in the conflict have activation intervals type 2,
Strategy 2 is adopted for solving the conflict (see Fig. 7).

When the conflict involves a norm n1 whose activation interval is type 2 and
a norm n2 whose activation interval is type 3, the resolution mechanism uses
Strategy 1 for solving the conflict. In this case, the resolution mechanism could
choose either norm, since the result does not eliminate entirely either norm in
conflict. This way, our resolution mechanism uses lex specialis in order to select
which norm is to be changed. For example, if the resolution mechanism chooses
to change norm n1, according to Strategy 1, a copy of n1, called n1′, is created
but its activation condition is going to be one day after the deactivation condition
of n2 and its deactivation condition is going to be the activation condition of n2
(see Fig. 8). Norm n1′ is then included in the set of norms and n1 is removed.

When the conflict involves a norm n1 whose activation interval is type 2
and a norm n2 whose activation interval is type 4, the resolution mechanism
uses Strategy 2 or Strategy 3 (Fig. 9) or both of them (Fig. 10) for resolving
the conflict. If the activation condition of norm n1 occurs after the activation
condition of norm n2, the resolution mechanism chooses the norm based on
lex specialis (if there is a specialization between the norms) or based on their
modalities. If n1 is chosen, Strategy 3 is used to solve the conflict (see Fig. 9).
Otherwise, if n2 is chosen by the resolution mechanism, Strategy 2 is used to
resolve the conflict. However, if the activation condition of norm n1 occurs before
the activation condition of n2, the resolution mechanism uses both Strategy 2
and Strategy 3 to solve the conflict (Fig. 10).

When both conflicting norms n1 and n2 have activation intervals type 3, the
resolution mechanism uses Strategy 3 for solving the conflict (Fig. 11). When
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Fig. 11. Conflict resolution involving activation interval type 3 and type 3 by using
Strategy 3.

Fig. 12. Conflict resolution involving activation interval type 3 and type 4 by using
Strategy 2.

Fig. 13. Conflict resolution involving activation interval type 3 and type 4 by using
Strategy 2 and Strategy 3.
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the conflict involves a norm n1 whose activation interval is type 3 and a norm
n2 whose activation interval is type 4, the resolution mechanism uses Strategy
2 (Fig. 12) or Strategy 3 or both of them (Fig. 13) for resolving the conflict. If
the deactivation condition of norm n1 occurs before the deactivation condition
of n2, the resolution mechanism selects the norm based on lex specialis. If n1 is
chosen, Strategy 2 is used to solve the conflict (see Fig. 12). Otherwise, if n2 is
chosen by the resolution mechanism, Strategy 3 is used to resolve the conflict.
However, if the deactivation condition of norm n1 occurs after the deactivation
condition of n2, the resolution mechanism uses both Strategy 2 and Strategy 3
to solve the conflict (Fig. 13).

Finally, when both norms involved in the conflict have activation intervals
type 4, the resolution mechanism uses Strategies 2 or 3 or both of them for resolv-
ing the conflict. If the deactivation condition of n1 occurs after the deactivation
condition of n2 and the activation condition of n1 occurs after the activation
condition of n2 or n1 and n2 have the same activation condition, a new norm
n1′ is created by using Strategy 3 (Fig. 14). Otherwise, if the activation condition
of n2 occurs after the activation condition of n1 and the deactivation condition
of n2 occurs before the deactivation condition of n1, in addition of creating n1′,
a new norm n1′′ is created by using Strategy 2 (Fig. 15). The norms n1′ and
n1′′ are included in the set of norms and n1 is removed. On the other hand, if
the activation condition of n2 occurs after the activation condition of n1 and
the deactivation condition of n2 occurs after the deactivation condition of n1 or
n1 and n2 have the same deactivation condition, a new norm n1′ is created by
using Strategy 2 (Fig. 16). The norm n1′ is included in the set of norms and n1
is removed.

Fig. 14. Conflict resolution involving activation interval type 4 and type 4 by using
Strategy 3.
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Fig. 15. Conflict resolution involving activation interval type 4 and type 4 by using
Strategy 2 and 3.

Fig. 16. Conflict resolution involving activation interval type 4 and type 4 by using
Strategy 2.

5 Case Study

In this section, we demonstrate how our approach deals with normative con-
flicts that can only be detected when the relations among the elements of the
norms are identified. Note that in this case study some conflicts occur among
norms apparently not related, i.e., among norms associated with different con-
texts, entities, actions or objects. Our case study is based on some norms of a
medical scenario which describe which actions doctors can perform in relation to
their patients. In this scenario, there are two organizations: hospital and medical
institution and five roles: doctor, physician, surgeon, endocrinologist, nurse. In
this case study, the domain ontology specifies that an agent called Agent1 plays
the role doctor and an agent called Agent2 plays the role nurse. Let’s consider
the following norms:
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Norm 1: In the hospital, doctors must examine people.
〈N1, O, hospital, doctor, examine(person), , 〉
Norm 2: In the hospital, physicians cannot prescribe hormones.
〈N2, F, hospital, physician, prescribe(hormone), , 〉
Norm 3: In the hospital, doctors cannot operate people.
〈N3, F, hospital, doctor, operate(person), , 〉
Norm 4: In the hospital, surgeons can perform face lift.
〈N4, P, hospital, surgeon, lift(face), , 〉
Norm 5: In the medical institution, endocrinologists can prescribe steroids.
〈N5, P,medical institution, endocrinologist, prescribe(hormone), , 〉
Norm 6: In the hospital, Agent1 cannot examine people until 08/01/2018.
〈N6, F, hospital, Agent1, examine(person), , 08/01/2018 00:00:00 〉
Norm 7: In the hospital, nurses must work between January and December of 2018.
〈N7, O, hospital, nurse, work, 01/01/2018 00:00:00, 12/31/2018 00:00:00〉
Norm 8: In the hospital, Agent2 cannot work in August.
〈N8, F, hospital, Agent1, work, 08/01/2018 00:00:00, 08/31/2018 00:00:00〉

Conflicts are detected by combining the information provided by the domain
ontology (described by the application designer) with the information from
WordNet database. First of all, our detection mechanism will look for relation-
ships specified in the domain ontology to propagate norms. Since in this case
study the only domain relationship specified is the relationship Play, the prop-
agation step will be as follows:
Propagation of norms - Entity:

〈N1.1, O, hospital, Agent1, examine(person), , 〉
〈N3.2, F, hospital, Agent1, operate(person), ,
〈N7.3, O, hospital, Agent2, work, 01/01/2018 00:00:00, 12/31/2018
00:00:00 〉

After propagation and domain-dependent processing, the original norms are
joined to the propagated norms and independent domain processing is per-
formed, i.e., the detection mechanism will look for relationships using the Word-
Net database and it will find that: (i) hospital is a sub organization of med-
ical institution; (ii) physician and doctor are synonyms that are in a same
“synset” whose meaning is “a licensed medical practitioner”; and (iii) sur-
geon and endocrinologist are specializations of doctor and physician. The norms
addressed to doctor and physician will be propagated to surgeon and endocri-
nologist :
Propagation of norms - Entity:

〈N1.1, O, hospital, endocrinologist, examine(person), , 〉
〈N1.2, O, hospital, surgeon, examine(person), , 〉
〈N2.3, F, hospital, endocrinologist, prescribe(hormone), , 〉
〈N2.4, F, hospital, surgeon, prescribe(hormone), , 〉
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〈N3.5, F, hospital, endocrinologist, operate(person), , 〉
〈N3.6, F, hospital, surgeon, operate(person), , 〉

Propagation of norms - Context:

〈N5.1, P,medical institution, hospital, prescribe(steroid), , 〉
〈N5.11, P, hospital, endocrinologist, prescribe(steroid), , 〉
The conflicts detected are presented in Table 2.

Table 2. Conflicts detected in the case study presented.

Conflict Conflict Pattern Norms
(N1, N6) -Time intersection

-Same Action
-Same Object
- O x F

(〈N1.1, O, hospital, Agent1, examine(person), , 〉,
〈N6, F, hospital, Agent1, examine(person), ,
08/01/2018 00:00:00)〉)

(N3, N4) -Time intersection
-Action Specializa-
tion
(operate, lift)
-Object Part-Whole
(face, person)
- F x P

(〈N3.6, F, hospital, surgeon, operate(person), , 〉,
〈N4, P, hospital, surgeon, lift(face), , 〉)

(N2, N5) -Time intersection
-Same Action
-Object Specializa-
tion
(steroid, hormone)
-F x P

(〈N2.3, F, hospital, endocrinologist, prescribe(hormone), , 〉,
〈N5.11, P, hospital, endocrinologist, prescribe(steroid), , 〉)

(N7, N8) -Time intersection
-Same Action
-Same object
-O x F

(〈N8, F, hospital, Agent2, work,
08/01/2018 00:00:00, 08/31/2018 00:00:00〉,
〈N7.3, O, hospital, Agent2, work,
01/01/2018 00:00:00, 12/31/2018 00:00:00〉)

The normative conflict involving norms N1.1 and N6 is a conflict between
norms of type 1 and type 3, respectively. Then, the conflict will be solved by
applying Strategy 3 to N1.1. A new norm N1.1′ will be created, where N1.1′

is a copy of N1.1 but its activation condition is one day after the deactivation
condition of N6 as follows:

〈N1.1′, O, hospital, Agent1, examine(person), 08/02/2018 00:00:00, 〉
The normative conflict involving norms N2.3 and N5.11 is a conflict between

norms of type 1. Then, the conflict will be solved by applying Strategy 0. Since
there is a specialization relationship indicating that norm N5.11 is more specific,
this norm is prioritized (lex specialis) and norm N2.3 is excluded of the set of
norms. Similarly, Strategy 0 is also chosen for solving conflict between norms
N3.6 and N4, i.e., norm N4 is prioritized and norm 3.6 is excluded.

The normative conflict involving norms N7.3 and N8 is a conflict between
norms of type 4. As explained in the previous section, this kind of conflict will be
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solved by applying Strategy 3 and Strategy 2 to norm N7.3. Then, a new norm
N7.3′ is created, which is a copy of N7.3 but its deactivation condition is changed
to be one day before the activation condition of N8. Additionally, a new norm
N7.3′′ is created, which is a copy of N7.3 but its activation condition is changed
to be one day after the deactivation condition of N8. The new norms N7.3′ and
N7.3′′ are as follows:

〈N7.3′, O, hospital, Agent2, work,01/01/2018 00:00:00, 07/31/2018 00:00:00 〉
〈N7.3′′, O, hospital, Agent2, work,09/01/2018 00:00:00, 12/31/2018 00:00:00 〉

6 Conclusions

Regulation mechanisms, such as norms, are commonly applied in MAS to coor-
dinate agents’ interactions. In MAS regulated by multiple norms it is essential
to ensure if the set of norms is free of conflict. The ability of dealing with nor-
mative conflicts is a topic that must be considered in MAS. This is because the
process of verification/revision of a large and/or complex set of norms is not
simple and is a task that demands a lot of time and that is prone to errors. Once
a normative conflict is detected, it must be solved to guarantee that software
agents can be norm-compliant.

In this context, our research aims to automate the processes of conflict detec-
tion and resolution, providing a mechanism able to deal with direct and indirect
normative conflicts in MAS. Different of other approaches, our research presents
a means to detect indirect normative conflicts even when the system designer
does not previously specify the relationships among the elements of the norms.
This is possible by performing a semantic mapping based on relationship infor-
mation extracted from the WordNet. Our approach considers cases of conflict
that may occur due to relationships that have not yet been considered in any pro-
posal of other authors, such as: synonyms and antonyms. The resolution process
also takes into account some of the relationships identified.

During the detection process, the mechanism does not consider only relation-
ships that exist in the real world. It also considers specific information of the
MAS (a domain ontology predefined by the system designer containing relation-
ships that are valid in the MAS) to detect conflicts. In order to do that, we have
combined our approach with the research presented in [18] and have developed
a robust mechanism to detect normative conflicts in MAS.

The detection of normative conflicts is made according to three steps, as
follows. The first step consists in creating a mechanism that maps the elements
that compose the norms to words and after that, search for relationships between
words. In this step, several cases of normative conflicts were defined that can
be inferred using WordNet as source of information. This step is responsible for
detecting domain-independent conflicts. The second step extends the approach
presented in [18] so that it can be integrated with the mechanism created in the
first step in order to detect domain-dependent conflicts. The third step consists
of integrating the first and second steps and creating a tool for checking indirect
conflicts involving relationships that depend or not of the domain.
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In addition of detecting normative conflicts, the mechanism proposed is also
able to solve conflicts. The resolution mechanism resolves normative conflicts
between pair of norms based on four strategies. Each strategy, except the first
one, changes somehow the activation/deactivation conditions of one of the con-
flicting norms in order to eliminate the overlap between the periods in which
these norms are active. In order to select which norm is to be changed we pro-
posed the following criteria. First, our resolution mechanism chooses to change
the norm where the result does not eliminate the entire norm. In other words,
it tries to save as much as possible both norms when the resolution mechanism
eliminates the intersections between activation periods of the norms in conflict.
If the choice does not matter, i.e., the result does not eliminate entirely either
norm in conflict, our resolution mechanism uses lex specialis in order to select
which norm is to be changed. If no specialization relationship is detected, the
selection is based on their modality. The first strategy simply removes one of
the norms in conflict. The resolution mechanism applies it when both norms are
active at the same period of time (their activation and deactivation conditions
are exactly the same). The same criteria based on relationships identified (lex
specialis) or norm modality are used to select which norm is to be removed. The
result is a set of norms free of conflict.

One limitation of our approach is that the proposed mechanism cannot dis-
tinguish words that are homonymous, that is, words whose spelling is the same,
but have different meanings when inserted in different contexts. For example,
the word doctor may refer to a person graduated in medicine (medical context)
or a person who holds a doctorate degree (academic context). This problem is
known as Lexical Disambiguation of Meaning (LDM) or Word Sense Disam-
biguation (WSD) in Artificial Intelligence (AI) [7]. The lexical disambiguation
could be done by analyzing the grammatical class of the word and perform
an analysis involving all the elements that compose the norm (context, entity,
action, object). Other possible strategy could investigate the semantic similarity
between two words, that is, it could use metrics to calculate numerical values
that determine the proximity between a word and a concept that contains a
certain word or simply analyze the words contained in the description (called
“gloss”) of each WordNet synset. However, since most existing LDM methods
require high computational complexity and do not provide a guarantee of cer-
tainty we did not address lexical disambiguation. Additionally, in practice, such
ambiguities are unlikely to occur during conflict detection because, in general,
norms are related to the same domain or related ones. We adopt a heuristic of
disambiguation that consists in adopting the most common sense of the language
(this is possible because the WordNet sorts the synsets according to their fre-
quency of use). Other known approaches to address the disambiguation problem
are presented in [9].

The research presented in this paper provided a mechanism that can help
software engineers to design/include norms in a MAS in a consistent way. Soft-
ware engineers/system designers only need to specify in a domain ontology rela-
tionships that do not occur in the real world. We consider that this mechanism
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represents a great contribution to the area of MAS since a large set of norms
can be verified automatically in order to find conflicts/inconsistencies and the
conflicts found can also be resolved automatically. As future work we will focus
on the detection of other kinds of conflicts, such as, cases of domain-independent
conflicts between norms that regulate states. This can be implemented by using
the majority of relationships defined between actions, but by referring to another
grammar class, i.e., states could be mapped to adjectives. Other possible direc-
tion for future research is to receive as input of the algorithm norms and descrip-
tion of relationships in natural language. We also intend to improve our mech-
anism including other kinds of strategies for solving conflicts and to allow that
the user (system designer/software engineer) chooses the most appropriate res-
olution method among different strategies.
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Abstract. In this work, we compare different explanation generation
and validation methods for semantic search pattern-based retrieval
results returned by a case-based framework for support of early con-
ceptual design phases in architecture. Compared methods include two
case- and rule-based explanation engines, the third one is the discrim-
inant analysis-based method for explanation and validation prediction
and estimation. All of the explanation methods use the same data set
for retrieval and subsequent explainability operations for results. We
describe the main structure of each method and evaluate their quan-
titative validation performance against each other. The goal of this work
is to examine which method performs better under which circumstances,
at which point in time, and how good the potential explanation ant its
validation can be predicted in general. To evaluate these issues, we com-
pare not only the general performance, i.e., the average rate of valid
explanations but also how the validation rate changes over time using a
number of time steps for this comparison. We also show for which search
pattern type which methods perform better.
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1 Introduction

Explainability of artificial intelligence systems (also known as Explainable AI
or XAI) is currently a much discussed topic in the area of AI research. Many
approaches were started and new trends of this research topic are discussed,
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for example, at the XAI Workshop. For distributed AI systems, that rely on
case-based reasoning (CBR) as its main underlying reasoning means, a number
of approaches, but even more general theoretical foundations, were presented.
However, in the combined research area of computer-aided architectural design
(CAAD), multi-agent systems (MAS), and CBR no such approach has been pre-
sented to date (except our approach [1]) and no comparative evaluation between
the approaches was conducted. In this paper, we present such a comparative
evaluation between three explanation approaches implemented in MetisCBR, a
distributed case-based framework for support of early phases in architectural
conceptual design. The framework prototype was developed during the activi-
ties of Metis1, a joint basic research project for the research domains of CBR,
MAS, and CAAD.

The initial core functionality of MetisCBR was the retrieval of possibly help-
ful building design recommendations that could provide inspiration for the user
(architect) during his or her conceptualization process. However, the growing
interest of the AI community in XAI, user experience requirements for modern
recommendation engines, and the absence of a versatile working explanation gen-
eration approach for retrieval results among the CAAD support software, lead
to the idea of conceptualization and implementation of an explanation module
for MetisCBR, whose first version [1] was based on explanation patterns and
a ruleset for their detection. The explanation engine of MetisCBR is aimed at
answering the questions of how the framework was able to find the results pre-
sented, what is the purpose of presenting exactly this set of results (i.e., why
they are recommended), and which semantic and relational differences and sim-
ilarities between the query and each of the single results are crucial and lead to
inclusion of this result in the final result set.

After the first version of the explanation module, also called the Explainer,
two other versions were conceptualized and implemented: an advanced version of
the Explainer (Explainer-2) and an explanation estimation approach based on
discriminant analysis (DA-Explainer, currently still in the early stage of develop-
ment). In this paper, we compare all three approaches with each other in terms
of their functionality for estimation of an explanation to be correctly produced,
i.e., to contain a valid explanation expression.

This paper is structured as follows: related work for XAI in CBR and MAS
will be presented in Sect. 2. In the next section, we give a short description of
the MetisCBR framework: its main functionalities, including semantic search
patterns, will be briefly described. In Sect. 4, we in detail present the explana-
tion approaches implemented in MetisCBR. The comparative evaluation of these
approaches will be described in detail in Sect. 5. The last section concludes this
work and provides an outlook of our future research.

1 http://ksd.ai.ar.tum.de/?page id=240&lang=en.

http://ksd.ai.ar.tum.de/?page_id=240&lang=en
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2 Related Work

In this section we present work related to the purposes of this paper, i.e., work
released in the research domains of (explainable) CBR and MAS, and the CBR-
based approaches for support of architectural design phases.

2.1 Explainable CBR and MAS

CBR has a long and rich history in conceptualization and implementation of
explainability features in the corresponding case-based systems. Early work on
explanations for CBR approaches [2] was one of the precursors for the devel-
opment of theoretical foundations for this area. Later, Roth-Berghofer [3] pre-
sented general questions of CBR-based explainability and examined a number
of future research directions. The theoretical foundations of explanation prob-
lem frames for intelligent systems (see Sect. 4.2) were discussed by Cassens and
Kofod-Petersen [4]. On the practical side, an explanation-aware system module
for the CBR software myCBR was presented [3].

For the MAS research area, the most notable explainability approach is an
explainable BDI (belief, desire, intention) agent [5,6]. These research contribu-
tions describe an explanation module inside a BDI architecture-based agent that
contains a so-called behavior log that is parsed by an explanation algorithm for
finding beliefs and goals for the current explanation of actions.

2.2 CBR-Based Architectural Design Support

CBR was one of the first AI areas to support the conceptual design phases by
means of applying case-based decision support approaches, such as FABEL [7],
PRECEDENTS [8], SEED [9], DIM [10], VAT (Visual Architectural Topology,
a semantic representation method) [11], or CaseBook [12]. The latter approach
CaseBook is the only one known to contain an explicit explainability feature, the
similarity explanation report, but information available in [12] does not provide
a sufficient amount of insight into this feature.

A comprehensive review of these and other CBR-based architectural design
support approaches is available in [13]. Another seminal work [14] contains a
detailed review of CBR’s current state, influence, and history in CAAD. Current
issues of CBR in CAAD are published in a short review [15].

3 MetisCBR

The MetisCBR framework prototype for support of early design phases of the
architectural conceptualization process is based on a distributed structure where
the agents of the system perform a case-based search for similar architectural
designs in a database (case base) of previous designs. After the search the system
automatically applies an explanation process for each single result in the result
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set and enriches the result, if possible, with explanations. The available expla-
nation methods, that are the evaluated in this paper, are described in Sect. 4.

The actual search for similar architectural designs is performed by means of
applying a number of semantic search patterns (semantic fingerprints) – (graph-
based) abstractions of established architectural room configuration concepts,
such as adjacency of rooms, or availability of natural light for the rooms. The
list of fingerpints (FPs) currently implemented in MetisCBR is shown in Fig. 1.

Fingerprints can be divided into graph-based (FP3, FP5, FP6, FP7) and
metadata-based, i.e., use an abstract summarizing attribute, such as count of
available rooms, for comparison (FP1, FP2, FP4). Multiple fingerpints can be
applied for each query/request to the system, result sets of each particular fin-
gerprint search are then combined/amalgamated and presented to the user. For
graph-based FPs, a pre-selection step is applied during retrieval, that governs
the exclusion of the non-similar atomic parts of a floor plan (such as rooms and
room connections) from the search process.

MetisCBR has been object of different comparative evaluations of retrieval
methods for search of architectural designs. Examples of such evaluations are
the perfomance comparison and qualitative evaluation with graph-based meth-
ods of the Metis project [16], and the comparison with the rule-based retrieval
coordination software KSD Coordinator [17].

4 Explanation Generation Methods

In this section, we present the explanation generation and validation methods
of MetisCBR that were used in the comparative evaluation presented in Sect. 5.
Each of the methods will be presented including the description of its general
structure and functionality, how the explanation patterns are applied, and how
the validation of generated explanations is performed. Before the actual descrip-
tion of the methods, we give a short review of general requirements for explana-
tion methods to be used for MetisCBR.

4.1 General Explainability Requirements for MetisCBR

Generally, MetisCBR can use every compatible explanation method that can
interpret the agent messages constructed with the FIPA-SL language. The main
requirement for explanation methods to be used in MetisCBR, however, is that
it should be able not only to produce/generate explanations but also validate
them. The validation step is an essential one as it ensures the general quality of
explanations and can exclude explanations that make no sense to the user. Which
validation method is used is a decision of the method’s developers, however, it
is advisable to make the validation process transparent to be able to compare it
to other methods.

For explanations themselves, explanation patterns (see Sect. 4.2) should be
used. Alternatively the explanations should be able to answer the why-, how-,
purpose-questions as described by Roth-Berghofer [3]. This ensures the common
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explanation structure for all explainable recommendations and provides the user
with a familiar structure of expressions.

Fig. 1. Semantic search patterns (FPs) currently implemented in MetisCBR. Figure
from [1].

4.2 Explanation Problem Frames and Patterns

A framework for explanation patterns for intelligent information systems and
applications was conceptualized by Cassens and Kofod-Petersen [4] to provide
such systems with a possibility to make the behaviour of such systems more
transparent and traceable for their users. Initially conceptualized for case-based
reasoning applications, the patterns can be used for almost every type of an intel-
ligent AI system that follows their structure, i.e., uses the patterns with their
initially conceptualized structure and purpose. Explanation patterns themselves
are based on Problem Frames conceptualized by Jackson [18]. Thus, the patterns
enhance the problem frames for use for explainability problems. A number of dif-
ferent patterns was conceptualized that provide different explanation functions.
The most important of them, and implemented in all our examined explana-
tion methods are Justification, Transparency, and Relevance. The adaptation of
explanation patterns for MetisCBR is shown in Fig. 3.

Relevance Pattern. The Relevance pattern is aimed at explaining why the
question that the systems asks the user is relevant in the current context. For
the purposes of our design support framework, this means that the system may
ask the user (an architect) for more relevant data for proper comparison of case
and query if the structural and relational connections provided in the query
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Fig. 2. Overview over the retrieval component of MetisCBR. Figure from [16].

Fig. 3. Explanation patterns in MetisCBR. Highlighted in blue rectangles are the orig-
inal patterns [4]. C denotes the goal of explanation, X is the system knowledge. Figure
adapted from [1]. (Colour figure online)
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did not contain sufficient amount of information. Usually, this is the case when
some of the requirements, that should be met for proper similarity assessment,
were not fulfilled. For example, a room in the room configuration of the design
should be connected to at least one other room, otherwise the structure of the
floor plan is not considered well-formed. The requirement for rom connections is
similar, they should not have an undefined start point or destination, i.e., each
edge should be connected to a room on both ends (Fig. 2).

Justification Pattern. The Justification pattern was conceptualized to justify
the current results, i.e., to answer the user’s question ‘Why do I see this result?’.
The main aim of this pattern is to build trust between the user and the system,
i.e., to provide the user with more confidence in the system behavior. Generally,
this means that the system should ‘speak’ the user’s language, i.e., technical
terms and expressions that the user is familiar with. This is also important from
the human-computer interaction (HCI) point of view as explainability of intel-
ligent (AI) systems is a question of HCI too. The proper justification improves
the usability of the system, it also helps both sides to learn from each other in
a better and more trustful way. Thus, the justifications should follow the sys-
tem’s language conventions with a proper wording for technical terms of the
explanation expression.

Transparency Pattern. The Transparency pattern’s goal is to provide the
user with information of how the result was reached by the system. That is, it
should be made transparent, for example, how exactly the final similarity value
of the presented result has been calculated, i.e., which attributes were considered
for comparison, how the preselection of cases was executed, or how the ranking
works in case of identical similarity values. For our system, mostly the first case is
important, as the semantic search patterns we use (semantic fingerpints) rely on
attribute-value-structure. To achieve a good grade of transparency, two general
possibilities exist:

– Sequential transparency – each similarity assessment step, i.e., outcome of
each attribute comparison can be included in the explanation expression. This
way is more suitable for users who had much experience with the system and
quickly can differentiate between the concepts and attributes of the result.

– Cumulative transparency – a summarized statistical expression about the
assessment data. For example, the average similarity value for an attribute or
concept, or a trend overview, e.g., how the similarity changes over time with
addition and/or deletion of attributes considered.

Beside this, two general possibilities of assigning the transparency pattern
expression to the retrieval results are available:

– Global transparency that is assigned to the complete result set and can be
placed over all of the single results to provide a general transparency expres-
sion about the results. The above mentioned cumulative transparency is usu-
ally used for this global expression.
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– Local transparency that is provided for a single result to enrich it with insights
for its own similarity assessment only. Cumulative as well as sequential trans-
parency can be used for this type of transparency assignment.

4.3 CBR-Explainer-1

The first version of the explanation module for MetisCBR, the Explainer, was
created to initially implement the explanation patterns for retrieval of architec-
tural designs. This version implemented pattern detection based on a common
ruleset for all patterns, however, it did not use the particular attributes of rooms
and edges and relied on floor plan metadata only. Following exemplary rules can
be applied (rules form our paper on the first version of the Explainer [1]):

– FP 1, 2, 4, 8: The pattern ‘Transparency’ is detected if 2/3 properties
from {Room Count, Edge Count, Room Types} could be detected in the
meta data of the query floor plan.

– FP 1, 2, 4, 8: The pattern ‘Justification’ is detected if the similarity grade
of the result floor plan is better than unsimilar.

– FP 6: The pattern ‘Transparency’ is detected if all properties from {Room
Count, Edge Count, Edge Types} could be detected in the meta data of
the query floor plan.

– FP 7: The pattern ‘Justification’ is detected if the similarity grade of the
result floor plan is better than unsimilar and all properties from {Room
Count, Edge Count, Room Types, Edge Types} could be detected in the
meta data of the query floor plan.

The first version of the Explainer (CBR-Explainer-1) employed two agents
responsible for creation and validation of explanation expressions: the Explana-
tion Deliverer agent, who is responsible for receiving of the query and result to
be explained and sending the results enriched with explanations back for dis-
playing in the user interface; and the Explanation Creator agent responsible for
generation and validation of actual explanation expressions. In Fig. 4, the general
structure of the CBR-Explainer-1 is shown.

The validation process in the CBR-Explainer-1 is implemented as a case-
based validation process. That is, each produced explanation is handled as a
case and gets validated against the case base of ground-truth explanations pro-
vided by an expert in the architectural domain/CAAD. The maximum simi-
larity value from the comparison with each of the ground-truth explanations
becomes then the validation similarity vmax. If vmax exceeds a specified thresh-
old, then the produced explanation is considered valid. The similarity measure
for validation determination is a dynamically adapted weighted sum, i.e., the
weights get adapted with increasing/decreasing of the number of detected pat-
terns. Attributes used for the dynamically weighted sum are shown in Table 1.

After the validation process, the Explanation Creator adds the explanation,
if valid, to the result object and sends it to the Explanation Deliverer, which in
turn sends it to the Result Collector agent that is responsible for collection of
results for all FPs of the current query.
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Fig. 4. General structure of the first version of the MetisCBR explanation module
(Figure adapted from [1]).

Table 1. Attributes for validation in the CBR-Explainer-1 (Table from [1]).

Attribute Type Description Similarity Func.

id string Internal Explanation ID not in use

Case string Reference to the case (result) not in use

Query string Reference to the query not in use

Text string Text of the explanation Levenshtein dist. sim

PatternJustification boolean Justification pattern available? boolean comparison

PatternRelevance boolean Relevance pattern available? boolean comparison

PatternTransparency boolean Transparency pattern available? boolean comparison

4.4 CBR-Explainer-2

The second version of the Explainer, the CBR-Explainer-2, is an advanced ver-
sion of the CBR-Explainer-1 and is intended to provide a more detailed, and
thus restricted, explanation approach which also takes the particular attribute
values of the room and room connection concepts into account. Structurally, the
tasks of the agents of the Explainer remained the same, however, for each expla-
nation pattern a special pattern agent was created that works with its assigned
pattern only and communicates with the Creator. In Fig. 5, the general structure
of CBR-Explainer-2 is shown.

The detection of patterns is different for almost all patterns. For the Rele-
vance pattern, the CBR-Explainer-2 analyzes all rooms and room connections
of the query and the currently compared case for availability of specific require-
ments. If the required features are not available, e.g., a room does not have
connections or its label is unknown to the system, or an edge does not have a
source or target, then it is not considered for comparison. If a certain percent
(determined by a special Relevance score) of rooms and edges does not provide
a proper feature set, then the complete query is not considered for comparison
and gets the Relevanvce label of true, otherwise this label is false.

If the Relevance label is true, the Justification and Transparency detection
does not take place. Otherwise the pattern recognition continues with Justifica-
tion, where the justification expression, like in the CBR-Explainer-1 depends on
the similarity grade of the result. After Justification, Transparency is detected
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by means of applying a two-step reasoning process, where in the first step all
available similarity data is collected for each room and room conection of the
result. This data contains all historical comparison information in the context of
the current query, including how often the room or edge has been used for each
FP. The collected data is then cumulated (see also Sect. 4.4) and added as local
transparency to each of the single results, for the complete result set this data
is also cumulated and added as global transparency expression.

Fig. 5. General structure of the second version of the MetisCBR explanation module,
the CBR-Explainer-2.

The validation process in the CBR-Explainer-2 is similar to that of the first
version, however, the expression text similarity with Levenshtein distance has
been replaced in the second version with the name of the semantic fingerprint
and the overall similarity value of the result to provide a more exact comparison.
The dynamic adaptation has also been replaced by a static weight distribution,
as in the CBR-Explainer-2 the unrecognized explanation patterns are patrt of
the similarity assessment as well. The mode of operation for determination of
the validation similarity vmax remained identical in the CBR-Explainer-2.

The special feature of the CBR-Explainer-2, which is however not part of the
comparative evaluation, is the contextual classification of the results with valid
explanations. That is, each result of each FP is parsed by a feature extraction
engine and is decomposed in its main features such as room count, edge count,
or room types set. All of these features are then analyzed for their potential to
include the result in a specific context class. A context class is a category of
results with special properties, such as RoomTypeDominace for floor plans with
a room type that dominates over all other room types, i.e., takes more than 50%
of the entire room type set. The main purpose of the contextual classification is
automatic tagging of the result floor plans.
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4.5 DA-Explainer

The third possibility of creation of explanations for floor plan retrieval results
is based on discriminant analysis (DA), a well-known versatile classification
method of machine learning. The adaptation of discriminant analysis for the
purposes of the Explainer module of MetisCBR has been explored by Espinoza-
Stapelfeld [19] where a detailed description of DA for each semantic fingerprint
and explanation patterns is available. In this paper, like for the previous two
explainers, we give only a description of the relevant features.

Generally, the explanation generation and validation are based on prediction
of their corresponding explanation and validation classes. We also differenti-
ate between graph-based and non-graph-based (metadata-based) FPs. For the
graph-based FPs, following discriminant function is used for the prediction of
the explanation class:

ck(x) = −1
2

log |Σk| − 1
2
〈x − μk, Σ

−1
k (x − μk)〉 + log πk (1)

where k represents the similarity grade (whose calculation is identical to the cat-
egorization process for non-graph-based FPs, see below). Other values that are
being used for preparation of the discriminant parameters are: n that represents
the total number of the attributes for the given FP, and mk that represents the
total number of elements with the given similarity grade. Based on these values
(k, n, and mk), x represents single attribute values for each result with the given
k; μk represents the sums of values of the particular attributes of results with
the given k divided by mk; Σk represents the products of (x−μk) and (x−μk)T

with factor mk, and πk = mk/n.
For non-graph-based fingerprints, a decision tree is used that categorizes the

result into one of the explanation classes: A if result’s overall similarity Sim ≥
0.75, B if 0.75 > Sim ≥ 0.5, C if 0.5 > Sim ≥ 0.25, and D if Sim < 0.25. After the
predicted class is determined, the assignment of the explanation patterns, that
are in turn assigned to the classes, takes place. Following explanation classes are
available for the patterns:

1. A – High Justification, High Transparency, i.e., a sufficient amount of informa-
tion is available in query and result to perform a similarity-based comparison
between them.

2. B – Middle Justification, Middle Transparency.
3. C – Low Justification, Low Transparency, i.e., information in query and result

is sufficient, but local similarity values are very low and do not allow for
recommendation of this floor plan.

4. D – Relevance only, i.e., more information is required for a proper comparison
between query and result.

After the assignment of explanation patterns, a validation estimation process
takes place. The DA-Explainer does not use a case base for validation, instead,
its validation process is intended to sort candidates for validation in the both
above described explainers. Like in the assignment of explanation classes, we
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differentiate between graph-based and non-graph-based FPs. However, for the
non-graph-based FPs, no explicit validation process is conducted, instead, the
class determined in the explanation classification process is mapped to its cor-
responding validation estimation class v (A to V1, B to V2, C to V3, D to V4).
For graph-based FPs, following formula is used first to estimate the validation
candidacy for the complete result set:

vk(x) = −1
2

log |Σk| − log |(x − μk)| + log πk (2)

The validation estimation class can then be one of the following:

1. V1 – Highest category, the results with this class are most likely will produce
a valid explanation.

2. V2 – Middle category, the results with this class have a good probability to
produce a valid explanation.

3. V3 – Weak candidate, validation of its explanation can produce an insufficient
value (below threshold).

4. V4 – Not recommended for validation of explanation.

After that vk(x) is multiplied with the overall similarity value of each of
the floor plans, so that an individual validation estimation value for each single
result can be calculated.

5 Comparative Evaluation

To quantitatively compare the performance of all three above described expla-
nation generation and validation methods we decided to conduct an experiment
with all methods on the same data set and to answer three general questions
(Q[n]):

1. Which method has a better validation performance for a common query set?
2. Which method performs validation better over time?
3. Which method has the best performance for which type of FPs?

For all questions, specific aspects of each method should be considered:

– CBR-Explainer-2 is a more advanced, however, also more restricted version
of CBR-Explainer-1 in terms of the validation process, i.e., it uses more
attributes for validation and does not adapt weights in favor of the num-
ber of detected explanation patterns. From a reversed point of view, the
CBR-Explainer-1 is a light and more permissible method.

– DA-Explainer is a non-CBR method, that is, it is not fully adapted to the
main distributed case-based paradigm of MetisCBR. However, it provides a
different point of view at the validation problem as it is able to apply fuzzy
validation estimation with different classes (see Sect. 4.5).
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5.1 Setting

The evaluation was performed on a common set of 120 retrievable and explain-
able architectural designs constructed with a special web-based user interface
[20]. The designs of the data set were available in different abstraction and
complexity levels, see Fig. 6. For validation, the CBR-Explainer-1 and the CBR-
Explainer-2 used their own validation base, however, cases in all of these bases
referred to the same ground-truth cases provided in the very first validation base
(of the CBR-Explainer-1).

Fig. 6. Examples for different abstraction levels of the floor plans contained in the
tested case base. From left to right: abstract, semi-abstract, non-abstract (complex).

5.2 Results for Q1

In Q1, we were interested in a general performance of each explanation method
for a given, common for all three, amount of queries. To accomplish this, we sent
24 different queries for retrieval and subsequent explanation process for each of
the methods. Each query included 2 FPs, i.e., consisted of 2 sub-queries, all FPs
were the same for each method.

In Fig. 7, the total number of produced explanations is shown. In Fig. 14,
the percent of valid explanations for each of the methods is shown. Following
validity criteria were applied for the methods:

– CBR-Explainer-1, CBR-Explainer-2: the explanation is valid if its validation
similarity value vmax exceeds the threshold value of 0.5.

– DA-Explainer: the explanation is estimated valid if the result set’s validation
class is not V4 and the validation estimation value of the single result is above
the threshold of 1.5.

The results of Q1 showed that the DA-Explainer was generally able to pre-
dict the amount of possibly valid explanations for both CBR-Explainers, despite
its very low total number of explanations produced (which however was devel-
oped/implemented on purpose using the discriminant analysis). The both CBR-
Explainers also showed a good general rate of valid explanations (Fig. 8).
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Fig. 7. The total numbers of explanations produced.
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Fig. 8. The percent number of valid explanations.

5.3 Results for Q2

In Q2, we measured how each of the methods was performing over time, i.e.,
we also recorded the validation stepwise, after every 4th query (8th sub-query).
The reason to perform this measurement was the question of how good or bad
the validation percentage will be if the system will run for a longer time. A total
number of 6 steps or sub-measurements of validation rate was produced, the
results are shown in Figs. 9, 10, and 11.

As the results of Q2 show, the CBR-Explainer-1 shows the most constant
performance in this measurement, only once its rate falls below the 82% rate,
remaining between 82 − 83% for the other sub-measurements. CBR-Explainer-2
is constant as well, however, its start rate is lower. The most inconstant is the
DA-Explainer, its final rate (and even the second) is much lower as its start rate.

5.4 Results for Q3

In Q3 we aimed at exploring the performance of the methods for different types
of semantic fingerpints. The reason for this measurement is our intention to
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Fig. 9. The stepwise measurement of valid explanations for CBR-Explainer-1.

1(4) 2(8) 3(12) 4(16) 5(20) 6(24)

75.68 77.48 77.42 77.37 76.89 77.28

Steps (corresponding Query Numbers)

%
of

Va
lid

Ex
pl
.s

Fig. 10. The stepwise measurement of valid explanations for CBR-Explainer-2.
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Fig. 11. The stepwise measurement of valid explanations for the DA-Explainer.

implement an automatic selection method for choosing the proper explanation
method for the corresponding FP type. The results of Q3 for each method are
shown below (Fig. 12).
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Fig. 12. The FP-type-wise measurement of valid explanations for the CBR-
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Fig. 13. The FP-type-wise measurement of valid explanations for the CBR-
Explainer-2.
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Fig. 14. The FP-type-wise measurement of valid explanations for the DA-Explainer.

The results of Q3 showed that for this measurement DA-Explainer performed
better on graph-based FPs, that is, its prediction feature can be more trusted for
this type of FPs and should be improved for non-graph-FPs. In contrast to the
DA-Explainer, the CBR-Explainer-2 performed better on non-graph-based FPs,
however the more strict behavior of this explainer is the most probable cause
for its results. The CBR-Explainer-1 showed constant values in this measure-
ment, however, for particular types, other explainers performed (slightly) better
(Fig. 13).



62 C. Espinoza-Stapelfeld et al.

6 Conclusion and Future Work

In this paper, we presented three methods for explanation generation and val-
idation for results of retrieval within MetisCBR, a case-based and multi-agent
based framework for support of the early conceptual phases in architecture. All
three methods were described and evaluated in a comparative evaluation that
aimed at examination of the current state of their development.

Our future work in this area will be concentrated on improvement of the
methods presented in this work. For example, the next study we are planning
is aimed at detailed examination of the prediction feature of the DA-Explainer
to determine if the results and their explanations predicted valid are considered
valid by case-based explainers. Also, an explainable BDI-Agent (see Sect. 2) will
be conceptualized and implemented as another alternative.
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Abstract. People lives in the society abide by different norms and some-
time these norms are unpopular. Usually, these norms develop within
small local community, but later spread out to entire population. It
is evidenced that the people not only abide by these norms but also
start enforcing in certain situations. It is imperative to know why peo-
ple enforce a norm they privately oppose. Furthermore, for the overall
societal good, many a times, it is necessary to oppose and possibly avert
unpopular norms. To achieve this goal, it is necessary to know the con-
ditions, which enable persistence of the unpopular norms and models
that support possible aversion of them. This study attempts to elabo-
rate the conditions and reasons for the emergence, spreading and aversion
of unpopular norms in society, using theory-driven agent-based simula-
tion. The simulation results reveal that in addition to agents actively
participating in averting the unpopular norm, incorporating a rational
decision-making model in the population of agents is necessary to achieve
a dominant norm aversion.

Keywords: Agent-based modeling · Unpopular norms
Emperors dilemma · Norm aversion · Population dynamics

1 Introduction

Norms, practices and processes in a society develop over a period of time [25].
Each society has its own norms and behavior and level of acceptance. Social
norms have a historical perspective, which evolves into traditions and standards
to which a society can relate and act. Societal norms, such as, way of doing
things, greetings, festivals celebrations, dressing and code of conduct have a
pivotal role in development of social order [27]. An individual in a community is
expected to behave according to the societal norms. However, following a norm
and believing in it are two different things. There may be other conditions and
incentives that force an individual to follow a social norm [23], even when one
does not believe in it.

Social norms can be unpopular; a situation in which majority of people do
not agree. In fact, people personally do not conform to these so-called “unpop-
ular norms”, but follow them and sometimes unintentionally enforce others to
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follow them as well. In a sociology, such situations are dealt through a dilemma,
named as Emperor’s Dilemma as given in [26]. It relates to a tale in which
everyone shows fake admiration for the new gown worn by an emperor even
though the emperor was naked. The cunning gown designers announced that
the (non-existent) gown would not be visible to those who are not loyal to the
emperor or who are dumb. The fear of being punished, and identified as having
inferior societal traits, no one spoke the truth, but in fact, the emperor was
naked.

Unpopular Norm (UN) can be classified into three types; the classification is
based on three different causal mechanism [34] - herd behavior (mainly studied
by economists), pluralistic ignorance (mainly studied by psychologists) [22,28]
and false enforcement.

Herd behavior [2,3] is a reaction to widespread uncertainty that lead peo-
ple to follow others’ decision assuming that they have more accurate and/or
reliable information, but in reality they are following the herd believing that
“this many people cannot be wrong” [21]. Other examples of herd behavior can
be observed in financial markets, such as bubbles and crashes [15] and bank runs
[1]. Pluralistic ignorance term first used by Katz [10], describes the situation
where majority of people reject the norm privately, but assume (incorrectly) that
the majority accept it. Like herd behavior, pluralistic ignorance is based on false
belief resulted in self-reinforcing. In herd behavior, people copy others behavior
assuming (wrongly) to have better information, while in pluralistic ignorance
people suppress their disagreement and copy others behavior assumed (again
wrongly) to follow the majority.

Silently following an unpopular norm at an individual level is one thing.
But, when a large population adopts it, following an unpopular norm becomes
a kind of default behavior and influence the section of the population, which
does not follow or remains neutral. As a consequence, it has been observed that
people even start enforcing unpopular norm to which they personally disapprove.
This behavior can be termed as false enforcement [20,34] have focused on
discovering the reason of wrong enforcement. The authors opinion that people
falsely enforce unpopular norms to create an illusion of sincerity rather than
conviction. The study has been tested in two experiments of wine tasting and
text evaluation. Both experiments reveal that people who enforced a norm, even
against their actual belief, in fact, criticized deviants of the norm (the alternates
of the unpopular norm). These outcomes indicate how social pressure can lead
to false enforcement of an unpopular norm.

In many places around the world, manifestations of Emperor’s dilemma are
evident. Whether it is foot-binding in neo-Confucian China or inter-cousin mar-
riages and dowry in Asia (indicated by Blake in [4] and Hughes in [9], respec-
tively). People do not reveal what they believe due to the fear of being identi-
fied as ignorant or anti-social. However, there are evidences that a minority of
activists can make a big difference if the environment is conducive as indicated
by Khondker in [11]. Hence, the question “Can a minority of activists change
an unpopular norm adopted by the majority?” becomes relevant.
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Essentially, norms propagation and transformation are co-relate to each
other. Norms propagate through diffused influence. Since the subjects being
influenced may have their perspective, they may decide to adhere or reject it.
As a consequence, reciprocating influence of the subjects may transform the
norm itself. Exploration of the scenarios of such nature (“being influenced and
influencing reciprocally”) has been a subject of complex adaptive systems using
agent-based modeling as given by Macy and Flache in [16,17]. Understanding
the emergence of norms in a society of agents is a challenge and an area of
ongoing research [33].

To avert unpopular norms, it is necessary to understand the conditions that
help to stop propagation of these norms. Especially, it is imperative to find the
conditions necessary to establish the alternative norm (a reciprocal norm of
prevailing unpopular norm) and the conditions that enforce others (people other
than activists) to follow the alternative norm. Towards this, the social interaction
model of unpopular norm, proposed in [6] is customized and extended.

Studying norms in society has been one of the research focus of agent-based
modeling community. However, there is limited work on how unpopular norms
can be averted. To the best our knowledge, we found not a single agent-based
model on this topic except for our previous work [35]. In this paper, we propose a
model of (unpopular) norm aversion. The agent-based model is simulated asking
important “what-if” questions to elaborate the conditions and reasons for the
emergence, spreading and aversion of unpopular norms.

The rest of the paper is organized as follows. Section 2 presents background
work related to the research area, followed by Sect. 3 presents the motivation of
the proposed model, followed by the proposed and extended model. In Sect. 4,
the simulation scenarios and analysis of simulation results is presented. The
paper ends with conclusions of the study presented in Sect. 5.

2 Background Work

Studying norms in a society has been one of the research focus of agent-based
modeling community. Theoretical studies on norms such as those conducted
by Conte and Castelfranchi [7] and Meneguzzi et al. [19] explored that agent
are supposed to comply with social norms. The sense of punishment from the
society is evident as the predominant factor behind compliance of norms [5].
Studies conducted by Sanchez-Anguix et al. [29] and Sato and Hashimoto [30]
focused on the emergence of norms and they described strategies show how norms
prevail in a society. This is basically governed by societal influence. Agents set
their goals and frequently change their behavior based on societal influence until
a global equilibrium in achieved [33]. In [8] argued that norms implementation
in some expert system such as norm-based reasoners are commonly used. Also,
social norms have received considerable attention in other similar domains such
as social and logical philosophy. Norms can be views as emergent properties of
agents’ behaviors, which do not depend on their goals and beliefs. In [32] have
studied the implementation of norm enforcement and issues that highly affect
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such enforcement and how these norms should be operationally implemented in
MAS.

Willer et al. have pointed out many “empirical cases in which individuals
are persuaded to publicly support behaviors or beliefs that they privately ques-
tion” [34]. The term, Preference falsification, coined by Kuran [14] is defined as
“the act of misrepresenting one’s genius wants under perceived social pressures”.
According to him, an equilibrium is the sum of three utilities namely, intrinsic,
expressive, and reputation. The intrinsic utility is about individual’s personal
satisfaction being part of the society. The expressive utility is about an individ-
ual gain in response of presenting himself/herself to be what is expected. The
utility that is acquired through the reaction of others is termed as reputation
utility.

The concept of unpopular norm is very close to the concept of preference
falsification, in which individuals publicly lie about their privately held prefer-
ences [13]. According to Makowsky and Rubin [18], such societies are “prone to
cascades of preference revelation if preferences are interconnected - where indi-
viduals derive utility from conforming to the actions of others”. Further, “ICTs
and preference falsification complement each other in the production of revolu-
tionary activity. The former facilitates the transmission of shock while the latter
increases the magnitude of change that arises after a shock.” Utility acts in two
different ways in the propagation of unpopular norms. At one end, it can force an
individual to follow an unpopular norm, or even falsely enforce it. On the other
end, it can propagate an opposite sentiment as a result of private preference
revelation. There are evidences that a minority of activists (capable of revealing
their private preferences on will) can make a big difference, but in a conducive
environment [11].

3 The Proposed Extended Model

To avert UN, it is important to understand conditions that might help to stop the
propagation of these norms. Particularly, it is imperative to find the conditions
necessary to establish an alternative norm - a reciprocal norm of prevailing UN,
and the conditions that enforce people other than activists to follow the alternate
norm. This section first introduces the social interaction model for following UN
proposed by Centola et al. [6]. It, then, provides briefly our previous extension
to this model followed by the proposed extension in this paper.

3.1 Centola’s Model of Norm Aversion

In Centola model [6], agents decide whether to comply or follow the norm, which
is supported by few individuals while majority opposed it. Depending on agents’
horizon, if it is limited to immediate neighbors, resulting in emergence of an
unpopular norm locally and later spread. Such examples can be seen in our daily
lives; where work carried out by the prestigious scholars are widely acceptable
publicly, and cannot be criticized due to the fear of being labeled as “unfit for
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office”/“incorrigibly stupid”, while privately people find them entirely inappro-
priate. This is true in case of naked emperor, where majority can see him naked,
but due to fear prefer to go along with the charade and admire the emperor,
hence reinforcing the same false belief.

Centola used agent-based modeling to study the consequences of false enforce-
ment as a signal of sincerity on the population level. Using theory driven app-
roach, this model is capable of elaborating the conditions behind the emergence,
spreading, and the aversion of UN. A majority of agents who do not believe in
the UN and can be represented as Dis-Believers (DB’s), while agents believe in
the UN can be represented as True Believer (TB’s). Each agent let say i has
a binary private belief (Bi) and defines agent either as TB or DB. In case of
TB (Bi = 1), while for DB (Bi =−1). Irrespective of the social pressure not to
comply, a small group of TB’s always comply with the norm. When these agents
are not satisfied with the compliance level by the others, they may enforce them,
and this is called “true enforcement”, because the agent is enforcing compliance
with its true belief i.e. Bi = 1. The rest of the population (DB’s), who opposed
the norm in private, but less conviction in comparisons with TB’s. This opposi-
tion can result in deviating from the norm and even convenience other to deviate
as well. This is again “true enforcement”. Due to the weak strength of this con-
vocations as compared to the TB, DB may be pressurized to support the norm
in public. This support not only includes to comply with the norm, but also
to pressurize others to comply as well. This is “false enforcement” because the
agent enforcing the norm contradict with agent’s private belief.

Initially, all TB’s comply with the UN represented as compliance = 1, while
DB’s not complying with the UN represented as compliance =−1. The com-
pliance is based on the level and the direction of the social pressure, which is
relative to the strength of an agent’s conviction i.e. how truly agent believe in
norm. Social pressure is the sum of enforcement decisions by the i’s neighbor i.e.
each neighbor j enforcement of the norm increases pressure on i to comply and
vice versa. A positive value means that more pressure on the agent to comply
and a negative value results in encouraging deviation. By default, TB’s alway
comply even if all their neighbors enforce deviation. In case of DB’s, due to the
weak conviction may change subject to the sufficient positive social pressure.
More formally, An agent i ’s belief is a static value. The value of compliance may
change using Eq. 1.

compliancei =
{ −beliefi if (−beliefi

Ni
×NEi) > strengthi

beliefi otherwise
(1)

Where, NEi = count of (Moore’s) neighbors enforcing opposite belief and
Ni = count of (Moore’s) neighbors. This means that an agent’s decision to
comply with UN or not is dependent on enforcement of opposite belief by the
neighborhood. If NEi is greater than the strength of a DB, the agent would
comply against its belief. Since, TBs compliance (which equals their belief about
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a UN) and strength are already equal to 1, Eq. 1 would not change the compliance
value of TBs.

enforcementi =

⎧
⎨

⎩

−beliefi, if (
−beliefi

Ni
× NEi) > (strengthi + k)

∧
(beliefi �= compliancei)

beliefi, if (strengthi × enforcement needi > k)
∧
(beliefi = compliancei)

0, otherwise

(2)
Enforcement is an agent influence on the neighborhood and it could be true

or false, starting with a default value of 0, it can be either 1 or −1. In case of
false believers, who secretly opposed the norm, they do not pressurize others
to comply with the norm, but in case of true believers who support to promote
compliance. The propensity to falsely enforce is directly propositional to increase
in social pressure to support the norm and decreases with increased conviction,
same in case with the decision to comply.

Equation 3 is used to compute enforcement needi - that is the need of
enforcement reflecting influence of neighborhood compliance.

enforcement needi =
(1 − beliefi

Ni
) ×NCi

2
(3)

Where, NCi = number of (Moore’s) neighbors whose compliance is different
than agent’s belief.

3.2 Our Previous Extension

Since, DBs compliance in basic centolla’s model is undesirable, in our previous
work [35], published in recent conference [24] we extended it and introduced
a special kind of DBs (called Activists (ACTs)) with more desire to avert (act
against) a UN. These ACTs are triggered by the presence of TBs in the surround-
ing, particularly who are enforcing. Their strength is progressively incremented
proportional to the intensity of enforcement from TBs. The strength of an ACTs
is calculated using Eq. 4.

strengthi = strengthi + (
Ejb

Ni
) (4)

where, Ejb = is the number of enforcing TBs.

3.3 The Model Extension

In this paper, the model is further extended to incorporate the decision-making
of a DBs as a result of neighborhood condition. It is proposed that TBs (who
are not ACTs) should not be considered as entirely a numb entity. We propose a
decision-making model represented in Eq. 5. In this model, the strength of DBs
(who are not ACTs) is changed (increased or decreased) based on its type being
either “optimistic” or “pessimistic”. The difference between percentage of enforc-
ing TBs (termed as, Pjb) and percentage of complying DBs (termed as, Pjd) is



70 A. Muhammad et al.

Fig. 1. Simulation results of the basic Centolla’s model for various scenarios based on
number of agents (considered 50, 100, and 200) and threshold value k - showing an
agent’s desire to comply (considered 0.2, 0.5, and 0.8).

divided by neighborhood density (Ni) times the fraction of DBs of that type (con-
sider opt for an optimistic and “1−opt′′ for a pessimistic DBs). If an agent belongs
to the optimistic category, its strength would be increased/decreased based on
the difference of “true enforcement” (represented as Pjb) and “false compli-
ance” (represented as Pjd). When fast compliance is more then the strength will
decrease. On the other hand, when true enforcement is more then the strength
will increase.

strengthi =
{
strengthi + (Pjb − Pjd)/(Ni × opt), if i is optimistic
strengthi + (Pjb − Pjd)/(Ni × (1 − opt)), otherwise

(5)

4 Simulations and Results

4.1 Simulation Environment

Netlogo [31] - a popular agent-based simulation tool with a support for grid based
spaces, is used to simulate the work presented in this paper. The agents reside
on cells of a spatial grid. We have used the concept of Moore’s neighborhood
to represent the surrounding of an agent - a very popular strategy in many
cell-based spatial configurations [12]. For a coarse grained evaluation, we used a
simulation space consisting of a torus of 17 × 17 cells.

4.2 Results and Discussion

Previous Findings. Due to the spatial nature of neighborhood, it was expected
that a more dense population is susceptible to more DBs compliance. This fact
is evident from the results shown in Fig. 1. Further, DBs compliance is inversely
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Fig. 2. Simulation results of our previous extension to Centolla’s model for various
scenarios based on number of agents (considered 50, 100, and 200) and threshold value
k - showing an agent’s desire to comply (considered 0.2, 0.5, and 0.8).

proportional to the value of k - an agent’s desire to comply. Ironically, in all
cases depicted in Fig. 1, the population achieves stability always being attracted
towards various fixed points. In our previous work [35], it was observed that in
highly dense conditions with a large number of norm aversion ACTs, the aversion
of unpopular norms can be achieved. This fact is highlighted in Fig. 2. There
is a striking similarity between the basic model and our previously extended
model whose results are presented in Figs. 1 and 2 in corresponding order. It is
learnt that the cases comprises of smaller values of k and large number of agents
are worst than the rest of the cases. A marginal improvement was achieved by
introducing the ACTs where comparatively less number of DBs were witnessed
complying with a UN.

Current Findings: A Brief Analysis. This model uses optimistic DBs that
are intrinsically believing in averting the UN. Simulation work conducted in this
paper uses three different numbers of these optimistic DBs which are counted
as 10, 20 and 30% of the total population. It is learnt that the proposed model
significantly reduces the number of DBs complying with a UN. Even the scenario
considered as a worst one (the one comprises of 200 agent and a threshold value
k = 0.2) achieved a 100% improvement by dropping compliance rate from 70%
to 35%. This is illustrated in Figs. 2 and 3.

When the proposed model is compared with previous model, it was noted
that DBs compliance comparatively get worse as the number of agents’ increases
irrespective of the value of k. The cases where the number of agents are 200
always perform worst than other cases (comprising of 50 or 100 agents). This
can be noticed while comparing the results presented in Fig. 2 with 3). Overall,
with an increase in the number of optimistic DBs, the results get improved as
witnessed by comparing the results given in Figs. 3, 4, and 5).
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Fig. 3. Simulation results of the proposed extension (with 10% agents of total popu-
lation being optimistic) to Centolla’s model for various scenarios based on number of
agents (considered 50, 100, and 200) and threshold value k - showing an agent’s desire
to comply (considered 0.2, 0.5, and 0.8).

Fig. 4. Simulation results of the proposed extension (with 20% agents of total popu-
lation being optimistic) to Centolla’s model for various scenarios based on number of
agents (considered 50, 100, and 200) and threshold value k - showing an agent’s desire
to comply (considered 0.2, 0.5, and 0.8).
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Fig. 5. Simulation results of the proposed extension (with 30% agents of total popu-
lation being optimistic) to Centolla’s model for various scenarios based on number of
agents (considered 50, 100, and 200) and threshold value k - showing an agent’s desire
to comply (considered 0.2, 0.5, and 0.8).

5 Conclusion

It is argued that for societal good, it is necessary to oppose and possibly avert
unpopular norms. This work is an attempt to realise the conditions that result
in the emergence of unpopular norms, and define situations under which these
norms can be changed and averted. It presented an agent-based simulation for
unpopular norm aversion. It utilised the reciprocal nature of persistence and
aversion of norms to define situations under which these norms can be changed
and averted. The simulation results revealed that, in addition to agents actively
participating in averting the unpopular norm, incorporating a rational deci-
sion making model for normal agents is necessary to achieve a dominant norm
aversion. Further, it is learnt that the inclusion of true believers and activists
play a significant role in norm aversion dynamics. In short, this study revealed
that more educated and socially active individuals are key to reduce undesir-
able norms in a society. The significance of this fact is also applicable to digital
societies primarily created by social networking applications now-a-days.
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Abstract. This paper focuses on modelling and simulating diffusion
of extreme opinions among agents. In this work, opinions are modelled
as formulas of the propositional logic. Moreover, agents influence each
other and any agent changes its current opinion by merging the opinions
of its influencers, taking into account the strength of their influence. We
propose several definitions of extreme opinions and extremism. Formal
studies of these definitions are made as well as some simulations.

1 Introduction

Understanding the dynamics of opinion diffusion and especially of extremism is
a tremendous question in Multi-Agent System and Artificial Intelligence com-
munities. See for instance [1–8] for the study of opinion diffusion and [9–11] for
the study of extremism diffusion.

Opinions are usually represented by a single real value between 0 (or −1) and
1 corresponding to the position of an agent regarding a given question. The closer
to 1 an agent’s opinion is, the more this agent positively answers the question.
For instance, if the question is “Do you think that the cafeteria serves GMO food
?”, an agent whose opinion is 0.9 strongly believes that GMO food is served; an
agent whose opinion is 0.2 rather thinks that GMO food is not served. If the
question is now “Do you agree with serving GMO food at the cafeteria ?”, an
agent whose opinion is 0.9 strongly agrees in serving GMO food while an agent
whose opinion is 0.2 is rather against serving GMO food. As for extremism, it
is obviously defined there by having an opinion which is close to 0 (or −1) or to
1. Moreover, in such models, agents can easily be classified from most to least
extremist. Recently, some works in Artificial Intelligence community [4,8] have
adopted a different way of modelling opinions and represent an opinion by a
single binary vector whose values correspond to answers to several questions.
For instance, if the two questions are “Do you think that the cafeteria must be
open until 4pm?” and “Do you think that vegan food should be served at the
cafeteria ?” then the vector (0, 1) represents the opinion of an agent which thinks
that the cafeteria must not to open until 4pm but has to serve vegan food.

Following [12], we have recently adopted an even more general approach
[3,13] and we consider that an opinion is modelled by a set of binary vectors, or
equivalently, by a propositional formula. For instance, in such a model, the set of
c© Springer Nature Switzerland AG 2019
J. van den Herik and A. P. Rocha (Eds.): ICAART 2018, LNAI 11352, pp. 79–104, 2019.
https://doi.org/10.1007/978-3-030-05453-3_5
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binary vectors {(1, 1), (0, 1), (0, 0)}, which is equivalent to the formula F → V ,
represents the opinion of an agent who thinks that, if the cafeteria is open until
4 then it has to serve vegan food. The set of binary vectors {(1, 1), (0, 1)}, which
is equivalent to the formula V represents the opinion of an agent who thinks
that, whatever the open hours are, the cafeteria has to serve vegan food. As for
the diffusion process, we consider a model in which any agent is influenced by
some other agents called its influencers. There, an agent regularly updates its
opinion by merging the opinions of its influencers according to the strenght of
their influence. For this, we introduced the notion of Importance-Based Merging
Opinion Structures (IODS).

In [14], we have started studying extremism diffusion in IODS. We proposed
a definition of extreme opinions which could be called “precise opinions” and we
studied their diffusion in IODS.

The present paper extends this work by proposing several definitions and
studying their diffusion in IODS. We recall precise opinions definition but we
also define extreme opinions based on selected topics and extreme opinions based
on selected agents. Moreover we study and compare their diffusion in IODS.

This paper is organized as follows. Section 2 recalls the notion of Importance-
Based Opinion Diffusion Structures (IODS). The different definitions of extreme
opinions are given in Sect. 3 and their diffusion in IODS is studied in Sect. 4.
Sections 5 and 6 focus on experiments. Section 5 shows how to generate graphs
corresponding to real social networks. Section 6 presents experiments for the
diffusion od some extreme opinions. Section 7 concludes this paper. The proofs
of the different propositions given in the paper are gathered in Sect. 8.

2 Importance-Based Opinion Diffusion Structures

This section presents Importance-Based Opinion Diffusion Structures.
We consider a finite propositional langage L. The set of interpretations of

L is Mod(L) with | Mod(L) |= 2|L|. An element w of Mod(L) is denoted
{p1, ..., pn,¬q1, ...,¬qm} where p1...pn are the propositional letters satisfied in
w and q1...qm are the propositional letters which are not satisfied in w. If ϕ
is a propositional formula of language L, Mod(ϕ) is the set of its models (i.e.,
the set of the interpretation which satisfy it). A multi-set of formulas is a set
with possible repeted occurrences of formulas. An ordered multi-set of formu-
las is a multi-set of formulas in which formulas are ranked with a total rank-
ing. It is denoted ϕ1 ≺ .. ≺ ϕn. The distance between an interpretation w
and a formula ϕ is defined by: D(w,ϕ) = minw′∈Mod(ϕ)d(w,w′), where d is a
pseudo-distance between interpretations (i.e., ∀w∀w′ d(w,w′) = d(w′, w) and
d(w,w′) = 0 =⇒ w = w′). Some simple pseudo-distances d are dD, the dras-
tic pseudo-distance, (dD(w,w′) = 0 iff w = w′, 1 otherwise); dH , the Hamming
pseudo-distance (dH(w,w′) = m iff w and w′ differ on m propositional letters).

Definition 1. An Importance-Based Merging Operator is a function Δ which
associates a formula μ and a non-empty ordered multi-set of consistent formulas
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ϕ1 ≺ ... ≺ ϕn with a formula denoted Δμ(ϕ1 ≺ ... ≺ ϕn) so that: Mod(Δμ(ϕ1 ≺
... ≺ ϕn)) = Mind

≤ϕ1≺...≺ϕn
Mod(μ) with:

– w ≤d
ϕ1≺...≺ϕn

w′ iff [D(w,ϕ1), ...,D(w,ϕn)] ≤lex [D(w′, ϕ1), ...,D(w′, ϕn)]
– [D(w,ϕ1), ...,D(w,ϕn)] is a vector which kth element is D(w,ϕk)
– ≤lex is a lexicographic comparison of vectors of reals defined by:

[v1, ..., vn] ≤lex [v′
1, ..., v

′
n] iff (i) ∀k vk = v′

k or (ii) ∃k vk < v′
k and ∀j <

k vj = v′
j

Definition 2. An Importance-Based Opinion Diffusion Structure (IODS) is a
quadruplet DS = (A,μ,B, Inf) where: A = {1, ..., n} is a finite set of agents.
μ is a consistent formula of L. B is a function which associates any agent i of
A with a consistent formula of L denoted for short Bi such that Bi |= μ. Inf
is a function which associates any agent i of A with a non-empty set of agents
{i1, ..., ini

} equipped with a total order ≺i s.t. ik ≺i ik+1 for k = 1...(ni −1). The
agents of Inf(i) will be called influencers of i. The influencer i1 will be called
the main influencer of i. For short, we denote Inf(i) = {i1 ≺i ... ≺i ini

}.
In an IODS any agent updates its opinion by applying an Importance-based

Merging Operator on the opinions of its influencers as shown below.

Definition 3 (Opinion Sequence). Let DS = (A,μ,B, Inf) be an IODS and
i ∈ A with Inf(i) = {i1 ≺i ... ≺i ini

}. The Opinion Sequence of i in DS is
denoted (Bs

i )s∈N and is defined by (Bs
i )s∈N, is defined by: B0

i = Bi and ∀s > 0,
Bs

i = Δμ(Bs−1
i1

≺ ... ≺ Bs−1
ini

)

Example 1. Consider a language with propositional letters a and b. Let S =
(A,μ,B, Inf) be an IODS with: A = {1, 2, 3}, μ is a tautology, B1 = ¬a,
B2 = a∨ b, B3 = ¬b, Inf1 = {1}, Inf2 = {2 ≺2 1}, Inf3 = {3 ≺3 2}. The graph
of influence is represented in Fig. 1. Moreover, Table 1 shows the evolution of the
agents opinions.

1

2

3

Fig. 1. Graph of influence of Example 1.

Let us finally introduce some interesting definitions.
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Table 1. Opinion evolution in Example 1 (extracted from [14]).

s = 0 s = 1 s ≥ 2

i = 1 ¬a ¬a ¬a

i = 2 a ∨ b ¬a ∧ b ¬a ∧ b

i = 3 ¬b a ∧ ¬b a ∧ ¬b

Definition 4 (dogmatic and self-confident agents). Let DS = (A,μ,B,
Inf) be an IODS, and i ∈ A.

i dogmatic iff Inf(i) = {i}.
i is self-confident iff Inf(i) = {i ≺i i2 ≺i ... ≺i ini

} with ni ≥ 1.

Definition 5 (Sphere of Influence of an Agent). Let DS = (A,μ,B, Inf)
be an IODS and i ∈ A. The sphere of influence of i is defined by: Sphere(i) =⋃

k≥1 Spherek(i) with
Sphere1(i) = {j1 : Inf(j1) = {i ≺ ...}}
Spherek(i) = {jk : Inf(jk) = {jk−1 ≺ ...} and jk−1 ∈ Spherek−1(i)}
An agent is dogmatic when it is not influenced by other agents. As a conse-

quence, a dogmatic agent i will never change its opinion i.e., ∀s ≥ 0 Bs
i = B0

i . An
agent is self-confident when it is its main influencer. Notice that dogmatic agents
in IODS are self-confident. Moreover if i is self-confident then i ∈ Sphere(i).

3 Definitions of Extreme Opinions

This section presents several definitions of extreme opinions. Notice that precise
opinions have been introduced in [14].

3.1 Extreme Opinions as Precise Opinions

Here we consider that extreme opinions are precise opinions i.e. formulas which
have “few” models.

Definition 6 (Precise Opinions). Let R be a given integer closer to 1 than
to 2|L|. An opinion o is extreme iff 1 ≤| Mod(o) |≤ R.

The choice of the threshold R will depend on the application. But R has to
be much smaller than the number of interpretations in the language. Moreover,
inconsistent opinions are not considered as extreme. For instance, consider that
the two letters of the language are a, b. If R = 1 then a ∧ b, a ∧ ¬b, ¬a ∧ b,
¬a ∧ ¬b are the extreme opinions. The following proposition gives a description
of extreme opinions from a syntactical point of view. More precisely, it shows
that an extreme opinion is equivalent to a disjunction of less than R conjunctions
of all the literals.
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Proposition 1. Assume that the propositional letters are a1, ..., an. Opinion o
is extreme iff o ≡ ∨N

k=1 l1,k ∧ ... ∧ ln,k with ∀k ∈ [1, N ], ∀i ∈ [1, n], lki = ai or
lki ¬ai and N ≤ R.

Proof. Proofs are given in Sect. 8.

3.2 Extreme Opinions Based on Selected Topics

Definition 7 (Selected Topics). A selected topic is a propositional letter of
L. The set of selected topics is denoted S with S ⊆ L.

The choice of “selected topics” depends on the application we consider. For
instance, in the context of food served at the cafeteria, GMO food is a contro-
versial subject according to which we may want to measure polarization. On
the other side, expressing a position towards serving potatoes or serving fresh
fruits is usually not. Thus here we will consider L = {GMO, potatoes, fruits}
with GMO meaning “I am ok with GMO food”, potatoes meaning “I am ok
with serving potatoes”, fruits meaning “I am ok with serving fresh fruits”
and S = {GMO}. But in winter, serving fresh fruits may become a contro-
versial subject because of ecological reasons and expressing a positive position
towards serving fresh fruits may become sensitive. In this context we will con-
sider S = {GMO, fruits}.

In the following, we propose two definitions of extreme opinions. Each of
them is based on a set of selected topics S and also on an integer α ∈ [1, 2|L|],
used to quantify the level of extremism. We will call these opinions S1α-extreme
and S2α-extreme respectively.

Definition 8

– An opinion o is S1α-extreme iff there is a subset of S, Sα, whose size is α
and so that Mod(o) ⊆ Mod(

∧
Sα).

– An opinion o is S2α-extreme iff Mod(o) ⊆ {w ∈ Mod(L) : S(w) ≥ α}, S(w)
being the number of letters in S which are true in w.

Thus an opinion is S1α-extreme iff there are α selected topics each model of o
agrees on. An opinion is S2α-extreme iff its models agree on α selected topics at
least. Moreover, we define S1-not-extreme opinions and S2-not-extreme opinions
as follows.

Definition 9. An opinion o is S1-not-extreme (resp S2-not-extreme) iff ∀α ∈
[1, 2|L|], o is not S1α-extreme (resp S2α-extreme).

The next proposition proves some results.

Proposition 2

– If o is S1α-extreme (resp S2α-extreme) then for any β st 1 ≤ β ≤ α, o is
S1β-extreme (resp, S2α-extreme).
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– S1α-extreme ⊆ S2α-extreme but in general S2α-extreme �⊆ S1α-extreme
– S2-not-extreme ⊆ S1-not-extreme
– S1 | S |-extreme = S2 | S |-extreme

Proposition 3. Assume S = {s1, ..., sn}.
– o is S1-not-extreme iff for any Sα = {si1 , ...siα

} ⊆ S, ∃sij
∈ Sα so that

o ∧ ¬sij
is consistent.

– o is S2-not-extreme iff o ∧ ¬s1... ∧ ¬sn is consistent.
– There is an α so that o is S2α-extreme iff o |= s1 ∨ ... ∨ sn.
– α is the highest value st o is S2α-extreme iff there are S1 ⊆ S ... Sk ⊆ S with

| S1 |= ... =| Sk |= α st o equivalent to
∨

i=1...k

(
∧

s∈Si

s
∧

s∈S\Si

¬s
∧

s �∈S

ls), ls being

s or ¬s.

Let us give an example to illustrate these definitions.

Example 2. Suppose that L = {GMO, potatoes, fruits} and S =
{
GMO,

fruits
}
. Consider the following opinions: GMO ∧ fruits, GMO, GMO ∨ fruits,

GMO ∧ potatoes, GMO ∨ potatoes, potatoes. Table 2 shows if they are extreme
or not.

Table 2. Illustration of example 2.

S1α-extreme S2α-extreme

GMO ∧ fruits S12-extreme with
S2 = {GMO, fruits}
S11-extreme with
S1 = {GMO} or
S1 = {fruits}

S22-extreme
S21-extreme

GMO S11-extreme with
S1 = {GMO}

S21-extreme

GMO ∨ fruits S1-not-extreme S21-extreme

GMO ∧ potatoes S11-extreme with
S1 = {GMO}

S21-extreme

GMO ∨ potatoes S1-not-extreme S21-extreme

potatoes S1-not-extreme S2-not-extreme

3.3 Extreme Opinions Based on Selected Agents

The two definitions presented in the previous section are dependent on S which is
a subset of the language L. Here we propose a fourth definition which, assuming
a set of agents A, depends on a subset SA of A. Elements of SA are called
selected agents and are supposed to have extreme opinions. An opinion will then
be considered extreme iff it is close to the current opinion of one of these selected
agents.

In the following we consider δ, a function which measures how close two
opinions are. We also consider a threshold ε ≥ 0.
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Definition 10. Let A be a set of agents. A selected agent is a particular agent
in A. The set of selected agents is denoted SA with SA ⊆ A.

Definition 11. Let A be a set of agents and SA ⊆ A a set of selected agents.
An opinion o is SAε-extreme at step t iff ∃i ∈ SA st δ(o,Bt

i ) ≤ ε where Bt
i

denotes the opinion of i at step t

According to the definition of SAε-extreme opinions1, an opinion is extreme
iff it is close to the opinion of a selected agent. As written before, the choice of
selected agents depends on the context. For instance, in the cafeteria context,
we could select the secretaries of the different student unions, thus considering
them as a reference for extremism. As for the threshold, it also depends on the
application. The smaller it is, the less we get extreme opinions.

As for the measure δ, there are many options. We could for instance consider
some pseudo-distances [15].

– Sum of minimum distances:
δsummin(o1, o2) = 1

2 (
∑

w∈Mod(o1)
D(w, o2) +

∑
w∈Mod(o2)

D(w, o1))
– Hausdorff distance:

δHau(o1, o2) = max(maxw∈Mod(o1)D(w, o2),maxw∈Mod(o2)D(w, o1))
– Minimum of distances

δmin(o1, o2) = minw1∈Mod(o1),w2∈Mod(o2)d(w1, w2)
– Sum of distances

δsum(o1, o2) =
∑

w1∈Mod(o1),w2∈Mod(o2)
d(w1, w2)

We could also consider the following measure:

– Agreement-disagreement distance: Assume that the propositional letters are
p1, ..., pn. δAD(o1, o2) = asc(δ1AD, ..., δn

AD) such that:
• ∀i = 1..n, δi

AD = 0 iff o1 and o2 agree on pi (i.e., o1 |= pi iff o2 |= pi

and o1 |= ¬pi iff o2 |= ¬pi); δi
AD = 1 iff o1 and o2 disagree on pi (i.e.,

o1 |= pi iff o2 |= ¬pi and o1 |= ¬pi iff o2 |= pi); δi
AD = 0.5 in the other

case.
• cresc is the function with orders a sequence of integers in the ascending

order.

We could even define measure δ from an inconsistency measure as follows:

– δInc(o1, o2) = Inc({o1, o2}) where Inc is a measure of inconsistency [16–18].

Or we could consider sweaker functions than pseudo-distances like:

– δmax(o1, o2) = maxw1∈Mod(o1),w2∈Mod(o2)d(w1, w2)

Finally, since the relation of influence is not symmetric, we could also drop the
property of symmetry and consider:
1 Notice that we should index this definition with δ but we omit it for readability

reasons.
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– δmaxmin(o1, o2) = maxw1∈Mod(o1) minw2∈Mod(o2)d(w1, w2)

Since there are many options, we propose to consider a set of requirements
on which the different measures can be compared. They are given below. Notice
that these requirements are not minimal since (R5) is subsumed by (R1).

– (R1) δ is a pseudo-distance, i.e. δ(ϕ,ψ) is minimal iff |= ϕ ↔ ψ and δ(ϕ,ψ) =
δ(ψ,ϕ).

– (R2) The more propositional letters ϕ and ψ agree on, the smaller δ(ϕ,ψ) is.
– (R3) The more propositional letters ϕ and ψ disagree on, the higher δ(ϕ,ψ)

is.
– (R4) If ϕ1 ∧ ψ1 is inconsistent and if ϕ2 ∧ ψ2 is consistent then δ(ϕ2, ψ2) <

δ(ϕ1, ψ1).
– (R5) If |= ϕ ↔ ψ then δ(ϕ,ψ) is minimal.
– (R6) If |= ϕ ↔ ϕ′ and |= ψ ↔ ψ′ then δ(ϕ,ψ) = δ(ϕ′, ψ′)
– (R7) If ϕ1 |= ϕ2 then δ(ϕ1, ϕ) ≤ δ(ϕ2, ϕ)

Proposition 4. Table 3 shows which requirements the previous measures sat-
isfy.

Let us illustrate these definitions with an example.

Table 3. Measures versus requirements.

δsummin δHau δAD δInc δmax δmin δsum δmaxmin

(R1) Yes Yes No No No Yes Yes Yes

(R2) No No Yes No No No No No

(R3) No Yes Yes No No Yes No No

(R4) No/yes No No Yes No Yes No No

(R5) Yes Yes No Yes No Yes Yes Yes

(R6) Yes Yes Yes No Yes Yes Yes Yes

(R7) Yes Yes No No Yes Yes Yes Yes

Example 3. Take again L = {GMO, potatoes, fruits}. Consider one selected
agent John whose current opinion is GMO ∧ ¬potatoes. Consider the following
opinions: GMO, GMO ∧ fruits, potatoes, fruits, GMO ∨ ¬potatoes. Table 4
shows their distance to John’s opinion with δsummin, δHau and δAD when the
distance between interpretations is dH .

Consider δsummin and assume that ε = 3. Then, the extreme opinions are
GMO, GMO ∧ fruits and GMO ∨ ¬potatoes.

Consider δHau and assume that ε = 3. Then, the extreme opinions are GMO
and GMO ∧ fruits.

Consider δAD and assume that ε = [0, 0.5, 0.5]. Then, the extreme opinions
are GMO and GMO ∧ fruits.

This example shows that depending on the distances used, the set of extreme
opinions may vary.
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Table 4. Illustration of example 3.

δsummin δHau δAD

GMO 1 1 [0, 0.5, 0.5]

GMO ∧ fruits 1 1 [0, 0.5, 0.5]

potatoes 4 6 [0, 0.5, 1]

fruits 4 6 [0.5, 0.5, 0.5]

GMO ∨ ¬potatoes 2.5 5 [0.5, 0.5, 0.5]

4 Diffusion of Extreme Opinions in IODS

4.1 Diffusion of Precise Opinions

We first define extremist agents as agents whose opinions are extreme. Moreover,
agent are moderate when they are not extremist.

Definition 12 (Extremist, Moderate). An agent i is extremist at step s iff
Bs

i is an extreme opinion. Otherwise it is moderate.

Example 4. Consider two propositional letters a, b and assume that at a given
step s agents opinions are: Bs

i = a ∨ b, Bs
j = a, Bs

k = a ∧ b. If R = 1 then only k
is extremist. If R = 2 then j and k are extremist.

By definition of extreme opinions, it is true that extremist agents are more
certain of their opinions than moderate ones. Indeed, let DS = (A,μ,B, Inf) be
an Opinion Diffusion Structure, then ∀i ∈ A, ∀j ∈ A, ∀s ∈ N, if i is extremist at
s and j is moderate at s then | Mod(Bs

i ) |<| Mod(Bs
j ) |. Moreover, due to the

definition of dogmatic agents, it is true that in an Opinion Diffusion Structure,
a dogmatic agent who initially is extremist will remain extremist.

In the following, we list some properties of diffusion of extreme opinions in
IODS.

First we can show that an agent whose main influencer is extremist at some
step will be extremist at the next step.

Proposition 5. In an IODS S = (A,μ,B, Inf), for i ∈ A with Inf(i) = {j ≺i

...}, for t ∈ N, if j is extremist at step s, then i is extremist at step s + 1.

As a consequence, an agent whose all influencers are extremist will become
extremist. Another consequence is that a self-confident agent which is extremist
at some step will remain extremist ever after:

We can also show that even if all its influencers are moderate, an agent
may become extremist. For instance, take R = 1 and consider an agent who is
influenced by two agents whose opinions are respectively a and b. The agent’s
opinion, got after merging these two opinions, is a ∧ b. That is, the agent’s
opinion is extreme, while the opinions of all of its influencers are not.
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The following proposition states that an agent which k-th influencer has an
opinion consistent with the merging of the ones of the previous influencers at
step s and which k-th influencer is extremist at step s will be extremist at step
s + 1.

Proposition 6. In an IODS S = (A,μ,B, Inf), for i ∈ A with Inf(i) = {j1 ≺i

... ≺i jk ≺i ... ≺i jn}, for s ∈ N, if Δμ(Bs
j1

≺i ... ≺i Bs
jk−1

) ∧ Bs
jk

is consistent
and jk is extremist at step s, then i is extremist at step s + 1.

More generally, an agent will be extremist at step s + 1 iff for some k, the
merging of the k first influencers’ opinions at step s has less than R models.

Proposition 7. In an IODS S = (A,μ,B, Inf), for i ∈ A with Inf(i) = {j1 ≺i

... ≺i jk ≺i ...}. Let s ∈ N. If ∃k ∈ N, such that | Mod(Δμ(Bs
j1

≺ ... ≺ Bs
jk

)) |≤
R then, i is extremist at s + 1. Otherwise, it is moderate at step s + 1.

The following proposition states that a self-confident extremist agent spreads
extremism in its sphere of influence.

Proposition 8. Let S = (A,μ,B, Inf) an IODS and i ∈ A extremist at step
s with Inf(i) = {i ≺i ...}. ∃s′ ≥ s, ∀s ≥ s′, ∀j ∈ Sphere(i) j is extremist at
step s.

4.2 Diffusion of S1α-extreme and S2α-extreme Opinions

Definition 13. We consider an IODS DS = (A,μ,B, Inf), a set of selected
topics S and a value α. Let i ∈ A and t > 0. i is S1α-extremist (resp S2α-
extremist) at step t iff Bt

i is a S1α-extreme (resp S2α-extreme) opinion. i is
S1-not-extremist (resp S2-not-extremist) at step t iff Bt

i is a S1-not-extreme
opinion (resp, S2-not-extreme opinion).

We first show how important is the main influncer in the spreading of extrem-
ism.

Proposition 9. Consider an IODS DS = (A,μ,B, Inf), a set of selected topics
S and a value α. Let i ∈ A with Inf(i) = {i1 ≺i ... ≺i in} and let t ≥ 0. If i1
is S1α-extremist (resp, S2α-extremist) at step t then i is S1α-extremist (resp,
S2α-extremist) at step t + 1.

As a consequence, given a definition of extremism, a self-confident agent
which is extremist at a given step remains extremist. Moreover, a self-confident
agent which is extremist spreads extremism in its sphere of influence as shown
in the proposition below.

Proposition 10. Consider an IODS DS = (A,μ,B, Inf), a set of selected top-
ics S, a value α and let t ≥ 0. Let i ∈ A a self-confident agent which is S1α-
extremist (resp, S2α-extremist) at t. Then ∀j ∈ Sphere(i) ∃s ≥ t ∀s′ ≥ s st j is
S1α-extremist (resp, S2α-extremist) at s′.
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So the two types of extremism defined previously, spread with influence.
However, the corresponding non-extremism generally do not: an agent may
become S1α-extremist (resp, S2α-extremist) even if its main influencer is S1-
not-extremist (resp, S2-not-extremist) or worst, even if its influencers are S1α-
not-extremist (resp, S2α-not-extremist) as shown in the following example.

Example 5. Consider a language with letters a, b, c and S = {a}. Take α = 1.
Assume SD = (A,μ,B, Inf) with A = {1, 2, 3}, μ being a tautology, Inf(1) =
{1}, Inf(2) = {2}, Inf(3) = {1 ≺ 2 ≺ 3} and B0

1 = b,B0
2 = a ∨ ¬b,B0

3 = a ∨ a.
We can show that B1

3 = a ∧ b. This proves that, even 1 and 2 are S1-not-
extremist nor S2-not-extremist, 3 becomes S11-extremist and S21-extremist.

In the following, we study a case when non-extremism spreads under influ-
ence. But before we introduce the notion of opposition, as a particular case of
non-extremism.

Definition 14. Consider an IODS DS = (A,μ,B, Inf), i ∈ A and S a set of
n selected topics. i is S-opponent at t iff Bt

i is S
1
n-extreme (or equivalently,

S
2
n-extreme).

Thus i is S-opponent at t iff Bt
i |= ∧

S, iff Bt
i |= ∧

si∈S ¬si. Obviously,
S-opposition is a particular case of non-extremism. i.e., if i is S-opponent at t
then i is S1-not-extreme and S2-not-extreme at t.

The following proposition shows that S-opposition spreads under influence.

Proposition 11. Consider an IODS DS = (A,μ,B, Inf), a set of selected top-
ics S. Let i ∈ A with Inf(i) = {i1 ≺i ... ≺i in} and t ≥ 0. If i1 is S-opponent
at t then i is S-opponent at t + 1.

Again this shows the importance of the main influencer.

Example 6. In Example 5, agent 1 is not S-opponent since Mod(B0
1) =

{{a, b}, {¬a, b}}. Moreover in this case, the merging operator selectes the model
{a, b} which ensures that 3 becomes extremist. Consider now a modified version
of Example 5 and supose now that 1 is S-opponent by assuming B0

1 = ¬a ∧ b.
Then B1

3 = ¬a ∧ b i.e. 3 is S-opponent.

4.3 Diffusion of SAε-extreme Opinions

In this section, we study the diffusion of extremism when extreme opinions are
defined as SAε extreme opinions. Thus we consider the following definition.

Definition 15. Let A be a set of agents and SA ⊆ A a set of selected agents.
An agent i ∈ A is SAε-extremist at step t iff Bt

i is an SAε-extreme opinion.

Moreover, we assume that the selected agents are dogmatic i.e., they are
not influenced by others and thus they don’t change their opinions. Under this
assumption, we can prove the following propositions.
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Proposition 12. Consider an IODS DS = (A,μ,B, Inf), a set of selected
agents SA, a value ε. Let i ∈ A so that Inf(i) = {i1 ≺ ....}. Suppose that
the distance used to characterize the SAε extremism satisfies (R6) and (R7).
Then: If i1 is SAε-extremist at step t then i is SAε-extremist at step t + 1

The following is a corollary.

Proposition 13. Consider an IODS DS = (A,μ,B, Inf), a set of selected
agents SA, a value ε. Suppose that the distance used to characterize the SAε
extremism satisfies (R6) and (R7). Let i ∈ A be a self-confident who becomes
SAε-extremist at time t. Then:

(1) ∀t′ ≥ t i is SAε-extremist at time t′.
(2) ∀j ∈ Sphere(i) ∀t′ ≥ t j is SAε-extremist at time t′.

5 Generating Graphs for Experiments

In this section and the following, we focus on simulating with NetLogo the dif-
fusion of some extreme opinions. More precisely, in this section, we address the
question of generating graphs corresponding to real social networks. For that, we
review some propositions made in graph theory during the last decades. Then,
we adapt them to our context.

5.1 Graph Theory Bases

One of the most used models of graph is the one of Erdös-Rényi. It is a model
of random graph (see [19]).

Definition 16 (Erdös-Rényi Graph). Given a number of nodes n and an
integer m. An Erdös-Rényi Graph is any graph obtained by selecting randomly
m edges among the 2n possible ones.

Another model of graph that is widely used is the model of Watts-Strogatz.
This model has been made to describe the phenomenon of Small-World or “six
degrees of separation” highlighted by Milgram [20]. This psychologist established
through an experiment the theory that a message can be transmitted from one
person to one another by passing by an average of six friends. The Small-World
theory is commonly formalized [19,21,22] as follows:

Definition 17 (Small-World). A graph G is said Small-World if it satisfies:

1. G is connected.
2. G is sparse: the average degree of the nodes k is low compared to the number

of nodes n, k � n.
3. G is decentralized: the maximal degree of the nodes kmax is low compared to

the number of nodes n, kmax � n.
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4. The characteristic path L (the average number of nodes traversed by a short
path between two nodes) is close to the one of a random graph with the same
number of nodes n and the same average degree k, L ≈ Lrandom ∼

ln(n)
ln(k) .

5. The clustering coefficient C (the probability that two nodes i and j are con-
nected given that they share a common neighbor) is high compared to the one
of a random graph with the same number of nodes n and the same average
degree k, C � Crandom ∼

k
n .

One can notice that Erdös-Rényi graphs as random graphs have low charac-
teristic paths by definition.

The following model, from [19] and adapted from a model generally attributed
to Watts and Strogatz, define Small-World graphs:

Definition 18 (Rank-Based Friendship Graph). Given a number of nodes
n, a threshold r, an exponent q and a dimension d, the nodes are randomly
distributed in a space of dimension d. Rank-Based Friendship Graph is obtained
by going as follows:

For each node i, we rank the other nodes according to their distances to i and
we break ties with a chosen method. There will be an edge from a node j to the
node i with probability 1

Z.ranki(j)q , ranki(j) being the rank of j in i’s neighbors
and Z a coefficient of normalization, Z =

∑n
i=1

1
ranki(j)q =

∑n
i=1

1
iq .

5.2 Models

Here we adapt the previous models of graphs to IODS and explain how we con-
struct them for the simulations. In the following we take an integrity constraint
being a tautology.

The first model we adapt is the one of the random graph defined by Erdös
and Rényi. The following definition shows how we construct Erdös and Rényi
IODS. Notice that we add a parameter, the number of self-confident agents,
which is an interesting variable to study.

Definition 19 (Erdös-Rényi-Based IODS). Given the parameters num-
letters, num-nodes, num-links and num-self-confident, the IODS is constructed
as follows:

We begin by creating num-nodes agents, each of them has a random opinion in
a language of num-letters letters. Then, we create num-links relations of influ-
ence by choosing randomly an influencer and an influenced agent (potentially
the same). The influencers are ordered according to the order of creation of the
relation of influence, the sooner a relation of influence would have been created
the more influencing it is. Finally, each agent with no influencers will become
dogmatic and, if necessary, we add relations of self-influence until we have num-
self-confident self-confident agents (dogmatic agents included). We pick randomly
an agent and if it does not already influence himself we make it self-confident
by putting it as its main influencer (the order of the other influencers remains
unchanged).
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This second model adapts the model of Rank-Based Friendship by consider-
ing a distance between opinions instead of a physical distance as for the graph
model.

Definition 20 (Rank-Based Influenceship IODS). Given the parameters
num-letters, num-nodes, opinions-distance, q and num-self-confident, the IODS
is constructed as follows:

We begin by creating num-nodes agents, each of them has a random opin-
ion in a language of num-letters letters. Then, we fill a matrix with the dis-
tances between every couple of agents according to the distance between their
opinions and computed with the distance opinions-distance. For each agent i
we have a list li of all the agents (i included) sorted according to their dis-
tances to i. If two agents j1 and j2 are at the same distance of i, then the tie
will be randomly solved. Each agent j will be an influencer of i with probability

1
Z.ranki(j)q , ranki(j) being the rank of j in li and Z being a coefficient of nor-

malization, Z =
∑num−nodes

i=1
1

ranki(j)q =
∑num−nodes

i=1
1
iq . The influencers of i

are ordered as in li. Finally, if necessary, we add relations of self-influence such
as we have num-self-confident self-confident agents (dogmatic agents included).
We pick randomly an agent and if it is not already self-confident we make it so
by putting it as its main influencer (the order of the other influencers remains
unchanged).

The third model is a variant of the previous one, here an agent will be
influenced by the m agents that have the closest opinions from its own one for
a given integer m.

Definition 21 (Deterministic Rank-Based Influenceship IODS). Given
the parameters num-letters, num-nodes, opinions-distance, m and num-self-
confident, the IODS is constructed as follows:

We begin by creating num-nodes agents, each of them has a random opinion
in a language of num-letters letters. Then, we fill a matrix with the distances
between every couple of agents according to the distance between their opinions
and computed with the distance opinions-distance. For each agent i, we conserve
the m closest agents to i to be its influencers. If two agents j1 and j2 are at
the same distance of i, then the tie will be randomly solved. The influencers
of i are ordered according to their distances to i. Finally, we add relations of
self-influence such as we have num-self-confident self-confident agents (dogmatic
agents included). We pick randomly an agent and if it is not already self-confident
we make it so by putting it as its main influencer (the order of the other influ-
encers remains unchanged).

The fourth model is a generalization of the Rank-Based Influenceship in
which we have in addition to the distance between opinions a physical distance
along a circle. The influencers of an agent i are ordered according to the distance
between their opinions and the one of i.
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Definition 22 (Opinions and Physical Rank-Based Influenceship
IODS). Given the parameters num-letters, num-nodes, opinions-distance, r, q
and num-self-confident, the IODS is constructed as follows:

We begin by creating num-nodes agents, each of them has a random opin-
ion in a language of num-letters letters. We fill a matrix with the distances
between every couple of agents according to the distance between their opin-
ions and computed with the distance opinions-distance. For each agent i we
have a list li of all the agents (i included) sorted according to their distances
to i. If two agents j1 and j2 are at the same distance of i, then the tie will
be randomly solved. Each agent j will be an influencer of i with probability

1
Z.ranki(j)q , ranki(j) being the rank of j in li and Z a coefficient of normaliza-

tion Z =
∑num−nodes

i=1
1

ranki(j)q =
∑num−nodes

i=1
1
iq . At the previous influencers

we add influencers that are physically close. Indeed, all the agents will be placed
on a circle. The agents that are separated on the circle from an agent i by less
than r agents will influence i. The influencers of i are ordered as in li (accord-
ing to the distance between opinions). Finally, if necessary, we add relations of
self-influence such as we have num-self-confident self-confident agents (dogmatic
agents included). We pick randomly an agent and if it is not already self-confident
we make it so by putting it as its main influencer (the order of the other influ-
encers remains unchanged).

6 Some Experiments

In this section, we present simulations of precise opinion diffusion in the different
graphs previously presented. Moreover, as for the distances between opinions,
we focus on δsummin, δHau, δmax, δmin, δmaxmin, δsum with the drastic pseudo-
distance between interpretations dD.

To study and compare the results between the different models and distances,
we carried out several simulations with the same settings. Furthermore, in order
to do comparable and reproducible experiments we chose some values of seeds
for the random operations in Netlogo. Seeds allow to have the same results in the
same order for random operations when we repeat the simulations. The values
we study are the number of extremist agents for R = 1, the average number of
models per agents and the number of dogmatic agents.

In the simulations we present here, we have taken the following values: seed
{0, 100, 200}, num-letters {3, 4, 5, 6}, num-nodes {10, 60, 110, 160, 210}, num-self-
confident {0, 50, 100, 150, 200, 210}. For the three models using ranks we tested
δsummin, δHau, δmax, δmin, δmaxmin, δsum with the drastic pseudo-distance
between interpretations. For the Erdös-Rényi-Based model we took num-links
varying from 10 to 2000 with an increment of 50. For the Rank-Based Influence-
ship and the Opinions and Physical Rank-Based Influenceship models we took
the values {1, 2, 3, 4, 5} for q, for the Deterministic Rank-Based Influenceship
model we took m in {1, 2, 3, 4} and for the Opinions and Physical Rank-Based
Influenceship model we took r in {1, 2, 3, 4, 5}. The pseudo-distance between
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interpretations used to compute the Importance-based Merging operator is the
drastic one.

First of all, with the drastic pseudo-distance dH , we can notice that
the different distances we used have particular behaviors. δsummin(o1, o2) ∈
[0, 2num−letters] and δsummin(o1, o2) = 0 iff o1 ≡ o2. δsummin favors relations
of influence between agents which opinions have models very close according to
D, in average. δHau(o1, o2) is 0 or 1 and δHau(o1, o2) = 0 iff o1 ≡ o2. δHau favors
relations of influence between agents which opinions have no models very far
from one another. So, in the case of the drastic pseudo-distance, it favors rela-
tions between agents that have the same opinion. So, for the number of letters
and agents we will consider, as such a case is unlikely the relations of influ-
ence will be mostly random. δmax(o1, o2) is 0 or 1 and δmax(o1, o2) = 0 iff ∃w,
Mod(o1) = Mod(o2) = {w}. So, as having two agents with only one model and
the same model is very unlikely for the number of letters and agents we consider,
δmax favors random relations of influence and it will be interesting to compare
the results obtained with this distance and the ones obtained with the other dis-
tances. δmin(o1, o2) is 0 or 1 and δmin(o1, o2) = 0 iff ∃w ∈ Mod(o1) ∩ Mod(o2).
Then, for a given agent i, δmin favors relations of influence that are from
agents that share a model with i’s opinion but that are otherwise random.
δmaxmin(o1, o2) is 0 or 1 and δmaxmin(o1, o2) = 0 iff o1 |= o2. So, δmaxmin

favors relations of influence from an agent i to an agent j such that all the mod-
els of Bj are models of Bi. δsum(o1, o2) ∈ [0, 2num−letters] and δsum(o1, o2) = 0
iff Mod(o1) = Mod(o2) = {w}. δsum favors relations of influence from agents
which opinions have the less models.

For the Erdös-Rényi-Based model (see Fig. 2), we have several peaks of the
average number of models and of the number of dogmatic agents, corresponding
to having low num-links. Indeed, in these cases, there are potentially more agents
that are not influenced by other agents and that keep their initial opinions.
Furthermore, we can see that the dogmatic agents are almost the only agents
that are not extremist and thus contribute the more to the average number of
models. So, the diffusion of extremism depends a lot on the ratio between num-
links and num-nodes, the more there are relations of influence the more the agents
will become extremist. We can only notice that the peaks of average number
of models are higher and higher according to the increasing of the number of
letters. Another experiment in which we took 200 agents and much more relations
of influence (up to 7000) showed that for more than 2000 there are very few
simulations with non-extremist agents.

For the Rank-Based Influenceship model (see Fig. 3), we have several plateaus
higher and higher according to the increasing of the number of letters. Further-
more, there are cases with very low numbers of extremist agents and without
very much dogmatic agents. Then, we can notice that there are big differences
according to the distance we use. Indeed, a thorougher analysis highlights that
the biggest peaks are with δsummin and then with δHaus and δmaxmin. δmax

and δmin cause some lesser peaks when q gets bigger (more than 3) and δsum

causes very small peaks for q = 5. For q = 1 almost all the agents are extremist
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Average Number of Models per Agents Proportion of extremist agents (blue) and
dogmatic agents (red)

Fig. 2. Example: Erdös-Rényi-Based model seed= 0, num-nodes= 210, num-self-
confident= 0 (extracted from [14]).

whatever the distance we use. It can be explained by the fact that the lesser
q is the more likely relations of influence are to be created, furthermore for q
high enough the distance used matter less then even δsum that in the other cases
spread extremism may be used to create an IODS where they may remain some
moderate agents. But, according to [19] in the case of graphs, the Rank-Based
Friendship generates graphs the closest of reality for q = 1. Furthermore, when
the number of agents increases, the average number of models decreases because
more relations of influence may be created. One can notice that with this model
δsummin and δHaus particularly favor moderation. So, having influencers with
opinions for which each model is close of one of us model or for which each
model is not far of any of our model favor moderation. But, we can notice that
with δHaus agents are much less dogmatic than with δsummin.

Average Number of Models per Agents Proportion of extremist agents (blue) and
dogmatic agents (red)

Fig. 3. Example: Rank-Based Influenceship model seed=0, num-letters= 5, num-
nodes= 210, num-self-confident= 0 (extracted from [14]).

For the Deterministic Rank-Based Influenceship model (see Fig. 4), extrem-
ism spreads more and more when m gets bigger. Moreover, this time there is
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much more differences according to the distance we used because the ranking is
more important in the choice of the influencers than before. Then, only δsummin

keeps many non-extremist agents when m is at its highest. Indeed, this distance
characterizes the best the similarity between opinions, the first agents in the
ranking of an agent i actually have opinions that share many models with the
one of i and it often is i itself. Thus, when m = 1, we have almost only dogmatic
agents with δsummin. When m gets higher than 3 only models with δsummin keep
moderate agents.

Average Number of Models per Agents Proportion of extremist agents (blue) and
dogmatic agents (red)

Fig. 4. Example: Deterministic Rank-Based Influenceship model seed=0, num-
nodes= 210, num-self-confident= 0 (extracted from [14]).

Average Number of Models per Agents Proportion of extremist agents

Fig. 5. Example: Opinions and Physical Rank-Based Influenceship model seed= 0,
num-letters= 5, num-nodes= 210, num-self-confident= 0 (extracted from [14]).

For the Opinions and Physical Rank-Based Influenceship model (see Fig. 5),
we have very few non-extremist agents even with δsummin and even less when r
increases. It is due to the fact that here there cannot be any dogmatic agent (con-
trary to the case of the Rank-Based Influenceship) and that an agent may have
influencers with very different opinions (contrary to the case of the Deterministic
Rank-Based Influenceship).
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In all the simulations, the number of letters does not affect the proportion
of extremist agents. The number of nodes affects the proportion of extremist
agents for the Erdös-Rényi-Based model because of our definition of the model,
in fact it is the ratio between the number of agents and the number of relations
of influence that truly matters. It also has an influence for Rank-Based Influ-
enceship model and the Opinions and Physical Rank-Based Influenceship model
because it increases the average number of influencers.

For summarizing, among the different models of IODS, the ones which spread
extremism the less are the Rank-Based Influenceship when q is very high and
the Erdös-Rényi-Based when num-links is much lower than num-nodes. But,
those models have many dogmatic agents, on the other hand, the Deterministic
Rank-Based Influenceship spreads extremism very little with δsummin and a
small m and without many dogmatic agents. For the distances, it is δsummin

that spreads extremism the less because it favors relations of influence from
agents with opinions sharing many models and it spreads extremism less than
δmax (the random one). At the opposite, δsum spreads extremism very well by
creating hubs, agents with very few models that influence a lot of agents. δmin

spreads extremism a little less because it is less random, there is a constraint
on one model. So, with the Importance-Based Merging Operator, the extremism
spreads very well when the most extremist agents are very influential and much
less when agents are influenced by agents with opinions similar to its own in
the sense of they share many models. So, what makes that an agent remains
moderate is the fact that he is influenced by agents which opinions share many
models between them and that he does not have too many influencers. Having
many self-confident agents favor extremism spreading with the Erdös-Rényi-
Based model as it increases the average number of influencers but in the other
models it favors moderation. Indeed, in this case the agents keep opinions close
to their initial ones and so agents’ influencers keep close opinions.

We can notice that, in every simulation, we reached the convergence very
quickly in general in less than 5 updates.

It would have been interesting to test the models for much larger numbers
of agents to increase the probabilities we have deemed negligible in our study of
the distances for instance. Indeed, the Small-World phenomenon is considered
interesting for very large number of nodes i.e. billions of nodes (see [23]) but the
computation time that would be needed only for models of thousands of agents
is very important.

Furthermore, other simulations with Hamming pseudo distance both for the
computation of the distances between opinions and the update of the opinions
gave similar results. Notwithstanding, extremism spreads slightly much, in aver-
age 0.8 less models per agents and 9% less extremist agents. This can mainly
be explain by the fact that Min≤δH ,ϕ1≺ϕ2

Mod(μ) contains generally less models
than Min≤δD,ϕ1≺ϕ2

Mod(μ) as the second one keeps all the models of ϕ1 if ϕ1 and
ϕ2 are inconsistent. The only type of IODS that spreads less extremism in this
case is the Rank-Based Influenceship model, in average there are 2 more models
per agents and 10% less extremist agents. But, it can be explained by the fact
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that there are twice more (15% more) dogmatic agents, the hamming pseudo-
distance allows a more accurate ranking of the agents and thus, it is less likely
that agents with very different opinions influence an agent. It appears that this
accuracy is all the more significant that the number of letters is important. How-
ever, the first agents in the rankings do not change a lot, so the Deterministic
Rank-Based Influenceship model spreads more extremism. Another noticeable
difference are for δHau and δsummin which spread extremism much less in the
three Rank-Based Influenceship models.

What we can notice is that the more relations of influence there are, the more
extremism spreads. And, the more influencers of agents have close opinions, the
less extremism spreads. This result can be interpreted as follows: When someone
makes its own mind by taking into account the opinions of many people it
considers as reliable or experts on the matter and with different opinions then, it
will be very sure of its new opinion as it is a compromised between the opinions
of many experts. And so, this person will become extremist according to our
definition.

7 Conclusion

This paper focused on extremism diffusion in IODS. Its main contributions are:
a proposal of different definitions of extreme opinions and extremist agents; a
formal study of diffusion of these different kinds of extreme opinions in IODS; a
simulation in NetLogo of the diffusion of the first kind of extreme opinions.

This work could be continued according to several directions. Let us mention
three of them. First, experiments for the other kinds of extreme opinions are
to be made in a near future. Besides, we want to extend this study in the case
when the procedure for updating opinions is not Importance-Based Merging but
Majority-Based Merging Operator [24]. Finally, we plan to add a dynamic aspect
by changing the relations of influence through time as it is often done in the usual
models [1,2,9,10]. It will be especially interesting with the rank-based models
where the ranking of the influencers is based on the distances between opinions.
Since opinions change through time these distances also change and computing
new rankings could be done.

8 Proofs

Proof of Proposition 1
Suppose that o is extreme. Let {m1, ...mN} (with N ≤ R) be its models. By

definition, each model mk of o is of the form {lk1 , ...lkn} where lki is ai or ¬ai. As
a consequence, o is equivalent to

∨N
k=1 lk1 ∧ ... ∧ lkn with lki being ai or ¬ai.

Proof of Proposition 2

– If o is S1α-extreme then there is Sα st Mod(o) ⊆ Mod(
∧

Sα). Consider
1 ≤ β ≤ α and take Sβ ⊆ Sα of size β. Sβ ⊆ Sα implies Mod(

∧
Sα) ⊆
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Mod(
∧

Sβ). As a consequence, o is S1β-extreme
Suppose now that o is S2α-extreme. Then Mod(o) ⊆ {w : S(w) ≥ α} ⊆ {w :
S(w) ≥ β} thus o is S2β-extreme.

– If o is S1α-extreme then ∃Sα ⊆ S stMod(o) ⊆ Mod(
∧

Sα). Thus any model of
o satisfies exactly α selected topics. Thus Mod(o) ⊆ {w ∈ Mod(L) : S(w) ≥
α} (i.e. o is S2α-extreme).
Moreover, the fifth line of Table 2 proves that S2α-extreme �⊆ S1α-extreme

– This is a corollary of the previous point.
– We notice that {w ∈ Mod(L) : S(w) ≥| S |} = {w : S(w) =| S |} =

Mod(S). Now suppose that o is S1 | S |-extreme. This means that Mod(o) ⊆
Mod(

∧
S), i.e. Mod(o) ⊆ {w ∈ Mod(L) : S(w) ≥| S |} i.e., o is S2 | S |-

extreme

Proof of Proposition 3

– o is S1-not-extreme iff for all α o is not S1α-extreme i.e., for all α, for any
Sα = {si1 , ..., siα

} ⊆ S, Mod(o) �⊆ Mod(Sα) i.e., ∃w ∈ Mod(o) such that
w |= ¬si1 ∨ ... ∨ ¬siα

i.e. ∃w ∈ Mod(o) and ∃j such that w |= ¬sij
i.e.

o ∧ ¬sij
is consistent.

– o is S2-not-extreme iff ∃w ∈ Mod(o) st S(w) = 0 i.e., ∃w ∈ Mod(o) st
w |= ¬s1 and... and w |= ¬sn, i.e., o ∧ ¬s1... ∧ ¬sn is consistent.

– There is an α so that o is S2α-extreme iff o is not not-extreme. I.e., o∧¬s1...∧
¬sn is inconsistent, i.e., o |= s1 ∨ ... ∨ sn.

– α is the highest value st o is S2α-extreme iff each model of o satisfies exactly
α letters of S. Suppose that Mod(o) = {w1, ...wk}. Then for any wi, there
exists Si ⊆ S with | Si |= α st wi |= ∧

s∈Si

s
∧

s∈S\Si

¬s
∧

s �∈Si

ls, ls being s ou ¬s.

Thus o is equivalent to
∨

i=1...k

(
∧

s∈Si

s
∧

s∈S\Si

¬s
∧

s �∈S

ls).

Proof of Proposition 4

– δsummin satisfies (R1). δsummin does not satisfy (R2). Indeed if the dis-
tance between interpretations being dH Then δsummin(c, a ∧ b) = 5/2 and
δsummin(a ∧ c, a ∧ b) = 1; if it is dD, then δsummin(c, a ∧ b) = 0 and
δsummin(a ∧ c, a ∧ b) = 0. δsummin does not satisfy (R3). Indeed, if the
distance between interpretations being dH then δsummin(a, b ∧ c) = 2 and
δsummin(a ∧ b ∧ c,¬ ∧ b ∧ c) = 1; if it is dD then δsummin(a,¬a) = 1 and
δsummin(a∧ b,¬a∧¬b) = 1. δsummin does not satisfy (R4) when the distance
between interpretations is dH . Indeed δsummin(a ∧ b ∧ c,¬ ∧ b ∧ c) = 1 is not
strictly less than δsummin(a ∧ c, a ∧ b) = 1. But it does when the distance
between interpretations is dD. Indeed, in this case, the distance between two
consistent formulas is 0 while the distance between two inconsistent formu-
las is 1. δsummin satisfies (R5) since it satisfies (R1). δsummin satisfies (R6)
since it is model-based. δsummin satisfies (R7) because if ϕ1 |= ϕ2 then
Mod(ϕ1) ⊆ Mod(ϕ2) thus

∑
w∈Mod(ϕ1)

D(w,ϕ) ≤ ∑
w∈Mod(ϕ2)

D(w,ϕ).
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– δHau does not satisfy (R2). Indeed take dH . δHau(a ∧ b, a) = 1 while
δHau(a ∧ b, a ∧ (a → b)) = 0. Now take dD. δHau(a,¬a) = 0 and
δHau(a ∧ b,¬a ∧ b) = 0 also. δHau satisfies (R3). Indeed, if the number of
letters o1 and o2 disagree on is less than the number of letters o′

1 and o2 dis-
agree on, then maxw |= o1D(w, o2) ≤ maxw |= o′

1
D(w, o2) thus δHau(o1, o2) ≤

δHau(o′
1, o2). δHau does not satisfy (R4). Take dH , then δHau(a ∧ b, c) = 2

and δHau(a ∧ b ∧ c,¬a ∧ b ∧ c) = 1. Take dD, δHau(a ∧ b, c) = 1 and
δHau(a ∧ b,¬a ∧ b) = 1. Since δHau satisfies (R1) it also satisfies (R5) δHau

satisfies (R6) since it is model-based. δHau satisfies (R7). Indeed, if ø1 |= ø′
1

then Mod(ø1) ⊆ Mod(ø′
1) thus maxw |=ø1D(w, o2) ≤ maxw |=ø′

1
D(w, o2) and

maxw |=ø2D(w, o1) ≤ maxw |=ø2D(w, o′
1). Thus δHau(o1, o2) ≤ δHau(o′

1, o2).
– δAD does not satisfy (R1). Indeed, δAD is a less than a pseudo-distance. First,

notice that δAD(ϕ,ϕ′) = (0, ..., 0) �⇐⇒ ϕ ↔ ϕ′. We only have δAD(ϕ,ϕ′) =
(0, ..., 0) iff they totally agree; However we have δAD(ϕ,ϕ′) = δAD(ϕ′, ϕ). δAD

satisfy (R2) and (R3). Indeed, if ϕ and ψ1 agree on more letters than ϕ and
psi2 then δAD(ϕ,ψ1) ≤v δAD(ϕ,ψ2). If ϕ and ψ1 disagree on more letters than
ϕ and ψ2 then δAD(ϕ,ψ2) ≤v δAD(ϕ,ψ1). δAD does not satisfy (R4). Take a
and b on one side and a ∧ b and a ∧ ¬b on the other. The first two formulas
are consistent while the second two are inconsistent. However δAD(a, b) =
(0.5, 0.5) and δAD(a ∧ b,¬a ∧ ¬b) = (0, 1). δAD does not satisfy (R5). Indeed,
suppose that the language is L = {a, b, c}. Then δAD(a ∧ (b ∨ c), a ∧ (a →
(b ∨ c))) = (0, 0.5, 0.5). This proves that two equivalent formulas may not
have the minimal δAD-distance. δAD satisfy (R6). Indeed, if |= ϕ ↔ ϕ′ and
|= ψ ↔ ψ′ then ϕ and ψ agree (resp disagree) on p iff ϕ′ and ψ′ agree (resp
disagree) on p. Thus δ(ϕ,ψ) = δ(ϕ′, ψ′). δAD does not satisfy (R7). Take for
instance a ∧ ¬b ∧ ¬c |= a ∧ ¬b but δAD(a ∧ ¬b ∧ ¬c, a ∧ b ∧ c) = (0, 1, 1) and
δAD(a ∧ ¬b, a ∧ b ∧ c) = (0, 0.5, 1).

– δInc does not satisfy (R1). Take a and b. δInc(a, b) = 0 even if �|= a ↔ b.
δInc does not satisfy (R2). Indeed, we will have δInc(ϕ,ψ) = 0 as soon as
ϕ ∧ ψ is consistent. Take a and b on one side and a and a ∧ b on the other.
Whatever the measure Inc is, δInc(a, b) = δInc(a, a ∧ b) = 0, even if a and
a ∧ b agree on more letter than a and b. δInc generally does not satisfy (R3).
For instance δInc where Inc is the drastic inconsistency measure (defined by
Inc(S) = 1 iff S is inconsistent and Inc(S) = 0 iff S is consistent) does not
satisfy (R3). Indeed, even if a ∧ b and ¬a ∧ ¬b disagree on more letters than
a∧ b and ¬a, δInc(a∧ b,¬a) = δInc(a∧ b,¬a∧¬b). δInc satisfies (R4). Indeed,
an inconsistency measure associates a set of formulas with a non negative real
so that this real is 0 if and only if the set is consistent. As a consequence, if
ϕ1 ∧ ψ1 is inconsistent, then Inc({ϕ1, ψ1}) > 0 and if ϕ2 ∧ ψ2 is consistent,
then Inc({ϕ2, ψ2}) = 0. Thus δInc(ϕ2, ψ2) < δInc(ϕ1, ψ1). δInc satisfies (R5).
Indeed, we only consider consistent formulas. Then, if |= ϕ ↔ ψ, ϕ ∧ ψ is
consistent thus δInc(ϕ,ψ) = 0. If δInc is defined from a syntactical measure
(such as the one which counts the minimal inconsistent subsets) then (R6) is
not satisfied. δInc does not satisfy (R7). For instance, indeed if a ∧ ¬a |= b,
we have δInc(a ∧ ¬a, a) > δInc(b, a). More generally, according to [16] any
inconsistency measure Inc satisfies the property of dominance i.e., ϕ1 |= ϕ2
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implies Inc(S ∪{ϕ1}) ≥ Inc(S ∪{ϕ2}). Thus ϕ1 |= ϕ2 implies δInc(ϕ1, ϕ) ≥
δInc(ϕ2, ϕ) i.e., δInc never satisfies (R7).

– δmax does not satisfy (R1). For instance if the letters are a and b, δmax(a, a) =
1 (with dH and with dD) which is not the minila value. δmax does not satisfy
(R2). Indeed, with dH we have: δmax(a, a ∧ b) = 1 and δmax(a ∧ b, a ∧ b ∧
c) = 1. With dD we have: δmax(a, b) = 1 and δmax(a ∧ b, a ∧ b) = 0. δmax

does not satisfy (R3). Indeed, with dH we have: δmax(a, b ∧ c) = 3 while
δmax(a ∧ b ∧ c,¬a ∧ b ∧ c) = 1. With dD we have: δmax(a, b ∧ c) = 1 while
δmax(a ∧ b ∧ c,¬a ∧ b ∧ c) = 1. δmax does not satisfy (R4).Indeed, with dH or
dD we have: δmax(a∧b∧c,¬a∧b∧c) = δmax(a∧b∧c, a∧b) = 1. δmax does not
satisfy (R5). For instance,if the letters are a and b then with dH δmax(a, a) = 2
is not minimal; with dD δmax(a, a) = 1 is not minimal. δmax satisfies (R6).
δmax satisfies (R7) since ϕ1 |= ϕ2 implies Mod(ϕ1) ⊆ Mod(ϕ2).

– δmin satisfies (R1). δmin does not satisfy (R2). Indeed, δmin(a, b) = 0 (with
dH or dD) and δmin(a ∧ b,¬a ∧ b) = 1
δmin satisfies (R3). Indeed δmin(ϕ,ψ) is the number of letters on which ϕ
and ψ disagree on. δmin satisfies (R4). Indeed, if ϕ2 ∧ ψ2 is consistent then
δmin(ϕ2, ψ2) = 0 and if ϕ1 ∧ψ1 is inconsistent then δmin(ϕ2, ψ2) > 0 with dH

and dD. δmin satisfies (R5), (R6) and (R7).
– δsum satisfies (R1). δsum does not satisfies (R2). Indeed, with dH (resp, dD)

δsum(a∧b∧c, a∨b) = 7 (resp, 5) and δsum((a∨b)∧c, c) = 16 (resp, 12). δsum

does not satisfies (R3). Indeed, with dH (resp, dD) δsum((a ∨ b) ∧ c, c) = 16
(resp, 12) while δsum(a ∧ b ∧ c,¬a ∧ b ∧ ¬c) = 3 (resp 1). This example also
shows that δsum does not satisfies (R4). δsum satisfies (R5), (R6) and (R7).

– δmaxmin satisfies (R1). δsum does not satisfies (R2). Indeed, with dH (resp,
dD) δmaxmin(a, b) = 1 (resp, 1) and δmaxmin(a∧b∧c, a∧¬b∧¬c) = 2 (resp, 1).
δsum does not satisfies (R3). Indeed, with dH and dD, δmaxmin(a ∨ b, a) = 1
and δmaxmin(a ∧ b, a ∧ ¬b) = 1. This example also shows that δmaxmin does
not satisfies (R4). δmaxmin satisfies (R5), (R6) and (R7).

Proof of Proposition 5
By definition of Importance-Based Merging Operator, we have Mod(Bs+1

i ) ⊆
Mod(Bs

j ). Thus if j is extremist at step s, then | Mod(Bs
j ) |≤ R, is leading to

| Mod(Bs+1
i ) |≤ R i.e., i is extremist at s + 1.

Proof of Proposition 6
As Δμ(Bs

j1
≺i ... ≺i Bs

jk−1
) ∧ Bs

jk
is consistent, ∃w ∈ Mod(Δμ(Bs

j1
≺i

... ≺i Bs
jk−1

)) ∩ Mod(Bs
jk

). So, by definition of the Importance-Based Merg-
ing Operator, w is such that [D(w,Bs

j1
), ...,D(w,Bs

jk−1
)] is minimal according

to ≤lex. Furthermore, D(w,Bs
jk

) = 0. So, [D(w,Bs
j1

), ...,D(w,Bs
jk

)] is mini-
mal according to ≤lex and every w /∈ Mod(Bs

jk
) would not have such a prop-

erty. By definition of ≤lex, ∀w′ ∈ Mod(Δμ(Bs
j1

≺i ... ≺i Bs
jn

)), in particular,
[D(w′, Bs

j1
), ...,D(w′, Bs

jk
)] is minimal according to ≤lex, thus w′ ∈ Mod(Bs

jk
).

Then, as jk is extremist at step s, then | Mod(Bs
jk

) |≤ R, is leading to
| Mod(Bs+1

i ) |≤ R i.e., i is extremist at s + 1.
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Proof of Proposition 7
The proof is similar to the previous one. By definition of the

Importance-Based Merging Operator, ∀w ∈ Mod(Bs+1
i ), w is such that

[D(w,Bs
j1

), ...,D(w,Bs
jn

)] is minimal according to ≤lex. And, in particular by
definition of ≤lex, [D(w,Bs

j1
), ...,D(w,Bs

jk
)] is minimal according to ≤lex, thus

w ∈ Mod(Δμ(Bs
j1

≺ ... ≺ Bs
jk

)). Then, | Mod(Δμ(Bs
j1

≺ ... ≺ Bs
jk

)) |≤ R, is
leading to | Mod(Bs+1

i ) |≤ R i.e., i is extremist at s + 1.

Proof of Proposition 8
Let jk ∈ Sphere(i), then ∃j0...jk−1 ∀m = 1...(k−1) Inf(jm) = {jm−1 ≺j ...}.

We prove the proposition by induction on k. For k = 1, with s′ = s+1, it comes
from the Proposition 5. If we suppose the property for k ∈ N, ∃s′ ≥ t, ∀s ≥ s′,
jk−1 is extremist at step s. So, by Proposition 5, the property is satisfied at s′+1.

Proof of Proposition 9
First, we notice that Mod(Bt+1

i ) ⊆ Mod(Bt
i ).

Suppose that i1 is S1α-extremist at step t. Then there a subset Sα of S
st Mod(Bt

i1
) ⊆ Mod(

∧
Sα). Thus Mod(Bt+1

i ) ⊆ Mod(
∧

Sα). Finally i is S1α-
extremist at step t + 1

Suppose now that i1 is S2α-extremist at step t. Then any w in Mod(Bt
i1

)
satisfies S(w) ≥ α. Thus any w in Mod(Bt+1

i ) satisfies S(w) ≥ α. I.e., i is
S2α-extremist at step t + 1.

Proof of Proposition 10
First we notice that if j ∈ Sphere(i) then ∃s ≥ t ∀s′ ≥ s Mod(Bs′

j ) ⊆
Mod(Bt

i ).
Suppose that i is a self-confident agent which is S1α-extremist (resp, S2α-

extremist) at step t. Thus there is Sα st Mod(Bt
i ) ⊆ Mod(

∧
Sα) (resp, any

w ∈ Mod(Bt
i ) satisfies S(w) ≥ α). Thus there is Sα st Mod(Bs′

j ) ⊆ Mod(
∧

Sα)
(resp, ny w in Mod(Bs′

j ) satisfies S(w) ≥ α). This proves that j is S1α-extremist
(resp, S2α-extremist) at step s′.

Proof of Proposition 11
This is a corollary of Proposition 9.

Proof of Proposition 12
First, if i1 is SAε-extremist at step t, then there exists a selected agent

a ∈ SA st δ(Bt
i1

, Bt
a) ≤ ε. Secondly, if i1 is the most influential influencer of i

then Bt+1
i |= Bt

i1
. Thirdly, if δ satisfies (R7) then δ(Bt+1

i , Bt
a) ≤ δ(Bt

i1
, Bt

a) thus
δ(Bt+1

i , Bt
a) ≤ ε. Moreover a being dogmatic, we have |= Bt

a ↔ Bt+1
a . Finally,

δ satisfying (R6), we conclude δ(Bt+1
i , Bt+1

a ) ≤ ε i.e., i is SAε-extremist at step
t + 1.
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Abstract. This paper describes a novel reinforcement learning system
for learning to play the game of Tron. The system combines Q-learning,
multi-layer perceptrons, vision grids, opponent modelling, and Monte
Carlo rollouts in a novel way. By learning an opponent model, Monte
Carlo rollouts can be effectively applied to generate state trajectories
for all possible actions from which improved action estimates can be
computed. This allows to extend experience replay by making it possible
to update the state-action values of all actions in a given game state
simultaneously. The results show that the use of experience replay that
updates the Q-values of all actions simultaneously strongly outperforms
the conventional experience replay that only updates the Q-value of the
performed action. The results also show that using short or long rollout
horizons during training lead to similar good performances against two
fixed opponents.

Keywords: Reinforcement learning · Opponent modelling · Games
Monte Carlo rollouts · Multi-layer perceptrons

1 Introduction

Reinforcement learning (RL) algorithms [21] allow an agent to learn to play
a game from trial and error by observing the result of each game. Often the
result of a single game provides little information to learn from, as in many
cases the game rules only return a value 1, 0, or −1 depending whether the
game was won, ended in a draw, or was lost by the agent. Therefore, many
games need to be played in order to learn which moves are optimal in each game
state. Furthermore, games usually consist of very large state spaces and therefore
appropriate function approximation techniques need to be used to generalize
over the state space. The oldest self-learning program that learned to play a
game is Samuel’s checkers playing program [13]. It combined several machine
learning methods and reached a decent amateur level in playing checkers. A very
successful attempt to using reinforcement learning to play games is TD-Gammon
c© Springer Nature Switzerland AG 2019
J. van den Herik and A. P. Rocha (Eds.): ICAART 2018, LNAI 11352, pp. 105–129, 2019.
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[22], that learned to play the game of Backgammon at human expert level using
temporal difference learning [20] and multi-layer perceptrons. Although in the
’90s, learning from 1.5 million games took multiple months, with the current
computing power this can be done within several hours. A more recent and
even more impressive system is AlphaGo Zero [18] which learned to play the
complex game of Go from scratch and was able to beat its predecessor AlphaGo
[16], which first learned from games played by human players and was able to
beat the human Grandmaster Lee Sedol in 2016. AlphaGo Zero combines several
techniques in a novel and effective manner: reinforcement learning, Monte Carlo
tree search (MCTS) [8] and deep neural networks [14] by training a value function
to predict the result of a game and a policy network on the frequency with which
moves were selected in the MCTS rollout phase. AlphaGo Zero was later followed
by AlphaZero [17] that learned to play chess and shogi from scratch according
to the same principles as AlphaGo Zero and was able to strongly outperform
the best previous computer programs for these games. This research has shown
that learning from Monte Carlo tree search results is a very effective method for
mastering different kinds of games.

Although in most game playing programs, no opponent model is learned,
the optimal move in a game state can also depend on the opponent’s playing
style. This holds especially if a fixed opponent is used for playing the game.
Therefore, for such games it would be useful to learn a model of the opponent in
order to predict its moves. In most research on opponent modelling [5,6,19] the
algorithm to learn the opponent model is problem specific and does not learn
quickly. Therefore, in our previous work we developed a novel opponent mod-
elling technique that learns to play the game of Tron and models the playing
style of the fixed opponents simultaneously [7]. This technique was then com-
bined with Monte Carlo rollouts, and the results of this system were much better
than without using the opponent models.

In this paper, we extend our previous research on using reinforcement learning
to play the game of Tron against two fixed opponents. We are primarily inter-
ested if learning from the outcomes of the Monte Carlo rollouts can increase the
performances obtained in [7] even further. Although learning from the results of
lookahead planning has been successfully applied in chess [1,17], Go [18], and
other types of problems, this has not been integrated with learning a model of
the opponent. To deal with the large state spaces of Tron, the learning algorithm
combines Q-learning [24] with a multi-layer perceptron (MLP) [12]. This tech-
nique has already been successfully applied in games such as Backgammon [22],
Ms. PacMan [2] and Starcraft [15]. Because the field of play in Tron is a 10 × 10
grid, there is no need to use deep reinforcement learning [10], however, as shown
in [7], the use of vision grids to give a partial agent-centered representation of
the game state was very effective and will also be used in this paper. Another
extension is that in this paper experience replay [9] will be used in two different
ways to learn from the estimates obtained through the Monte Carlo rollouts.

Contributions: We developed a novel system for learning to play the game of
Tron that combines reinforcement learning, opponent models, and learning from
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lookahead planning with Monte Carlo rollouts. To speed-up learning, we exam-
ine two extensions compared to our work described in [7]: (1) Learning from
lookahead planning, where the estimates obtained with Monte Carlo rollouts
are used to train the Q-values of the actions, and (2) Using experience replay
with a replay memory to learn from less games. Furthermore, we created two
different methods in which the agent can learn from the Monte Carlo rollouts
using experience replay: by only learning from the estimates obtained through
the rollouts of the performed action, or learning from the estimates of all possible
actions in a specific game state. By using the learned model of the opponent and
the game rules, estimates are obtained for all actions in each game state that
are used for selecting an action and that can be used for training the system.
Therefore, learning from the rollout estimates of all actions does not require any
computational overhead. Different experiments have been performed with differ-
ent lookahead horizons and numbers of rollouts in order to examine if learning
from the rollouts improves performance. The experiments are performed against
two different fixed opponents and using two different game-state representation
with different sizes of the vision grids. The results show that experience replay is
very effective when training on the Monte Carlo rollout estimates of all actions.
This leads to our new method attaining similar high win rates against the fixed
opponents when learning from 150,000 games instead of the 1.5 million games
used in our previous paper.

Outline: In the next section we explain the previous research we have done,
including a description of the game of Tron and the RL system that was combined
with opponent models and Monte Carlo rollouts. In Sect. 3, the novel method of
learning from Monte Carlo Rollouts with experience replay is described. Section 4
describes the experiments and the results. In Sect. 5, the conclusions are pre-
sented together with possible future work directions.

2 Reinforcement Learning with Opponent Models for
Playing Tron

In this section, we describe our previous approach [7] for learning to play Tron
by self-play. Our RL-Tron system achieved remarkable successes against two
different fixed opponent agents and consists of 3 elements: (1) Q-learning with
multi-layer perceptrons are used to learn an approximation of the state-action
value function, (2) The used multi-layer perceptron is combined with a novel
algorithm for predicting which action the opponent selects in a game state (the
opponent model), (3) The state-action value function and the opponent model
are used in Monte Carlo rollouts to select an action in a game state based on
future state trajectories during the final test games.

We will first describe the game of Tron. Then we describe the combination
of Q-learning and multi-layer perceptrons. In Subsect. 2.3, we will describe three
different state representations that were used in [7] for learning to play Tron.
Finally, we will describe the opponent-model learning technique and how it was
used in the Monte Carlo rollouts.
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2.1 The Game of Tron

Tron is an arcade video game released in 1982 inspired by the Walt Disney
motion picture Tron. In this game the player guides a light cycle in an arena
against an opponent. The player has to do this, while avoiding the walls and the
trails of light left behind by the opponent and the player itself. Figure 1 depicts
an example game state played by two agents. For this research we developed a
framework in order to use reinforcement learning in this game. This framework
implements the game as a sequential decision problem, where two agents can
play against each other and the environment is represented by a 10 × 10 grid.

At the beginning of a game the agents are randomly placed in either the
top half or bottom half of the grid. At every game state there are four possible
actions: moving up, down, right, or left. It is important to note that one of the
four moves will always lead to the agent hitting its own trail of light. When both
agents have selected a move, the new game state is determined. Whenever two
agents move to the same location in the grid the game ends in a draw as well as
when both agents hit a trail of light or the wall at the same time. In all other
cases, the game continues until one of the two agents hits a trail of light or the
wall. When looking at the possible amount of different game states, we estimate
this to be in the order of 1020, which is similar to the game Othello that consists
of a board of 7 × 7 cells.

Fig. 1. Tron game environment with two agents, where their heads or current locations
are in a darker colour (taken from [7]). (Color figure online)

In this research the agent always plays against one fixed opponent at a time
and the opponents employ either a semi-random or semi-deterministic strategy.
The semi-random opponent always randomly selects one of the four possible
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moves, unless that move results in an immediate collision. The semi-deterministic
agent always tries to select its previous action and if that would result in a
collision, it selects a random possible action. Therefore, both opponent strategies
are constructed such that the opponent will never move to a location that is
already visited or is a wall, unless there is no other possibility. Although both
strategies seem quite basic, the semi-deterministic strategy can be a relatively
good strategy for the game of Tron. By always selecting the previous action,
if this is possible, the agent makes long trails of light and thereby easily closes
the other agent in, which will eventually lead to this agent losing the game.
We tested the performance of both opponent strategies by letting them play
against each other for many games. The results of these matches showed that
the semi-deterministic strategy (going straight as long as possible) wins in 55%
of the games and loses in 25% of the games, while 20% of the games end in a
draw. From here on we will refer to the agent employing the collision-avoiding
random policy as the random opponent and the semi-deterministic opponent
will be referred to as the deterministic opponent.

2.2 Reinforcement Learning

Reinforcement learning (RL) algorithms allow an agent to learn to optimize its
behavior from its interaction with an environment. Each time-step, an agent
observes the state of the environment and uses this information to select an
action. Then the state is changed to a next state and the agent receives a scalar
reward signal for this state transition. The aim of the agent is to learn an action-
selection policy that maximizes the obtained future discounted sum of rewards.
Reinforcement learning algorithms can be used to solve different kinds of sequen-
tial decision problems. Because the game of Tron is fully observable and the agent
plays against a fixed (i.e. non-adaptive) opponent, the game can be modelled as
a Markov Decision Process [11], which is defined by the following components:

– A set of states S, where st ∈ S denotes the state at time t.
– A set of actions A, where at ∈ A denotes the action selected at time t.
– A transition function T (s, a, s′), which specifies the probability of moving to

state s′ after selecting action a in state s.
– A reward function R(s, a, s′), which sends a reward signal to the agent for

executing action a in state s and subsequently moving to state s′. rt denotes
the reward obtained at time-step t.

– A discount factor γ that makes rewards received further in the future less
important, where 0 ≤ γ ≤ 1.

In the game of Tron, the reward for winning a game is 1, for a draw the reward
is 0, and if the RL agent loses it receives a reward of −1. There are no other
rewards emitted while the game is not over. The environment is stochastic for
the agent, because the agent selects an action and at the same time the opponent
selects an action, after which the state of the game is updated. Because the agent
learns to play against two different opponents that use a stochastic policy, the
game is non-deterministic.
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The agent needs to optimize its policy π(s) which outputs an action a given
the current state s. Instead of directly optimizing this policy, value function
based RL algorithms use state-value functions or state-action value functions.
The state-action value function Qπ(s, a) denotes the expected sum of discounted
rewards obtained when the agent selects action a in state s and follows policy π
afterwards:

Qπ(s, a) = E
( ∞∑

t=0

γtrt|s0 = s, a0 = a, π
)

(1)

Where E denotes the expectancy operator. This previous value is almost
impossible to compute, because it involves an expectancy over all possible future
state sequences which can be arbitrarily long. Instead, by using Bellman’s equa-
tion the computation can be broken up into parts:

Q(st, at) = E(rt) + γ
∑
st+1

T (st, at, st+1)max
a

Q(st+1, a) (2)

For general game-playing programs the transition model is not known,
extremely large, or complex to combine with function approximation techniques.
Furthermore, it is much more effective to use a reinforcement learning algorithm
that learns to focus on parts of the state-space which are most rewarding for the
agent. In many papers about learning to play games with reinforcement learn-
ing, the Q-learning algorithm [24] is used. Q-learning updates the approximation
of the Q-value of a state-action pair denoted as Q̂(st, at) after an experience
(st, at, rt, st+1) by:

Q̂(st, at) ← Q̂(st, at) + α(rt + γ max
a

Q̂(st+1, a) − Q̂(st, at)) (3)

Where 0 ≤ α ≤ 1 denotes the learning rate. If state st+1 is a terminal state (i.e.
the game is over), the following update is used:

Q̂(st, at) ← Q̂(st, at) + α(rt − Q̂(st, at)) (4)

Value-Function Approximation. Because the state space in Tron is very
large (around 1020 different states), we need to combine Q-learning with a func-
tion approximator. For this, we use a multi-layer perceptron (MLP) that receives
as input the game-state representation and outputs the Q-values of the four dif-
ferent actions. The multi-layer perceptron consists of a single hidden layer and is
trained with online backpropagation. After each experience (st, at, rt, st+1) the
target value for the MLP when executing action at in state st is:

Qtarget(st, at) ← rt + γ max
a

Q̂(st+1, a) (5)

When a terminal state is reached, the target value is computed by only using
the final reward of the game:

Qtarget(st, at) ← rt (6)
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These target values are then used by backpropagation to update the Q-value
output of the selected action in the given state. Different activation functions
can be used in the hidden layer of the multi-layer perceptron, while we use
a linear activation unit for the output units representing the Q-values of the
different actions. A commonly used activation function in the hidden layer of
RL systems is the sigmoid function that transforms its weighted sum of inputs
a to a value between 0 and 1:

O(a) =
1

1 + e−a
(7)

Another possible activation function is the exponential linear unit, which has
been shown to perform better when training deep neural networks on image
recognition problems [4]. We therefore compared the performance of the agent
using the sigmoid function and the exponential linear unit (Elu) in the hidden
layer [7]. The exponential linear unit computes the activation of the hidden units
with the following equation:

O(a) =

{
a if a ≥ 0
β(ea − 1) if a < 0

(8)

Where we set β to 0.01 after performing some preliminary experiments.

2.3 State Representation

When applying Q-learning to the game of Tron, it is possible to use the entire
game grid (10 × 10) as input for the MLP. This would translate to 100 input
variables, which have a value of one whenever a position has been visited by one
of the agents and zero otherwise. In order to also assure that the agent is aware
of its current position in the game, we supply another 10 × 10 grid in which the
current position of the agent is equal to one. Finally, a 10 × 10 grid is used in
which the head of the opponent has a value of one. Therefore, this representation
consists of 300 input units.

In our previous work [7], we compared the use of this full-grid information
method to the use of local vision grids. The results indicated that using vision
grids is a very useful method to obtain information about the relevant parts of
the environment and attain high performance scores. A vision grid can be seen as
a local view of the environment taken from the position of the agent. This vision
grid is a square rectangle with an uneven dimension. We used two different grid
sizes: a small vision grid with an area of 3× 3 and a large vision grid with a size
of 5 × 5. To get all important information from the player and the opponent, 7
different vision grids are combined (in all these grids the standard value is zero):

– The player trail grid contains information about the locations visited by the
agent itself: whenever the agent has visited the location it will have a value
of one instead of zero.
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– The player’s opponent-trail grid contains information about the locations
visited by the opponent: if the opponent or its tail is in the ‘visual field’ of
the agent these locations are encoded with a one.

– The player’s wall grid represents the walls: whenever the agent is close to a
wall the wall locations will get a value of one.

– The player’s opponent-head grid contains information about the current loca-
tion of the head of the opponent. If the opponent’s head is in the agent’s visual
field, this location will be encoded with a one.

– The opponent wall grid represents the walls for the opponent: whenever the
opponent is close to a wall the wall locations will get a value of one.

– The opponent-trail grid contains information about the locations visited by
the opponent: whenever the opponent has visited the location it will have a
value of one instead of zero.

– The opponent’s player grid encodes the locations visited by the player seen
from the perspective of the opponent: if the player or its trail is in the ‘visual
field’ of the opponent these locations are encoded with a one.

Because 7 vision grids are used, the total number of inputs for the small vision
grid is 63 and for the large vision grid it is 175. This shows that the dimensionality
of the input space is significantly reduced when using vision grids when compared
to the full grid that used 300 inputs. An example game state and the seven
associated (small) vision grids can be found in Fig. 2.

Fig. 2. An illustration of a game state and the associated values in the 7 vision grids.
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2.4 Opponent Modelling and Monte Carlo Rollouts

The main contribution of our previous paper [7] was a novel opponent modelling
technique, which allows an agent to learn a model of the opponent while at the
same time learning to play the game. This learned opponent model was then
used in Monte Carlo rollouts to select moves during the final test games.

In opponent modelling the task is to learn the opponent’s behaviour in dif-
ferent states to predict what the opponent’s next action will be. Opponent mod-
elling techniques have mainly focused on imperfect information games [5,19] and
are relatively problem specific. Our technique focuses on games in which the
opponent’s behaviour is fully observable. In our opponent modelling technique
the agent learns a model of the opponent by learning to predict the opponent’s
next move using the same MLP as is used to learn to play the game. A possi-
ble benefit of incorporating opponent modelling in the same neural network is
that the agent might learn hidden features regarding the opponent’s behaviour,
which could increase performance. The fact that the model can be learned using
the same network and the backpropagation algorithm [12] is a reason that the
method is widely applicable, as one only needs to slightly change the structure
of the neural network. In fact, this opponent modelling technique can be used
in many games in which the opponent’s actions are observable. Another benefit
of this technique is that the agent simultaneously learns a policy and a model of
the opponent and no extra training phase is needed.

After the training phase has finished the agent’s model of the opponent is
reflected as a probability distribution over the opponent’s next moves given
the current state. This probability distribution can then be used in planning
algorithms such as Monte Carlo rollouts.

In order to incorporate the opponent modelling technique we need to alter
the structure of the neural network used. For this, we add four (as the action
space consists of four actions) output units to the network, in which we will use
a softmax activation function. By doing so, the output of these added nodes
represent the probability distribution over the opponent’s next action given the
current game state. The softmax function is used to transform the vector o
containing the output modelling values for the next K = 4 possible actions of
the opponent to values in the range [0, 1] that add up to one:

P (st, oi) =
eoi

∑K
k=1 eok

(9)

After training these four output nodes with backpropagation, the output of each
of these nodes represents the probability of the opponent conducting action oi

in state st. When training the additional output nodes with backpropagation,
we compute a target vector for the four output nodes. The target is one for
the action conducted by the opponent and zero for all other actions given the
previous game state. Whenever an agent follows a fully deterministic policy,
this technique would allow the agent to learn to correctly predict all of the
opponent’s moves. Although in reality a policy is seldom entirely deterministic,
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players use certain rules to play a game and the agent can learn these rules with
this opponent modelling technique.

So far we have explained how this opponent modelling technique can be
incorporated in the neural network that is combined with Q-learning. In order
to increase the performance of the agent, we can use the learned opponent model
in a planning algorithm. In this research we will use the model in so-called Monte
Carlo rollouts [23]. Such a rollout is used to estimate the value Q̂sim(s, a), the
expected Q-value of performing action a in state s and subsequently performing
the action suggested by the current policy for n steps. This simulated Q-value is
estimated by simulating the game ahead using the opponent model to determine
the opponent’s moves in this simulation. The number of rollouts to determine
Q̂sim(s, a) can vary and this determines how the opponent’s action is selected.
If one rollout is used the opponent’s move with the highest probability is carried
out. When more than one rollout is performed, the opponent’s action is selected
based on the probability distribution. For every game state we can use a vari-
able amount of rollouts m with a horizon or length of n actions to determine
the expected or simulated Q-value of performing all actions in the given game
state. Whenever more than one rollout is used (m > 1) we average the obtained
simulated Q-values per action.

If a game ends before the horizon is reached, the simulated Q-value
Q̂sim(st, at) for a single rollout equals the reward obtained in the simulated
game (1 for winning, 0 for a draw, and −1 for losing) properly discounted by the
number of moves i until an end state is reached:

Q̂sim(st, at) = γirt+i (10)

If the game is not finished before reaching the rollout horizon the simulated Q-
value is equal to the discounted Q-value of the last (greedy) action performed:

Q̂sim(st, at) = γnQ̂(st+n, at+n) (11)

See Algorithm 1 for a detailed description. This kind of rollout is also called a
truncated rollout as the game is not necessarily played to its conclusion [23]. In
order to determine the importance of the number of rollouts m and the length
of the horizon n, we will perform different experiments with different amounts
of rollouts and lengths of the horizon.

3 Learning from Monte Carlo Rollouts

In our previous paper [7], Monte Carlo rollouts using the model of the opponent
were used to determine the optimal move given the current game state but they
were only used in testing the final performances of the different systems. In this
paper, we investigate whether it is beneficial to learn from the action estimates
that are gathered in the rollouts while playing the game. In our novel approach,
Monte Carlo rollouts will be used while training the RL system in two ways:
for selecting actions in a game state while training and for computing target
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Q-values in a game-state. Because using rollouts to select an action requires
significantly more computations, we will combine this method with experience
replay [9]. This could allow the agent to use significantly fewer training games
to attain the same performances as in our previous paper. For learning from the
Monte Carlo rollouts, the target values of the Q-values have to be adapted. With
Q-learning the target is determined by the following formula:

Q̂target(st, at) ← rt + γ max
a

Q̂(st+1, a) (12)

Now, we will use the action estimates obtained with the rollouts as targets, as
they arguably reflect the expected future reward of performing an action more
accurately. If a game finishes during a rollout, the target is equal to the reward
obtained in the simulated game (1 for winning, 0 for a draw, and −1 for losing)
with appropriate discounting using the length i of the current rollout:

Algorithm 1. Monte Carlo rollout with Opponent Model (taken from [7]).

Input: Current game state st, starting action at, horizon N , number of rollouts M

Output: Average utility of performing action at at time t and subsequently following the policy

over M rollouts

for m = 1, 2, ..M do

i = 0

Perform starting action at

if M = 1 then

ot ← argmaxoP (st, o)

else if M > 1 then

ot ← sample P (st, o)

end if

Perform opponent action ot

Determine reward rt+i

rolloutRewardm = rt+i

while not game over do

i = i + 1

at+i ← argmaxaQ(st+i, a)

Perform action at+i

if M = 1 then

ot+i ← argmaxoP (st+i, o)

else if M > 1 then

ot+i ← sample P (st+i, o)

end if

Perform opponent action ot+i

Determine reward rt+i

if Game over then

rolloutRewardm = γirt+i

end if

if not Game over and i = N then

game over ← True

rolloutRewardm = γNQ(sN , aN )

end if

end while

rewardSum = rewardSum + rolloutRewardm

m = m + 1

end for

return rewardSum/M
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Q̂target(st, at) = γirt+i (13)

If the game is not finished before reaching the rollout horizon, the target Q-value
is equal to the discounted Q-value of the last (greedy) action performed:

Q̂target(st, at) = γnQ̂(st+n, at+n) (14)

where n is the length of the horizon as before. Note that these targets are related
to n-step backups [21], but here we use simulated experiences instead of real
experiences. If multiple rollouts are used for selecting an action, these target
values are averaged over all rollouts.

An interesting advantage of using the model of the game and the learned
model of the opponent, is that estimates are collected for all actions. Therefore,
instead of only training on the target of the selected action, it is also possible to
train the multi-layer perceptron on estimates of all four actions obtained through
the rollouts. Note that this is only possible because we have a model of the game
and learn the model of the opponent, and this is quite different from most RL
algorithms that only learn from the experience obtained with a single action:
(st, at, rt, st+1).

Experience replay does not only increase sample efficiency, in some cases it
is needed to ensure stability (convergence to an optimal policy) in the learning
process [3]. At first we implemented rollout learning without experience replay
and experienced extreme difficulties when training the agents online in the roll-
outs, as the Q-values often exploded. This was caused by the fact that the
back-propagation algorithm [25] assumes that training samples are independent.
However, with online learning in the rollouts a lot of experiences are collected
which were not independent as they were gathered sequentially. This is another
reason why we used experience replay.

The implementation works as follows: at every state st we store the current
game state st, the action performed at, the opponent’s action ot and the target Q-
value computed with Eqs. 13 or 14, in the replay memory. We will let the system
play 50 games (collecting around 1000 experiences in the replay memory), and
we randomly select experiences from this pool to train on. The target values of
the experiences are given by the multi-layer perceptron or the rewards during
the rollouts as explained before. In case multiple rollouts are used, the targets
are averages of the different rollout estimates. In total, we use 10 times the size of
the replay memory to draw random experiences and train the MLP. Afterwards,
the replay memory is emptied and the new MLP is used to play again 50 games
and so on.

4 Experiments and Results

Previous results [7] showed that vision grids increase performance in most cases,
as compared to using the full grid as state representation. Furthermore, that
research showed that the Elu activation function outperforms the Sigmoid activa-
tion function. In the experiments conducted in our previous research the number
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of training games was set to 1.5 million. Their results are shown in Subsects. 4.1
to 4.3. In the new experiments, shown in Subsects. 4.4 to 4.6, 150,000 training
games are used. The agent plays against the random and semi-deterministic
opponent and the number of test games is equal to 10,000. In these test games,
the agent makes no exploration actions. In order to obtain meaningful results,
all experiments are conducted ten times. The performance is measured as the
number of games won plus 0.5 times the number of games tied. This number is
divided by the number of games to get a score between 0 and 1. In all experi-
ments we use an MLP with the weights initialised between −0.5 and 0.5. In all
experiments we use one hidden layer, as preliminary experiments indicated that
this led to the best results. The state representation technique determines the
number of input nodes and the number of hidden nodes varies from 200 to 400.

4.1 Learning Without Monte Carlo Rollouts

We performed many preliminary experiments to tune all hyperparameters. In
these experiments concerning Q-learning without Monte Carlo rollouts, the num-
ber of input/hidden nodes are equal to 300/300, 175/400, and 63/200 for the full
grid, large vision grids, and small vision grids respectively. In all experiments the
MLP has eight output nodes, which represent the four Q-values for the different
actions and the four outputs to model the opponent’s probability of selecting
that action. In all experiments ε-greedy exploration is used. In most experi-
ments the exploration rate ε decreases over the first 750,000 games from 10% to
0%. The exception to this rule is that with large vision grids and the sigmoid
activation function against the random opponent, the exploration rate decreases
from 10% to 0% over the first million games. The learning rate α and discount
factor γ are 0.005 and 0.95 respectively. The learning rate is 0.001 when using
the full grid as state representation with the sigmoid activation function and set
to 0.0025 with large vision grids and the sigmoid activation function against the
random opponent. These changes were made to assure stable results. We note
that in this experiment no rollouts are performed. Figures 3, 4, and 5 show the
training performance for the three different state representations. Table 1 shows
the performance over the final 10,000 test games.

The results show that the large vision grids with the Elu activation function
obtain the best results against the two opponents. The worst results are obtained
with the full-grid representation, which may need even more than 1.5 million
training games to obtain good performances.

Although in these experiments, a model of the opponent is learned by the
MLP at the same time as the Q-value function, the opponent model is not
used during game play. Therefore, the only reason this might be beneficial is as
having an auxiliary task while training the MLP. We therefore performed another
experiment, where the MLP is not updated on the actions of the opponent and
therefore does not learn an opponent model. Using the same setup as before,
results of 10 simulations with 10,000 final test games were generated that can
be found in Table 2.
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Fig. 3. Final performance score for
small vision grids as state representa-
tion over 1.5 million training games
with opponent modelling but without
rollouts (taken from [7]).
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Fig. 4. Final performance score for
large vision grids as state representa-
tion over 1.5 million training games
with opponent modelling but without
rollouts (taken from [7]).

x100x100

%
 c

or
re

ct
 p

re
di

ct
ed

Prediction against semi−dete ministic opponent

Small_VG
Large_VG
Full_Grid

x104
50 100 150 200 250

mance large vision gmance large vision gTraining performance small vision grids opponent modellingTraining performance small vision grids

x104

0.25

0.50

0.75

1.00

0 50 100 150
Games played

P
er

fo
rm

an
ce

 s
co

re

Random_Sigmoid
Random_Elu
Deterministic_Sigmoid
Deterministic_Elu

Training performance full grid opponent modelling

Fig. 5. Final performance score for the full grid as state representation over 1.5 million
training games with opponent modelling but without rollouts (taken from [7]).

Table 1. Final performance score and standard errors with opponent modelling with-
out rollouts.

State representation Opponent Sigmoid Elu

Small vision grids Random 0.67 (0.004) 0.67 (0.009)

Large vision grids Random 0.72 (0.005) 0.79 (0.003)

Full grid Random 0.42 (0.016) 0.40 (0.025)

Small vision grids Deterministic 0.57 (0.015) 0.69 (0.005)

Large vision grids Deterministic 0.63 (0.019) 0.90 (0.003)

Full grid Deterministic 0.32 (0.023) 0.62 (0.015)
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Table 2. Final performance score and standard errors with the Elu activation function
and opponent vision grids, but without opponent modelling (taken from [7]).

State representation Random Deterministic

Small vision grids 0.69 (0.008) 0.69 (0.003)

Large vision grids 0.82 (0.009) 0.89 (0.003)

From these results we can conclude that the agent did not profit from learning
an opponent model as there is no clear improvement when we compare Tables 1
and 2. The benefit of learning the opponent model is therefore researched in the
next subsections, in which Monte Carlo rollouts are used that make use of the
model of the game and the opponent model to generate simulated experiences
before selecting an action.

4.2 Learning with Opponent Modelling and Monte Carlo Rollouts

By letting the agent learn a model of the opponent, this model can be used in
Monte Carlo rollouts. The rollouts in this subsection are only used for selecting
actions during the final test games. Here, the game is simulated ten steps into
the future, as this was found to be the optimal amount of actions in the trade-off
between looking far into the future and assuring that the predicted actions are
correct in this rollout. In order to test the effect of the amount of rollouts per
state action pair, we compare the agent’s performance when one and ten rollouts
are conducted. Since the opponent’s actions within the rollouts are determined
by the learned probability distribution, we plot the prediction accuracy of the
agent against both opponents in Figs. 6 and 7 for the first 25,000 training games.
These figures show that with the Elu activation function, which learns slightly
faster than the sigmoid activation function, the agent correctly predicts 50%
of the random opponent’s moves and 90% of the semi-deterministic opponent’s
moves when we use vision grids. When the full grid is used, this accuracy is 40%
and 80% respectively.

Now we turn to the agent’s performance in 10,000 test games when using
the rollouts after the agent was trained for 1.5 million games as before. The per-
formance score and standard error using one rollout with a horizon of ten steps
during 10,000 test games can be found in Table 3. From the results we can con-
clude that Monte Carlo rollouts increase the agent’s performance in all scenarios,
except for when large vision grids are used against the random opponent. A very
high performance score of 0.98 is obtained using large vision grids and the Elu
activation function against the semi-deterministic opponent, which shows that
using this technique performance can be increased significantly. This increase is
especially large when we use vision grids and play against the semi-deterministic
opponent. When the opponent employs the collision-avoiding random policy,
small vision grids lead to the highest performance and when comparing these
results to the previous experiments we see that Monte Carlo rollouts also increase
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performance against the random opponent. This shows that although the policy
of the opponent is far from deterministic, opponent modelling still significantly
increases performance from 0.67 to 0.83 with the sigmoid activation function
and from 0.67 to 0.84 with the Elu activation function when small vision grids
are used as state representation.
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Fig. 6. Percentage of moves correctly
predicted against the random opponent
(taken from [7]).
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Fig. 7. Percentage of moves correctly
predicted against the semi-deterministic
opponent (taken from [7])

Table 3. Final performance score and standard errors with one rollout and a horizon
of ten actions.

State representation Opponent Sigmoid Elu

Small vision grids Random 0.83 (0.002) 0.84 (0.003)

Large vision grids Random 0.66 (0.008) 0.66 (0.004)

Full grid Random 0.65 (0.004) 0.72 (0.007)

Small vision grids Deterministic 0.93 (0.002) 0.96 (0.001)

Large vision grids Deterministic 0.95 (0.002) 0.98 (0.001)

Full grid Deterministic 0.54 (0.010) 0.75 (0.010)

After applying one rollout for each action in a given state, we also tested
whether increasing the number of rollouts to ten would affect the agent’s perfor-
mance. The results are displayed in Table 4. We find one noteworthy difference
in the agent’s performance when using one or ten rollouts. The agent’s perfor-
mance against the random opponent considerably increases when we use ten
instead of one rollout. Against the semi-deterministic opponent, increasing the
number of rollouts has no noticeable effect. This is because the agent predicts
the semi-deterministic opponent correctly in over 90% of the cases, causing the
advantage of action sampling and multiple rollouts to be absent.
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Table 4. Final performance score and standard errors with ten rollouts and a horizon
of ten actions.

State representation Opponent Sigmoid Elu

Small vision grids Random 0.84 (0.016) 0.88 (0.001)

Large vision grids Random 0.90 (0.001) 0.91 (0.001)

Full grid Random 0.72 (0.008) 0.74 (0.009)

Small vision grids Deterministic 0.93 (0.002) 0.96 (0.001)

Large vision grids Deterministic 0.96 (0.002) 0.98 (0.001)

Full grid Deterministic 0.55 (0.008) 0.78 (0.010)

4.3 Monte Carlo Rollouts Without Using the Learned Opponent
Model

We observed that the agent’s performance significantly increases when we use
Monte Carlo rollouts. It is however not certain that without the opponent model
but with Monte Carlo rollouts this performance would be lower. Therefore, we
test the agent’s performance when the moves in the rollouts are determined
randomly instead of by the opponent model. The results of these experiments
can be found in Table 5. The relatively low performance scores indicate that it is
indeed the model of the opponent that increases the agent’s performance when
rollouts are used. Without a good opponent model, the results of Monte Carlo
rollouts cannot be trusted for selecting an action, because the generated rollouts
are not similar to how the game would actually be played.

Table 5. Final performance score and standard errors with one rollout and a horizon
of ten actions without using the learned model of the opponent.

State representation Opponent Sigmoid Elu

Small vision grids Random 0.46 (0.007) 0.50 (0.001)

Large vision grids Random 0.50 (0.001) 0.51 (0.002)

Full grid Random 0.37 (0.010) 0.35 (0.006)

Small vision grids Deterministic 0.34 (0.003) 0.35 (0.001)

Large vision grids Deterministic 0.35 (0.001) 0.36 (0.001)

Full grid Deterministic 0.21 (0.007) 0.21 (0.005)

4.4 Learning from Monte Carlo Rollouts

In this subsection, we will experiment with learning from the rollout estimates
and lower the amount of training games to only 150,000. This can be done by
either learning the Q-value of a single performed action using its rollout estimate
or by updating the Q-values of all four actions simultaneously.
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For this experiment the agent first plays 100,000 games without Monte Carlo
rollouts and learns in an online manner as before. Afterwards, Monte Carlo
rollouts are used for 50,000 training games in which the Q-values of the MLP
are trained on the rollouts estimates (while the MLP is still trained on actions
of the opponent). We want to note that during these 50,000 games experience
replay is used, as explained in Sect. 3. Exploration decreases linearly from 10%
to 0% over the first 100,000 games and the MLP now uses 400 hidden units
for both the small and large vision grids. The learning rate is still set to 0.005
both for the initial 100,000 training games with online learning and for the later
50,000 training games where experience replay on the rollout estimates is used.

We again trained and tested against two opponents, but this time only using
the Elu activation function and vision grids. We also compare the use of one
rollout with a horizon of ten actions and five rollouts with a horizon of five
actions. The previous results have shown that the first works better against
the deterministic opponent, while the latter works better against the random
opponent. We did not use 10 rollouts with a horizon of 10 actions, since such
experiments are computationally very expensive. An experiment with the large
vision grids and 5 rollouts with a horizon of 5 actions already took around 10
hours to complete on our CPUs. Note that all experiments have been conducted
ten times to obtain meaningful results. The training performance against both
opponents when learning only on the estimates of one action (the selected action)
can be found in Figs. 8 and 9 and the performance score over the 10,000 final
test games can be found in Table 6.
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Fig. 8. Training performance with
small vision grids when updating the
Q-value of a single action. Random
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nent and 5 and 10 represent the hori-
zon.
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Fig. 9. Training performance with
large vision grids when updating the
Q-value of a single action. Random
and deterministic indicate the oppo-
nent and 5 and 10 represent the hori-
zon.

From the results we can conclude that when we update the Q-value of the
single performed action, learning from the rollout estimates hinders performance.
The peaks in Figs. 8 and 9 are caused by the onset of using Monte Carlo rollouts
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Table 6. Final test performance for 10,000 games while training the Q-value of the
single performed action on its rollout estimate.

State representation Opponent 1 rollout 10 actions 5 rollouts 5 actions

Small vision grids Random 0.45 (0.005) 0.58 (0.006)

Large vision grids Random 0.43 (0.006) 0.58 (0.010)

Small vision grids Deterministic 0.55 (0.006) 0.57 (0.007)

Large vision grids Deterministic 0.54 (0.005) 0.59 (0.008)

for selecting actions after 100,000 games. The system’s learning dynamics seem
unstable and therefore the performance immediately drops with a large amount.

As mentioned in Sect. 3, the targets are determined by the simulated Q-
values computed with the rollouts. However, since we determine a target for
every possible action, it is possible to apply back-propagation on all four Q-
values rather than only for the Q-value of the performed action. We believe
that by updating the Q-values of all four actions, the agent can faster learn the
correct Q-values and that this therefore should increase performance. We have
conducted the same experiment as above, but now by updating the Q-values of
all four actions using the rollout estimates. The results of training using small
and large vision grids can be found in Figs. 10 and 11. The performance over the
test games can be found in Table 7.
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Fig. 10. Training performance with
small vision grids when updating the
Q-values of all actions. Random and
deterministic indicate the opponent
and 5 and 10 represent the horizon.
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Fig. 11. Training performance with
large vision grids when updating the
Q-values of all actions. Random and
deterministic indicate the opponent
and 5 and 10 represent the horizon.

If we compare the results from training one action and training four actions,
we can conclude that it is very beneficial to train four actions simultaneously,
rather than only learning the Q-value of the performed action. Now we also
see in the figures that the agent’s performance increases over the last 50,000
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Table 7. Final test performance for 10,000 games while training Q-values of 4 actions
using the rollout estimates.

State representation Opponent 1 rollout 10 actions 5 rollouts 5 actions

Small vision grids Random 0.74 (0.002) 0.82 (0.001)

Large vision grids Random 0.74 (0.002) 0.84 (0.002)

Small vision grids Deterministic 0.94 (0.001) 0.88 (0.002)

Large vision grids Deterministic 0.96 (0.001) 0.93 (0.001)

games but only against the deterministic opponent. This is most likely caused
by the fact that the opponent model against this opponent is more accurate and
therefore leads to more accurate targets in the rollouts. In addition, when we
compare these results with the results after 1.5 million games in Table 3, where
we also used one rollout with ten actions, we see that the results are slightly
worse against the deterministic opponent. Against the random opponent the
performance increases with large vision grids, but decreases with small vision
grids. These results show that with the new proposed system good performances
can already be obtained with 150,000 training games. From the results shown
in Table 7 we can also conclude that it is better to use a horizon of 10 actions
against the semi-deterministic opponent.

4.5 Learning from Monte Carlo Rollouts with Exploration

In the previous experiments, during the rollout learning phase no exploration was
used. In this subsection, we want to explore if it would not be better to some-
times use an exploration action instead of the action proposed by the Monte
Carlo rollouts. Therefore, we conducted the same experiments as in the previ-
ous section, however, now exploration decreases from 10% to 0% over the first
100,000 games and goes from 10% to 0% over the 50,000 games played using the
rollouts. The training performances can be found in Figs. 12, 13, 14, and 15. The
performance over the test games can be found in Tables 8 and 9.

Table 8. Final test performance for 10,000 games while learning the Q-value of 1
action from the rollout estimates with exploration during the rollout training phase.

State representation Opponent 1 rollout 10 actions 5 rollouts 5 actions

Small vision grids Random 0.47 (0.003) 0.59 (0.011)

Large vision grids Random 0.43 (0.006) 0.59 (0.006)

Small vision grids Deterministic 0.63 (0.020) 0.60 (0.014)

Large vision grids Deterministic 0.62 (0.011) 0.65 (0.009)



Learning from Monte Carlo Rollouts with Opponent Models 125

x1000

0.25

0.50

0.75

1.00

0 50 100 150
Games played

P
er

fo
rm

an
ce

 s
co

re

Random_10
Deterministic_10
Random_5
Deterministic_5

Learning 1 action in rollouts with exploration and small grids

Fig. 12. Training performance with
small vision grids and exploration in
the rollouts when updating only the Q-
value of 1 action. Random and deter-
ministic indicate the opponent and 5
and 10 represent the horizon.
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Fig. 13. Training performance with
large vision grids and exploration in
the rollouts when updating only the Q-
value of 1 action. Random and deter-
ministic indicate the opponent and 5
and 10 represent the horizon.
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Fig. 14. Training performance with
small vision grids and exploration in
the rollouts when updating the Q-
values of 4 actions. Random and deter-
ministic indicate the opponent and 5
and 10 represent the horizon.
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Fig. 15. Training performance with
large vision grids and exploration in the
rollouts when updating the Q-values of
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Table 9. Final test performance for 10,000 games while learning the Q-values of 4
actions from the rollout estimates with exploration during the rollout training phase.

State representation Opponent 1 rollout 10 actions 5 rollouts 5 actions

Small vision grids Random 0.73 (0.002) 0.83 (0.002)

Large vision grids Random 0.74 (0.002) 0.84 (0.002)

Small vision grids Deterministic 0.94 (0.001) 0.87 (0.004)

Large vision grids Deterministic 0.96 (0.001) 0.93 (0.002)
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From the figures it becomes clear that exploration over the last 50,000 games
first leads to a drop in performance, while afterwards the performance increases
strongly. When we compare the results from learning in rollouts with exploration
and without exploration, we see that exploration increases performance when we
train one action while using the large vision grid. When learning the Q-values of
four actions simultaneously, there is no benefit of exploration. This is most likely
due to the fact that with learning four actions the agent learns better Q-values
for the actions it does not conduct, which reduces the benefit of exploration.

4.6 Using Experience Replay with 1-Step Rollouts

In order to determine the importance of using long horizons in the rollouts, we
conducted experiments in which the agent uses experience replay but only used a
rollout with 1 action. Therefore the horizon in the rollouts is reduced to 1 action,
where the agent tries all possible actions and the model of the opponent is used
to predict the next state. In these experiments we only perform one rollout per
state during training. When playing the final test games, the agent still uses
1 rollout with a horizon of 10 actions. The exploration strategy and all other
hyperparameters are the same as before. The results can be found in Table 10.

Table 10. Final test performance for 10,000 games with 1-step rollouts.

State representation Opponent 4 actions 1 action

Small vision grids Random 0.73 (0.003) 0.47 (0.008)

Large vision grids Random 0.73 (0.001) 0.46 (0.012)

Small vision grids Deterministic 0.94 (0.001) 0.65 (0.007)

Large vision grids Deterministic 0.95 (0.001) 0.65 (0.013)

When we compare Table 10 to Tables 8 and 9 with 1 rollout, we notice no sig-
nificant differences. Therefore, we can conclude that learning from the estimates
of long rollouts is not necessary and actually costs more computing power. This
is similar to learning from n-step backups [21] which can lead to a lower bias
but suffers from a higher variance and is therefore not always fruitful.

Learning on the estimates of all actions using the Monte Carlo rollouts is
however always much better than learning only on the estimate of a single action.
Experience replay is general is always used to update the Q-value of a single
action, because that action was the only one that was experienced in a state.
However, with the model of the game and the opponent model, we have shown
that experience replay can be improved by updating the Q-values of all actions
simultaneously. This led to similar results as in our previous paper [7], but now
by only learning from 150,000 games instead of from 1.5 million games.
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5 Conclusion

This paper described a novel approach to learning to play the game of Tron.
The proposed method combines reinforcement learning, multi-layer perceptrons,
vision grids, opponent modelling and Monte Carlo rollouts in a novel way. Instead
of only using Monte Carlo rollouts while playing test games, the new system uses
Monte Carlo rollouts to select moves while training and learns from the estimates
obtained with the Monte Carlo rollouts. We have extended the use of experience
replay to make it possible to update the state-action values of all actions in
a state simultaneously. This is possible due to the Monte Carlo rollouts that
generate action estimates for all actions.

The results showed that the use of the novel experience replay method that
updates all action values simultaneously strongly outperforms experience replay
where only the performed action gets its action value updated. One reason is
that experience replay on a single selected action requires a lot of exploration to
compare the utilities of different actions in the same state. Furthermore, with
the new method all action values are updated in the same state. The proposed
system is able to perform similarly after training on 150,000 games to our pre-
vious system [7], which needed 1.5 million training games to obtain very good
performances. The results also showed that while training the system, longer
horizons in the Monte Carlo rollouts were not necessary to obtain good results,
as with a horizon of a single action similar performances were obtained. Learn-
ing from longer horizons may reduce the bias due to bootstrapping, but also
suffers from a higher variance. Against the semi-deterministic opponent the RL
system profits from Monte Carlo rollouts with longer horizons, whereas against
the random opponent the system profits from multiple rollouts.

This research opens up several interesting possibilities for future research.
Instead of Monte Carlo rollouts, it would be interesting to also combine Monte
Carlo tree search with opponent-model learning. Furthermore, from the different
rollouts much more information is obtained than currently used for updating
the state-action value function. It would be possible to update action values of
each game state that was visited during one of the rollouts. Another direction
is to combine the power of the vision grids with convolutional neural networks
(CNNs). The vision grids summarize the most important local information, but
lack more global information. By combining the vision grids with CNNs it should
be possible to profit from the faster learning process using the local information,
while still being able to integrate important global information. Finally, it would
be interesting to examine if our extended experience replay algorithm that trains
on simulated experiences of all actions in a given state would also be useful for
learning to play other games.
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replay database composition in deep reinforcement learning. In: Deep Reinforce-
ment Learning Workshop, NIPS (2015)

4. Clevert, D., Unterthiner, T., Hochreiter, S.: Fast and accurate deep network learn-
ing by exponential linear units (ELUs). CoRR abs/1511.07289 (2015)

5. Ganzfried, S., Sandholm, T.: Game theory-based opponent modeling in
large imperfect-information games. In: the 10th International Conference on
Autonomous Agents and Multiagent Systems-Volume 2, pp. 533–540. International
Foundation for Autonomous Agents and Multiagent Systems (2011)

6. He, H., Boyd-Graber, J.L., Kwok, K., Daumé III, H.: Opponent modeling in deep
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Abstract. Constraint Networks (CNs) are a framework to model the
Constraint Satisfaction Problem (CSP), which is the problem of finding
an assignment of values to a set of variables satisfying a set of given
constraints. Therefore, CSP is a satisfiability problem. When the CSP
turns conditional, consistency analysis extends to finding also an assign-
ment to these conditions such that the relevant part of the initial CN
is consistent. However, CNs fail to model CSPs expressing an uncontrol-
lable conditional part (i.e., a conditional part that cannot be decided but
merely observed as it occurs). To bridge this gap, in this paper we propose
Constraint Networks Under Conditional Uncertainty (CNCUs), and we
define weak, strong and dynamic controllability of a CNCU. We provide
algorithms to check each of these types of controllability and discuss how
to synthesize (dynamic) execution strategies that drive the execution of
a CNCU saying which value to assign to which variable depending on
how the uncontrollable part behaves. We discuss Zeta, a tool that we
developed for CNCUs to carry out an experimental evaluation. What we
propose is fully automated from analysis to simulation.

Keywords: Constraint Networks Under Conditional Uncertainty
CNCU · Directional consistency · Resource controllability · Zeta
AI-based security

1 Introduction

Assume that we are given a resource-scheduling problem specifying a conditional
part that is out of control, and that we are asked to schedule (some of the)
resources in a way that meets all relevant constraints, or to prove that such a
scheduling does not exist. We can also make our scheduling decisions as we like.

When facing uncontrollable parts we can in general act in three main different
ways:

1. We assume that we know in advance how the uncontrollable part will behave
and make sure that a (possibly different) strategy to operate on the control-
lable part exists.
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2. We assume that we have a fixed strategy operating on the controllable part
always in the same way no matter how the uncontrollable part will behave.

3. We assume that we have a strategy operating in real-time on the controllable
part making (possibly different) decisions depending on how the uncontrol-
lable part is behaving.

These are the intuitions behind the three main kinds of controllability : weak (for
presumptuous designers/analysts), strong (for anxious ones) and dynamic (for
grandmasters).

In recent years, a considerable amount of research has been carried out to
investigate controllability analysis in order to deal with temporal and condi-
tional uncertainty, either in isolation or simultaneously. In particular, a number
of extensions of Simple Temporal Networks (STNs, [1]) have been proposed. For
example, Simple Temporal Networks with Uncertainty (STNUs, [2]) add uncon-
trollable (but bounded) durations between pairs of temporal events, whereas
Conditional Simple Temporal Networks (CSTNs, [3], and formerly Conditional
Temporal Problem, CTP, [4]), extend STNs by turning the constraints condi-
tional. Finally, Conditional Simple Temporal Networks with Uncertainty (CST-
NUs, [5]) merge STNUs and CSTNs, whereas Conditional Simple Temporal Net-
works with Uncertainty and Decisions (CSTNUDs, [6]) encompass all previous
formalisms.

Several algorithms have been proposed to check the controllability of a tem-
poral network, e.g., constraint-propagation [3], timed game automata [6,7] and
satisfiability modulo theory [8,9].

Research has also been carried out in the “discrete” world of classic Con-
straint Networks (CNs, [10]) in order to address different kinds of uncertainty.
For example, a Mixed Constraint Satisfaction Problem (Mixed CSP, [11]) divides
the set of variables in controllable and uncontrollable, whereas a Dynamic Con-
straint Satisfaction Problem (DCSP, [12]) introduces activity constraints saying
when variables are relevant depending on what values some other variables have
been previously assigned. Probabilistic approaches such as [13] aim instead at
finding the most probable working solution.

Despite all this, a formal model to extend classic CNs [10] with conditional
uncertainty adhering to the modeling ideas employed by CSTNs is still missing.
In a CSTN, for instance, time points (variables) and linear inequalities (con-
straints) are labeled by conjunctions of literals where the truth value assignments
to the embedded Boolean propositions are out of control. Every proposition has
an associated observation time point, a special kind of time point that reveals
the truth value assignment to the associated proposition upon its execution (i.e.,
as soon as it is assigned a real value). Equivalently, this truth value assignment
can be thought of as being under the control of the environment.

To give an example of conditional uncertainty, consider a patient coming to
the ER. The severity of the patient’s condition is not known a priori but it is
established by a physician while the workflow is being executed. Since the result
of this condition discriminates what tasks have, or have not, to be executed, the
system must be able to complete the workflow by executing all relevant tasks and
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satisfying all relevant constraints regardless of the result of (any combination)
of uncontrollable conditions.

When the assignment of users to task is generated while the workflow executes
we must never backtrack. In the real world, this means that we must avoid
situations in which, if a patient is urgent, no doctor is available because we
chose to assign the wrong doctor to some previous task. That is, one who will
violate some constraint during execution.

In [14], Zavatteri et al. defined and investigated weak, strong and dynamic
controllability of access controlled workflows for the first time by encoding work-
flow paths into CNs and reasoning on the intersection of common parts. After
that, Constraint Networks Under Conditional Uncertainty (CNCU, [15]) were
proposed as an underlying, more abstract, formalism to handle resource schedul-
ing (a.k.a. resource allocation) problems under conditional uncertainty.

Towards the validation and runtime management of resource scheduling prob-
lems, our contributions in this paper are three-fold:

1. We define CNCUs as an extension of classic constraint networks and give the
semantics for weak, strong and dynamic controllability of a CNCU.

2. We provide algorithms to check each of these types of controllability and to
execute a controllable CNCU.

3. We provide Zeta, a tool we developed for CNCUs along with an experimental
evaluation.

This paper revises and extends all the material in [15] (which was presented at
ICAART 2018) and provides a more accurate experimental evaluation.

We proceed as follows. Section 2 provides essential background on CNs and
the adaptive consistency algorithm. Section 3 introduces our main contribution:
CNCUs. Section 4 defines the semantics for weak, strong and dynamic controlla-
bility and Sect. 5 addresses the related algorithms. Section 6 discusses the correct-
ness of our approach. Section 7 discusses our tool Zeta for CNCUs along with
an experimental evaluation. Section 8 discusses related work. Section 9 draws
conclusions and discusses future work.

2 Background

In this section, we give essential background on CNs and the adaptive consistency
algorithm for the related consistency checking [10].

Definition 1. A Constraint Network (CN) is a triple Z = 〈V,D, C〉, where:

– V = {V1, . . . , Vn} is a finite set of variables,
– D = {D1, . . . , Dn} is a set of discrete domains Di = {v1, . . . , vj} (one for

each variable),
– C = {RS1 , . . . , RSn

} is a finite set of constraints each one represented as
a relation RS defined over a scope of variables S ⊆ V such that if S =
{Vi, . . . , Vr}, then R ⊆ Di × · · · × Dr.
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Algorithm 1. ADC(Z, d) from [15].
Input: A CN Z = 〈V, D, C〉 and an ordering d = V1 ≺ · · · ≺ Vn

Output: A set Buckets of buckets (one for each variable) if Z is consistent,
inconsistent otherwise.

1 for i ← n downto 1 do � Partition the constraints as follows:
2 Put in Bucket(Vi) all unplaced constraints mentioning Vi

3 for p ← n downto 1 do
4 Let j ← |Bucket(Vp)| and Si be the scope of RSi

∈ Bucket(Vp)
5 S′ ← ⋃j

i=1 Si \ {Vp}
6 RS′ ← πS′ (��ji=1 RSi

)
7 if RS′ �= ∅ then
8 Bucket(V ′) ← Bucket(V ′) ∪ {RS′}, where V ′ ∈ S′ is the “latest” variable

in d.
9 else

10 return inconsistent

11 Buckets = {{Bucket(V )} | V ∈ V}
12 return Buckets

A CN is consistent if each variable Vi ∈ V can be assigned a value vi ∈ Di such
that all constraints are satisfied.

The Constraint Satisfaction Problem (CSP) is NP-hard [10]. A CN is k-
ary if all constraints have scope cardinality ≤ k and therefore binary when
k = 2 [10,16]. Let Rij be a shortcut to represent a binary relation having scope
S = {Vi, Vj}. A binary CN is minimal if any tuple (vi, vj) ∈ Rij ∈ C belongs
to at least one global solution for the underlying CSP [16]. Thus, a minimal CN
models an n-ary relation whose scope is V and whose tuples represent the set
of all solutions. Besides for a few restricted classes of CNs, the general process
of computing a minimal network is NP-hard [16]. Furthermore, even considering
a binary minimal network, the problem of generating an arbitrary solution is
NP-hard if there is no total order on the variables [17].

Therefore, a first crude technique is that of searching for a solution by exhaus-
tively enumerating and testing all possible solutions and stopping as soon as one
satisfies all constraints in C. To speed up the search, we can combine techniques
such as backtracking with pruning techniques such as node, arc and path consis-
tency [18]. A variable Vi is node-consistent if v ∈ RSi

for each v ∈ Di. A CN is
node-consistent if each variable is node-consistent. A variable Vi is arc-consistent
with respect to a second variable Vj if for each v ∈ Di, there exists u ∈ Dj such
that (v, u) ∈ Rij . A CN is arc-consistent if every variable is arc-consistent with
respect to any other second variable. A pair of variables (Vi, Vj) is path-consistent
with respect to a third variable Vk if for any assignment Vi = v, Vj = u, where
v ∈ Di and u ∈ Dj , there exists k ∈ Dk such that (v, k) ∈ Rik and (k, u) ∈ Rkj .
A CN is path-consistent if any pair of variables is path-consistent with respect
to any other third variable. Path consistency is not enough for a backtrack free
search [10] (i.e., it is an incomplete inference approach).
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k-consistency guarantees that any (locally consistent) assignment to any sub-
set of (k − 1)-variables can be extended to a kth (still unassigned) variable such
that all constraints between these k-variables are satisfied. Strong k-consistency
is k-consistency for each j such that 1 ≤ j ≤ k [19]. As a result, 1, 2 and
3-consistency are node, arc and path consistency.

Directional consistency has been introduced to speed up the process of syn-
thesizing a solution for a constraint network limiting backtracking [20]. In a
nutshell, given a total order on the variables of a CN, the network is directional-
consistent if it is consistent with respect to the given order that dictates the
assignment order of variables. In [20], an adaptive-consistency (ADC) algorithm
was provided as a directional consistency algorithm adapting the level of k-
consistency needed to guarantee a backtrack-free search once the algorithm ter-
minates, if the network admits a solution (see Algorithm1). The input of ADC

is a CN Z = 〈V,D, C〉 along with an order d for V. At each step the algorithm
adapts the level of consistency to guarantee that if the network passes the test,
any solution satisfying all constraints can be generated without backtracking. If
the network is inconsistent, the algorithm detects it before the solution gener-
ation process starts. ADC initializes a Bucket(V ) for each variable V ∈ V and
first processes all the variables top-down (i.e., from last to first following the
ordering d) by filling each bucket with all (still unplaced) constraints RS ∈ C
such that V ∈ S. Then, it processes again the variables top-down and, for each
variable V , it computes a new scope S′ consisting of the union of all scopes of
the relations in Bucket(V ) neglecting V itself. After that, it computes a new
relation RS′ by joining all RS ∈ Bucket(V ) and projecting with respect to S′ (��
and π are the join and projection operators of relational algebra). In this way, it
enforces the sufficient level of consistency which is needed not to backtrack when
generating any solution. If the resulting relation is empty, then Z is inconsis-
tent; otherwise, the algorithm adds RS′ to the bucket of the latest variable in S′

(with respect to the ordering d), and goes on with the next variable. Finally, it
returns the set of Buckets (we slightly modified the return statement of ADC).
Note that ADC takes as input a k-ary CN Z and returns a k′-ary CN Z ′, where
k′ ≥ k (see [10, Chap. 4] for a binary CN turned into a ternary one).

Time and space complexity of ADC are O(n(2z)w
∗+1) and O(nzw

∗
), respec-

tively, where n = |V|, z = maxi=1,...,n |Di| is the maximal cardinality of variables
domains, and w∗ is the induced width of the graph along the order of process-
ing [10, Chap. 4]. Informally, w∗ represents the maximum number of variables
that can be affected by the value assumed by another variable; i.e., a character-
ization of the topology of the CN.

Any binary CN can be represented as a constraint graph where the set of
nodes coincides with V and the set of edges represents the constraints in C. Fur-
thermore, nodes are labeled by their domains. Each (undirected) edge between
two variables V1 and V2 is labeled by the corresponding R12 ∈ C. As an example,
consider the constraint graph in Fig. 1a representing Z = 〈V,D, C〉, where:

– V = {V1, V2, V3, V4},
– D = {D1,D2,D3,D4} with D1 = D2 = D3 = D4 = {a,b,c},
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Fig. 1. Graphical representation of a binary CN (a) Relational constraint (b) Run of
ADC (c) Solution generation without backtracking (d) Subfigures (a) and (c) are
taken from [15].

– C = {R13, R14, R24, R34}.

All Rij ∈ C contain the same tuples; actually, they all specify the �= constraint
between the pair of variables they connect (Fig. 1b). That is,

R13 = R14 = R24 = R34 = {(a,b), (a,c), (b,a), (b,c), (c,a), (c,b)}

The CN in Fig. 1a is consistent. To prove that, we choose, without loss of
generality (recall that any order is fine for this algorithm [10]), the order
d = V1 ≺ V2 ≺ V3 ≺ V4 and run ADC(Z, d) on the CN. We show the out-
put of the algorithm in Fig. 1d.

ADC first processes V4 by filling Bucket(V4) with R14, R24 and R34 (as
they all mention V4 in their scope and are still unplaced). Then, it processes
V3 by filling Bucket(V3) with R13 (but not R34). Finally, it leaves Bucket(V2)
and Bucket(V1) empty as all relations mentioning V2 and V1 in their scope have
already been put in some other bucket. Therefore, the initialization phase fills
the buckets in Fig. 1d with all relations on the left of ‖ (the newly generated
ones will appear on the right). When we add a relation in a bucket containing
another relation with the same scope we keep the intersection of these relations
(tightening).

In the second phase, the algorithm computes R123 = π123 (R14 ��
R24 �� R34) = {(a,a,a), (a,a,b), (a,a,c), (a,b,a), (a,b,b), (a,c,a),
(a,c,c), (b,a,a), (b,a,b), (b,b,a), (b,b,b), (b,b,c), (b,c,b), (b,c,c),
(c,a,a), (c,a,c), (c,b,b), (c,b,c), (c,c,a), (c,c,b), (c,c,c)} and adds it
to Bucket(V3) (the latest variable in the scope {V1, V2, V3}). Then, it goes ahead
by processing Bucket(V3) generating in a similar way R12 and adding it to
Bucket(V2). Finally, it processes Bucket(V2) by computing R1 and adding it
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to Bucket(V1). Since the joins yielded no empty relation, it follows that Z is
consistent.1

A solution is generated by assigning the variables following the order d. For
each V ∈ d we just look for a value v in its domain such that the current
solution augmented with V = v satisfies all constraints in Bucket(V ). If the
network is consistent, at least one value is guaranteed to be there. In this way,
each solution can be generated efficiently without backtracking and by assigning
one variable at a time. For instance, any combination of values for V1 and V2

is fine (recall that Bucket(V1) and Bucket(V2) only contain universal relations).
Assume that V1 = a and V2 = c. Now we can only choose either a or c for V3 (as
(a,c,b) �∈ R123). Assume that V3 = a. Now the only possible value satisfying
R14, R24 and R34 in Bucket(V4) is b. Therefore, a possible solution is V1 = a,
V2 = c, V3 = c and V4 = b (Fig. 1d).

3 Constraint Networks Under Conditional Uncertainty

In this section, we extend CNs to address conditional uncertainty. We call
this new kind of network Constraint Network under Conditional Uncertainty
(CNCU). CNCUs are obtained by extending CNs with

– a set of Boolean propositions whose truth value assignments are out of con-
trol (or, equivalently, can be thought of as being under the control of the
environment),

– observation variables to observe such truth value assignments, and
– labels to enable or disable a subset of variables and constraints, and therefore

introduce an (implicit) notion of partial order among the variables.

We will also talk about execution meaning that we execute a variable by
assigning it a value and we execute a CNCU by executing all relevant variables.
Variables and constraints are relevant if they must be considered during execu-
tion.

Given a set P = {p, q, . . . } of Boolean propositions, a label � = l1 ∧ · · · ∧ ln
is a finite conjunction of literals li, where a literal is either a proposition p ∈ P
(positive literal) or its negation ¬p (negative literal). The empty label is denoted
by �. The label universe of P, denoted by P∗, is the set of all possible labels
drawn from P; e.g., if P = {p, q}, then P∗ = {�, p, q,¬p,¬q, p ∧ q, p ∧ ¬q,¬p ∧
q,¬p∧¬q, p∧¬p, q∧¬q}. A label �1 ∈ P∗ is consistent iff �1 is satisfiable, entails
a label �2 (written �1 ⇒ �2) iff all literals in �2 appear in �1 too (i.e., if �1 is more
specific than �2) and falsifies a label �2 iff �1∧�2 is not consistent. The difference
of two labels �1 and �2 is a new label �3 = �1 − �2 consisting of all literals of �1
minus those shared with �2. For instance, if �1 = p ∧ ¬q and �2 = p, then �1 and
�2 are consistent, �1 ⇒ �2, �1 − �2 = ¬q and �2 − �1 = �.

1 Note that R12 and R1 should not be recorded in Bucket(V2) and Bucket(V1) as they
represent the universal relations R12 = D1 × D2 and R1 = D1. However, doing so is
superfluous but not wrong.
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Definition 2. A Constraint Network Under Conditional Uncertainty (CNCU)
is a tuple 〈V,D,D,OV ,P, O, L,≺, C〉, where:

– V = {V1, V2, . . . } is a finite set of variables.
– D = {D1,D2, . . . } is a set of discrete domains.
– D : V → D is a mapping assigning a domain to each variable, where more

variables can share the same domain.
– OV ⊆ V = {P?, Q?, . . . } is a set of observation variables.
– P = {p, q, . . . } is a set of Boolean propositions whose truth values are all

initially unknown.
– O : P → OV is a bijection assigning a unique observation variable P? to each

proposition p. When P? executes, the truth value of p becomes known and no
longer changes.

– L : V → P∗ is a mapping assigning a label � to each variable V saying when
V is relevant.

– ≺⊆ V ×V is a precedence relation on the variables. We write (V1, V2) ∈≺ (or
V1 ≺ V2) to express that V1 is assigned before V2.

– C is a finite set of labeled relational constraints of the form (RS , �), where
S ⊆ V and � ∈ P∗. If S = {V1, . . . , Vn}, then RS ⊆ D(V1) × · · · × D(Vn).

We graphically represent a (binary) CNCU by extending the constraint graph
discussed for CNs into a labeled constraint (multi)graph, where each variable
is also labeled by its label L(V ), and the edges are of two kinds: order edges
(directed unlabeled edges) and constraint edges (undirected labeled edges). An
order edge V1 → V2 models V1 ≺ V2. A constraint edge between V1 and V2 models
(R12, �). Many constraint edges may possibly be specified between the same pair
of variables, as long as � is different (e.g., (R1,�) and (R1,¬p) between ProcR
and LogR in Fig. 2).

Consider now the CNCU in Fig. 2 modeling an access controlled workflow
under conditional uncertainty describing a loan origination process (LOP) for
customers whose financial records have already been approved. The LOP starts
by processing a request (ProcR) with Alice, Bob and Charlie being the only
authorized users. After that, the request is logged for future accountability pur-
poses (LogR) with the same users of ProcR authorized for this task. The flow
of execution then splits into two (mutually-exclusive) branches upon the exe-
cution of the observation variable P? acting as a “conditional split connector”
which sets the truth value of p according to the discovered type of loan. A work-
flow engine (wf) is authorized to execute this conditional split connector. If p
is true, it means that the workflow will handle a personal loan and that the
flow of the execution continues by preparing a personal contract (PersC), with
Alice and Bob the only authorized users. Moreover, when processing personal
loans, different security policies hold depending on what truth value a second
Boolean variable (q) is assigned (see below). The truth value of q is set upon the
execution of the observation variable Q? (acting as a second “conditional split
connector”) whose authorized user is again wf. Note that no variable will be
prevented from executing depending on the value of q, only the users assigned
to them will. Instead, if p is false, the workflow will handle a business loan and
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Fig. 2. Binary CNCU modeling the loan origination process [15].

the flow of execution continues by preparing a business contract (BusiC) with
Alice, Bob, Charlie and David authorized users. Regardless of the truth values
of p and q the LOP concludes with the signing of the contract (Sign) with Bob
the only authorized user. Finally, the labeled constraints enforce the following
security policies, where we recall that a separation of duties (SoD) (resp., bind-
ing of duties (BoD)) between two tasks says that the users executing such tasks
must be different (resp., equal).

– (R1,�) calls for a SoD between ProcR and LogR (always, Table 1a), whereas
(R1,¬p) requires that the users executing ProcR and LogR are not relatives
whenever p turns out to be false (Table 1b).

– (R2,¬p) calls for a SoD between LogR and BusiC (implicitly when p is false,
Table 1c).

– (R3,¬p) calls for a SoD between ProcR and BusiC (implicitly when p is
false, Table 1d).

– (R4, p) calls for a SoD between ProcR and PersC and also requires that the
users executing these two tasks must not be relatives (implicitly when p is
true, Table 1e).

– (R5,¬p) calls for a SoD between BusiC and Sign (implicitly when p is false,
Table 1f).

– (R6, p ∧ q) calls for a SoD between PersC and Sign if p and q are both true
(Table 1g), whereas (R6, p ∧ ¬q) calls for a BoD between the same variables
if p is true and q is false (Table 1h).

In this example, Alice and Bob are married and thus the only relatives.
We conclude this section by saying when CNCUs are well-defined. We inherit

the notions of label honesty and coherence from [3,6].
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Table 1. Labeled relational constraints of the CNCU in Fig. 2 [15].

Definition 3. A CNCU 〈V,D,D,OV ,P, O, L,≺, C〉 is well defined iff all labels
are consistent and the following properties hold.

– Variable Label Honesty. L(V ) is honest for any V ∈ V, and O(p) ≺ V for
any p or ¬p belonging to L(V ). That is, V only executes when the honest
L(V ) becomes completely known and evaluates to true; e.g., BusiC after P?
if ¬p in Fig. 2.

– Constraint Label Honesty. � is honest for any (RS , �) ∈ C. That is, RS only
applies when the honest � becomes completely known and evaluates to true;
e.g., (R6, p ∧ q) in Fig. 2 if after P? and Q?, p and q are observed true.

– Constraint Label Coherence. � ⇒ L(V ) for any (RS , �) ∈ C and any V ∈ S.
That is, the label of a constraint is at least as specific as any label of the
variables in its scope; e.g., (R6, p ∧ q) in Fig. 2.

– Precedence Relation Coherence. For any V1, V2 ∈ V, if V1 ≺ V2 then L(V1)∧
L(V2) is consistent. That is, no partial order can be specified between variables
not taking part together in any execution; e.g. PersC and BusiC in Fig. 2.

The CNCU in Fig. 2 is well-defined.

4 Semantics

In this section, we give the semantics for weak, strong and dynamic controllability
of CNCUs. Our goal is to synthesize execution strategies saying which value to
assign to which variable (and in which order) so that in the arising projection
(see below) the execution satisfies both the partial order and all constraints.
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Definition 4. A scenario s : P → {⊥,�} is a complete truth value assignment
to the Boolean propositions in P. A scenario s satisfies a label � (in symbols,
s |= �), if � is true under the interpretation given by s. Σ models the set of all
scenarios.

Consider Fig. 2 and s(p) = � and s(q) = ⊥. We have that s |= L(PersC)
and s �|= L(BusiC) (as L(BusiC) = ¬p would require s(p) = ⊥).

Definition 5. Let Z = 〈V,D,D,OV ,P, O, L,≺, C〉 be a CNCU and s any sce-
nario. The projection of Z onto s is a CN Zs = 〈Vs,D, Cs〉 such that:

– Vs = {V | V ∈ V ∧ s |= L(V )}
– Cs = {RS | (RS , �) ∈ C ∧ s |= �}

For example, the projection of Fig. 2 with respect to s(p) = � and s(q) =
⊥ results in a CN, where Vs = {ProcR,LogR, P?,PersC,Sign} and Cs =
{R1, R4, R6}, where R1 is the relation of the original (R1,�) ∈ C (Table 1a),
R4 is (R4, p) (Table 1e), whereas R6 is (R6, p ∧ ¬q) and not (R6, p ∧ q) or the
intersection of the two (Table 1h).

Definition 6. A schedule for a subset of variables V ′ ⊆ V is a mapping
ψ : V ′ → ⋃

V ∈V′ D(V ) from variables to values saying which values are assigned
to which variables. A schedule is consistent if the assignments it makes satisfy
all constraints. Ψ represents the set of all schedules.

Consider V ′ = {ProcR,LogR, P?,Sign} containing the relevant variables
when the truth values of p and q are still unknown. A consistent schedule is

ψ(ProcR) = charlie, ψ(LogR) = alice, ψ(P?) = wf, ψ(Sign) = bob

satisfying the only relevant constraint (R1,�) (Table 1a). However, a schedule
is nothing but a fixed plan for executing a bunch of variables (not even saying
in which order). The interesting part is how we generate it. To do so, we need a
strategy. Let Δ be the set of all possible orderings on the variables of a CNCU.

Definition 7. An execution strategy is a pair σ = (σv, σo) where σv : Σ → Ψ is
a value strategy mapping scenarios to schedules, whereas σo : Σ → Δ is an order
strategy mapping scenarios to total orderings on the variables. An execution
strategy is viable if for any s ∈ Σ, there exists an ordering σo(s) such that the
schedule σv(s) is consistent.

We write [σv(s)]V (instead of σv(s)(V )) to denote the value assigned to V
and [σo(s)]V (instead of σo(s)(V )) to denote the index of V in the order σo(s).

The first kind of controllability is weak controllability which ensures that each
projection is consistent.

Definition 8. A CNCU is weakly controllable (WC) if there exists a viable
execution strategy.
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Figure 2 is weakly controllable. We prove that at the end of Sect. 5.1. Dealing
with weak controllability is quite complex as it always requires one to predict
what the truth value assignments to the Boolean propositions will be before
starting the execution. This leads us to consider the opposite case in which we
want to synthesize a strategy working for all possible scenarios (or in other words,
a solution which is not influenced by the uncontrollable part). Thus, the second
kind of controllability is strong controllability.
Definition 9. A CNCU is strongly controllable (SC) if there exists a viable
execution strategy σ working for all scenarios.

Figure 2 is not strongly controllable. We discuss why that at the end of
Sect. 5.2. Strong controllability is, however, “too strong”. If a CNCU is not
strongly controllable, it could be still executable by refining the schedule in
real time depending on the scenario being generated. To achieve this purpose,
we introduce dynamic controllability. Since the truth values of propositions are
revealed incrementally, we first introduce the formal definition of history that
we use to define dynamic controllability.
Definition 10. Given a strategy σ, a scenario s and a variable V , the scenario
history H(V, s, σ) of V in s with respect to σ is the set of truth value assignments
observed before V upon the execution of the corresponding observation variables
P? in the schedule σ(s). Formally,

H(V, s, σ) = {(p, s(p)) | [σo(s)]P? < [σo(s)]V }
for any P? ∈ OV.

Consider the ordering ProcR ≺ LogR ≺ P? ≺ Q? ≺ BusiC ≺ PersC ≺
Sign, the scenario s(p) = s(q) = �, a strategy σ and the variable Sign. Then
H(Sign, s, σ) = ∅ before P? and Q? execute, H(Sign, s, σ) = {(p,�)} after P?
and before Q? executes, and H(Sign, s, σ) = {(p,�), (q,�)} after P? and Q?
execute.
Definition 11. An execution strategy σ = (σv, σo) is dynamic if σv and σo are
dynamic, where:
– A value strategy σv is dynamic if whenever the scenario history looks the

same, then the strategy assigns the same values to the same variables. That
is, for all s1, s2 ∈ Σ and any V ∈ V, if H(V, s1, σ) = H(V, s2, σ), then
[σv(s1)]V = [σv(s2)]V .

– An order strategy σo is dynamic if whenever the scenario history looks the
same, then the strategy orders the variables always in the same way. That
is, for all s1, s2 ∈ Σ and any V ∈ V, if H(V, s1, σ) = H(V, s2, σ), then
[σo(s1)] = [σo(s2)].

Definition 12. A CNCU is dynamically controllable if there exists a dynamic
and viable execution strategy.

Figure 2 is dynamically controllable. We prove that at the end of Sect. 5.3.
Abusing grammar, we use WC, SC and DC as both nouns and adjectives

(the use will be clear from the context). As for temporal networks [2], it is easy
to see that SC ⇒ DC ⇒ WC.
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5 Controllability Checking Algorithms

In this section, we provide the algorithms to check the three kinds of controlla-
bility introduced in Sect. 4. Since we are going to exploit directional consistency
(thus relying on total orderings), we first need to address how to get a suitable
total order for the variables meeting the restrictions specified by ≺. We will
always classify as uncontrollable those CNCUs for which no total order exists.
Although for weak and strong controllability the problem of getting an order is
important up to a certain extent (we only need to make sure that one exists),
it is absolutely necessary to get the most conservative order when dealing with
dynamic controllability since otherwise the algorithm would for sure face incom-
pleteness (see Sect. 5.3).

Given a CNCU, to get a possible total order coherent with ≺, we build a
directed graph G where the set of nodes is V and the set of edges is such that
there exists a directed edge V1 → V2 in G for any (V1, V2) ∈≺. We refer to this
graph as G = 〈V,≺〉. For example, in Fig. 2, G is the graph that remains after
removing all labels and constraint edges.

From graph theory, we know that an ordering of the vertexes of a directed
acyclic graph (DAG) meeting a given restriction ≺ can be found in polynomial
time by running the TopologicalSort algorithm on G [21]. At every step,
TopologicalSort chooses a vertex V without any predecessor (i.e., one with-
out incoming edges), outputs V and removes V and all directed edges from V to
any other vertex (equivalently, removes every (V, V2) ∈≺). Then, Topological-

Sort recursively applies to the reduced graph until the set of vertexes becomes
empty. If no total order exists, TopologicalSort gets stuck in some iteration
because of a cycle V1 → · · · → V1, which makes it impossible to find a vertex
without any predecessor.

5.1 Weak Controllability Checking

The idea behind the weak controllability checking (WC-checking) is quite simple:
every projection must have a total order and a solution. Given a CNCU Z =
〈V,D,D,OV ,P, O, L,≺, C〉, we run the classic ADC on each projection Zs

according to a complete scenario s. Since each Zs is a classic CN, any order-
ing (meeting the relevant part of ≺ for Zs) will be fine. We get one by run-
ning TopologicalSort on Gs = 〈Vs,≺s〉, where ≺s= {(V1, V2) | (V1, V2) ∈≺
∧V1, V2 ∈ Vs} (this is the relevant part of ≺). After that, we synthesize a strat-
egy σ(s) by generating a solution for the projection Zs following the ordering
d computed initially (Algorithm2, line 4). Although Definition 8 says that one
strategy is enough, our approach is able to handle all possible strategies for each
scenario s as during the solution-generation process the value assignments do
not depend on any uncontrollable part. WC-checking (Algorithm2) shows the
pseudo-code of the algorithm.

The CNCU in Fig. 2 is WC. To prove that, we give an assignment of values
to variables for each scenario.
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– If s(p) = ⊥, s(q) = {⊥,�}, then ψ(ProcR) = alice, ψ(P?) =
wf, ψ(LogR) = charlie, ψ(BusiC) = david, ψ(Sign) = bob with
ProcR ≺ P? ≺ LogR ≺ BusiC ≺ Sign.

– If s(p) = �, s(q) = �, then ψ(ProcR) = charlie, ψ(P?) = wf, ψ(PersC) =
alice, ψ(Q?) = wf, ψ(Sign) = bob, ψ(LogR) = alice and ProcR ≺
P? ≺ PersC ≺ Q? ≺ Sign ≺ LogR.

– If s(p) = �, s(q) = ⊥, then ψ(ProcR) = charlie, ψ(P?) = wf, ψ(PersC) =
bob, ψ(Q?) = wf, ψ(Sign) = bob, ψ(LogR) = bob and ProcR ≺ P? ≺
PersC ≺ Q? ≺ Sign ≺ LogR.

Algorithm 2. WC-checking (Z). The original version is in [15].
Input: A CNCU Z = 〈V, D, D, OV, P, O, L, ≺, C〉
Output: A set of solutions each one having the form 〈s, d,Buckets〉, where s is a

scenario, d an ordering for Vs and Buckets is a set of buckets (one for each
variable in Vs) if Zs is WC, uncontrollable otherwise.

1 Solutions ← ∅
2 foreach s ∈ Σ do � for each scenario
3 Let Zs be the projection of Z onto s

4 d ← TopologicalSort(G) � where G ← 〈Vs, ≺s〉
5 if no order is possible then
6 return uncontrollable

7 Buckets ← ADC(Zs, d)
8 if Zs is inconsistent then
9 return uncontrollable

10 Solutions ← Solutions ∪ {〈s, d,Buckets〉}
11 return Solutions

Note that in the first scenario, the value of s(q) is not important because Q?
is not executed when s(p) = ⊥. Therefore, the first case holds for both s(p) = ⊥,
s(q) = ⊥ and s(p) = ⊥, s(q) = �.

The relevant part of the complexity of WC-checking is 2|P| ×
Complexity(ADC ) as the worst case is a CNCU specifying 2|P| complete sce-
narios (all other sub-algorithms run in polynomial time).

5.2 Strong Controllability Checking

The strong controllability checking (SC-checking) does not need to unfold all
honest scenarios at all. From an algorithmic point of view it is even easier to
understand: a single ordering and a single solution must work for all projections.
To achieve this purpose, we start with a simple operation: we wipe out all the
labels in the CNCU. Then, we run ADC on this “super-projection” by choosing
an order obtained by TopologicalSort run on the related G (Algorithm3).
Strong controllability forces solutions (if any) to also satisfy constraints that
are inconsistent one another. If the buckets survive to the filling phase (i.e., no
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empty relation is added), ADC tries to hunt down an empty relation enforcing
the adequate level of k-consistency. If this resulting network is consistent, it
means that there exists (at least) a solution which is so strong that it does not
depend on any uncontrollable part (i.e., a solution that just works).

The CNCU in Fig. 2 is not SC. Although a total order exists once we have
wiped out all the labels (d = ProcR ≺ P? ≺ PersC ≺ Q? ≺ LogR ≺ BusiC ≺
Sign), there is no way to find a consistent assignment to Sign that always
works for the initial CNCU. It is not difficult to see that the problem lies in
the constraints of the original CNCU shown in Table 1. In the first phase, when
ADC fills the buckets, each original constraint (RS , �) is deprived of its label �
(becoming (RS ,�)) and added to the bucket of the latest variable in S.

Algorithm 3. SC-checking (Z) from [15].
Input: A CNCU Z = 〈V, D, D, OV, P, O, L, ≺, C〉
Output: A tuple 〈d,Buckets〉, where d is a total ordering for V and Buckets is a set

of buckets (one for each variable) if Z is SC, uncontrollable otherwise.
1 Compute a CN Z∗ ← 〈V, D, C∗〉 where C∗ ← {RS | (RS , �) ∈ C}
2 d ← TopologicalSort(G) � where G ← 〈V, ≺〉
3 if no order is possible then
4 return uncontrollable

5 return ADC(Z∗, d)

Consider the original (R6, p∧q) (Table 1g) and (R6, p∧¬q) (Table 1h). ADC

transforms them into (two) unlabeled constraints (R6,�) and then adds both
to Bucket(S). Since the labels of the two relations are the same, Bucket(Sign)
actually contains the intersection of the two (as both must hold). However,
({(a,b)},�) ∩ ({(b,b)},�) = (∅,�).

In other words, in Fig. 2 Bob always does the signing. The problem is that
the user who prepares the personal contract must be different according to which
truth value q will be assigned. If the system calls for a SoD (i.e., s(q) = �), then
Alice prepares the contract, else Bob does it. However, the intersection of the
users allowed to carry out this task according to q is empty, which means that
the user who prepares the contract for a personal loan cannot be decided before
the execution starts.

The complexity of SC-checking is |C| + Complexity(ADC). Despite com-
puting a total ordering and wiping out the labels on variables run in polynomial
time, we recall that in the worst case C may specify K − 1 relational constraints
(where K is the number of all subsets of V) and each relation may in turn appear
(2|P| + 1) times according to all possible different labels.
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Algorithm 4. CCclosure(Labels) from [15].
Input: A set of labels Labels
Output: The closure of all possible consistent conjunctions

1 Closure ← Labels
2 do
3 Pick two labels �1 and �2 from Closure
4 if �1 ∧ �2 is consistent and �1 ∧ �2 �∈ Closure then
5 Closure ← Closure ∪ {�1 ∧ �2}
6 while Any adding is possible
7 return Closure

5.3 Dynamic Controllability Checking

The dynamic controllability checking (DC-checking) addresses the most appeal-
ing type of controllability. If a CNCU is not SC, it could be DC by deciding
which value to assign to which variable depending on how the uncontrollable part
behaves. This subsection discusses this algorithm. We start with LabeledADC

(Algorithm5), a main sub-algorithm we make use of, which extends ADC to
address the conditional part by refining the adding or tightening of constraints
to the buckets and the constraint-propagation.

When we add a constraint (RS , �) to a Bucket(V ), we lighten � by removing
all literals p or ¬p in � that will still be unknown by the time V executes. That is,
those whose related observation variables are either V itself or will be assigned
after V according to d.

When propagating constraints, LabeledADC enforces the adequate level of
k-consistency for all combinations of relevant (partial) scenarios arising from the
conjunctions of all labels related to the constraints in the buckets. That is, for
each V , it runs CCclosure on the set Closure = {� | (RS , �) ∈ Bucket(V )}.
After that, it generates a new constraint (RSn

, �n) for each �n ∈ Closure, where
Sn is the union of the scopes of the constraints in Bucket(V ) (whose labels
are entailed by �n) deprived of V . RSn

contains all tuples surviving the join of
the entailed constraints projected onto Sn (as in the classic ADC). If no empty
relation is computed, then the new constraint is added to the bucket of the latest
variable in Sn (if any). If Sn = ∅, then it means that the algorithm computed a
(implicit) unary constraint for V .

Finally, LabeledADC returns the set of buckets from which any solution
can be built according to d (or inconsistent if no solution exists).

However, given an ordering d, if LabeledADC “says no”, it could be a matter
of wrong ordering. Consider PersC, Q? and Sign in Fig. 2, and assume that
those three variables are ordered as PersC ≺ Q? ≺ Sign. Furthermore, consider
Fig. 1 and suppose that PersC = alice. When Q? is executed (Q? = wf), the
truth value of q becomes known (recall that in this partial scenario s(p) = �).
If s(q) = �, then Sign = bob and (alice,bob) ∈ (R6, p ∧ q) (Table 1g), but if
s(q) = ⊥, then Sign = bob and (alice,bob) �∈ (R6, p ∧ ¬q) (Table 1h).
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Algorithm 5. LabeledADC(Z, d) from [15].
Input: A CNCU Z = 〈V, D, D, OV, P, O, L, ≺, C〉 and an ordering d = V1 ≺ · · · ≺ Vn

Output: A set Buckets of buckets (one for each variable) if Z is consistent along d,
inconsistent otherwise.

1 foreach (RS , �) ∈ C do � Partition constraints as follows
2 Let V be the latest variable in S according to d
3 Let �Rem be the conjunction of all literals p or ¬p in � such that either V = P? or

V ≺ P? in d, where P? = O(p) � Remove unknown literals
4 Add (RS , � − �Rem ) to Bucket(V )

5 foreach V in d taken in reverse order do � Process buckets
6 Closure ← CCclosure({� | (RS , �) ∈ Bucket(V )})
7 for �n ∈ Closure do � new constraint’s label
8 Entailed ← {RS | (RS , �) ∈ Bucket(V ) ∧ �n ⇒ �}
9 Sn ← ⋃

RS∈Entailed S \ {V } � new constraint’s scope
10 Compute Rtmp ←��RS∈Entailed RS � enforce k-consistency
11 if Rtmp = ∅ then
12 return inconsistent

13 if Sn �= ∅ then � propagate the new constraint
14 RSn ← πSn (Rtmp) � Project onto the new scope
15 Let Vn be the latest variable in Sn according to d

16 Compute �Rem as before but w.r.t. �n
17 Add (RSn , �n − �Rem ) to Bucket(Vn)

18 Buckets ← {{Bucket(V )} | V ∈ V}
19 return Buckets

Algorithm 6. DC-checking (Z). The original version is in [15].
Input: A CNCU Z = 〈V, D, D, OV, P, O, L, ≺, C〉
Output: A tuple 〈d,Buckets〉, where d is an ordering for V and Buckets is a set of

buckets (one for each variable) if Z is DC along d, uncontrollable otherwise.
1 G ← 〈V, ≺〉 � All variables, whole partial order
2 foreach ordering d ∈ AllTopologicalSorts(G) do
3 Buckets ← LabeledADC(Z, d)
4 if Z is consistent (along d) then
5 return 〈d,Buckets〉

6 return uncontrollable

More simply, if Alice executes PersC and afterwards s(q) = ⊥, then no valid
user remains for Sign as our example calls for a binding of duties between the
two tasks (Table 1h). If Bob executes PersC and afterwards s(q) = �, then the
problem is the same (so there is no user who can be assigned conservatively to
PersC without any information on the truth value of q). Fortunately, PersC
and Q? are unordered (no precedence is specified between the two variables).
This situation allows us to act in a more clever way: What if we executed Q?
before executing PersC? In such a case, we would have full information on s(q)
and our strategy would be: if s(q) = �, then Alice, else Bob.
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Formally, DC-checking (Algorithm6) works by looking for an ordering d
coherent with ≺ such that LabeledADC “says yes” when analyzing Z along d. If
no ordering works, then the network is uncontrollable. DC-checking iterates on
all possible orderings by using internally the AllTopologicalSorts algorithm
[21]. Every time a total order is found, DC-checking runs LabeledADC on
the CNCU with respect to that order. If the CNCU is consistent, then DC-

checking stops and returns the order and the sets of buckets.
For example, the CNCU in Fig. 2 is DC along the ordering d1 = ProcR ≺

LogR ≺ P? ≺ Q? ≺ BusiC ≺ PersC ≺ Sign and uncontrollable along d2 =
ProcR ≺ LogR ≺ P? ≺ BusiC ≺ PersC ≺ Q? ≺ Sign (as PersC is assigned
before Q?).

We execute a CNCU proved to be DC as follows. Let �s be the label corre-
sponding to the current scenario. Initially �s = �. For each variable V along the
ordering d, if V is relevant for �s (i.e., if s |= L(V )), then we look for a value
v in the domain of V satisfying all relevant constraints in Bucket(V ). If V is
irrelevant (as �s falsifies L(V )), then we ignore V and go ahead with the next
variable (if any). Moreover, if V is an observation variable, where p is the asso-
ciated proposition, then �s extends to �s ∧p iff p is assigned true (i.e., s(p) = �),
and to �s ∧ ¬p otherwise. In this way, a partial scenario extends to a complete
one, one observation variable at a time.

A strategy to execute the CNCU in Fig. 2 is the following: Charlie executes
ProcR, Alice LogR and the workflow engine executes the first conditional split
connector (always). If s(p) = ⊥, then David executes BusiC. If s(p) = �, then
the workflow engine executes the second split connector to have full information
on q. If s(q) = �, then Alice executes PersC, else Bob. Bob executes Sign
(always).

The complexity of DC-checking is V! × Complexity(LabeledADC) as in
the worst case there are V! orderings. We leave the investigation of the complexity
of LabeledADC as future work.

6 Correctness of the Algorithms

We discuss some correctness results of the algorithms we proposed in Sect. 5. We
start by defining what soundness and completeness for a controllability checking
algorithm are.

Definition 13. A controllability algorithm is sound if, whenever it classifies a
CNCUs as uncontrollable, the CNCU is really uncontrollable, and it is com-
plete if, whenever a CNCU is uncontrollable, the algorithm classifies it as so. A
controllability algorithm is correct if it is sound and complete.

We sketch the proofs of the soundness and completeness of our algorithms.
Given a CNCU Z and any scenario s ∈ Σ, WC-checking runs Topologi-

calSort and subsequently ADC on Zs. If no total order exists for Zs or Zs is
inconsistent, then the original CNCU is uncontrollable as there is no way to sat-
isfy the constraints if s happens (regardless of whether we know it before starting
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the execution). Thus, WC-checking is sound. WC-checking is also complete
because it does so for all possible scenarios guaranteeing that if some projection
is inconsistent or no total order exists for that projection, WC-checking will
find out. Thus, WC-checking is correct.

SC-checking first wipes out the conditional part of the original CNCU
obtaining a super-projection whose set of constraints corresponds to the inter-
section of all sets of constraints (even inconsistent with each other) related to all
possible projections. Afterwards, SC-checking runs TopologicalSort and
then ADC on the resulting super-projection. Hence, SC-checking is sound and
complete as it computes a total order in a correct way (provided one exists) with
TopologicalSort which is known to be correct [21,22] and tests the resulting
projection along that order with ADC which is known to be sound and complete
[10]. Since all variables and constraints are kept, we are sure that a solution (if
any) will satisfy the “for all scenarios”-part as requested by Definition 9.

Note that WC-checking and SC-checking carry out the analysis on (pos-
sibly many) unconditional CNs. We point out that the chosen ordering according
to ≺ given in input to ADC never breaches soundness and completeness of ADC

but might only affect its complexity (see the discussion on induced width in [10]).
LabeledADC extends ADC to accommodate the propagation of labeled

constraints. When it adds a constraint to the bucket of a variable V it lightens
the label of the constraint by removing all literals whose truth value will be
still unknown by the time V executes. This is because the observation variables
associated to the propositions embedded in those literals will be executed after
V or coincide with V itself. For this reason, we must be conservative and consider
the constraint as if it just held, since we are unable to predict “what is going to
be”. LabeledADC propagates the constraints enforcing the adequate level of
k-consistency for all possible combinations of honest (partial) scenarios arising
from the labels of the constraints in a bucket. If LabeledADC detects an
inconsistency, it means that there exists a (partial) scenario for which the value
assignments to the variables of the CNCU (along with the ordering in input)
will violate some constraint. We believe that DC-checking is correct as it runs
LabeledADC on all possible orderings. If LabeledADC detects inconsistency
for all orders (or no total ordering exists), then the CNCU is uncontrollable
(soundness), whereas if LabeledADC finds an order for which LabeledADC

“says yes”, then the CNCU is dynamically controllable with respect to that order
(completeness). We leave a formal proof as future work.

7 Zeta: A Tool for CNCUs

We developed Zeta, a tool for CNCUs that takes in input a specification of a
CNCU and acts both as a solver for weak, strong and dynamic controllability as
well as an execution simulator. Listing 1.1 shows Zeta’s help screen.
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Listing 1.1. Zeta’s help screen.

Usage: java −jar zeta. jar <network.cncu> ACTION <network.ob> [N] [−−silent]

ACTION:
−−WCchecking performs weak controllability checking.
−−SCchecking performs strong controllability checking.
−−DCchecking performs dynamic controllability checking.
−−execute performs [N] executions of a (weakly/strongly/dynamically)

controllable network. If N is not specified , then the
default value is 1.

−−silent [−−silent] suppresses the output (optional) . If −−silent is
specified , then check the return value when doing −−WC,
−−SC and −−DCchecking. 0 means controllable, 1 means
uncontrollable .

Examples:
−−−−−−−−−

java −jar zeta. jar Network.cncu −−WCchecking Network.ob
java −jar zeta. jar Network.cncu −−SCchecking Network.ob
java −jar zeta. jar Network.cncu −−DCchecking Network.ob
java −jar zeta. jar Network.cncu −−execute Network.ob 1000

The input language of Zeta comprises five main sections. Listing 1.2 shows
the specification of the CNCU in Fig. 2 written in Zeta’s input language. There,
the section Domain specifies the set D, the section Variables specifies the sets
V and OV as well as the mappings O, D and L, the section Precedence specifies
the precedence relation ≺, and the section Constraints specifies the set C.

Listing 1.2. Specification of Figure 2 in Zeta’s input language.

1 Domains {
2 (D1 : alice bob charlie)
3 (D2 : alice bob charlie david)
4 (D3 : alice bob)
5 (D4 : wf)
6 (D5 : bob)
7 }
8
9 Propositions {

10 p q
11 }
12
13 Variables {
14 (ProcR : : D1 : )
15 (LogR : : D1 : )
16 (P : p : D4 : )
17 (Q : q : D4 : p)
18 (BusiC : : D2 : !p)
19 (PersC : : D3 : p)
20 (Sign : : D5 : )
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21 }
22
23 Precedence {
24 (ProcR < LogR)
25 (ProcR < P)
26 (P < Q)
27 (P < BusiC)
28 (P < PersC)
29 (LogR < BusiC)
30 (PersC < Sign)
31 (BusiC < Sign)
32 (Q < Sign)
33 }
34
35 Constraints {
36 # (R1, )
37 (ProcR LogR : (alice bob) (alice charlie ) (bob alice) (bob charlie)
38 ( charlie alice ) ( charlie bob) : )
39 # (R1, !p)
40 (ProcR LogR : (alice alice ) ( alice charlie ) (bob bob) (bob charlie)
41 ( charlie alice ) ( charlie bob) (charlie charlie ) : !p)
42 # (R2, !p)
43 (LogR BusiC : (alice bob) (alice charlie ) ( alice david) (bob alice)
44 (bob charlie) (bob david) (charlie alice ) ( charlie bob)
45 ( charlie david) : !p)
46 # (R3, !p)
47 (ProcR BusiC : (alice bob) (alice charlie ) ( alice david) (bob alice)
48 (bob charlie) (bob david) (charlie alice ) ( charlie bob)
49 ( charlie david) : !p)
50 # (R4, p)
51 (ProcR PersC : (charlie alice ) ( charlie bob) : p)
52
53 # (R5, !p)
54 (BusiC Sign : ( alice bob) (charlie bob) (david bob) : !p)
55
56 # (R6, p q)
57 (PersC Sign : ( alice bob) : p q)
58
59 # (R6, p !q)
60 (PersC Sign : (bob bob) : p !q)
61 }

Given a CNCU specification file network.cncu, we check weak, strong and
dynamic controllability by running

$ java −jar zeta. jar network.cncu −−WCchecking network.ob
$ java −jar zeta. jar network.cncu −−SCchecking network.ob
$ java −jar zeta. jar network.cncu −−DCchecking network.ob
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If the CNCU is proved controllable, Zeta saves to file the order and buckets
needed to later generate any solution. For weak controllability, Zeta does so
for any scenario and keeps the minimum set of scenarios. That is, considering
Fig. 2, if s(p) = �, then s(q) is irrelevant, therefore Zeta keeps s(p) = � only.
We execute a (controllable) CNCU by running

$ java −jar zeta. jar network.cncu −−execute network.ob [N]

where [N] (default 1) is the number of simulations we want to carry out. For
weak controllability, Zeta executes the CNCU with respect to each scenario,
whereas for strong and dynamic controllability, it executes the CNCU generating
a random scenario (that is why Zeta allows for multiple simulations).

We ran Zeta on the CNCU in Fig. 2. We used a FreeBSD virtual machine
run on top of a VMWare ESXi Hypervisor using a physical machine equipped
with an Intel i7 2.80GHz and 20GB of RAM. The VM was assigned 16GB of
RAM and full CPU power. Zeta proved in about 234ms that the CNCU in Fig. 2
is weakly controllable (saving an ob-file of 12Kb), is not strongly controllable
(in about 200ms) but is dynamically controllable in about 274ms (saving an
ob-file of 8Kb). For weak and dynamic controllability, the CNCU was correctly
executed. This example is available at http://regis.di.univr.it/LOP_LNAI2018.
tar.bz2. Listing 1.3 shows the output of Zeta.

Listing 1.3. WC, SC and DC-checking of Figure 2 with Zeta.

$ java −jar zeta. jar Example.cncu −−WCchecking Example.weak.ob
Weakly Controllable
$ java −jar zeta. jar Example.cncu −−SCchecking Example.strong.ob
Uncontrollable
$ java −jar zeta. jar Example.cncu −−DCchecking Example.dynamic.ob
Dynamically Controllable

Listing 1.4 shows one execution simulation for weak controllability. In the
execution, Zeta provides a solution (i.e., a consistent schedule plus a total order)
for each scenario. Zeta just picks up a random user for each variable among those
valid for the specific projection.

Listing 1.4. Execution simulations for Figure 2 (weak controllability).

$ java −jar zeta. jar Example.cncu −−execute Example.weak.ob
====================================
Scenario: !p
Order: ProcR −> P −> LogR −> BusiC −> Sign
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ProcR = alice
P = wf
LogR = charlie
BusiC = david
Sign = bob
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Verifying ... SAT!

http://regis.di.univr.it/LOP_LNAI2018.tar.bz2
http://regis.di.univr.it/LOP_LNAI2018.tar.bz2
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====================================
====================================
Scenario: p q
Order: ProcR −> P −> PersC −> Q −> Sign −> LogR
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ProcR = charlie
P = wf
PersC = alice
Q = wf
Sign = bob
LogR = alice
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Verifying ... SAT!
====================================
====================================
Scenario: p !q
Order: ProcR −> P −> PersC −> Q −> Sign −> LogR
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ProcR = charlie
P = wf
PersC = bob
Q = wf
Sign = bob
LogR = bob
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Verifying ... SAT!
====================================

Listing 1.5 shows three (random) execution simulations for dynamic control-
lability. In the execution, Zeta always provides a solution no matter which
scenario will arise (we isolated the executions generating all scenarios).

Listing 1.5. Execution simulations for Figure 2 (dynamic controllability).

$ java −jar zeta. jar Example.cncu −−execute Example.dynamic.ob 3
====================================
Order: ProcR −> LogR −> P −> Q −> BusiC −> PersC −> Sign
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ProcR = charlie
LogR = alice
P = wf, p = true
Q = wf, q = false
PersC = bob
Sign = bob
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Verifying ... SAT!
====================================
====================================
Order: ProcR −> LogR −> P −> Q −> BusiC −> PersC −> Sign
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ProcR = charlie
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LogR = alice
P = wf, p = true
Q = wf, q = true
PersC = alice
Sign = bob
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Verifying ... SAT!
====================================
====================================
Order: ProcR −> LogR −> P −> Q −> BusiC −> PersC −> Sign
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ProcR = charlie
LogR = alice
P = wf, p = false
BusiC = david
Sign = bob
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Verifying ... SAT!
====================================

Having Zeta allowed us to also carry out an automated experimental evalu-
ation to compare the performances of WC-checking, SC-checking and DC-

checking. We summarize our findings in the following.
We generated 3000 CNCUs partitioned in 3 sets of benchmarks: weak/,

strong/ and dynamic/. Each set contains a directory 6vars/ specify-
ing CNCUs with 6 variables and 5 sub-directories 2obs/, 3obs/, 4obs/,
5obs/ and 6obs/ partitioning them by the number of observation vari-
ables, where each Xobs contains 2 further directories controllable/ and
uncontrollable/, each one containing 100 CNCUs. We generated the net-
works such that: (i) all weakly controllable CNCUs are neither strongly nor
dynamically controllable and (ii) all dynamically controllable CNCUs are not
strongly controllable. For example, weak/6vars/3obs/controllable con-
tains weakly controllable CNCUs (only) with 6 variables, 3 of which are obser-
vation variables, strong/6vars/4obs/uncontrollable contains strongly
uncontrollable CNCUs with 6 variables, 4 of which are observation variables,
whereas dynamic/6vars/6obs/controllable contains dynamically (and
not strongly) controllable CNCUs with 6 (observation) variables.

In this way, for each kind of controllability we have the same number of
controllable and uncontrollable CNCUs specifying the same number of variables
and variating the number of observation ones. These sets of benchmarks (along
with the analysis that we are about to discuss) are available at http://regis.di.
univr.it/EE_CNCU_LNAI2018.tar.bz2.

Regardless of the set, each CNCU has exactly 6 six variables, where each
variable has the same 6 values in its domain. Each CNCU specifies a maximum
number of relational constraints of 40% of |V|×|OV|, where each (binary) relation
(Rij , �) has a maximum number of tuples of 50% of |D(Vi)| × |D(Vj)| and the
label � is generated randomly. Furthermore, all variables are unlabeled and no

http://regis.di.univr.it/EE_CNCU_LNAI2018.tar.bz2
http://regis.di.univr.it/EE_CNCU_LNAI2018.tar.bz2
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partial order is specified. This contributes to generating “hard” instances for
DC-checking as it forces it to run on potentially all orders.

We proceed by discussing the graphical data of the experimental evaluation
in Fig. 3 (time) and Fig. 4 (space), where x-axes always represent the number
of observation variables (i.e., the set of benchmarks under analysis) and y-axes
represent either the average time elapsed or the space consumed when saving
the “order and buckets” of a controllable CNCU in the specific set.

Fig. 3. Experimental evaluation with Zeta (time).

Figure 3a shows the time performance of WC-checking on weakly control-
lable CNCUs only. The results confirm that augmenting observation variables
worsens the time performance of the analysis. No other comparison is possi-
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ble here since this set of benchmarks contains neither strongly nor dynamically
controllable CNCUs.

Figure 3b shows the time performance of WC-checking, SC-checking and
DC-checking on weakly uncontrollable CNCUs. We recall that a weakly uncon-
trollable CNCU cannot be strongly controllable nor dynamically controllable.
Therefore, when CNCUs are uncontrollable for all three kinds of controllabil-
ity, SC-checking is faster than WC-checking which, in turn, is faster than
DC-checking to prove uncontrollability of the CNCUs.

Figure 3c shows the time performance of WC-checking, SC-checking and
DC-checking on strongly controllable CNCUs. We recall that a strongly con-
trollable CNCU is also weakly and dynamically controllable. Therefore, when
CNCUs are controllable for all three kinds of controllability, SC-checking is
faster than DC-checking which, in turn, is faster than WC-checking to val-
idate the CNCUs (note that in this case any order is fine for DC-checking).

Figure 3d shows the time performance of SC-checking on strongly uncon-
trollable CNCUs. Note that a strongly uncontrollable CNCU could be weakly
and/or dynamically controllable (that’s why we excluded WC-checking and
DC-checking from this comparison). The graph shows little difference on the
average times, which is because of the conditional part that is wiped out.

Figure 3e shows the time performance of WC-checking and DC-checking

on dynamically controllable CNCUs. We recall that a dynamically controllable
CNCU is also weakly but in general can be not strongly controllable (in the
sets we generated these networks so that they were not SC). Therefore, when
CNCUs are dynamically but not strongly controllable, WC-checking is faster
than DC-checking to validate them. This is because WC does not need to
brute-force all the orders.

Figure 3f shows the time performance of SC-checking and DC-checking

on dynamically uncontrollable CNCUs. We recall that a dynamically uncontrol-
lable CNCU is also strongly uncontrollable (but could be weakly controllable,
which is why WC-checking was excluded from this comparison). Therefore
when CNCUs are dynamically uncontrollable, SC-checking is faster than DC-

checking to prove uncontrollability. This depends on the fact that the condi-
tional part is wiped out but also that SC-checking does not brute-force all the
orders.

Figure 4a shows the space consumption of WC-checking for weakly con-
trollable CNCUs, confirming that augmenting the number of observations will
augment the size of the saved strategy. We recall that all variables in any CNCU
are unlabeled, therefore K observation variables imply 2K saved solutions.

Figure 4b shows the space consumption of WC-checking, SC-checking

and DC-checking for strongly controllable CNCUs (which are also weakly and
dynamically controllable). SC-checking saves strategies that are smaller than
those saved by DC-checking, which, in turn, are smaller than those saved
by WC-checking. This graph reveals that in a strategy, unfolding all sce-
narios (WC-checking) is worse than keeping them compact (DC-checking).
This is also confirmed by Fig. 4c, which shows the difference in space consump-
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Fig. 4. Experimental evaluation with Zeta (space).

tion between WC-checking and DC-checking for dynamically controllable
CNCUs (which are also weakly but not strongly controllable).

Finally, we executed all controllable CNCUs 1000 times. No one crashed.

8 Related Work

We begin the discussion of related work by considering constraint network for-
malisms. A CN [10] specifies a finite set of variables, a set of finite discrete
domains (one for each variable) and a set of relational constraints, and is a
possible formalism to model the CSP (i.e., finding an assignment of values to
variables satisfying all constraints). Solving the CSP is NP-hard [10]. Moreover,
given a minimal network (i.e., a network where the inference of new constraints
from the existing ones is no longer possible), generating an arbitrary solution is
NP-hard as well [17]. Node, arc and path consistency are pruning algorithms that
are know to be incomplete when looking for a minimal network [10]. Directional
consistency has been introduced to generate any solution limiting backtracking
[20]. Classic CNs in [10] do not address any uncontrollable parts. The work in this
paper proposes CNCUs to address conditional uncertainty and strongly relies on
directional consistency to deal with weak, strong and dynamic controllability,
which supersede classic satisfiability.

A Mixed CSP partitions the set of variables in controllable and uncontrollable
ones, and considers both full observability (FO) and no observability (NO). Full
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observability is when we get to known the uncontrollable part before making
our decisions. In [11], Fargier et al. provide a consistency algorithm assuming
full observability of the uncontrollable part. CNCUs do not have this restriction.
Indeed, CNCUs deal with another kind of uncertainty and handle FO, NO and
also partial observability (PO) via dynamic controllability.

Dynamic constraint satisfaction problems (DCSPs, [12]) introduce activity
constraints saying when variables are relevant or not depending on the values
assigned to some other variables. No uncontrollable parts are specified, therefore
the approach in [12] deals with satisfiability only. CNCUs deal with control-
lability. Some probabilistic approaches (e.g., [13]) attempted to find the most
probable working solution to a CSP under probabilistic uncertainty. Although
probabilistic uncertainty is of interest, CNCUs address exact algorithms. As a
result, CNCUs proved controllable will never break the execution if the cor-
responding control strategy is followed. In a Prioritized Fuzzy Constraint Sat-
isfaction Problem (PFCSP) (e.g., [23]) a solution threshold states the overall
satisfaction degree. CNCUs do not deal with satisfaction degrees.

We now turn to the subclass of CNs called temporal networks, where STNs
[1], CSTNs [3], STNUs [2], CSTNUs [5] and CSTNUDs [6] only model tempo-
ral plans without any resource. However, some extensions of temporal network
deal with resources. For example, in [24], STNUs are extended with security
constraints in order to model temporal role-based access controlled workflows
in which authorization constraints and temporal constraints mutually influence
one another. Controllability checking has not been addressed for such an exten-
sion. Access-Controlled Temporal Networks (ACTNs, [25]) extend CSTNUs to
represent a dynamic user assignment that also depends on temporal aspects,
so ACTNs can address workflows under conditional and temporal uncertainty
simultaneously. Weak and strong controllability are not addressed. Dynamic con-
trollability is reduced to controller synthesis for a timed game automaton encod-
ing the ACTN and synthesizes a memoryless execution strategy containing 1
action only for each uncontrollable behavior. CNCUs do not address temporal
constraints for the good reason that directional consistency (CNs) allows for
convergence when generating a solution only if a total ordering is followed. Most
temporal networks do not have this restriction. ACTNs solve this problem by
synthesizing memoryless execution strategies before starting. However, CNCUs
allow one to handle all possible users assignments (with respect to the order of
the variables) during execution.

Further related work has been carried out in the research communities focus-
ing on security and on workflows (nowadays better known as business process),
where the problem of verifying workflow features related to the assignment of
agents to tasks is known as workflow satisfiability and resiliency [26]. More
specifically, the workflow satisfiability problem (WSP) is the problem of find-
ing an assignment of users to tasks (i.e., a plan) such that the execution of the
workflow gets to the end satisfying all authorization constraints. The workflow
resiliency problem is WSP under the uncertainty that a maximum number of
users may become (temporally) absent before or during execution. If we think
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about a workflow context, then this paper dealt with a dynamic WSP by model-
ing an access controlled workflow with a CNCU for both checking controllability
and executing such a workflow.

In [27], Cabanillas et al. deal with resource allocation for business processes.
They consider a role-based environment and they do not impose any particular
order on activities. They also address workflow loops (repeating subparts of
the workflow) but their approach does not address history-based allocation of
resources. Dynamic controllability of CNCUs is a history-based controllability.

In [14], Zavatteri et al., define weak, strong and dynamic controllability of
access controlled workflows under conditional uncertainty. That work deals with
structured workflows by unfolding and encoding workflow paths into CNs, and
reasoning on the intersection of common parts. Furthermore, it considers binary
constraints only (whose labels are the conjunction of the labels of the connected
tasks) and assumes that a total order for the tasks is given in input. This paper
overcomes all these limitations and paves the way for a formal encoding of access
controlled workflows into CNCUs.

9 Concluding Remarks

CNCUs are a formalism to address conditional uncertainty in constraint net-
works. CNCUs implicitly embed classic CNs (if OV = ∅ and ≺= ∅). We sim-
plified the definition of weak, strong and dynamic controllability of CNCUs (as
well as the provided algorithms to check each kind of controllability) in order
to make them more understandable. The algorithms we provided rely on total
orderings on the variables. CNCUs not admitting any are uncontrollable for all
three kinds of controllability. We discussed the correctness and complexity of
our algorithms and provided Zeta, a tool for CNCUs that acts as a solver for
weak, strong and dynamic controllability as well as an execution simulator. In
particular, we discussed the input language of Zeta and used the tool to validate
the case study. We generated a set of benchmarks with which we carried out a
more targeted experimental evaluation comparing time performance and space
consumption of weak, strong and dynamic controllability. We made our tool, sets
of benchmarks and results of the experiments available online. Our preliminary
results suggest that strong controllability is the easiest type of controllability
to check, followed by weak controllability and finally by dynamic controllabil-
ity, which is currently the hardest one. Dynamic controllability is a matter of
order, whereas weak and strong controllability are not. Strong and dynamic con-
trollability provide usable strategies for executing workflows under conditional
uncertainty. Weak controllability calls for predicting the future. However, weak
controllability is important because a CNCU that is not weakly controllable will
never be strongly controllable nor dynamically controllable.

As future work, we plan to work on the all topological sort phase of DC-

checking in order to contain the explosion of this step. We also plan to inves-
tigate if CNCUs classified as non-DC with respect to all possible total orderings
might turn DC for some ordering that refines dynamically during execution, and
determine the complexity of (deciding) dynamic controllability of a CNCU.
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Abstract. The optimality-based design of the energy management of a
hybrid electric vehicle is a challenging task due to the extensive and com-
plex nonlinear reciprocal effects in the system, as well as the unknown
vehicle use in real traffic. The optimization has to consider multiple con-
tinuous values of sensor and control variables and has to handle uncer-
tain knowledge. The resulting decision making agent directly influences
the objectives like fuel consumption. This contribution presents a con-
cept which solves the energy management using a Deep Reinforcement
Learning algorithm which simultaneously permits inadmissible actions
during the learning process. Additionally, this approach can include fur-
ther state variables like the battery temperature, which is not considered
in classic energy management approaches. The contribution focuses on
the used environment and the interaction with the Deep Reinforcement
Learning algorithm.

Keywords: Energy management · Deep learning
Safe reinforcement learning · Hybrid electric vehicle

1 Introduction

Hybrid electric vehicles have gained increased attention due to their ability
to positively contribute to fuel reduction comparing to conventional combus-
tion vehicles. However, the development and operation of hybrid power trains
poses additional challenges regarding the coordination of multiple drive units
and energy storages. As introduction, this chapter outlines these challenges and
the resulting need for an energy management strategy. Furthermore, currently
applicated methods for solving the energy management are analyzed, resulting
in an overview of their weaknesses and the hypothesis, how the proposed Safe
Reinforcement Learning strategy can solve these.

1.1 Hybrid Electric Vehicles

Hybrid Electric Vehicles (HEV) are classified as vehicles which have at least
two energy storages and two energy converters for locomotion. Today, the most
c© Springer Nature Switzerland AG 2019
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widely spread implementation is the combination of a conventional internal com-
bustion engine (ICE) with an electric machine (EM) in combination with an
extended electrical energy storage (battery). With the EM assisting the ICE in
times of high loads, up to 30% of fuel can be saved, especially in urban envi-
ronments, where the efficiency of vehicles operated solely by ICE is typically
low [1]. Also, the vehicle deceleration can be exploited for energy recuperation,
meaning the conversion of braking energy into electric energy for recharging the
electric energy storage, further improving energy efficiency. Further information
on the varieties of hybrid drive configurations can be found in [1]. Nevertheless,
the additional drive unit increases the degree of freedom in the power train. A
decision making entity has to be established to decide if both drive units or only
one of the two units are used for locomotion given the current drive scenario
and regarding the optimization objective of energy efficiency. How the EM is
used to recharge the electrical energy storage is also part of this decision making
process. This process is called the Energy Management.

The goal of the energy management is to decide the division of the amount
of energy extracted out of each energy source in the vehicle at every moment
of driving, while considering multiple constraints. The vehicle control/operation
can be derived into two levels. The lower level – or component level – controls
the drive train components using classic feedback-control strategies. The higher
level – or supervisory level – controls the energy flows throughout the vehicle
with regard to the state of charge of the battery. The higher level is understood
as energy management or operating strategy and processes vehicle information
in its execution. This information includes i.a. rotation speeds and torques of
the energy converters, driver demands as velocity and acceleration, environmen-
tal influences like the slope. The goal of this level is the optimal usage of the
actuators, which is then realized by the lower level.

1.2 Existing Energy Management Approaches

The basic goal of the energy management is to define the use of the additional
drive units in the hybrid electrical vehicle, which is especially challenging due to
the huge amount of different traffic scenarios the vehicle can be exposed to. Also,
the control of the electric machine is continuous in contrast to boolean use – full
activation or deactivation. This vastly increases the solution space for solving
each traffic scenario. Thus, in a large number of publications, a fixed controller
structure is defined for which a parameter variation is performed. The Electric
Assist Control Strategy (EACS) [2] differentiates into operation modes – boost,
recuperation, load point shifting and electric drive. Threshold values are defined
for mode activation. Fuzzy approaches like [3] define fixed rules, whose quality
depends on the experts defining them. The Equivalent Consumption Minimiza-
tion Strategy (ECMS) [4] calculates the energy consumption of both storages
by merging them into one general consumption value using the equivalence fac-
tor lambda (Pequi = Pfuel + λ · Pelec) and then solving this simplified problem.
Especially due to the fixed controller structure as well as the dependence on
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simplifications and constraints, the described strategies cannot ensure a global
optimization of the energy management in all possible traffic scenarios.

The Dynamic Programming (DP) is a strategy which also optimizes the con-
troller structure as well as its parameters [5]. Nevertheless, solving continuous
problems with DP is only possible in special cases [6]. Thus, to enhance the prob-
lem solving for high dimensional continuous problems, an established practice
is the discretization of state and action spaces. However, a wide discretization
decreases the optimization quality. A fine discretization decreases application
performance. Additionally, the DP needs perfect system models. In the context
of vehicle driving, this includes the driver model as well as the vehicle model.
A realistic model representing all possible stochastic situations occurring in real
traffic, cannot be derived. Nevertheless, the DP with a pre-defined velocity profile
can be used as benchmarking algorithm [7].

1.3 Safe Reinforcement Learning

According to [6] and [8], a solution of the previously described dilemmas are
Reinforcement Learning (RL) approaches. These do not need perfect models and
modern approaches like the DDPG [9] use artificial neural networks to approxi-
mate the state space. Also, as RL approaches are learning-based strategies, they
can adapt to real world traffic scenarios.

Reinforcement Learning algorithms consist of an decision-maker (Agent),
which directly influences the system (Environment). The agents receives feed-
back about the quality of its decisions getting Rewards, which are processed in
the learning procedure. Additionally, further control variables like the battery
cooling can be considered by the RL approaches, which are not part of classic
strategies.

One significant objection to the use of RL approaches in safety critical appli-
cations, is the unpredictability of future decisions of the agent based on the learn-
ing process. In order to still ensure the application safety, Safe Reinforcement
Learning introduces a separate validation subalgorithm Shield [10] following the
agent, which verifies the decisions regarding pre-defined boundary conditions
and which can override these in case of occurring harm.

1.4 Structure of the Contribution

As the Safe Reinforcement Learning algorithm is proposed to solve the energy
management problem in this paper, chapter two gives detailed background about
this algorithm. Chapter three describes the vehicle model (Environment) in
which the algorithm is used. Chapter four details the implementation of the
algorithm and the interaction with the environment. In chapter five the results
of the energy management optimization are discussed and concluded in chapter
six.
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2 Background

In the first section of this chapter, the basic concept of Reinforcement Learning
an Q-Learning are described. Thereafter, this is extended to Deep Reinforce-
ment Learning and a discourse about the handling of continuous parameters is
provided. Finally the chapter concludes with the introduction of the Safe RL
algorithm.

2.1 Reinforcement Learning (RL)

Reinforcement Learning [6] is an interactive process inspired by the means
human beings and animals learn. Thereby, an agent is interacting with its envi-
ronment using the trial-and-error principle to learn how to maximize a numerical
value representing its actions in order to gain a maximum return. The structure
of this procedure is shown in Fig. 1. In each discrete time step t, the agent is
confronted with a state st ∈ S by the environment, for which it must choose an
action at ∈ A. Here, S is the entirety of all possible states and A = A(st) are all
possible actions at the state st. For each performed action, a new state st+1 and
a numerical feedback rt+1 as the reward are handed to the agent. The reward is
calculated by the environment according to the reward function considering the
chosen action. A learning process occurs, if the agent maximizes his return Gt

with continued interaction based on its chosen actions. The return is a weighted
sum of all future rewards and therefore is also called a cumulative reward :

Gt = Rt+1 + γRt+2 + γ2Rt+3 + . . . =
∞∑

k=0

γkRt+k+1 (1)

The weighting γ ∈ [0, 1] is called discount factor and indicates the impact of
future rewards on the return in time step t. In contrast to explicitly learn this
Policy, a variety of RL algorithms use an implicit learning procedure in which
states and actions are related to the value of the expected return. This is done
using value functions, which can be distinguished into the.

Fig. 1. Agent-environment interaction [6].

State-Value-Function Vπ(s)
The expected return when beginning in state s and following the policy from
thereon, with Eπ as expected value of the policy for an arbitrary time step t.

Vπ(s) = Eπ[Gt|st = s] = Eπ

[ ∞∑

k=0

γkrt+k+1|st = s

]
(2)
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State-Action-Value-Function Qπ(s, a)
The expected return when beginning in state s, choosing action a and following
the policy from thereon.

Qπ(s, a) = Eπ[Gt|st = s, at = a] = Eπ

[ ∞∑

k=0

γkrt+k+1|st = s, at = a

]
(3)

Both functions can be learned by the agent during interaction with its environ-
ment using various algorithms in an iterative adaption process, resulting in an
optimal policy. For example, if the state-action-value (also Q-Value) is known for
each action in each state, the optimal policy choses the action with the highest
value for each state, which automatically leads to the highest return:

π∗(s) = arg max
a∈A(s)

Q(s, a) (4)

To explain the iterative learning process, the Q-Learning shall be introduced
next. Because of its simplicity and effectivity it is easy to use and also is the
fundament of modern approaches like Deep Reinforcement Learning.

Q-Learning: is a model-free algorithm in which the agent does not need any
knowledge about the environment or the reward function. The agent learns
through experience gained after the execution of an action in its environment
in each time step. Using this experience, the agent can constantly perform an
assessment of the Q-Value function (see above). The iterative adaption of such
an assessment is called a Temporal Difference (TD) procedure, which is of high
importance in solving RL problems. For each experienced state st and related
action at, the current assessment Qπ(st, at) can be updated by the experienced
reward rt+1 and the Q-Value of the next state st+1:

Qπ(s, a) := Qπ(s, a) + α

[
rt+1 + γ max

at+1
Qπ(st+1, at+1) − Qπ(st, at)

]
(5)

with α ∈ (0, 1] as the learning rate. Qπ(st+1, at+1) represents the best possible
assessment of the future at time step t. An assessment based on other assessments
is called Bootstrapping and is one of the core ideas of TD procedures. As S and
A(s) are discrete quantities of states and actions, the learned Q-Values can be
stored in a solution table named Q-Table. Therefore, Q-Learning is categorized
as a Table-Look-Up procedure.

Linear function approximations as extension to Q-Tables have been a widely
used approach to reduce the calculation time at increasing parameter numbers.
Only a few lasting successes are known as the instability and sensitivity of the
learning procedure increase. Only recently the advances in Deep Learning with
neuronal networks have enabled RL for high dimensional problems, which is
known as Deep Reinforcement Learning. These methods shall be explained in
the next subchapter.
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2.2 Deep Reinforcement Learning

Deep Reinforcement Learning uses deep neural networks [11] as Q-Value function
approximatora, which is called a Deep-Q-Network (DQN) [12], instead of a Q-
Table. The neural networks with its trainable parameters θ outputs a Q-Value
Q(s, a|θ) for each of the n possible actions. In contrast to Q-Learning, however,
the agent does not try to iteratively evaluate all possible actions in the entire
state space, but instead learns through the training to approximate the true
Q-Value function Q(s, a) with the neural network. Stability of the algorithm is
mainly achieved by the following two measures.

Experience Replay: A limited data buffer is used, which stores the state st,
the selected action at, the successor state st+1 and the obtained reward rt+1 for
a certain number of preceding time steps. Rather than always training with the
most up-to-date data, the iterative update of network parameters θ is realized
using minibatches, a sample of N randomly selected state-action reward com-
binations from the data buffer. Since it is possible in principle for samples to
be selected several times for the training, the efficiency in handling the data is
increased at the same time.

Target Networks: The Loss function determines the current network output
error to the desired output for training the DQN. Similar to Q-Learning and
Eq. 5, the future rewards must be estimated with bootstrapping to find a differ-
ence. The costs L of a Q-Value approximation in time step t are also calculated
in the DQN algorithm with:

Lt(θt) = E[(yt − Q(st, at|θt))2] (6)

Here, yt is the current target value, which is estimated via the received reward
rt+1 and the highest Q-Value in the state st+1. Since a corresponding opti-
mization of the network parameters θ to minimize the cost L changes not only
Q(st, at|θ) but also Q(st+1, at+1|θ), the stability of the learning process can be
strongly influenced. To prevent this, Mnih et al. [12] introduce a second neural
network with the parameters θ′, the target network. Using this, the estimation
of the target value can be done independent of the DQN for the training process:

yt = E[rt+1 + γ max
at+1

Q(st+1, at+1|θ′)] (7)

After a certain number of C time steps, the network parameters are transmitted
θ′ ← θ, which synchronizes the target network with the DQN and allows a slow
but stable adaptation of the two networks. A more detailed description of the
process and a presentation of the results can be found in the related publications
in [12] and [13].

Actions with Continuous Parameters
The Deep Deterministic Policy Gradient (DDPG) from [9] is based on an actor-
critic-approach already known from [6] and is supplemented with the modern
methods of Deep-RL. Actor-Critic methods consist of two independent compo-
nents. The actor represents a policy μ that assigns an action a to each state
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s. The critic, on the other hand, uses an estimate of the action value function
Q(s, a) to criticize or evaluate the decision made by the actor.

The training of a DDPG agent consists of two parallel learning processes.
On the one hand, the critic has to learn about the closest possible approxima-
tion of the Q-Value function via continuous interaction with the environment.
Second, the actor uses the current approximation of the Q-Values to adjust its
policy to maximize the cumulative reward. For the critic, Silver et al. build on
recent successes in Deep Learning and use Deep-Q networks with customizable
parameters θQ to approximate the Q-Value function Q(s, a). The learning pro-
cess then is realized in accordance with the approaches explained in Sect. 1.3. At
each time step t, the agent selects, through Experience Replay, a minibatch of N
random samples (st, at, rt+1, st+1) of the data buffer R. The costs of the current
approximation Q(si, ai|θQ) with respect to a target value yi are determined by
the mean square error:

L =
1
N

N∑

i

(yi − Q(si, ai|θQ))2 (8)

Since the target values yi consist of an estimate of future rewards, a second
target network with parameters θQ′

is used to ensure the stability of the learning
process. The action ai+1 chosen for si+1 is determined via the target network of
the actor μ′ with the parameters θQ′

:

yi = E[ri+1 + γQ′(si+1, μ
′(si+1|θμ′

)|θQ′
)] (9)

Unlike the original DQN algorithm, the DQN and target network are synchro-
nized

θQ′ ← τθQ + (1 − τ)θQ′
(10)

with τ << 1 at each time step. With the loss function and a common optimiza-
tion method, the parameters of the DQN can then be updated in a simplified
way using

θQ ← τθQ + α∇θL (11)

in the direction of lower cost, where ∇θL is the gradient of L to the parameters
θ and α the step size (learning rate) of the learning process. There are a lot more
complex optimization methods for the learning process of neural networks and
Eq. 11 is only intended to clarify the basic procedure.

In the second step, the actor uses the evaluation of his selected action by the
critic for the iterative improvement of the policy μ, which is also represented by
a neural network. For this it uses the deterministic policy gradient ∇θμJ which
is derived in [14] as the border case of a stochastic policy gradient and which
can be understood as a gradient of the Q-Value to the parameters of the policy
network ∇θμQ. With the help of the chain rule the gradient calculates as follows:

∇θµJ = Eμ[∇θµQ(s, μ(s|θμ)|θQ] = Eμ[∇aQ(s, a|θQ) · ∇θµ(s|θμ)] (12)
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The policy gradient indicates the performance of the currently pursued strategy
and points towards higher Q-Values. If the actor updates its network parameters
according to the gradient, as in Eq. 11, it also increases its yield.

Finally, the Deep RL algorithm is expanded to the Safe Deep RL. The basic
concept is described in Sect. 1.3. The detailed implementation can be found in
Sect. 4.6.

3 Environment

The overall goal is to implement the Deep RL agent into real vehicles as the
energy management, where it can adapt to the occurring traffic scenarios. But
as proof of concept in this contribution, the agent is executed using simulative
models first. This also gives the opportunity to provide a learning advance for
real world usage. Therefore, the environment described in this chapter consists of
a vehicle model which is influenced by the agent, as well as a driver model which
provides the demanded velocity profiles as input to the vehicle model (see Fig. 2).
The most pragmatic approaches to provide said velocity profiles, are previously
defined profiles like the New European Drive Cycle. Nevertheless, providing only
one fixed cycle can lead to overfitting of the learning procedure, which has to
be avoided. As a result, a driver model which can provide a limitless amount of
stochastic velocity profiles is used in this contribution.

Agent Shield

reward r

state s
action a

Energy Management Agent

velocityk velocityk+1

Driver-Model

Vehicle-Model

Environment

safe
action

desired
action

Fig. 2. Agent-environment interaction HEV.
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3.1 Driver Model

The stochastic driver model from [15] already implicitly contains the driving
environment (city, country, altitude profile) in which the vehicle is driven by the
driver. Also, by selecting a specific database (market, traffic situation and driving
style), the calibration purpose can be set. The tuning of operating strategies
towards special features in real-world driving scenarios can be seen as a major
benefit for customers concerning fuel efficiency of their vehicles since it can be
assumed that e.g. an operating strategy derived with European driving data will
not work as efficient in India or China. As the driver model is not influenced by
the optimization proposed in this paper, it is not discussed in full detail. How
the derivation of the real world driving cycles is realized, can be found in detail
in [15] and [16].

3.2 Vehicle Model

This section describes the vehicle model as part of the environment, which is a
reverse-oriented model. This quasi-static approach depends on the assumption
that the drive cycle is precisely fulfilled by the vehicle. To realize this, the drive
cycle is divided into small time intervals for which a constant velocity, torque, and
acceleration are assumed. This is equivalent to the neglect of internal drive train
dynamics [17]. Each drive unit component is modeled describing the relation
of the inputs and outputs. This relation is realized by modern approaches like
polynomial models or artificial neural networks.

[Vfuel, SOC, Tbat] = f(vhev, αslope, Paux, T rqem, Ccool, Gear) (13)

vhev

αslope

Vfuel

Gear

Tem

Paux

SOC

ϑbat

Ccool

Vehicle Model

Fig. 3. Vehicle model system function.

The necessary data originates from dynamometer test series, onboard mea-
surements (e.g. for the battery cooling), as well as component test benches.
Because of this empirical modeling, there have to be no assumptions about the
degree of efficiency of the components. Also, the resulting models offer short
executions times in contrast to physical models, which is especially advanta-
geous for optimization purposes [18]. The complete vehicle model represents the
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functional relation as described in Eq. 13 and visualized in Fig. 3. It includes
the battery temperature and cooling in contrast to classic energy management
approaches. The vehicle velocity vhev, slope αslope, and gear are influences by
the driver. The target torque of the elecrtic machine Tem and the control of
the battery cooling Ccool are controlled by the energy management. The electric
power of the auxiliary components Paux currently is a constant value but will be
extended to a dynamic input in future contributions. Figures 4, 5 and 6 extend
step by step the content of the vehicle model by necessary submodels.

Driving
Resistance

Model

Twheel

nwheel

vhev

αsolpe

Combustion
Model

Vfuel

Gear

Tem

Paux SOC

ϑbatCcool
Vehicle Model

Fig. 4. Vehicle model combustion submodels.

In Fig. 4 the vehicle model is extended by the combustion model, which
calculates the fuel consumption output Vfuel. The submodel is realized using
an empirically trained Multi-Layer-Perceptron Model. Besides the torque of the
electric machine Tem and the gear as given inputs to the overall vehicle model,
the submodel requires the torque Twheel and rotation speed nwheel at the wheels.
These are calculated by the driving resistance submodel, with the given vehicle
velocity vhev and slope αslope as inputs. Here, nwheel can directly be calculated
according to Eq. 14, with rdyn as the given dynamic wheel radius.

nwheel =
vhev

2π · rdyn
(14)

Twheel is calculated according to Eq. 15, with Fpp as the propulsion force
which is calculated according to Eq. 16, with the acceleration force Facc, roll
resistance force Frr, air resistance force Fair, and the slope force Fslope.

Twheel = Fpp · rdyn (15)

Fpp = Facc + Frr + Fair + Fslope (16)

The acceleration force Facc is the multiplication of the vehicle mass mhev and
the vehicle acceleration ahev, which is the derivation of the given vehicle speed
vhev.

Facc = mhev · ahev (17)
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The roll Frr and the air resistance Fair are substituted by a polynomial
function of second degree according to Eq. 18 [19]. The polynomial values R0, R1,
and R2 are empirically measured. Fslope as final part for the calculation of Twheel

is determined according to Eq. 19, with the vehicle mass mhev, gravitational
acceleration g and the vehicle model input slope αslope.

Frr + Fair = R0 + R1 · vhev + R2 · v2
hev (18)

Fslope = mhev · g · sin(αslope) (19)

Driving 
Resistance

Model

Twheel

nwheel

vhev

αslope

Combus on 
Model

Vfuel

Gear

Tem

Electric 
Machine 
Model

Pem

ncsTrans-
mission 
Model

-

Paux - Ba ery 
Model

SOCPbat

ϑbatCcool
Vehicle Model

Tcs

Fig. 5. Vehicle model electric machine submodels.

Figure 5 extends the vehicle model with the electric machine submodels,
which calculate the State of Charge SOC as vehicle model output. The battery
model itself is the last entity in this combination of submodels and calculates
the final SOC, using the requested electrical power Pbat as input, which has a
positive value when delivering and a negative value when recuperating energy.
The model is basically a dipole substitute model with the power Ibat calculating
according to Eq. 20, with the battery resistance Rbat and battery voltage Ubat,0.
Using Ibat, the SOC can be determined according Eq. 21, with the electrical
charge of the battery Qbat,max.

Ibat =
Ubat,0 −

√
U2

bat,0 − 4 · Pbat · Rbat

2 · Rbat
(20)

Ibat(t) = −ΔSOC(t) · Qbat,max

Δt
(21)

The requested power Pbat at the battery is the sum of the auxiliary power
demand Paux and the electrical machine power demand Pem, which can be pos-
itive or negative depending on the operation mode. The electric machine sub-
model is realized using an polynomical model, which is derived empirically and
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calculates the power demand Pem. The inputs for this calculation are the rota-
tion speed of the crankshaft ncs, torque at the crankshaft Tcs, and requested
electric machine torque Tem.

Crankshaft torque Tcs and rotation speed ncs are provided by the trans-
mission submodel, which transmits the wheel torque Twheel and rotation speed
nwheel provided by the driving resistance submodel according to Eqs. 22 and 23
using the current transmission gear ratio gtm.

ncs = gtm · nwheel (22)

Tcs =
1

gtm
· Twheel (23)
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Fig. 6. Vehicle model battery cooling and derating submodels

Figure 6 finalizes the vehicle model with the cooling, battery management,
and derating submodel. The cooling submodel calculates the power demand of
the cooling system Pcooling, which is added to the calculation of the requested
battery power Pbat. Also, it calculates the vehicle model output battery temper-
ature ϑbat. The global input cooling control Ccool, which is a percentage value in
between −100% and 100% (cooling and heating), and the battery current Ibat are
used as inputs. The battery management submodel calculates the derating fac-
tor, which is processed by the derating submodel. The battery temperature ϑbat

and current Ibat are used as inputs. As these submodel structures are protected
by non-disclosure, further details cannot be provided here about the internal
model structures.

The battery temperature is a critical factor influencing the lifespan of the
battery [21]. Therefore, a consideration in the context of the battery model is rea-
sonable. High charge and decharge currents increase the cell temperature, which



Safe Deep Reinforcement Learning Hybrid Electric Vehicle Energy 173

can exceed the allowed limits, and thus lead to damage and accelerated aging
of the battery. To prevent these, the power output is reduced if a temperature
threshold is reached. This procedure is called derating [20]. Experienced-based
derating diagrams punish high currents and excessive deviation from the optimal
battery temperature. The power output reduction is achieved by influencing the
requested electric machine torque Tem.

3.3 Driver and Vehicle Model Interaction

In each time step, the driver model receives the velocity in the current state k
from the vehicle model, on which the driver model chooses an acceleration. As
described in Sect. 3.1, the driver is realized by representative drive cycles, which
include the environmental data like the slope. Based on the current velocity, the
velocity for the next state k + 1 is derived, as well as the slope and gear. These
are delivered to the vehicle model as inputs.

4 Energy Management Agent

This chapter describes the implemented agent as well as its interaction with
the environment described in Chap. 3 and visualized in Fig. 2. As introduced
in Sect. 1.3, the Agent executes actions a onto the environment. To constantly
increase its decision-making process leading to the choice of actions a, the agent
learns and adapts using the environment state s and a reward r which represents
the feedback about the quality of the results of the actions a. The structure of
this chapter orientates at this procedure first describing the actions a which can
be understood as the agent outputs. Thereafter, the environment states s and
rewards r, which can be understood as input to the agent, are detailed. Next,
the agent algorithm itself and the learning procedure are detailed. Finally the
Shield is introduced in between the agent output and the environment, which
extends the Deep Reinforcement Learning to the Safe Deep RL by validating
and possibly overwriting bad actions of the agent and thus safeguarding the
environment.

4.1 Agent Actions

The agent controls the torque demand of the electric machine Tem, as well as
the cooling control variable Ccool, which are both direct inputs to the vehicle
model of the environment. Thus, the set actions in each time step are defined
according to Eq. 24.

a = [Tem, CCool] (24)

4.2 Environment States

As described before, the objective of the energy management is the minimization
of the vehicle energy consumption. To achieve this, the agent influences the
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vehicle model part of the environment as shown in Fig. 2. Nevertheless, the
biggest influence factor to the vehicle consumption is the velocity demand by
the driver given by the driver model of the environment. Although it is possible
to influence the velocity by the agent, in this contribution the driver is still
independent. Optimizing the velocity profile is a different kind of task, which is
not the goal of the research here. Nevertheless, as the velocity demand of the
driver is still the largest influence on the optimization goal, the agent has to
consider this. Thus, the rotation speed at the wheel nwheel, torque at the wheel
Twheel, and gear are part of the state vector s. In the model application in this
contribution, the gear is a direct output of the driver model, whereas nwheel and
Twheel are calculated by the driving resistance submodel of the vehicle model.
Although technically part of the vehicle model, nwheel and Twheel are directly
influenced only by the driver model and not by the agent (compare to the action
description in the previous subschapter).

Besides the driver influence, the vehicle state includes the state of charge
SOC and battery temperature ϑbat outputs of the vehicle model as described in
Sect. 3.2. Additionally, the internal vehicle model derating variable D is included
in the state vector. These last three states are influenced by the agent. Thus,
the environment state s is defined according to Eq. 25.

s = [nwheel, Twheel, gear︸ ︷︷ ︸
Drivers influence

, SOC, Tbat,D︸ ︷︷ ︸
Agents influence

] (25)

4.3 Rewards

The reward r is the combined energy conversion of both energy storages, chemical
Eche and electrical Eel, in each time step. As RL algorithms typically try to
maximize the reward, the inverse annotation for the rewards is defined according
to Eq. 26. The vehicle model output fuel consumption Vfuel is converted to the
chemical energy consumption Eche, whereas the electrical energy consumption
is calculated by the multiplication of battery current Ibat and voltage Ubat,0.

r = −(Eche + Eel) (26)

4.4 Agent Implementation

The chosen Deep RL agent is the Deep Deterministic Policy Gradient (DDPG)
algorithm [9]. In [22], nine different continuous control Deep RL approaches have
been compared according to various benchmarks. Compared to the others, the
DDPG algorithm was particularly outstanding due to its fast convergence during
the demanding Half-Cheetah benchmark. Introduced by Lillicrap in 2015, the
DDPG is an actor critic, model-free algorithm working with continuous actions.
This algorithm was able to solve more than 20 simulated physical tasks in a
robust manner in [22]. The simulations were based on the same learning algo-
rithm, the same neural network architecture and utilized the same hyper param-
eters for all tasks. This strategy qualified the DDPG algorithm as an approach
for solving the HEV energy management problem.



Safe Deep Reinforcement Learning Hybrid Electric Vehicle Energy 175

Details on the structure of the DDPG can be found in [9]. In the imple-
mentation of this contribution, the training of the neural networks is performed
using the Adam Optimizer [24] with a learning rate of 10−5 for the actor, and
10−4 for the critic. The discount factor is γ = 1.0. The soft target update is
performed with τ = 0.001. Rectified non-linearities [25] were used for all hidden
layers. The actor’s final output layer was a tanh layer to bind the actions. The
low-dimensional networks had 2 hidden layers of 400 and 300 units. Actions were
included in the second hidden layer of Q. Mini batch sizes of 64 are used. The
replay buffer has a size of 106.

An additional challenge for Deep RL implementations is the conflict between
exploitation and exploration. To achieve a large reward, the agent has to prefer
actions which have achieved good results in the past (exploitation). On the other
hand, the agent has to try new actions in order to enlarge the gained knowledge
about the environment (exploration) [6]. To solve this conflict, the Ornstein-
Uhlenbeck process [26] is suitable especially for continuous environments [23].
This procedure generates temporal correlated random samples of a Gaussian
distribution. The samples influence each other in that two consecutive samples
are likely to be closer together. Thus, smooth transitions are generated, which
are advantageous especially for the control of engines.

4.5 Training

The training is achieved by processing a series of velocity profiles. In order to
avoid overfitting and achieve a good generalization, the velocity profiles and
initial vehicle states (state of charge, battery temperature, derating) vary for
each episode. This can be understood as representing different vehicle trips, even
if the same route is chosen. During training, a fixed reference velocity profile is
processed every ten stochastic profiles to supervise the learning process. This
procedure is necessary, as the quality of the achieved results in each stochastic
profile is also influenced by the initial values and specifics of the profiles. Thus,
a reference is needed to exclude this influence for evaluation purposes.

4.6 Shield

As introduced in Sect. 1.3 and shown in Fig. 2, the shield is implemented between
the agent and the environment. Its purpose is the safeguarding of the environ-
ment by overwriting damaging actions from the agent. Thus, the shield converts
the desired action of the agent into a safe action for the environment. The desired
action is only altered, if violating the safety rule in the shield.

In the implementation in this contribution, the shield constraints the maxi-
mum and minimum battery power. As the shield is informed about the current
vehicle state s, the currently possibly battery power influenced by the derating
of the battery management is known and can be compared to the requested elec-
tric machine performance by the agent. If the agent action leads to a violated
battery power constraint, the action is altered according to the possible power
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output. Also, the maximum and minimum battery power is limited to the state
of charge, which also affects the battery cooling.

5 Results

In the related contribution [27], the successful use of Deep RL for energy man-
agement has been proven, approximating the optimum. The current contribution
extends the content by including the battery temperature and cooling, as well
as the derating in the energy management. The achieved results by the Deep RL
are described using two scenarios. First a constant downhill drive is discussed,
which is suitable to verify the correct behavior of the agent, as the wheel rota-
tion speed nwheel, torque Twheel, and gear are constant. The second scenario is
a mixed real drive, consisting of urban, country, and highway parts. This is used
to validate the energy management purpose of energy consumption reduction.

5.1 Constant Downhill Drive Scenario

The constant downhill scenario illustrates the difficulty of manually defining
suitable control strategies for the electric motor and the battery cooling, without
the derating entirely limiting the performance of the system. Even at constant
values for wheel speed, wheel torque and gear, finding a suitable control cannot
be determined intuitively or by a few tests.

The negative slope in this scenario is chosen, so that the vehicle could poten-
tially use full recuperation in each time step, with the electric machine in gen-
erator mode recharging the battery. Generally, the energy management tries to
increase the state of charge as quick as possible. All manually defined strategies,
which could potentially be applicated operation strategies, trigger full derating.
The next step could be to determine threshold values to avoid full derating. On
the other hand, this process could be completely left to the Deep RL agent.

The agent has to prevent the derating of the power consumption capabil-
ity of the battery, while simultaneously using the cooling to keep the battery
temperature in the best operation point, and while trying to reduce the energy
consumption. The initial state of charge is SOCt0 = 0.1, battery temperature
Tbat,t0 = 35◦C, and derating DRt0 = 0.

Conventional Results
Figure 7 visualizes the resulting time diagrams of the state of charge SOC, bat-
tery temperature ϑbat, derating D, battery power Pbat, and control of the cooling,
for multiple conventional solutions of the energy management. In every manu-
ally defined strategy, the derating is fully utilized, so that the battery cannot
gain any more energy after half of the scenario. The best final state of charge
is about SOCtend

= 0.16. Note, to increase the visuability of the relevant effect,
the battery capacity in this example has been enlarged by a factor of ten.
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Fig. 7. Conventional results of the downhill scenario for multiple operation rules.

Deep RL Results
Regarding the Deep RL, Fig. 8 shows the parameters analogically to the eval-
uation of the conventional results. The time curves represent variating initial
states of the vehicle, which the trained Deep RL agent is confronted with in this
evaluation.

The blue lines represent a scenario execution using the same initial states
for the vehicle as used in the conventional results derivation (Fig. 7). Comparing

Fig. 8. Deep RL results of the downhill scenario for multiple initial vehicle states.
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these, the Deep RL agent achieves superior results with an final SOC of 0.4
in contrast to a SOC of 0.16 achieved by the conventional strategies. Also, the
agent chooses similar battery temperatures and derating values, independent of
the vehicle initial values. Thereby, the derating never increases to the full value of
1. The evaluation of this scenario proves, that the Deep RL agent can constantly
charge the SOC independent of the initial vehicle values.

5.2 Real Drive Scenario

Figure 9 shows the learned control strategies of the agent during the vehicle usage
in the defined real drive. Three 50,000 second trips are visualized with the Deep
RL energy management agent. In the top diagram the speed is plotted, in the
second diagram the SOC curve, below the battery temperature and lastly the
derating curve over time. Each drive has a different velocity profile and initial
vehicle values.

The agent keeps the SOC in a range of about 50 to 90% regardless of the ini-
tial SOC value. The agent automatically keeps the battery temperature within
the temperature range that is most suitable regarding derating. The agent iden-
tifies this by itself through interaction with the environment. The value for der-
ating is always kept below a value of about 0.6. The full control of derating,
which would result in a full restriction of the use of the electric motor, is not
triggered at any time.

The progression of the values of the parameters influenced by the Deep RL
agent are in plausible ranges. It can be summarized that the agent is able to
understand the extended energy management problem and to independently set

Fig. 9. Deep RL results of the real drive scenario for multiple initial vehicle states.
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all relevant condition and action variables in such a way that the overall goal,
the reduction of energy consumption, is achieved.

6 Summary and Further Work

The objective of this contribution is to present a Safe Deep RL implementation
for solving continuous energy management problems in hybrid electric vehicles
and to evaluate its potential in comparison to conventional rule-based strategies.
To achieve this goal, the contribution gives a short introduction into Deep RL
algorithms, and describes the vehicle and driver model as environment in which
the Deep RL agent is deployed. After detailing the relations and work flows, the
Deep RL results are discussed at two scenarios.

In the constant downhill scenario, the performance of the Deep RL agent in
contrast to multiple conventional strategies is shown. With an state of charge
increase as objective in this scenario, the Deep RL agent performed above expec-
tations, being able to increase the SOC 250% of the best of the tested conven-
tional methods. The real drive scenario showed the plausible adaptation of the
agent to multiple drives and can be understood as the proof of concept of using
Deep RL agents for solving continuous energy management problems of hybrid
electric vehicles.

Meanwhile, apart from the DDPG algorithm, other Deep RL algorithms have
been introduced. On the one hand, it is planned to draw comparisons with the
A2C [28], A3C [29], and PPO [30] algorithms. On the other hand, hyperparam-
eter optimizations represent a further goal of the investigation.

Furthermore, the state space shall be expanded. E.g. the power of the auxil-
iary users is planned to be used as a dynamic state variable in the future, as well
as further variables with influence on energy consumption. In the long-term per-
spective, including the variables influencing the vehicle emissions is a reasonable
goal. Also, it is planned to fine tune agents, which are trained in simulation, on
power train test benches.

Finally, the authors conclude that Deep RL is perfectly suitable for the appli-
cation in the HEV energy management and presents a large potential for future
demands and extensions.
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Abstract. Online planning in domains with uncertainty and partial
observability conveys a series of performance challenges: agents must
obtain information about the environment, quickly select actions with
high reward prospects and avoid very expensive mistakes, while inter-
leaving planning and execution in highly variable and uncertain domains.
In order to reduce the amount of mistakes and help an agent focus
on directly relevant actions, we propose a goal-driven, action selection
method for planning in (PO)MDP’s. This method introduces a reward
bonus and a rollout policy for MCTS planners, both of which depend
almost exclusively on a clear specification of the goal and produced
promising results when planning in large domains of interest to cognitive
and mobile robotics.

1 Introduction

Planning under uncertainty requires deliberating over actions, their effects, and
computing values that reflect a combination of some form of utility or reward
and their probability. Uncertainty in planning domains may come from non-
deterministic actions or from incomplete knowledge about the environment and
the agent’s current state. These planning problems are often modelled as Markov
Decision Processes (MDP’s) or Partially Observable MDP’s (POMDP’s), and
solved using many well known methods among which Monte-Carlo Tree Search
(MCTS) is a popular choice, especially in the online planning community. UCT
is the modern MCTS standard [1], and it guarantees asymptotic convergence
and solutions that minimize regret by expanding a tree of states and select-
ing actions following the UCB1 formula [2]. An extension of UCT for partially
observable domains, called POMCP [3], constitutes the (arguably) most general
Monte-Carlo POMDP solver. As such POMCP is a basic starting point for online
POMDP planning and the most obvious alternative to traditional, point-based
POMDP solvers, most of which are simply incapable of solving moderately large
problems.

We are interested in problems that can be modelled as POMDP’s for sev-
eral reasons: POMDP’s explicitly represent the effect of information-gathering
c© Springer Nature Switzerland AG 2019
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actions, actions are assumed to be non-deterministic, and policies depend on a
correct representation and estimation of the agent’s true state. In other words,
POMDP’s correctly model the full extent of robotic task-planning in a mathe-
matical framework with a strong analytical background. We are also interested
in transferring these methods to planning onboard robots, but unlike many com-
mon AI problems, robot planning domains tend to be orders of magnitude more
complex. Often, planning problems are reduced to their minimal and necessary
elements and, while still potentially large, do not address the challenges that
robots face when planning in the “real world”: a massive amount of states that
are reachable by the algorithm and yet, mostly irrelevant for any given goal.
This means robot planning using POMDP’s must follow a very strict, guided,
goal-driven mechanism to avoid excessive computation.

The challenge to overcome in planning under uncertainty then becomes that
of avoiding a very large number of states that contribute little to reaching the
goal state, and identifying those that provide a significant contribution. This
amounts to producing satisficing behavior, potentially overlooking parts of an
optimal policy but generating visible results more quickly in very large planning
domains. This approach responds to our attempts to provide a formal inter-
pretation of the intuitive concept of “relevance”, which in planning terms may
be seen as a reliable (albeit imperfect) attentional filter guiding action selec-
tion, which may open up ways of handling problems with high dimensionality.
Planning algorithms should be able to quickly identify promising (high expected
value) states and focus on getting there. State values represent a weighted aver-
age of future rewards, so the problem reduces to quickly locating these sources
of future rewards. One relatively simple idea is preferring actions that lead to
subgoals (subsets of some terminal state) while avoiding those that don’t, and
encouraging these actions by providing additional, positive rewards. Achieving
a subgoal objectively brings the agent a step closer to achieving a larger goal,
and so we use this idea to formalize a metric of state-to-goal proximity.

We propose partial goal satisfaction as a way to compute the proximity of
states to goals and provide a reward bonus in action selection, which easily
becomes an action selection policy for Monte-Carlo rollouts. This is by no means
a complete solution to online planning onboard robots, but rather a contribu-
tion towards the improvement of action selection in planning algorithms, when
information about the goal is available. The effect is that the planning agent
is encouraged to pursue certain promising actions, and receives optimistic value
initializations in newly discovered states. This is a way of implicitly helping an
agent or robot do the right thing by avoiding less promising alternatives during
planning.

Existing approaches that address large planning spaces include value approx-
imation and state aggregation, but these work under the assumption that there
are large groups of states that can be clustered together (due to similarity or
other reasons) using fixed criteria. At the moment we are interested in how agents
may use knowledge of their goal(s) to improve their action selection criteria, in
particular by focusing on only a few good alternatives when many options are
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available, as is the case of domains with high variability and large branching
factor.

In the following sections we discuss previous related work, and proceed to
explain our proposal. We then provide a simple example in a fully observable
MDP and two examples of large POMDP’s, as well as an analysis of experimental
results. We finalize by discussing the challenges of online POMDP planning and
comment on future directions.

Please note that this is an extended version of a conference paper (see [4]). We
introduce a new planning domain, test our proposed method in this new domain,
and provide further analysis and considerations not present in our previous,
related publication.

2 Notation

We rely on the standard notation for an MDP: let S and A be finite sets of states
and actions respectively and T (s, a, s′) = P (s′|s, a) the probability of reaching
state s′ when executing a in s, which yields a real-valued reward R(s, a, s′). An
MDP is the tuple 〈S,A, T,R〉, with discount factor γ.

In a POMDP, an agent receives an observation ω ∈ Ω with probability
O(s, a, ω) = P (ω|s, a) and maintains an internal belief state b ∈ B, where b
is a probability distribution over states and b(s) is the probability of s being
the current state. A POMDP is therefore 〈S,A, T,R,Ω,O〉. The sequence ht =
(a0, ω1, . . . , at−1, ωt) is the history at time t. Notice the complexity of planning
in belief space, a |S|-dimensional hyperplane.

Many POMDP planning algorithms directly search over a tree of beliefs,
explicitly reasoning about and choosing valuable (informative) beliefs, produc-
ing policies that are also given in terms of beliefs. We will however present our
action selection bias in terms of states with mixed observability (states that
contain both fully and partially observable features). This responds to two core
principles: (1) Exploiting the structure of problems to simplify POMDP plan-
ning is possible and necessary, and in robotic task planning one simple and fair
assumption is that there are some fully-observable features. (2) A state with
fully-observable features can be sampled at any given point, using an approxi-
mator that provably approaches the true belief state, greatly reducing the com-
plexity of planning.

3 Previous Work

POMDP planning has a very extensive literature that spans decades. Important
highlights include the realization that value functions are piecewise-linear and
convex (PWLC) and can thus be approximated by a PWLC function [5]. Algo-
rithms such as Witness [6] or Incremental Pruning [7] actively select and discard
vectors that correctly approximate the optimal value function. Anytime algo-
rithms include HSVI [8], which follows heuristics derived from upper and lower
bounds of the value function, PBVI [9], which carefully selects belief update
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points and SARSOP [10], that avoids non-reachable beliefs. PBVI and SARSOP
were actually tested in limited robotic applications or similar scenarios, but all
of these algorithms are restricted to POMDP’s so small, they fail to represent
most robot planning scenarios.

Instead, POMCP follows a generative model approach through a POMDP
simulator and an adapted version of UCT [3]. Its key contributions are approxi-
mating the current belief state using an unweighted particle filter, and expand-
ing a tree of histories instead of a tree of states. This combination successfully
addresses the curse of dimensionality and makes it possible to perform online
planning in large POMDP’s. Because this is a key improvement, this paper
assumes a belief-state approximator and focuses on states with partially observ-
able elements, instead of explicit belief states. The concept of mixed observability
has produced positive results even outside of MCTS algorithms [11]. A similar
Partially Observable UCT-based algorithm with more detailed belief selection
also exists [12].

In order to address the state-space complexity of large POMDP’s, well known
techniques include clustering states and generalizing state or belief values [9,
13], function approximation [14] and random forest model learning [15]. These
methods are based on fixed aggregation criteria that do not respond to the
connection between states and goals, and despite (some of them) being anytime
algorithms they still follow the slow belief tree search approach.

It is also possible to generate abstractions for planning and learning over
hierarchies of actions [16,17]. This is inconvenient for general planning, as rel-
atively detailed, prior knowledge of the domain is required to manually create
these hierarchies. Recent work however shows a promising way to automatically
construct action hierarchies [18].

Planning algorithms for MDP’s and POMDP’s often overlap with reinforce-
ment learning (RL) methods, with the difference that in RL the agent must
find an optimal policy while discovering and learning the transition dynamics.
Reward shaping is commonly used in RL to improve an agent’s performance
by awarding additional rewards for certain preferred actions, implicitly defining
subgoals. This generates a decision process with a different reward distribution
and therefore different convergence properties, but potential-based reward shap-
ing (PBRS) has been shown to preserve policy optimality [19]. A study of PBRS
in the context of online POMDP planning can be found in [20].

Building on these arguments, this paper reflects our efforts to provide a
general-purpose, PBRS bias for action selection under uncertainty, in order to
address the complexity of planning in large domains using only partial informa-
tion, as is the case of robotics.

4 Measuring Goal Proximity

An ideally efficient planning algorithm should quickly separate good or promis-
ing states from bad or unwanted states. In other words, it should quickly prefer
states that lead to the goal and avoid a large number of those that don’t. Most



186 J. C. Saboŕıo and J. Hertzberg

planning domains, even those without clearly specified goals (eg. pure RL tasks),
have terminal states or conditions that specify what must be accomplished and,
to some extent, what subgoals the agent should pursue. In robotics, it is rea-
sonable to assume planning agents are somewhat informed and aware of at least
part of their goal(s). Any sufficiently detailed state description (such as a fea-
ture vector) provides information to compute, for any given state, some numer-
ical score representing how many features in the terminal state have already
been accomplished. The larger this number is, the closer this state is to being
a terminal or a goal state. We call this idea partial goal satisfaction (PGS),
formalized in Eq. 1. A previous version of this section, including equations, was
published in [4].

PGS is simple to implement for fully observable features, which can be easily
counted in meaningful ways (Eq. 2). For partially observable features, informa-
tion gathering actions should increase the probability that their current, esti-
mated value is correct, thus also affecting the probability of an agent being in
some given state (b(s)). In other words, collecting information about a given set
of partially-observable features yields a better estimate of the world’s current,
true state. The simplest, most general approach is therefore measuring some form
of uncertainty or entropy and providing rewards as this uncertainty is reduced
(Eq. 3). Let s ∈ S be a state, decomposed into countable discrete features si,
G+ be the set containing the observable features present in the goal, G− the
set of observable restrictions, Δ(s) the set of states reachable from s (similar to
the transitive closure of T (s, ·)) and Gp the set of partially or non-observable
elements, then:

pgs(s) =
∑

si /∈Gp

v(si) +
∑

sj∈Gp

w(sj) (1)

where:

v(si) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 iff si ∈ G+

x ∈ (0, 1) iff ∃s′ ∈ Δ(s) s.t.:
s′
k ∈ s′ ∧ s′

k ∈ G+

0 iff si /∈ {G+ ∪ G−}
−1 iff si ∈ G−

(2)

and

w(sj) =

{
0 iff H(sj) � TH

−1 otherwise
(3)

This means the different features in each state are evaluated depending on
whether they are partially observable (sj ∈ Gp) or not. Positive, observable fea-
tures add points and negative features deduct points. State changes that lead to a
positive feature (s′

k ∈ G+) in a future state (s′ ∈ Δ(s)) yield a fraction of a point
and help implicitly define subgoals (eg. interacting with an object referenced in
the goal, such as picking up the coffee cup that goes on the table), and if no rel-
evant features are present no points are awarded or taken. Partially-observable
features are scored based on the entropy of their underlying distribution, pun-
ishing features or states with high entropy. Whenever enough information is
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gathered and the entropy is reduced below some threshold TH , this punishment
is removed. This encourages the agent to quickly get rid of this penalty by
executing a number of information gathering actions, which in turn may lead
to discovering new reward sources (eg. interacting with relevant but previously
unrecognized elements). In principle any combination of the individual elements
in the goal may be considered a subgoal for scoring purposes, and only complet-
ing all of them simultaneously yields the total, problem-defined terminal reward.
This scoring is derived from a clearly specified goal, which should always avail-
able to a planning agent or robot. Some very specific problems, however, might
also benefit from introducing some amount of domain information.

PGS may be useful in different contexts, but it is intended as an optimistic
value initialization method that allows an agent to identify subgoals and exploit
immediate opportunities if available. As such, it addresses action selection under
uncertainty, not the full planning problem. Using PGS directly to solve classical
planning problems, such as some Blocks World configuration, may result in overly
greedy actions. As explained in the next subsections, PGS is intended to be used
as a reward bonus in planning algorithms, and as a rollout policy in the context
of Monte-Carlo or similar planning algorithms, where optimistic assumptions
will eventually be corrected (if they’re wrong) and the problem solved properly.

4.1 PGS in Reward Shaping

Reward shaping is a well-known technique used to improve the performance of
(PO)MDP algorithms and RL problems. It works by adding a small, additional
reward to some state transitions, encouraging the agent to choose certain implic-
itly preferred actions. In practice, the amount of reward bonus often comes from
an in-depth analysis of the structure of the problem and provides some form
of heuristic bias in action selection. In our case, instead of providing explicit,
domain-dependent knowledge to shape rewards, we use the PGS function to
encourage the agent to pursue courses of action leading to the completion of
subgoals. The reward bonus produces a new reward distribution and therefore a
potentially different problem, one with additional reward sources. Following the
PBRS form however, guarantees the introduction of implicit subgoals doesn’t
affect the algorithm’s convergence and, therefore, policies are transferable to the
original problem.

Reward shaping substitutes the usual reward function in an MDP with:

R(s, a, s′) + F (s, a, s′) (4)

where R is the problem-defined reward distribution and F is a reward bonus. If
F has the form

F (s, a, s′) = γφ(s′) − φ(s) (5)

then it is a potential function and Eq. 4 is potential-based. We now define φ(s)
for PGS as

φ(s) = αpgs(s) (6)
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where α a scaling factor. Because most (PO)MDP algorithms already use γ to
refer to the discount factor, from now on we will refer to γPGS when in the context
of PBRS. In practice, transitions to states that are closer to a subgoal (posi-
tive reward source) will produce a positive difference, transitions to states that
are farther from subgoals generate a negative difference, and other transitions
cancel each other out. Normally reward shaping functions are highly specific for
particular problems, but PGS manages to attain simplicity and generality.

4.2 PGS as a Rollout Policy

Monte-Carlo Tree Search algorithms, such as UCT and POMCP, work by sam-
pling sequences of states from a probabilistic transition model. A tree of states
(or in the case of POMCP a tree of histories) is progressively expanded and the
average returns and visit counts are maintained per tree node. When enough
statistics are available (eg. all known successors of a state have been visited)
the UCB1 rule is used to select an action. When a new state is discovered, a
rollout or random simulation is performed and its outcome used as an initial
value estimation. Rollout policies are therefore largely responsible for the per-
formance of MCTS online planning algorithms. Using PGS as a rollout policy,
the agent quickly focuses on actions that directly contribute to the completion
of (sub)goals and, likewise, avoids undesirable actions. Selecting actions that
maximize state-to-goal proximity can implicitly summarize a very rich array of
knowledge and heuristics, that must otherwise be given explicitly. To the best
of our knowledge, the effect of evaluating goal proximity within the context of
Monte-Carlo rollouts hasn’t yet been systematically studied.

Using PGS as a rollout policy is very simple: Let s be the current state and
A a set of actions. Then select the action a ∈ A leading to the state s′ ← (s, a)
that satisfies the largest amount of subgoals, where ties are broken randomly.
The action selection policy is formalized in Eq. 7:

A(s) = arg max
a

pgs(s′ ← (s, a)) (7)

In line with the goal-based approach, A could be defined as the action set con-
sisting of legal actions and uncertainty reducing actions, avoiding information
gathering actions if their effects do not provide more information (eg. if feature
j ∈ s affected by such action already satisfies H(sj) � TH). For example, avoid
action “scan object 3” during rollouts if there is enough information to assume
it is a cup.

Because PGS is computed as a difference between the current and previous
states (Eq. 5), when γPGS = 1 only newly completed subgoals produce positive
values. For example imagine a robot tasked with collecting and delivering a cup
of coffee: during planning, standing next to the cup offers the possibility of pick-
ing it up, satisfying a subgoal that yields a reward bonus, therefore becoming
the preferred action of the rollout policy. Once holding it, dropping the cup in
any place other than the correct location reverts this condition and produces a
negative reward, meaning it will never be chosen in a rollout (albeit eventually
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during simulation, if all actions are systematically sampled). Online Monte-Carlo
planning produces an action recommendation only after arbitrarily many simu-
lations have been carried out, but starting out with the (seemingly) right action
greatly improves performance. Unlike with PGS, improved rollout policies often
rely on manually designed heuristics and explicit preferred actions.

5 Results

We tested PGS in two well-known and commonly used benchmark problems,
as well as a new problem introduced in this paper. The first one is known as
the “Taxi domain”, and it defines a fully observable MDP useful to test basic
functionality. The second is Rocksample, a POMDP that can be scaled up to
fairly large state spaces. The third problem, explained in more detail below, is
called Cellar and is a derivation of Rocksample with additional objects, observa-
tions and a different reward distribution, in an attempt to more closely resem-
ble robotic planning. For the taxi problem we implemented our own version of
UCT, and for the last two we modified the POMCP source code. All tests ran
on a desktop workstation with an Intel i7-4790 CPU, 20 GB RAM and Debian
GNU/Linux, and both planners are programmed in C++.

The challenge for robot planning under uncertainty is achieving good per-
formance within a finite horizon, fast enough, even in large problems. These
scenarios show the performance of PGS using limited resources (very few or
relatively few Monte-Carlo simulations) and how it scales in considerably large
POMDP’s.

Some of the results presented in this section were previously published in
[4]. Subsection 5.1, however, contains additional experiments and Subsect. 5.3
(Cellar domain) is completely new.

5.1 Taxi Domain

The taxi domain, first proposed in [17], is a simple, fully-observable MDP often
used to test planning and learning algorithms. The taxi agent moves in any of
four directions in a 5×5 grid and must pick up a passenger located in one of four
possible depots, and bring it to another depot. A slight variation is the “fickle
taxi” in which movement is non-deterministic: with a small probability (eg. p =
0.1) the taxi will end up East or West of its intended direction. Possible actions
are moving North, East, South or West, collecting a passenger when standing on
the same grid cell or dropping the passenger (when carrying one). Rewards are
−1 for each regular move, −10 for dropping the passenger in the wrong location
and 20 for delivering a passenger correctly, which also terminates the episode.
We chose one instance of the taxi domain and obtained the total discounted
reward of its optimal policy, 8.652 (with γ = 0.95), in order to compare it with
the experimental results. This particular configuration and in general the taxi
domain are illustrated in Fig. 1, where the dark cell at the top left corner is
the goal depot where the passenger must be dropped. The walls shown in the



190 J. C. Saboŕıo and J. Hertzberg

picture are also included in the experiment which means the agent’s movement
is restricted, in cells next to walls, to only open, adjacent cells.

Fig. 1. The taxi domain. Source: [4].

Because all elements are fully observable, PGS in the taxi domain is easy to
formalize. We simply award 0.25 points for picking up the passenger and 1 point
for dropping it at the correct depot (G+). There are no restrictions (G− = ∅).
The terminal state reward is preserved but PGS reward substitution is used
for the rest, with γPGS = 1 and α = 10 to reflect the punishment for illegally
dropping a passenger. Finally, a discount factor of γ = 0.95 and search depth of
90 steps were used within UCT. It is common to allow the taxi to start only over
a depot, but in our experiments it could be anywhere on the grid. We ran UCT
with PGS in both (regular and fickle) versions of the taxi domain, and obtained
the average discounted rewards and running times over 1000 runs. Table 1 shows
the result of repeated runs on the fixed task (Fig. 1) and a set of randomly
generated episodes (randomized origin and destination depots, and taxi starting
location) using 1024 simulations, extremely few for Monte-Carlo standards.

Table 1. Performance in the taxi domain with 1024 simulations. Source: [4].

Transition Episodes Avg. return Time

Normal Fixed 6.161 3.049

Random 4.257 3.531

Fickle Fixed 3.275 4.410

Random 2.138 4.176

Results are promising if we compare the average discounted reward with the
optimal policy in the fixed (non fickle) task (8.652). Restricting the amount of
computation to only 256 simulations per move (≈1.6 s. per episode), the PGS-
based planner achieved an average discounted reward of 5.089. On random tasks
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it is important to mention that episodes were terminated after 5 s., but their
(negative) reward still averaged.

Averaging performance, especially in stochastic domains, may hide interest-
ing details of particularly good runs. We ran a separate batch of 1000 episodes
using 1024 simulations, of which 616 finished in 2 s. or less and 797 in 3 s. or less.
In these test the statistical mode was the maximum discounted reward (8.652),
meaning most runs found the optimal policy.

Finally, Fig. 2 shows how the PGS method scaled in the Taxi domain. Per-
formance was averaged over 1000 randomly generated runs, with a more strict
acting budget of 35 steps but a more generous timeout per episode of 30 s.
to allow for enough planning time with up to 8192 simulations. PGS quickly
achieved satisfactory performance, even with very few simulations which trans-
lates into a very short planning time (shown at the top). We don’t include com-
parative results with plain UCT (without PGS) because, in practice, it required
(comparatively) excessive amounts of time and simulations to achieve even little
improvements in performance.
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Fig. 2. Performance in the Taxi domain.

These results show how performance can be substantially improved in fully
observable tasks by following a goal-driven, action selection method that implic-
itly exploits the problem structure. In the following subsections, we present
results in problems with partial observability.

5.2 Rocksample

Rocksample, originally found in [8], is a commonly used problem that roughly
simulates a Mars rover tasked with collecting valuable rocks. This problem corre-
sponds to a POMDP in which the location of the agent and the rocks are known,
but the value of these rocks is initially unknown and must be determined by the
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use of a noisy sensor that returns one of two observations, good or bad, with a
given reliability. Rocksample[n, k] defines an n × n grid with k rocks, where the
agent may move in any of four directions, sample a rock if standing directly on
top of it, or use the sensor on any rock (action check i for rock i) for a total
of 5 + k actions (see Fig. 3). Rewards are 10 for sampling good rocks, −10 for
sampling bad rocks, 10 for exiting (East) and −100 for leaving the grid in any
other direction [8]. We used POMCP as a POMDP solver [3], but modified it to
test our proposal.

Fig. 3. Special layout for Rocksample[11, 11]. Source: [4].

POMCP uses slightly enhanced rocksample states, where the probability that
a rock is good is updated directly after every corresponding check action, using
the sensor efficiency and the previous likelihood. We defined C = G+ ∩ G− to
be the set of collected rocks, and Gp the remaining rocks. Scoring function v(si)
returns 1 for good rocks with good observations (G+) and −1 for bad rocks (G−).
Function w(sj) returns −1 if Hb(pr) > 0.5, that is, if the binary entropy of rock
r (sj) is higher than 0.5. POMCP comes with a preferred actions policy, which
uses manually encoded heuristics such as “head North if there are rocks with
more positive observations” or “check rocks that have been measured less than
five times and have less than two positive observations”. Clearly, PGS succeeds
in avoiding this level of over specification.

We used γPGS = 1 and α = 10 (to reflect the difference in rewards received
when sampling good and bad rocks). This scoring function deducts points for
undesirable states (eg. collecting bad rocks, high entropy for any rock) and
only adds points when collecting good rocks, but further negative points are
withdrawn once the knowledge about any particular rock increases (i.e. entropy
< 0.5). In practice this means that during rollouts check will be preferred if it
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reduces entropy for some rock, that sample will be preferred when standing over
a promising rock, and that otherwise movement actions will be considered.

We compared three different policies: uniformly random with legal moves
(“legal” in POMCP), explicit preferred actions (“smart” in POMCP) and our
own, “PGS”. Figure 4 shows the discounted rewards averaged over 1000 runs
for all three policies in rocksample [11, 11], [15, 15], and the large [25, 25] and
[12, 25], with up to 2048 Monte-Carlo simulations per move.

Fig. 4. Performance in Rocksample. Source: [4].

PGS clearly outperforms the legal policy and is only slightly outmatched by
the smart policy. This difference however reduces as the problem size increases,
particularly in [25, 25], a very large problem for rocksample standards and in
[25, 12], an equally large grid but with fewer reward sources. Estimating the PGS
value of derived states for every action in our rollout policy may be somewhat
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computationally expensive, particularly when all or many actions are available,
since it trades off simulations for runtime. Results show, however, this pays
off compared to the random policy: with ≈ 2.5 s of computation in rocksam-
ple[25, 12], the legal rollout policy achieves a discounted reward of 5.713 with
2048 simulations, whereas PGS collects 7.35 with only 128 simulations. A faster
implementation for planning onboard robots might be necessary, but also a shal-
lower planning depth may be used (the experiments used a depth of 90 steps).

5.3 Cellar

We will now present the Cellar domain, devised as a series of POMDP’s that
more closely model robot task-planning under uncertainty. Problems commonly
used in planning, including Rocksample, suffer from several oversimplifications:
they represent only the elements or features that are directly relevant to the goal,
and make unrealistic assumptions about the cost of actions such of moving and
scanning or checking. While Rocksample succeeds at representing the goals of
planning, it does not represent important challenges: in the “real world”, a robot
finds and interacts with many different objects, it has many possible actions
and it receives many different observations. From these only a few are actually
relevant to achieve the goal, and the rest are obstacles that must nonetheless be
addressed one way or another while planning.

In this problem, clearly inspired by Rocksample, the agent must navigate
a wine cellar and collect at least one valuable bottle, while it encounters
objects such as shelves and crates that may or may not help to reach the goal.
Cellar[n, k, s, c] defines an n × n grid, with k bottles, s shelves and c crates.
Crates can be pushed in the direction of any free grid cell (i.e. no bottles or
objects), but attempting to push anything else is (more heavily) punished. A
check action is always available for any object and any bottle, and the agent
may move in four possible directions (North, West, South, East) resulting in a
total of 9+k+s+c actions. For simplicity, each bottle can be either good or bad
and each object can be either a crate or a shelf, resulting in 4 total observations
but each pair exclusive to their object class. Initially the agent knows the loca-
tion of the bottles and of the objects, the bottles have equal probability of being
good or bad and the objects equal probability of being a crate or a shelf. The
sensor efficiency and the derived check actions work exactly like in Rocksample.

We designed special layouts for two cases of interest: Cellar[7, 8, 7, 8] and
Cellar[11, 11, 15, 15]. The first is a POMDP with 32 actions and 2×2 observations
resulting in a state space of more than 1015 states. The second problem defines
a POMDP with 50 actions, 2× 2 observations, and a seriously large state space:
approximately 1031. In comparison, Rocksample[11, 11] has 247, 808 states and
Rocksample[25, 25], approximately 1010 states. The larger Cellar problem is
illustrated in Fig. 5, where the tall rectangles represent shelves, the short squares
represent crates, and the bottles are shown in dark red.

The reward distribution for the Cellar problem is +10 for collecting a good
bottle, −10 for collecting a bad bottle, +10 for the terminal state (leaving the
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Fig. 5. Layout of Cellar[11, 11, 15, 15]. (Color figure online)

grid to the East with at least one good bottle), −0.5 for checking, −1 per move-
ment step, −2 for pushing crates and −10 for pushing anything else. This distri-
bution reflects our attempts to better capture robot planning, where no action
is truly free and some actions (such as pushing) can be relatively expensive even
if they are necessary. Additionally, rewards implicitly relate to the goal and in
domains as complex as this one, time restrictions with free actions can lead to
undesirable (yet rational) behavior such as spending the allotted time perform-
ing only check actions and not moving or sampling, thus minimizing the loss
in the total cumulative reward but not actually reaching a terminal state. This
type of behavior may result in very poor policies with deceivingly acceptable
performance (not much reward loss), a detail lost when presenting only average
performance tables.

PGS scoring in Cellar is equivalent to its Rocksample counterpart: collect-
ing valuable or non-valuable bottles yields its respective fully-observable points,
and uncertainty about bottles yields equivalent punishments. Uncertainty about
objects such as shelves and crates should not be punished however, because they
do not form part of the goal. Rewarding (or lifting the punishment) for check-
ing objects encourages the agent to acquire potentially unnecessary knowledge
and to execute many, relatively expensive actions. An interesting challenge, to be
addressed in future work, is deciding when to gather information about surround-
ing objects. That is, identifying which non goal-related, information-gathering
actions actually contribute to increasing the total reward.

Unlike in Rocksample, however, during rollouts we consider only movement,
sampling, pushing and uncertainty-reducing checks, meaning we don’t check
objects that already meet the entropy requirements. We adapted the preferred
actions in the “Smart” Rocksample policy (included with POMCP) so that the
same movement, checking and sampling heuristics apply, and added equivalent
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heuristics for object checking. Likewise, “Legal” refers to the uniformly random
policy that considers all valid actions (eg. not leaving the grid).

In order to stress the importance of quickly doing the right thing, let us
first consider a minimal version of this problem, cellar[5, 1, 0, 4], where four
crates surround a single, valuable bottle (Fig. 6). This relatively straightforward
POMDP has a very clear, recognizable goal, and yet it has around 6 million
states. Agents solving this problem should quickly realize they must push a crate,
collect the bottle and leave, trying not to move around aimlessly or unnecessarily
checking and pushing.

Fig. 6. Minimal Cellar example.

Figure 7 shows the performance of all three policies in the minimal version of
the Cellar domain. The total discounted return was averaged over 100 runs with
up to 2048 Monte-Carlo simulations per step and discount γ = 0.99, t. In this
problem, after 128 simulations PGS dramatically outperformed the two other
action selection policies. Out of the 100 runs, PGS reached the terminal state
in 97 of them with only 512 simulations, and with 1024 simulations or more, 99
runs reached the terminal state. Non-terminal runs ended when the agent spent
its allotted acting budget, set to a generous 100 steps. The heuristic policy was
capable of terminating a maximum of 64 times, whereas the random policy a
maximum of only 37 despite having a similar mean discounted reward. In this
configuration the low bar set by the terminal state is actually informative given
that there is exactly one bottle to collect.

The comparative performance of PGS in the larger Cellar problems is shown
in Fig. 8, averaged over 100 runs with up to 8192 Monte-Carlo simulations per
move, with a large acting budget of 500 steps. In cellar[7, 8, 7, 8] we used a
discount factor of γ = 0.99, but chose a discount factor of γ = 0.95 in cellar[11,
11, 15, 15] in order to make the problem slightly more manageable by reducing
the search horizon (which also results in a different range of rewards).

These results in the full Cellar problems show how PGS scaled in very large,
task-planning POMDP’s. In the first case (Fig. 8a) with very few simulations
PGS already performed slightly better than two other policies, and with more
simulations it clearly outperformed the random and the heuristic policies by a
fair margin. Interestingly, PGS was also faster than Smart: in less than half the
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Fig. 7. Performance in cellar[5, 1, 0, 4].

Fig. 8. Performance in the Cellar domain.

time, it gathered more discounted reward and achieved a much higher terminal
state count.

In the second case (Fig. 8b), PGS improved upon the overall performance
achieved by the random policy and, with very few simulations, achieved com-
paratively better performance than both competing policies. However, due to the
extremely large state-space and branching factor of this POMDP, it didn’t scale
as well as the manually designed, heuristic policy. The Legal policy, on the other
hand, quickly settled on a low, local maximum performance possibly limited by
its uninformed, uniformly random sampling. It must be noted that due to the
size of the second problem there’s little difference in the total discounted reward
across the three policies, up to the maximum amount of simulations used, which
suggests we might essentially be looking at the beginning of the plot. Perhaps
if significantly more simulations were used, sizable differences in performance



198 J. C. Saboŕıo and J. Hertzberg

would appear, but that amount of computational resources and response times
are already outside the scope of online planning.

In order to transfer these methods to robots we must focus on quickly achiev-
ing a significant increase in performance, since we’re attempting to minimize
response time (and computing resources). This type of reasonably satisfactory
behavior with relatively few simulations is precisely what should be expected
from a more informed action-selection policy. Efficiently solving large task-
planning problems, such as cellar[11, 11, 15, 15] and beyond, requires more than
“just” better action selection. For the purpose of this paper, the Cellar domain
allowed us to measure the scalability of our goal-driven bias in very complex
scenarios, but it will be used again in the future in the context of managing
state complexity.

6 Conclusions and Discussion

Our experimental results show that despite its simplicity, PGS effectively
improves the performance of planning in large (PO)MDP’s, thanks to its goal-
driven approach to action selection. In the fully observable problem (Taxi
domain), PGS achieved a level of performance far out of reach for a uniformly
random policy in standard UCT.

In domains with partial and mixed observability and particularly in prob-
lems with scarce reward sources, such as larger versions of Rocksample, PGS
easily outperformed the uniformly random policy and closely followed a manu-
ally designed, heuristic policy. In such problems, the random policy scaled poorly
and domain knowledge became necessary to achieve good performance quickly.
We showed, however, that with barely any domain-dependent knowledge, PGS
can be competitive with a manually designed action-selection policy even if it
relies on detailed, heuristic knowledge. This type of domain-independent bias
is essential for planning and acting in complex domains, and estimating the
information gain of uncertainty-reducing actions may be necessary to correctly
address large robotic planning domains, avoiding less useful choices.

The second partially observable domain, Cellar, showed the performance of
a goal-driven bias in action selection when planning in very large domains with
obstacles, unnecessary actions and a more realistic reward distribution. The
minimalistic version of this domain underlines the importance of quickly iden-
tifying reward sources and choosing actions that lead to them, which both the
uniform and heuristic policies failed to do. The larger problems constitute a
much more complicated optimization challenge that nonetheless benefits from
goal-oriented behavior, as shown by the performance of PGS in cellar[7, 8, 7,
8]. As mentioned in the previous section, the largest of these problems requires
more refined mechanisms that directly address the state complexity. In prin-
ciple for any given planning problem it is possible to design a detailed and
extremely efficient heuristic rollout policy using domain knowledge, in the spirit
of “Smart”, and it should perform and scale relatively well. However general-
purpose planning under uncertainty, especially onboard robots, cannot rely on
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manually designed, domain-dependent heuristics. When solving practical, well-
understood problems in controlled scenarios, the combination of both domain-
knowledge and goal-driven action selection might produce very promising results.

In general we can identify three main approaches for speeding up planning in
large stochastic domains: (1) Action hierarchies that produce smaller, abstract
MDP’s and then transfer these solutions to the base MDP. a minimal version
of (2) State abstractions that group states together so their values are shared
and the values of unknown states, approximated. a minimal version of (3) PBRS,
that forces an agent to focus on good action prospects, avoiding potentially costly
choices. Current techniques for both action and state abstraction rely on fixed
criteria that might cause a planner to traverse many unique states anyway, which
is the challenge addressed by PGS. We attempt to quickly identify reward sources
and back propagate scaled partial rewards, using as little domain knowledge as
possible but exploiting an agent’s knowledge of its own goals.

As previously stated, this work is only part of our efforts to introduce
the notion of relevance in task planning. Future work includes designing
dynamic value approximation and/or state aggregation methods derived from
this methodology, as well as limiting the amount of reachable states to those
that directly contribute to the goal. In order to transfer these methods to real-
world robotic tasks, it will also be necessary to map continuous to discrete state
representation. We argue that similar to PGS, dimensionality reduction tech-
niques should consider criteria derived from the goal (something that, as far as
we know, hasn’t been tried yet).

In order to obtain the results presented in this paper we experimented exten-
sively on the three domains, using different parameters and observing different
types of behavior when such parameters were modified. It is very well known that
UCT is sensitive to certain important variables, such as the number of simula-
tions per step, the search horizon or discount factor, and the exploration rate in
UCB1 action selection. The really significant leap in performance for any kind of
planning agent (human, program or robot) however, comes from an appropriate
modeling or understanding of the domain, including available actions and goals.
In problems such as cellar[5, 1, 0, 4] we can as humans intuitively understand,
very quickly, what needs to be done and promptly suggest a sufficiently good
plan (maybe even optimal), despite the almost 6 million possible states and the
much, much larger belief space. Similar problems in larger grids (eg. imagine cel-
lar[50, 1, 0, 4]) have exponentially larger state and belief spaces (approximately
1017 states) and yet the problem structure is essentially the same. The agent
must “simply” focus on a few good states and actions, and avoid the rest (large
empty grids can in fact be simplified with state aggregation and action hierar-
chies). It seems, then, that efficient planning requires more than just evaluating
many reachable states and beliefs.

Often the perceived complexity of planning problems is justified based on
their worst-case computational complexity, which is a direct function of the
number of states. Planning problems however are defined not only in terms of
their transition dynamics, but also in terms of some implicit or explicit goal,
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so the intrinsic relationship between the values of states and their proximity
to the goal (or subgoals) must be considered. An efficient planning algorithm
should quickly identify the gaps in the different state values, in order to separate
good states from bad states, and focus on the good ones. These values come
uniquely from perceived (or simulated) rewards. Because the value of a state is
the average discounted return of its children, it might be difficult to differentiate
promising states from less promising ones early on, when the agent is simply
too far (in terms of state or belief transitions) from any source of reward and
doesn’t have enough knowledge or statistics to decide. However, if an agent finds
itself initially “close” to its goal or a reward source (eg. a few actions away), the
problem should be simple to address or even solve if the appropriate actions are
chosen, regardless of the number of reachable states and beliefs.

We designed PGS, a simple and straightforward action selection bias, as
an attempt to exploit these observations. Experimental results indicate that it
performs and scales well even in large domains, and underline the importance
of goal-oriented behavior. We expect this type of relevance-driven methodology
to improve the performance of online planning under uncertainty in robots and
similar agents, that must quickly act with only limited information despite the
complexity of “real-world” problems.
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Abstract. People use different words when expressing their opinions.
Sentiment analysis as a way to automatically detect and categorize peo-
ple’s opinions in text, needs to reflect this diversity and individuality.
One possible approach to analyze such traits is to take a person’s past
opinions into consideration. In practice, such a model can suffer from
the data sparsity issue, thus it is difficult to develop. In this article, we
take texts from social platforms and propose a preliminary model for
evaluating the effectiveness of including user information from the past,
and offer a solution for the data sparsity. Furthermore, we present a
finer-designed, enhanced model that focuses on frequent users and offers
to capture the decay of past opinions using various gaps between the
creation time of the text. An attention-based Hawkes process on top of
a recurrent neural network is applied for this purpose, and the perfor-
mance of the model is evaluated with Twitter data. With the proposed
framework, positive results are shown which opens up new perspectives
for future research.

Keywords: Sentiment analysis · Hawkes process
Personalized model · Attention network · Recurrent neural networks

1 Introduction

Sentiment analysis is defined in Oxford dictionaries1 as ‘the process of com-
putationally identifying and categorizing opinions expressed in a piece of text,
especially in order to determine whether the writer’s attitude towards a particu-
lar topic, product, etc. is positive, negative, or neutral.’. This definition outlines
three types of information that are essential to the study: the text, the target
(topic, product, etc.) and the writer. It also reflects the evolvement of this field
from document- or sentence-level [1,2] to aspect-level [3,4] which considers var-
ious aspects of a target, and later to an advanced level where the text is not
1 https://en.oxforddictionaries.com/definition/sentiment analysis, last seen on April

19, 2018.
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the only source for determining sentiments and the diversity among the writers
(or speakers, users depending on the application) is considered as well. How-
ever, the writer of a text is not necessarily the person who holds the sentiment.
As in [5], the situation is elaborated with an example that a review of product
(target) ‘Canon G12 camera’ by John Smith contains a piece of text ‘I simply
love it .... my wife thinks it is too heavy for her.’. The example shows differ-
ent opinions from two persons published by John Smith who thinks positively
towards the target while his wife holds a negative opinion. An accurate research
should involve a study that identifies the holder of a sentiment before generating
a sentiment score for it. The negligence of this aspect in sentiment analysis is
caused by the lack of demand in most applications where opinions are desired
regardless of which persons expressing them. Nevertheless, exceptions exist for
the task of establishing user groups or for security reasons where locating the
holders is as prioritized as extracting opinions. To simplify the task, sentiment
holder or opinion holder is mostly used to indicate the person who publishes
the text when it comes to analyze individual behaviors through short messages
posted on social platforms.

The significance of considering the sentiment holder is based on the observa-
tion that people are diverse and they express their sentiments in distinct ways [6].
Such diversity is caused by many factors such as linguistic and cultural back-
ground, expertise and experience. While different lexical choices are made by
sentiment holders, a model that is tailored by the individual differences should
be built accordingly. We name a model that includes individual differences in
sentiment analysis personalized sentiment model. Note that we distinguish this
task from personality modeling [7] where such diversity is also considered in
form of linguistic features in discovering users’ personality. On social platforms,
another phenomenon is that the entity behind a user account is not necessarily
one particular individual—it could be a public account run by a person or a
group of persons who represent an organization. It is also possible for a per-
son to have more than one account, e.g. a private account and a work account.
In our work, we argue that a person may act or express himself/herself differ-
ently while using different accounts, but the way of expressing opinions by the
person(s) behind one account tends to be consistent.

One critical issue of generating a model for each user individually is the
data sparsity. There is an inconsistency in the frequency of posting messages
on social platforms per user. For instance, it is reported in 2016 that Twitter
has 700 million annually active users, of which 420 million are quarterly active
and 317 million are monthly active2. The gap between the numbers shows that
the amount of messages (also called ‘tweets’) published per user is normally
in the range of a few to a few thousand with roughly 500 million tweets sent
per day3, and the frequency of the postings varies from user to user. In this

2 https://www.fool.com/investing/2016/11/06/twitter-has-700-million-yearly-
active-users.aspx, last seen on April 19, 2018.

3 http://www.internetlivestats.com/twitter-statistics/#trend, last seen on April 19,
2018.
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article, we introduce a framework with neural networks to model individualities
in expressing opinions, which intrinsically offers a solution for the data sparsity
in the setting of social networks. This framework is developed based on the
first-stage results of PERSEUS [8] which evaluates the effectiveness of including
users’ historical text for determining the sentiment of the current text. Twitter
data was used for the evaluation in the first stage and was used in the improved
framework as well. However, different datasets were applied in the experiments
that one was manually labeled and the other was automatically labeled and
associated with more frequent users.

Major modifications are done after the first stage of PERSEUS. First, each
tweet is represented by a sequence that consists of the concepts, the entities,
the negation cues and the user identifier. Instead of using user identifier as a
separate node, such a combination of features unifies the input structure for
neural networks to extract information easier. Second, the embeddings of the
tweets are learned directly through a stacked network with sentiment labels,
therefore only one learning process is required. Third, an attention model is used
after the recurrent layers to enhance the influence of related content from the
past. Finally, the output from the attention model is shaped by Hawkes process
that is used to capture the decay of information caused by various gaps between
the tweets of a user. Hawkes process [9] is a special kind of point process with
a ‘self-exciting’ character, which is widely used for modeling ‘arrivals’ of events
over time. The usage of Hawkes process varies from earthquake modeling [10] to
crime prediction [11], and to financial analysis [12]. As an example close to our
study, Hawkes process is also used to predict retweets on Twitter for popularity
analysis [13,14]. In our work, we argue that the chance that a user’s opinion
‘arrives’ at a specific time point is affected by the time points at which the user
expressed past opinions. While the recurrent network is used to find relations
between the content of the tweets from the past, the Hawkes process is used to
model the decay of such relations with time. Evaluated with a larger number
of tweets of frequent users in a period of time, more comprehensive results are
given using this framework.

This article is organized as follows: Sect. 2 gives discussions of related work;
Sect. 3 introduces the structure of the preliminary personalized sentiment model
and the enhanced model, mainly on the design of their input sequences and
the description of the recurrent neural network used in the models; in Sect. 4,
we discuss the attention mechanism and Hawkes process, and the possibility to
combine them in order to model information decay in personalized sentiment
analysis; Sect. 5 presents the technical setup of our experiments, the datasets
used to evaluate the models, and the baselines for the model comparison; evalu-
ation results and findings are reported and discussed in Sect. 6; we conclude our
work in Sect. 7 and give an outlook on future research.

2 Related Work

Most academic contributions in sentiment analysis focus on population-level
approaches [15,16]. Nevertheless, there are a number of studies that consider
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the diversity of people and apply such traits in distinct ways to improve the per-
formance. Gong et al. [17] propose an adaptation from a global sentiment model
to personalized models assuming that people’s opinions are shaped by ‘social
norms’. By using such a global model, the issue with data sparsity is alleviated
while individualities are included by performing a series of linear transformations
based on the shared model. Later on, Gong et al. argue that like-minded peo-
ple tend to form groups and conjointly establish group norms even when there
are no interactions between the people in the same group [18]. This argument
shifts their study from per-user basis to per-group. The concept of user groups
is also explored in another work by Song et al. [19], where user following infor-
mation is infused in the representation to enhance personalization. Moreover, a
modified latent factor model is applied to map users and posts into a shared
low-dimensional space while the posts are decomposed into words to handle the
data sparsity issue. The consideration of user groups is able to capture individ-
uality to a certain extent and can potentially enrich the sparse data. However,
an alternative is discovered in our work that is unconstrained by the user group
assumption.

Similarly to our approach, several studies have used neural networks to ana-
lyze individualities in sentiment analysis. Targeting product reviews, Chen et
al. [20] utilize two separate recurrent neural networks to generate user and prod-
uct representations in order to model the individual differences in assigning rat-
ing scores and to obtain the consistencies in receiving rating scores of the same
product. A convolutional neural network is used to generate embeddings for the
review text. Finally, the representations from the three parties are combined
using a traditional machine learning classifier. Another work on product reviews
is done by Chen et al. [21] who employ a hierarchical network with Long Short-
Term Memory (LSTM) on word-level and sentence-level representations. Addi-
tionally, an attention mechanism based on user and product information is used
on each level after the LSTM layer. By doing that, user preferences and product
characteristics are introduced in the network to produce a finer-represented doc-
ument embeddings. There are similar works that consider individual differences
related to sentiment [22,23], but very few have explicitly modeled the evolve-
ment of sentiments of an individual over time. In our work, earlier posted texts
are concerned in determining the sentiment of the current text. In addition, we
propose a method towards an evaluation of the influence of gaps between texts
generated at different time points.

3 Personalized Model with Recurrent Neural Network

In this section, we introduce a basic structure of the personalized sentiment
model. We explain how it has evolved from the preliminary model, where the
effectiveness of considering opinion holders and historical texts is evaluated, to
an enhanced version, where the information from the opinion holders and the
texts is better represented and learned.
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3.1 The Preliminary Model

In [8], we have proposed a personalized model which aims at investigating the
effectiveness of including individualities in sentiment analysis. With respect to
individualities, the following assumptions were considered:
Assumption I: Different individuals make different lexical choices to express
their opinions.
Assumption II: An individual’s opinion towards a topic is likely to be con-
sistent within a period of time, and opinions on related topics are potentially
influential to each other.
Assumption III: There are connections between an individual’s opinion and
the public opinion.

Fig. 1. Personalized sentiment model with a recurrent neural network and two types of
neurones at the input layer: the user index (x0) and the tweet of the user at a specific
time point (xt∗) [24]. The latter is represented by a concatenation of four components
xt∗ = [Econcept Etopic Pconcept Ptopic]∗.

To leverage these assumptions, a many-to-one recurrent network with three
hidden layers (h1, h2 and h3) is built to preserve and extract related informa-
tion from historical data (Fig. 1). Each layer contains a number of LSTM cells
as defined in [25] without peephole connections. Let (ik, fk, Ck, ok, hk) denote
respectively the input gate, forget gate, cell memory, output gate, and hidden
states of the LSTM cell. The update of the cell state and the output of the cell
are then described with the following equations:
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ik = σ(Wi[xk, hk−1] + bi) (1)
fk = σ(Wf [xk, hk−1] + bf ) (2)
Ck = fk � Ck−1 + it � tanh (WC [xk, hk−1] + bC) (3)
ok = σ(Wo[xk, hk−1] + bo) (4)
hk = ok � tanh (Ck) (5)

where σ denotes the sigmoid activation function. With Eqs. 1, 2 and 3, the cell
k selects new information and discards outdated information to update the cell
memory Ck. For the output of the cell, ok selects information from the current
input and the hidden state (Eq. 4), and hk combines the information with the
cell state (Eq. 5). This memory network is beneficial for understanding implicit
or isolated expressions such as ‘I have changed my mind about it’.

Each input sequence consists of two parts: one is the user identifier x0 of the
current tweet, and the other is the representation of the current tweet and a
number of past tweets.

User Identifier. The use of the user identifier is inspired by [26] who add
a language index in the input sequence to enable zero-shot translation in a
multilingual neural machine translation system. By adding this identifier in the
input, our proposed network is able to learn user-related information and to
compare between users. More importantly, the data sparsity issue is resolved
since only one model is required.

Tweet Representation. Each tweet is represented by a concatenation of four
components xt∗ = [Econcept Etopic Pconcept Ptopic]∗, where Econcept is the concept
embedding of the tweet t∗, Etopic is the topic embedding of the tweet t∗, Pconcept

is the public opinion on the concepts, and Ptopic is the public opinion on the
topic. Here, the concepts are taken from SenticNet4 [27] and contain conceptual
and affective information of the text. Topics are provided in the used corpus.
The embeddings for concepts and topics are learned using a fully connected
shallow network similar to Word2Vec [28]. Concept embeddings are the weights
at the output layer trained with the target concept at the output layer and its
context concepts at the input layer. Topic embeddings are trained by setting the
target topic at the output layer and its associated concepts at the input layer.
Such embeddings are generated based on the co-occurrences of terms, so that
terms with greater similarity are located closer in the vector space. Furthermore,
public opinions are Sentic values extracted from the SenticNet, and the values
are static.

In Fig. 1, the input sequence X is a matrix of [xt−n, xt−n+1, ..., xt−1, xt, x0]
where xt is the current tweet, xt−∗ are the tweets published before it by the
same user x0, and n is the number of past tweets considered. Zero-padding is
performed before the earliest tweet for users with less than n + 1 tweets. The

4 http://sentic.net/, last seen on April 19, 2018.

http://sentic.net/
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output yt is the sentiment orientation of the current tweet. Both x∗ and yt are
vectors and n is a constant. For training and testing, the tweets are first sorted
by the user index, and then by the creation time of the tweets.

The preliminary model is a simplified network that is used for evaluating
the effectiveness of introducing the mentioned assumptions in determining sen-
timent. Although experiments have shown positive results (Sect. 6.1), there are
several aspects that can be modified to improve the performance. First, the input
of the network takes two different types of information – the user index and the
tweet representation – at different nodes, and the network has to react with the
same set of parameters. This setting makes the network harder to train. Second,
the representation of a tweet is not sufficient to include necessary information
in the text. Negation cues, as signal terms, can invert the polarity of sentiment,
hence they should be added in the representation [29]. Moreover, the single topic
given for each tweet can be unilateral since multiple entities are mentioned in
some cases. Furthermore, the influence of past opinions can be affected by time,
i.e. the gap between the tweets of a user can be a reflector of the importance of
the past opinions.

3.2 Stacked Neural Network

Stacked networks are popular for tasks that require representations from different
levels [21,30]. Here, we consider a tweet-level representation and a user-level
representation, and merge the embedding networks in the preliminary model
with the recurrent network so that the representations of the tweets are learned
automatically through the network by the sentiment label yt (Fig. 2).

In the input sequence of the stacked network, each tweet x∗ is represented
by a set of concepts, entities, negation cues and the user identifier. The concepts
are from the same knowledge base as the preliminary model, whereas entities
are extracted from the text instead of using the single topic so that the relation
between the concept and the target can be more flexible. Additionally, explicit
negations are included in the input based on a pre-defined list of rules. As a
better alternative, the user identifier is placed in the tweet representation instead
of occupying an individual node at the input layer of the recurrent network to
obtain a consistency in the inputs. There are also a number of tweets with
no explicit concepts, entities or negation cues mentioned in the text, and such
tweets are represented by the appeared components. In an extreme case, it is also
possible that a tweet is simply represented by the user identifier, and historical
tweets will play an important role in predicting the sentiment of the current
tweet. Public opinions are redundant, because the opinions of majorities can be
learned automatically given enough training samples from a sufficient number
of users. Meanwhile, the tendency of whether a person’s opinions align with the
public can be learned directly. Since the representation is concept-based, the
order of words appeared in the text does not play a role in the representation.
As a result, a single embedding layer is applied to map the terms into a dense,
low-dimensional space.
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Fig. 2. Stacked personalized sentiment model with a recurrent neural network that is
shaped by an attention-based Hawkes process. The input sequence of the network is
sets of concepts, entities, negation cues, and the user identifier at different time points.

The stacking of networks happens between the generation of the tweet embed-
dings and the construction of the input sequence for the recurrent neural net-
work. Similarly, a recurrent network with LSTM cells is used in the model. With
a consistent formulation of the representation at each input node, the network
can be trained efficiently. Again, the input sequences are first sorted by the user
identifier and afterwards by the creation time of the text.

4 Attention-Based Hawkes Process

As shown in Fig. 2, we employ an attention-based Hawkes process at the output
of the recurrent network. This layer models time gaps of different lengths between
the publishing dates of the texts. Attention is given to the past tweets that are
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related to the current tweet content-wise, while the decay of the relation is
modeled by the Hawkes process.

4.1 Attention Mechanism

Attention mechanism is widely used in natural language processing [30,31]. In
the preliminary model, all the information learned in the network are accumu-
lated at the node that is the closest to the sentiment label (h3

0), which can be
treated as an embedding for all seen tweets in an input sequence. Although
LSTM has the ability to preserve information over time, in practice it is still
problematic to relate to the node that is far away from the output. LSTM tends
to focus more on the nodes that are closer to the output yt. There are studies
that propose to reverse or double the input sequence [32], however attention
mechanism can be a better alternative. A traditional attention model is defined
as:

ui = tanh (Wthi + bt) (6)

ai = uT
i ws (7)

λi = softmax(ai)hi (8)

v =
∑

i

λi (9)

where softmax(xi) = exi/
∑

j exj . λi is the attention-shaped output at the
specific time ti with the same dimension as hi, and v sums up the output at each
ti dimension-wise and contains all the information from different time points of
a given sequence. The context vector ws can be randomly initialized and jointly
learned with other weights in the network during the training phase.

4.2 Hawkes Process

Hawkes Process is a one-dimensional self-exciting point process. A process is
said to be self-exciting if an ‘arrival’ causes the conditional intensity function
to increase (Fig. 3) [33]. Hawkes Process models a sequence of arrivals of events
over time, and each arrival excites the process and increases the possibility of a
future arrival in a period of time.

As in [33], the conditional intensity function of Hawkes process is:

λ∗(t) = λ +
∑

ti<t

μ(t − ti) = λ +
∑

ti<t

αe−β(t−ti) (10)

where λ is the background intensity and should always be a positive value, and
μ(·) is the excitation function. Here, we use exponential decay as the excitation
function because it is a common choice for many tasks. The value of α and β are
positive constants where α describes how much each arrival lifts the intensity of
the system and β describes how fast the influence of an arrival decays.
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Fig. 3. An example conditional intensity function for a self-exciting process [33].

Hawkes Process in Sentiment. Traditional Hawkes process models the influ-
ence of the past events on the future event which assumes that these are the same
events (or similar in nature). For that reason, the value of α is constant, i.e. each
arrival affects the system in the same way. As a heuristic study, we see an opin-
ion as an ‘event’ that positively influences future opinions, and such influence
decreases with time. However, people’s opinion may be affected by their past
opinions when there are some connections between the targets (topics or enti-
ties) of the opinions. In our setting, the preceding opinion can be irrelevant to
the current one, in which case the influence from the preceding opinion should
not be boosted.

4.3 Hawkes Process with Attention

In order to apply Hawkes process on opinions, we shape the effect of past opinions
with attention mechanism. The exponential decay factor is added at each time
point based on the attention output, so that the historical text which contains
more relevant content affects the current opinion more intensively than those
with less relevant content. The following two equations describe the shaped out-
put with the attention mechanism and the Hawkes process:

v′(t) = v + ε
∑

i:Δti>0

λ′
ie

−βΔti (11)

=
∑

i:Δti≥0

(λi + ελ′
ie

−βΔti) (12)

where

λ′
i =

{
λi if λi > 0
0 otherwise

In Eq. 11, the first element v is the background intensity which acts as a base
factor and describes the content in the text throughout the time. ε represents a
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decay impact factor and balances the importance of adding the Hawkes process
in the output, and a value of zero indicates that the information decay does not
play any part in the decision making. Theoretically, there should be no upper
bound for the value of ε, however it is illogical to take a value that is much
greater than 1 (ε �� 1). Δti = t − ti is the time difference between the current
time t and the time ti. β is the decay rate for the time difference, and the value
of β varies from task to task. Note that ε and β are constants, and their values
must be chosen priorly. Here, α in Eq. 10 is replaced by λ′

i so that the effect of an
arrival is not constant anymore. λ′

i is a rectifier which takes max(0, λi). With the
rectifier, the effect remains non-negative and only relevant events (targets) are
considered. λi is calculated according to Eq. 8. Given Eqs. 9 and 12 is deduced
so that at each time point in the past, the attention output is boosted by the
process factor when it is a positive value. The final output v′(t) is the sum of
the modified attention outputs over time for the current tweet created at time t.
Additionally, a fully connected layer is added after applying the Hawkes process
in order to regularize the output for the network to train.

5 Implementation

In this section, we present the implementation of both the preliminary model and
the enhanced model. The former is referred to as ‘P-model’ (Preliminary model)
throughout this text and the latter as ‘AHP model’ (Attention-based Hawkes
Process model). The models are evaluated using different datasets which are
labeled in distinct ways.

5.1 Technical Setup

The concepts used as a part of the text representation are taken from SenticNet
and are 50,000 in total. The implementation of both models is conducted using
Keras5 with the Tensorflow6 back-end. In the P-model, topics are embedded
with 32-dimensional vectors and concepts are embedded with 128-dimensional
vectors. In contrast, all the terms are embedded with 128-dimensional vectors
in the embedding layer of the AHP model. The first two layers in the recurrent
network are equipped with 64 LSTM cells each while the last layer has 32 cells.
Moreover, dropout is used for both models to prevent overfitting [34].

5.2 Datasets

There are a number of datasets for Twitter sentiment analysis, and they differ
mainly by the annotation technique. The labeling of sentiment can be performed
in two ways: manually and automatically. Manual labeling is mostly done by the
‘Wisdom of Crowd’ [35], which is time consuming and only applicable for a

5 https://keras.io/, last seen on April 19, 2018.
6 https://www.tensorflow.org/, last seen on April 19, 2018.

https://keras.io/
https://www.tensorflow.org/
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Table 1. Statistics of the datasets used for the P-model and the AHP model.

Model Dataset Polarity # Topic/Entity User frequency

Pos. Neg. Neu. Total #Tweets p.User #User

P- Sanders 424 474 2,008 2,906 4 >5 51

SemEval 6,758 1,858 8,330 16,946 100 >=2 971

AHP Sentiment140 79,009 42,991 – 122,000 311 >=20 2,369

small amount of data. For the text from social platforms, an automatic labeling
mechanism is possible by categorizing the emoticons appeared in the text. The
emoticons are employed in a distant supervision approach. As discussed in [36],
such labeling can be quite noisy but effective. Furthermore, these two methods
can be seen as annotations from different standpoints [37], which is a separate
research direction that may be focus of a separate study. For a personalized sen-
timent analysis, manually labeled data do not contain sufficient user information
to explore the individualities. For that reason, we use manually labeled data for
the P-model in our experiments so that an universal comparison can be made
to evaluate the effectiveness of including user data, while automatically labeled
data are used for the AHP model so that a more comprehensive evaluation on
the personalization can be provided.

The statistics of the datasets used for the models is shown in Table 1. Sanders
Twitter Sentiment Corpus7 and the development set of SemEval-2017 Task 4-C
Corpus8 are manually labeled datasets and are used for the evaluation of the
P-model. For the SemEval corpus, germane labels are merged into three classes
(positive, negative and neutral) in order to combine the corpus with the Sanders
corpus. These two datasets are combined since there are no sufficient frequent
users (only 51 users have tweeted more than 5 times). It is also to show the
independency of the topic-concept relation between different datasets. Senti-
ment1409 is automatically labeled with two classes (positive and negative) and
is used in the AHP model. Originally, Sentiment140 contains 1,600,000 training
tweets, however we extract tweets published by users who have tweeted at least
20 times before a pre-defined date so that only frequent users are considered in
this model. The extracted subset contains 122,000 tweets in total. As explained
in Sect. 3.2, entities are used instead of topics which results in 15,305 entities
extracted from the text.

Furthermore, each dataset is split into a training set, a validation set and a
test set for training and evaluation. The original test sets from the mentioned
corpora are not suitable for our experiments because for the P-model, the topic-
opinion relations are to be examined while the provided test set contains only
unseen topics; for the AHP model, the provided test set contains only unseen
users which is unable to verify the user preferences learned by the network.

7 http://www.sananalytics.com/lab/twitter-sentiment/, last seen on April 19, 2018.
8 http://alt.qcri.org/semeval2017/task4/, last seen on April 19, 2018.
9 http://help.sentiment140.com/for-students/, last seen on April 19, 2018.

http://www.sananalytics.com/lab/twitter-sentiment/
http://alt.qcri.org/semeval2017/task4/
http://help.sentiment140.com/for-students/
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5.3 Baselines

Sanders + SemEval. To evaluate the effectiveness of introducing user infor-
mation in sentiment analysis, we use the original, manually labeled datasets and
compare the P-model with five baselines. The first one is the Sentic values which
are sentiment scores between −1 (extreme negativity) and 1 (extreme positivity)
from SenticNet. For each tweet, the Sentic values are combined, and afterwards
the result and the number of concepts appeared in the tweet are fed to a shallow
fully connected network for training.

To compare the P-model with the traditional machine learning technique,
we choose to apply the Support Vector Machine (SVM) which is a prominent
method in this field. Two SVM classifiers are built that one is trained with the
concepts and the topic in the text (named Generalized SVM) while the other
one is trained with the same features of the Generalized SVM together with the
user index and public opinions (named Personalized SVM). Implemented with
scikit-learn [38], the radial basis function kernel and the parameters C = 0.01
and γ = 1/N features are set by 10-fold cross-validation.

Convolutional neural network (CNN) as another widely used neural network
structure, has been shown to provide competitive results on several sentence
classification tasks compared to various approaches. We use a network similar
to the simple CNN proposed by Kim [39] with concepts as inputs instead of
words that are used in the original work. Such a network highlights the relations
between adjacent elements, however it may be difficult to explore since the order
of concepts does not necessarily convey useful information.

The last one is a generalized recurrent neural network (named Generalized
RNN) which uses the same network with the P-model but without the user index
and the public opinions. As a result, xt∗ = [Econcept Etopic]∗ is set at each input
node, and the input sequence is ordered by the creation time of the tweets.

Sentiment140. With the larger, automatically labeled dataset, we are able to
train the AHP model with frequent users. We compare the performance of the
following models:

1. A model with the output layer applied directly after the recurrent network
(named Basic model);

2. A model with the output layer applied after adding the attention layer to the
recurrent network but without Hawkes process (named Attention model);

3. The AHP model as in Fig. 2.

The same input sequences are given to the AHP model and its substitu-
tions, thus the effect of applying the attention and Hawkes process layer can be
evaluated.

6 Results and Discussion

In this section, we report the evaluation results of the P-model compared with
five baselines, and discover the effects of the key factors for personalization. The
performance of the AHP model will be discussed as well.
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6.1 Evaluation of the P-Model

We compare the P-model with the baselines introduced in Sect. 5.3. Accuracy
is used as the primary evaluation metric, and macro-averaged recall is used to
demonstrate the balance of the prediction over classes which is more intuitive
than displaying the recall value for each class. Note that we do not compare
the performance of the P-model with the reported results of SemEval because
different test data are used for the evaluation, as explained in Sect. 5.2. The
comparison is shown in Table 2 as in our earlier publication [8].

Table 2. Comparison of the performance between the P-model and the chosen base-
lines.

Dataset Model Accuracy Avg. Recall

Sanders + SemEval Sentic 0.3769 0.4408

Generalized SVM 0.6113 0.5847

Personalized SVM 0.6147 0.5862

CNN 0.5481 0.5360

Generalized RNN 0.6382 0.6587

P-model 0.6569 0.6859

In the same way as for the P-model, concept-based representation is used for
the baseline models. The Sentic scores reflect an interpretation of the concepts
from a general point of view; they are used as public opinions in the P-model.
Without integrating any additional information, it performs the worst implying
that no implicit knowledge is captured from the text. Reasonable results are
achieved by the generalized and personalized SVM models. The personalized
model offers a slightly better performance given additional user-related features,
however the improvement is not significant enough to serve the purpose of mod-
eling individuality. The CNN model, which follows the work by Kim [39], makes
use of the dependencies between contiguous terms. Such dependencies are rather
vague in the concepts, because the words are already shuffled while extracting
concepts from the text. Thus, the performance of the CNN model is compara-
tively worse than the SVM- and RNN-based models.

The generalized RNN captures the trend in public opinions by comparing
the concepts and the associated topic from different time points in the past.
This model outperforms the personalized SVM, which reveals the significance of
considering the dependencies between tweets. By adding the user-related infor-
mation in the P-model, the performance is further improved with p < 0.05 for
the t-test. The improvement indicates that individuality is a crucial factor in
analyzing sentiment and is able to positively influence the prediction.
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6.2 Key Factors for Personalization

To explore the influential factors in the personalized sentiment model, we con-
duct experiments from three different angles. More evidence is shown for the
effectiveness of including user diversity in the model.

Topic-Opinion Relation. To evaluate the effect of considering topic-opinion
relations, we exclude the topic-related components from the input sequence and
set xt∗ = [Econcept Pconcept]∗ for the input nodes before the user identifier. The
resulting model gives an accuracy of 0.5536 and an average recall of 0.5429,
which is significantly worse than the P-model (Table 2). The gap between the
results reveals the advantage of associating sentiment with topics and adding
the components Etopic and Ptopic in the system.

User Frequency. As shown in Table 1, there are 714 users who have tweeted
twice and 51 users who have tweeted more than 5 times. In fact, most users in
the combined dataset have only one tweet. While targeting users with different
frequencies, the P-model achieves an accuracy of 0.6282 for the users who have
tweeted twice, and the accuracy rises to 0.7425 for the users who have more than
5 tweets. As expected, the model is able to provide a better prediction for more
frequent users.

Length of the History. An experiment is conducted with different numbers
of past tweets added in the input sequence. Results are shown in Table 3 as
reported in our previous work [8]. The performance is poor while considering one
past tweet, because the possibility of having meaningful relations between two
consecutive tweets is relatively low. By taking more past tweets into account, the
performance of the model keeps improving. Note that when associating 10 past
tweets, the performance is competitive with the generalized RNN model, which is
associated with 20 past tweets as reported in Table 2. This shows the importance
of integrating user information and historical text in sentiment analysis.

Table 3. Performance of the P-model considering different numbers of past tweets in
the input sequence.

Number of past tweets Accuracy Avg. recall

1 0.5680 0.5481

5 0.6216 0.6346

10 0.6305 0.6671

15 0.6461 0.6688

20 0.6569 0.6859
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6.3 Evaluation of the AHP Model

Based on the results from the last two sections, we enhance the model and verify
its performance by experimenting with a larger dataset and comparing with its
substitutions. For the AHP model, accuracy is used as the primary evaluation
metric as well, and F1-score is calculated for each class to demonstrate the
balance of the prediction since only two classes are concerned.

Table 4. Comparison of the performance between the AHP model and its substitutions.

Dataset Model Accuracy Pos. F1 Neg. F1

Sentiment140 Basic model 0.7287 0.7344 0.7223

Attention model 0.7491 0.7464 0.7516

AHP model 0.7596 0.7534 0.7652

In Table 4, we can see improvements after adding the attention layer and
after shaping the attention outputs with Hawkes process. The Attention model
compensates the loss of focus of the Basic model with distant nodes, and the AHP
model tightens or loosens the relations of the nodes according to the gaps between
them. To implement the AHP model, the values of ε and β in Eq. 11 must be
set beforehand. We take ε = 0.7 and β = 0.01 which give the best performance
in the experiment, and the corresponding results are shown in Table 4.

6.4 Key Factors for Information Decay

Decay Impact Factor ε and Decay Rate β. The values for ε and β are
found experimentally by grid search given an empirical range. The results are
illustrated in Fig. 4. Because ε and β interact with each other on the rectified
attention output, it is difficult to find a significant trend between these two values
and the accuracy of the prediction. However, there is a slight tendency to offer
better results with a smaller β. Comparing to the best results in Table 4 which
are given by ε = 0.7 and β = 0.01, the worst result in the set range is 0.7270
(accuracy) given by ε = 0.9 and β = 0.1 which is worse than the accuracy of
the Basic model. Such a performance shows the importance of setting suitable
parameters in the excitation function.

Excitation Function. The advantages of using exponential kernels in Hawkes
process descend from a Markov property as explained in [12], which motivates
the use of this excitation function in our model. The property can be extended
to the case where the value of β is non-constant, which is useful in assigning
different decay rates for different users or for different levels of intensity (atten-
tion outputs). The effect of using these variants or applying other excitation
functions for Hawkes process is to be discovered.
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Fig. 4. A grid search on the parameters ε and β for the attention-based Hawkes process.

7 Conclusion and Future Work

In this article, we focused on developing a personalized sentiment model that is
able to capture users’ individualities in expressing sentiment on social platforms.
To evaluate the effectiveness of including user information in sentiment analysis,
we built a preliminary model based on three assumptions and conducted a series
of experiments with Twitter data. The assumptions reflect the individuality
from different aspects and the model is designed accordingly. We use concepts
appeared in the text to represent people’s lexical choices; we add the topic in
the text representation to include the topic-opinion relations; public opinions
are used in the input in order to find connections between individual and public
opinions. A simple recurrent neural network is built for this task which is able
to relate the information of the current tweet with historical tweets. The issue
of data sparsity is handled by adding a user identifier in each input sequence.
The preliminary model is evaluated with a combined, manually labeled Twitter
dataset, and the effectiveness of introducing user data in the model is verified by
comparing to five baseline models. Moreover, the key factors of a personalized
sentiment model are discovered. We believe that the topic-opinion relation, the
user frequency and the number of the historical tweets considered in the network
are the major factors that nfluence the performance of the model.

Given the positive results of the preliminary model, we proposed an enhanced
model that focuses on frequent users. The enhanced model is a stacked network
that takes concepts, entities, negation cues and user identifier to represent each
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tweet and applies an embedding layer to generate inputs for the recurrent net-
work. Furthermore, attention mechanism is used on the output of the recurrent
network which helps the network to concentrate on related and distant tweets.
To consider the different gaps between the tweets, we introduce a novel app-
roach that is to shape the attention output with Hawkes process. By using this
approach, the attention on the related tweets is boosted and the effect fades by
a certain decay rate on the distance between these tweets and the current tweet.
Thus, a decay of information with time can be modeled in the network. This
model is tested on a larger dataset with users who have tweeted at least 20 times
before a pre-defined timestamp, and improvements are shown after adding the
attention layer with Hawkes process.

The results from these two models bring us significant meanings of applying
a personalized sentiment model. We have learned that the individualities have
substantial influence on sentiment analysis and can be easily captured by models
like the ones we have proposed in this article. Moreover, traditional recurrent
neural networks neglect the effect of various gaps between the nodes which can
be an important factor in many tasks. As we have shown, the Hawkes process can
be combined with recurrent networks to compensate such lack of information,
and the effect of using different variants of Hawkes process has yet to explore.

The improvements of the preliminary model and the enhanced model have
opened up new opportunities for future research. To generalize the use of the
proposed models, we can test the performance by evaluating with finer-labeled
sentiments or emotions. It is also possible to use these models on existing sen-
timent models that do not concern user information in the prediction in order
to enhance the performance. As a heuristic research, the attention mechanism
can be combined with the Hawkes process in different ways. For instance, Cao
et al. [40] proposed an approach of non-parametric time decay effect, which
takes different time intervals and learns discrete variables for the intervals as the
decay effect μ. As a result, no pre-defined decay functions are needed for the
modeling, and the effect can be flexible based on different time intervals. Such a
technique can also be beneficial for our task, and the decay effect and the atten-
tion model can be applied on the output of the recurrent network separately. As
an extension on the field of application, the personalized model can be used in
an artificial companion that is adapted under a multi-user scenario to improve
communication experience by offering user-tailored responses.
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Abstract. Certain documents are naturally associated with a country
as their geographic focus. Some past work has sought to develop systems
that identify this focus, under the assumption that the target country
is explicitly mentioned in the document. When this assumption is not
met, the task becomes one of inferring the focus based on the available
context provided by the document. Although some existing work has
considered this variant of the task, that work typically relies on the use
of specialized geographic resources. In this work we seek to demonstrate
that this inference task can be tackled by using generic ontologies, like
ConceptNet and YAGO, that have been developed independently of the
particular task. We describe GeoMantis, our developed system for infer-
ring the geographic focus of a document, and we undertake a comparative
evaluation against two freely-available open-source systems. Our results
show that GeoMantis performs better than these two systems when the
comparison is made on news stories whose target country is either not
explicitly mentioned, or has been artificially obscured, in the story text.

Keywords: Information retrieval · Geographic focus identification
Ontologies · Natural language processing
Geographic information systems

1 Introduction

In this work we tackle the problem of identifying the geographic focus of a text
document. Humans are able to read a document and identify its geographic focus
[1]. According to Silva et al. [2], “Geographic scope or focus of a document is the
region, if it exists, whose readers find it more relevant than average”. Narratives
are examples of such documents, that human readers can identify the location
where the story takes place, along with other properties (e.g., the protagonist,
the timeline, etc.) [3].

An earlier version of this work was presented at the 10th International Conference
on Agents and Artificial Intelligence (ICAART 2018). In this article, compared to the
conference paper we give a more extensive evaluation of the GeoMantis system with
different datasets and comparisons with more systems. Furthermore, we updated the
GeoMantis system with new knowledge from ontologies and present details on the
structure of the ontologies and the way they are used.
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J. van den Herik and A. P. Rocha (Eds.): ICAART 2018, LNAI 11352, pp. 223–246, 2019.
https://doi.org/10.1007/978-3-030-05453-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05453-3_11&domain=pdf
https://doi.org/10.1007/978-3-030-05453-3_11


224 C. Rodosthenous and L. Michael

For a machine to perform this task, it needs to process the text, identify
location mentions from the text, and then try to identify its geographic focus.
The majority of systems developed in this line of research rely on gazetteers,
atlases, and dictionaries with geographic-related content, that identify the geo-
graphic focus of the text. In this work, we investigate whether generic ontologies
can be exploited for tackling this problem with a special focus on cases where
no explicit mention of the target country exists in the text.

We present GeoMantis, a system developed to identify the country-level
focus of a text document or a web page using knowledge from generic ontologies.
In particular, the system takes as input any type of document, processes it, and it
stores the contents of the document in a database. Independently of the previous
process, the system retrieves triples from ontologies about countries, processes
each triple, filters it using its internal mechanisms, and stores it in a database. In
this workflow, a full-text search algorithm is used for matching each search text
of the document against the search text of each triple in the country’s knowledge
base set. A number of filtering options are also available during this process.

The outcome of the above-mentioned search process is the set of country
triples that are activated by the document text. This outcome is used in the
query answering process to produce a list of countries in order of confidence.
The ordering of this list is performed using one of the four supported by the
system strategies presented in detail later in this work.

In the following sections, we present the current state in geographic focus
identification, along with systems developed to perform this task. Next, the
GeoMantis system is presented, followed by a detailed presentation of the generic
ontologies employed by it. The penultimate section, presents the results of the
parameter selection process and the comparative evaluation of the system. In
the final section, new features and possible extensions to the GeoMantis system
are discussed as part of our ongoing work.

2 Problem Definition and Related Work

The geographic focus of a document can be defined as the geographic location
the document is related to. In this work, we limit this area to locations on earth
that have administrative boundaries. For example, the text snippet “A letter to
creditors says Mr Tsipras is prepared to accept most conditions that were on the
table before talks collapsed and he called a referendum.”1 has a geographic focus
in Greece, Europe.

The task of identifying the geographic focus of text goes back to the 90’s
and the research in this area [4] led to the development of several systems.
Many of these systems rely on geoparsers, i.e., systems for extracting places
from text [5,6], for identifying locations, disambiguating them, and finally for
identifying the geographic focus of the text. These systems, perform well when
documents include place mentions for geoparsers to work, but leave open the

1 http://www.bbc.com/news/.

http://www.bbc.com/news/
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case of documents that have none or very few place mentions. It is common
for a document to also contain references to geographic locations in the form
of historical dates, monuments, ethnicity, typical food, traditional dances and
others [7]. These references can be used to infer the geographic focus of a text
document.

In the 90’s, the Geo-referenced Information Processing SYstem GIPSY [8]
was created. This system was able to perform geocoding on documents related
to the region of California. Geocoding was applied using a subset of the US
Geological Survey’s Geographic Names Information System (GNIS) database.
GIPSY’s document geocoding pipeline included three steps. First, the system
extracts keywords and phrases from each document according to their spatial
relatedness. Each of these phrases are weighted according to a heuristic algo-
rithm. Second, the system identifies the spatial locations for the keywords and
phrases extracted in the first step using synonyms and hierarchical containment
relations. Third, geographic reasoning is applied and after extracting all the
possible locations for all the terms and phrases denoting places in a given doc-
ument, the final step presents the geospatial footprints as a three-dimensional
polyhedron.

In the 00’s, the Web-a-Where system [9] was introduced, which can iden-
tify a place name in a document, disambiguate it, and determine its geographic
focus. This system detects mentions of places in a document or a webpage and
determines the location each place name refers to. Moreover, it assigns a geo-
graphic focus to it by using a similar workflow with the GIPSY system and it
also has a specific approach for disambiguating locations for both geo/non-geo
and geo/geo ambiguity. When a place name has the same name as a non-place
(e.g., Turkey the country and Turkey the bird), a geo/non-geo ambiguity is
identified. When two or more places have the same name (e.g., Athens in Greece
and Athens in the USA), a geo/geo ambiguity is identified. Furthermore, the
system can assign a geographic focus to a document, even though its location
is not explicitly mentioned in it, but it is inferred from other locations. The
Web-a-Where system was evaluated using two different pre-annotated datasets.
The authors report that their system detects a geographic focus in 75% of the
documents and report a score of 91% accuracy in detecting the correct country.

A more recent attempt is the geo-referencing system developed within the
MyMose project framework [10]. This system, performs a city-level focus iden-
tification using dictionary search and a multistage method for assigning a geo-
graphic focus to web pages, using several heuristics for toponym disambiguation
and a scoring function for focus determination. The authors report an accuracy
of over 70% with a city-level resolution in English and Spanish web pages.

A similar to the Web-a-Where system workflow was used in the CLIFF-
CLAVIN system [11], which identifies the geographic focus of news stories.
This system uses a three step workflow to identify the geographic focus. First,
it recognizes toponyms in each story, then, it disambiguates each toponym, and
finally, it determines the focus using the “most mentioned toponym” strategy.
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This system relies on “CLAVIN”2, an opensource geoparser that was modified
to facilitate the specific needs of news story focus detection. The authors report
an accuracy of 90–95% for detecting the geographic focus when tested on various
datasets. This system is freely available under an opensource license. It is also
integrated in the MediaMeter3 suite of tools for quantitative text analysis of
media coverage.

Related to this line of research, is the work on SPIRIT [12], a spatially
aware search engine which is capable of accepting spatial queries in the form
of <theme><spatial relationship><location>. Relevant research is also found
in the work of Yu [13] on how the geographic focus of a named entity can be
resolved at a location (e.g. city or country).

Furthermore, work done on a system called Newstand [14], monitors RSS
feeds from online news sources, retrieves the articles in realtime and then extracts
geographic content using a geotagger. These articles are grouped into story clus-
ters and are presented on a map interface, where users can retrieve stories based
on both topical significance and geographic region.

More relevant work, mainly concentrated in using knowledge bases extracted
from Wikipedia, is presented in work of de Alencar and Davis Jr, and Quercini
et al. [15,16]. de Alencar and Davis Jr, presented a strategy for tagging docu-
ments with place names according to the geographical context of their textual
content by using a topic indexing technique that considers Wikipedia articles as
a controlled vocabulary. Quercini et al., discussed techniques to automatically
generate the local lexicon of a location by using the link structure of Wikipedia.

A system called Newsmap [17], uses a semi-supervised machine learning
classifier to label news stories without human involvement. Furthermore, the
system identifies multi-word names to automatically reduce the ambiguity of the
geographical traits. The authors evaluated their system’s classification accuracy
against 5000 human-created news summaries. Results show that the Newsmap
system outperforms the geographical information extraction systems in overall
accuracy, but authors report that simple keyword matching suffers from ambi-
guity of place names in countries with ambiguous place names.

Imani et al. [18], proposed a mechanism that utilizes the named entities for
identifying potential sentences containing focus locations and then uses a super-
vised classification mechanism over sentence embedding to predict the primary
focused geographic location. The unavailability of ground truth (i.e., whether
words in a sentence is focus or non-focus) suggests a major challenge for train-
ing a classifier and an adaptation mechanism is proposed to overcome sampling
bias in training data. This mechanism was evaluated against baseline approaches
on datasets that contain news articles.

Silva et al. [2], presented a system for automatically identifying the geo-
graphic scope of web documents, using an ontology of geographical concepts
and a component for extracting geographic information from large collections of
web documents. Their approach involves a mechanism for identifying geographic

2 https://clavin.bericotechnologies.com/.
3 http://mediameter.org/.

https://clavin.bericotechnologies.com/
http://mediameter.org/
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references over the documents and a graph ranking algorithm for assigning geo-
graphic scope. Initial evaluation of the system, suggests that this is a viable
approach.

A system called TEXTOMAP [19], aims to design the geographic window
of the text, based on the notion of important toponyms. Toponym selection is
based on spatial, linguistic or semantic indicators.

A relatively new system called Mordecai [20], performs full text geoparsing
and infers the country focus of each place name in a document. The system’s
workflow extracts the place names from a piece of text, resolves them to the cor-
rect place, and then returns their coordinates and structured geographic infor-
mation. This system utilizes a number of natural language processing techniques
and neural networks to perform these tasks.

3 The GeoMantis System

GeoMantis (from the Greek words Geo that means earth and Mantis, which
means oracle or guesser), is a web application designed for identifying the geo-
graphic focus of documents and web pages at a country-level.

Users can add a document to the system using a web-interface. The document
enters the processing pipeline depicted in Fig. 1 and gets processed.

The system uses factual knowledge in the form of Resource Description
Framework (RDF) [21] triples retrieved from ontologies (e.g., ConceptNet and
YAGO). These triples are of the form <Subject><Predicate><Object>,
where the Subject has a relationship Predicate with the Object. Detailed infor-
mation on the RDF semantics can be found in the W3C specification document
[22]. Triples are stored locally in the system’s geographic knowledge database.
This database can be updated at any time by querying the corresponding knowl-
edge source online.

Retrieved triples from ontologies are used for searching in each document and
generate the predicted geographic focus. Instead of returning only one prediction
for the target country, the system returns a list of countries in order of confidence
for each prediction. Countries in the first places have a higher confidence score.

The system can be tuned using a number of parameters such as the selected
ontology, the query answering strategy (see Sect. 3.3), and text filtering options
(e.g., stopwords and named entities).

In the next paragraphs, we present how the GeoMantis system pipeline works.

3.1 Text Input Parsing

First, users upload a text document or type a webpage URL through a web
interface. This text is firstly cleaned from HTML tags (e.g., <br>, <b>, <p>,
<div>) and wiki specific format (e.g., [[Link title]]). Then, the text is parsed
using a Natural Language Processing (NLP) system, the Stanford CoreNLP
[24]; extracted lemmas, part of speech, and named-entity labels extracted by
the Named Entities Recognition (NER) process, are stored and indexed in the
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Fig. 1. The GeoMantis system processing workflow. The workflow includes the RDF
Triples Retrieval and Processing Engine (left), the Text Processing mechanism and the
Query Answering Engine. The outcome of the system appears on the right. Figure
adapted from [23].

system’s database. The NER system can identify named entities of type location,
person, organization, money, number, percent, date and time, duration, and
miscellaneous (misc).

3.2 Knowledge Retrieval

The RDF triple retrieval process starts by identifying each country’s official name
and alternate names from the GeoNames database4. Geonames is a geographical
database that includes more than 10 million geographical names. It also contains
over 9 million unique features where 2.8 million are populated places and 5.5
million are alternate names. The database is integrating geographical data such
as names of places, alternate names in various languages, elevation, population,
and others from various sources. Sources include, among others, the National
Geospatial-Intelligence Agency’s (NGA), the U.S. Board on Geographic Names
and the Ordnance Survey OpenData.

The system retrieves triples by using an available SPARQL endpoint for
every ontology integrated with the system. SPARQL [25] is a query language for
RDF that can be used to express queries across diverse data sources. SPARQL
contains capabilities for querying RDF graph patterns and supports extensible
value testing and constraining queries by source RDF graph. The outcome of
a SPARQL query can be result sets or RDF graphs. In Fig. 1 (left part), the
integration of the system with a number of ontologies is presented. GeoMantis
is capable of retrieving RDF triples from any ontology that exposes a SPARQL
endpoint and represents factual knowledge in RDF triples.

The final step in the knowledge retrieval workflow, is the processing of the
retrieved RDF triples using the CoreNLP system. The object part of the triple is
tokenized and lemmatized, and common stopwords are removed. For each RDF
triple in the system’s geographic knowledge base, a search string is created with
lemmatized words.

4 http://www.geonames.org.

http://www.geonames.org
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Algorithm 1 presents the knowledge retrieval process. The SPARQL query
created in line 6 of Algorithm 1 is used to retrieve the RDF triples and it is of the
form: SELECT * WHERE { <Countryname> ?p ?o } when the country name is
in the subject of the triple, and SELECT * WHERE { ?p ?o <Countryname> }
when the country name is in the object of the triple.

From each retrieved RDF triple, a search text is created using tokenization,
lemmatization, and stopword removing techniques. The search text is stored in
the GeoMantis local database.

3.3 Query Answering

For each country, a case-insensitive full-text search is executed for each unique
word in the text against the search text of each triple in the country’s knowledge
base. A triple is activated by the text if any of the document’s words matches any
of the triple’s search text words (excluding common stopwords). For example, a
document containing the sentence “They had a really nice dish with halloumi
while watching the Aegean blue.” should activate the RDF triples: <halloumi>
<RelatedTo> <Cyprus> and <Greece> <linksTo> <Aegean Sea>. To max-
imize the search capabilities, the GeoMantis system uses lemmatized words. Full-
text searching takes advantage of the MariaDB’s5 search functionality, using
full-text indexing for better search performance.

The final step in the query answering process, involves the ordering of the
list of countries and the generation of the predicted geographic focus. Ordering
is performed using one of the following strategies:

Percentage of Triples Applied (PERCR): List of countries is ordered
according to the fraction of each country’s total number of activated triples
over the total number of triples for that country that exist in the geographic
knowledge bases, in descending order.

Number of Triples Applied (NUMR): List of countries is ordered according
to each country’s total number of activated triples, in descending order.

Term Frequency - Inverse Document Frequency (TF-IDF): List of coun-
tries is ordered according to the TF - IDF algorithm [26], which is applied as
follows:

Dc is a document created by taking the triples of a country c
TFt = (Number of times term t appears in Dc)/(Total number of terms in Dc)
IDFt = loge(Total number of Dc/Number of Dc with term t in it).

Most Triples per Country Ordering (ORDR): List of countries is ordered
according to the number of triples that are retrieved for each country, in descend-
ing order.
5 https://mariadb.org/.

https://mariadb.org/
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Algorithm 1 . Knowledge retrieval from ontologies.
1: procedure RetrieveKnowledge(KB)

// Use the ISO two-letter country code
2: for each countryCode in countryCodes do
3: countryNames ← RetrieveNames(countryCode)
4: for each countryName in countryNames do
5: while N ∈ {subject, object} do
6: SPARQLquery ← CreateQuery(countryName,N )
7: triples ← RetrieveRDFTriples(SPARQLquery)
8: for each triple in triples do
9: if N=“subject” then

10: arg1 ← GetPart(subject,triple)
11: arg2 ← GetPart(object,triple)
12: else
13: arg1 ← GetPart(object,triple)
14: arg2 ← GetPart(subject,triple)
15: end if
16: relation ← GetPart(predicate,triple)
17: searchText ← arg2
18: end for

// Use NLP to tokenize and lemmatize
19: searchText ← NLP(searchText)

// Use a common stopwords list
20: searchText ← ClearStopWords(searchText)
21: end while
22: end for
23: SaveGeoDatabase(searchText,countryCode)
24: end for
25: end procedure

3.4 System Implementation

The GeoMantis system is built using the PHP web scripting language and the
MariaDB database for storing data. The system is designed using an extendable
architecture which allows the addition of new functionality.

GeoMantis also exposes a number of its services using a REST API, based
on JavaScript Object Notation (JSON)6 for data interchange and integration
with other systems. Knowledge can be updated at any time by querying the
corresponding ontology SPARQL endpoint.

Furthermore, the system has a separate module for producing statistics on
documents, datasets, and RDF triples and for visualizing them using a powerful
graph library based on Chart.js7. For each processed document, a detailed log
of activated triples is kept for debugging purposes and better understanding of
the query answering process.

6 http://www.json.org/.
7 http://www.chartjs.org/.

http://www.json.org/
http://www.chartjs.org/
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4 Empirical Material

The extended evaluation of the GeoMantis system, required three inputs: (i)
a list of countries, (ii) generic knowledge from ontologies about each of these
countries, and (iii) datasets where the geographic focus of the text is known.

For the first input, we chose countries which are members of the United
Nations (UN). The UN is the world’s largest intergovernmental organization
and has 193 member states. For the other two inputs we provide information in
the following sections.

4.1 Use of Generic Ontologies

A large amount of general-purpose knowledge is stored in databases in the form
of ontologies. This knowledge is gathered from various sources using human work-
ers, game players, volunteers, and contributors in general. We chose two popular
ontologies: ConceptNet [27] and YAGO [28–30] which include generic knowledge
for countries instead of only geographic knowledge that exist in a gazetteer. A
brief overview of these ontologies is presented in the following paragraphs.

Table 1. Information on triples retrieved from ConceptNet and YAGO ontologies for
UN countries. The filtered YAGO ontology (YAGO Fil) is also depicted in this table
and is described in Sect. 5.1.

Property ConceptNet YAGO YAGO Fil

Total number of triples 51,771 2,966,765 2,903,186

Number of unique relations 33 373 300

Country with highest number of triples China USA USA

Number of UN countries with triples 193 192 192

ConceptNet is a freely-available semantic network that contains data from
a number of sources such as crowdsourcing projects, Games With A Purpose
(GWAPs) [31], online dictionaries, and manually coded rules. In ConceptNet,
data are stored in the form of edges or assertions. An edge is the basic unit of
knowledge in ConceptNet and contains a relation between two nodes (or terms).
Nodes represent words or short natural language phrases. ConceptNet version 5.6
includes 37 relations, such as “AtLocation”,“isA”, “PartOf”,“Causes” etc. The
following are examples of edges available in ConceptNet: <cat> <RelatedTo>
<meow>, <statue> <AtLocation> <museum>. ConceptNet is not represented
in an RDF format, but there is relevant work that suggests such a conversion
[32]. ConceptNet’s version 4 ability to answer IQ questions using simple test-
answering algorithms was evaluated and the results showed that the system has
the Verbal IQ of an average four-year-old child [33].

For each UN country, its name along with its alternate names are extracted
and the ConceptNet 5.6 API8 is queried for returning the proper Uniform
8 http://api.conceptnet.io/.

http://api.conceptnet.io/
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Fig. 2. The 20 most frequent relations in triples retrieved from ConceptNet ontology
about UN countries.

Resource Identifier (URI) in the database. In ConceptNet, each URI includes
the language (e.g., “en”) and the term. This is an example of a complete
URI:“/c/en/peru”. When the term includes spaces (e.g., “United Kingdom”),
these are substituted by underscores, i.e.,“c/en/united kingdom”.

For each obtained URI, all facts are retrieved in the form of triples <Arg1>
<Relation> <Arg2> and are stored in the GeoMantis geographic knowledge
database. In ConceptNet, the country name can appear either in <Arg1> or
<Arg2> and an additional check is needed to capture the appropriate search
string. For example, when a search for “Greece” is performed, facts like the
ones presented in Fig. 3 are returned, which after processing (see Algorithm 1)
result to the search strings: europe and ithaka. In Fig. 2, the 20 most frequent
relations in the retrieved knowledge are depicted.

YAGO (Yet Another Great Ontology) is a semantic knowledge base
built from sources like Wikipedia, WordNet [34] and GeoNames (See footnote
4). More specifically, information from Wikipedia is extracted from categories,
redirects and infoboxes available in each wikipedia page. Also, there is a number

Fig. 3. Examples of facts retrieved from ConceptNet when the search term “Greece”
is used.
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Fig. 4. The 20 most frequent relations in triples retrieved from YAGO ontology about
UN countries.

of relations between facts that are described in detail in the work of Hoffart et al.
[28]. Currently, YAGO contains 447 million facts and about 9,800,000 entities.
Facts in YAGO were evaluated by humans, reporting an accuracy of 95%.

Relations in YAGO are both semantic (e.g., “wasBornOnDate”,“locatedIn”
and “hasPopulation”) and technical oriented (e.g., “hasWikipediaAnchor
Text”, “hasCitationTitle”). A search for “Greece” in YAGO returns facts
like the ones presented in Fig. 5.

Moreover, YAGO has a number of spatial relations that place an object in
a specific location (i.e., country, city, administrative region, etc.). For example,
relations “wasBornIn”,“diedIn”, “worksAt” place an entity of type Person in
a location, e.g., <Isaac Asimov> <wasBornIn> <Petrovichi>.

For retrieving facts, the YAGO SPARQL endpoint9 was queried for each UN
country name along with its alternate names.

Fig. 5. Examples of facts retrieved from YAGO when the search term “Greece” is used.

9 https://linkeddata1.calcul.u-psud.fr/sparql.

https://linkeddata1.calcul.u-psud.fr/sparql
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4.2 Corpora and Datasets

The last of the inputs needed for the evaluation process are the pre-tagged text
corpora. These are collections of texts whose geographic focus is known and
available for machine reading.

To evaluate the GeoMantis system in a challenging setting, we processed a
number of documents from popular corpora by removing any reference to the
country of focus for that document and its alternate names, i.e., a document
with geographic focus in “Greece” will not have the word “Greece” or “Hellas”
or “Hellenic Republic” in its text after the processing.

There are two commonly used corpora for conducting experiments in this line
of research; the Reuters Corpus Volume 1 (RCV) and the New York Times Anno-
tated Corpus (NYT). The available content is tagged with location metadata at
country-level. Moreover, they contain a plethora of documents for experimenta-
tion from different news topics and about various countries (Fig. 4).

The Reuters Corpus Volume 1 (RCV) comprises 810,000 Reuters,
English language news stories that were made available in 2000 by Reuters
Ltd. Each story is in English and the corpus contains stories from 20/08/1996
to 19/08/1997, tagged with information on where the story is geographically
located [35]. Tagging was performed by a combination of automatic categorizing
techniques, manual editing, and manual correction.

The New York Times Annotated Corpus (NYT) has in its collection
over 1,800,000 articles, written and published by the New York Times between
1987 and 2007. Most articles are tagged with location metadata [36]. The NYT
corpus categorization allows a news story to be tagged with more than one
locations. Tagging was performed by humans.

From the above two corpora we created six datasets to use in the evaluation
of the GeoMantis system. These datasets had either the target country and its
alternate names obscured, i.e., substituted with the word “unknown” or not
present at all. To the best of our knowledge, there is no corpus that guarantees
that there is no mention of the target country inside the document. For that
reason, we used corpora that are frequently used in this line of research and we
constructed datasets either by obscuring or by selecting texts that do not have
a mention of the target country to evaluate GeoMantis. The alternate names of
the countries were retrieved from the GeoNames database and were limited to
english alternate names only.

From the RCV corpus, two datasets were created using 1000 documents,
uniformly randomly selected, without replacement, from the set of news stories
in the dataset: the RCV obs, where the target country and its alternate names
are obscured and the RCV npr, where the target country and its alternate names
are not present in the document’s text.

From the NYT corpus, two datasets were created using 1000 news stories,
uniformly randomly selected, without replacement, from the set of news stories in
the dataset that belong to the “Top/News/World/ Countries and Territories/”
category with a single country tag: the NYT obs, where the target country and
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its alternate names are obscured, and the NYT npr, where the target country and
its alternate names are not present in the document’s text.

The majority of stories in the NYT corpus are geographically focused on
the United States of America and Russia, and the majority of stories in the
RCV1 corpus are geographically focused on the United States of America and
the United Kingdom. For each of the four datasets, we tried to have a balanced
distribution of news stories per target country of focus, hence five news stories
were uniformly randomly selected, without replacement (if they were available),
for each UN member country from the respective corpus. The remaining docu-
ments were uniformly randomly selected, without replacement, from the whole
pool of documents of that corpus.

We also created two new datasets for the comparison of GeoMantis with
other systems and two baseline metrics, the EVA obs and the EVA npr.

The EVA obs dataset included 500 uniformly randomly selected without
replacement news stories from the RCV corpus and 500 uniformly randomly
selected without replacement news stories from the NYT corpus categorized
under the “Top/News/ World/Countries and Territories/” category with a sin-
gle country tag, in a similar way as with the rest of the datasets. Every occurrence
of the target country was substituted with the word “unknown”. For the EVA npr
dataset the same procedure was followed, but each story in the dataset did not
have any occurrence of the target country or its alternate names.

For uniformity, from each of the two corpora, two documents were uniformly
randomly selected without replacement (if they were available) for each UN
member country. The remaining documents were uniformly randomly selected
without replacement from the whole pool of documents. As before, this process
allowed a balanced distribution of stories per country in the dataset.

Table 2. Characteristics of the six datasets, including number of documents, number
of tagged countries, total and mean number of words and the percentage of the NER
labels. Details on the identified named entities are presented as the percentage of
words tagged with NER labels in each dataset along with the five labels used in our
experiments which are presented as the fraction of the words tagged with each label
over the total number of NER labels, converted to a percentage.

Dataset RCV obs RCV npr NYT obs NYT npr EVA obs EVA npr

Number of documents in dataset 1000 1000 1000 1000 1000 1000

Number of countries in dataset 180 125 171 117 186 138

Number of words in dataset 174347 166373 393531 362228 283896 216014

Mean number of words per document 174 166 394 362 284 216

Percentage of named entities 23.19% 31.76% 29.36% 24.37% 25.51% 27.86%

[location] 10.97% 9.83% 15.14% 14.68% 14.25% 12.66%

[organization] 21.78% 19.40% 15.08% 17.44% 17.16% 17.49%

[money] 2.63% 2.62% 1.49% 1.83% 1.69% 1.86%

[person] 20.25% 18.88% 23.59% 24.36% 22.31% 22.63%

[misc] 6.39% 6.36% 10.88% 9.93% 9.28% 8.69%
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5 Evaluation and Analysis

The GeoMantis system is evaluated on whether it can identify the geographic
focus of a text document, when the country name in that text is obscured or does
not exist, using only knowledge from generic ontologies. The process followed,
the metrics, and the results of the evaluation are presented in this section.

A two phase evaluation was conducted: the 1st phase measured the system’s
performance for each of the parameters (parameter selection) in identifying the
geographic focus of a document at a country-level, and the 2nd phase compared
the GeoMantis system using the prevailing strategy from the 1st phase, with two
opensource freely available systems and two common baseline metrics (compara-
tive evaluation). For these experiments, general-purpose knowledge was retrieved
for countries that are members of the United Nations (UN)10 as described in
Sect. 4.1 (Table 2).

5.1 Parameter Selection

The 1st phase of the evaluation was conducted using the four datasets described
in Sect. 4.2. We evaluated every combination of values for the ontology, and the
PERC and TF-IDF query answering strategies.

A similar evaluation was conducted and described in detail in our previous
work [23]. That evaluation included three datasets (two from the same sources
as with this evaluation and one manually created from the WikiTravel11 web-
site) and knowledge from Conceptnet and YAGO. The results of that evalua-
tion suggested that the best performing parameters were the YAGO ontology,
the application of NER filtering, and the PERC query answering strategy, even
though the TF-IDF strategy was also performing very well. Those datasets were
processed by just obscuring the reference country name from the document, as
opposed to the extensive filtering of both the name and alternate names we
performed in this evaluation.

Parameters like NER filtering, were tested thoroughly in the previous evalu-
ation of GeoMantis and found to increase the performance of the system when
used, hence it was always enabled in this evaluation. NER filtering includes the
use of words that were labeled as location, person, organization, and money by
the NER process. Although not reported here, the application of the NER fil-
ter also significantly reduces the processing time. Furthermore, the Number of
triples activated (NUMR) and Most triples per country ordering (ORDC) query
answering strategies, were found not to perform well and were not tested in this
evaluation.

For the evaluation process, the datasets were imported to the GeoMan-
tis database and processed with the Stanford CoreNLP. Then, the system’s
knowledge retrieval engine was directed to ConceptNet and YAGO ontologies

10 http://www.un.org.
11 https://wikitravel.org.

http://www.un.org
https://wikitravel.org
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to retrieve RDF triples. These triples were processed using the NLP system.
Table 1 depicts the properties for the ontologies used.

The performance of each combination of parameters, was evaluated using
the mean position metric and the accuracy. The mean position (P̄ ) denotes the
position of the target country in the ordered list of countries over the number
of countries available in the dataset. For comparison purposes, this number is
converted to a percentage.

The accuracy(Ai) of the system is defined as Ai = Ni

C , where i ∈
{1, 2, 3, . . . ,M} and M is the number of countries in the dataset, Ni denotes
the number of correct assignments of the target country when the target coun-
try’s position is ≤ i in the ordered list of countries and C denotes the number
of available documents in the dataset.

The parameter selection process was applied on the RCV obs, RCV npr,
NYT obs and NYT npr datasets.

In Table 3, we present the results of the parameter selection process after the
chosen ontology and the query answering strategy followed (see Sect. 3.3) are
tested. These results are also depicted graphically in Fig. 6.

Comparing the results in terms of ontology used, knowledge from YAGO
yields better results than that of ConceptNet. Further analysis of the two ontolo-
gies, shows a huge gap in the amount of facts retrieved for each country. In par-
ticular, YAGO includes 2,966,765 triples against 51,771 triples in ConceptNet.

The results indicate that the common prevailing strategy for all four datasets
is TF-IDF when the YAGO knowledge base is used. These results are inline
with the results from our previous experiments, since the TF-IDF strategy per-
formed almost equally well with the PERC startegy in that evaluation. Further-
more, we speculate that the increase in the amount of triples from the YAGO
ontology required a more refined method of selecting the activated triple than
the simple PERC strategy.

The results propose that further tuning of the selected parameters could
increase the accuracy and minimize the mean position. Instead of using the
“money” NER tag, we chose the “misc” tag that actually contains named enti-
ties that do not exist in any other tags. The “money” tag included words like
“billion”, “4,678,909” that do not offer much in the query answering process.

Furthermore, we created a filtered version of the YAGO ontology (YAGO Fil),
by removing triples with relations that identify and contain technical information
(e.g., “owl#sameAs”,“extractionSource”,“hasWikipediaArticleLength”)
and relations like “imageflag” and “populationestimaterank”, that do not
include useful information.

Results presented in Table 4, suggest that the usage of the YAGO Fil ontol-
ogy with the “misc” tag, minimize P̄ and maximize the accuracy of both A1

and A2 for all four datasets. In fact, the P̄ is decreased by two positions in three
out of four datasets and A1 and A2 were increased for all datasets.
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Table 3. Results from the parameter selection phase of the GeoMantis system evalua-
tion. The query answering strategies and ontologies, when the NER filtering option is
used, were evaluated. Rows highlighted in light blue, identify the best performing set
of parameters in terms of minimum value for P̄ and maximum value for A1 and A2.

Table 4. Results from fine-tuning the parameter selection phase of the GeoMantis
system evaluation. We examined the performance when using the “misc” NER tag
instead of “money” and the use of the filtered YAGO ontology (YAGO Fil).

# Dataset Ontology Strategy A1 A2 P̄

YFT1 RCV obs YAGO Fil TF-IDF 42.80 61.60 5

YFT2 RCV npr YAGO Fil TF-IDF 49.60 62.20 6

YFT3 NYT obs YAGO Fil TF-IDF 36.60 55.20 5

YFT4 NYT npr YAGO Fil TF-IDF 52.90 67.90 5

5.2 Comparative Evaluation

In the 2nd phase of the evaluation, the GeoMantis system, using the prevail-
ing strategy identified in the 1st phase of the evaluation, was compared with
two freely available opensource systems, CLIFF-CLAVIN and Mordecai, and
two common baseline metrics. These metrics included the random selection of
countries (RAND) and the ordering of countries based on their frequency of
appearance in the dataset (ORDC) for ordering the list of countries.

Two additional independent datasets were used comprising previously unseen
documents from the same sources used for the 1st phase.
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(a) RCV obs dataset. (b) RCV npr dataset.

(c) NYT obs dataset. (d) NYT npr dataset.

Fig. 6. Graphical representation of the results when the four datasets are used. On the
x-axis, i gets values from 1 to 7 and the values on the y-axis present Ai, that is the
percent of the correct assignments of the target country in the first i responses of the
system.

For the comparative evaluation, we used the accuracy metric and the unan-
swered metric. The unanswered metric U denotes the percentage of the number
of documents processed without the system returning a result.

To conduct the comparative evaluation, the CLIFF-CLAVIN geolocation ser-
vice was set up and a script was used to read the JSON output of the system.
More specifically, the “places/focus/countries” array of the JSON results was
used.

Results returned from the CLIFF-CLAVIN system are not ordered, so for
comparison reasons with the GeoMantis system, the A1 and A7 metrics are used,
where A1 is the accuracy of the system when only one result is returned and it
is the correct target country assignment and A7 is the accuracy of the system
when up to 7 results are returned and the correct target country assignment
is in this set. The reason 7 was chosen is that it corresponds to the maximum
number of predicted countries CLIFF-CLAVIN returns when executed on both
the EVAL obs and the EVAL npr datasets and the target country is identified by
any one of them. This weakness of the CLIFF-CLAVIN system is also stressed
by other researchers [18] who used this system for comparison purposes.
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For Mordecai, a webservice was not available, hence we set up the system
locally, following the instructions12 given by its developer. More specifically,
this system requires Python version 3, spaCy NLP model and the GeoNames
database. In order to work, Mordecai needs access to a Geonames gazetteer run-
ning in Elasticsearch13. We created a python script that can take a folder of doc-
uments and parse them using the Mordecai API using the geo.infer country
function.

The results are stored in a new file and are filtered so that only the returned
tag “country predicted” is stored in the output file. Mordecai returns the
predicted country for each place name in ISO3 country code format (e.g., GRC,
BGR). To be able to compare this system, we created a script that converts ISO3
to ISO country code format and suggests a geographic focus for the document
according to a frequency-based approach, i.e., the returned countries are ordered
according to their frequency of appearance. The comparative evaluation was
applied on the EVA obs and EVA npr datasets.

In Table 5, rows highlighted in light green identify the best results in terms
of A1 and A7 for each of the two datasets. In Fig. 7 these results are presented
graphically, illustrating all comparative evaluation experiments.

Results from the 2nd phase evaluation for the GeoMantis system are compa-
rable to that of CLIFF-CLAVIN, Mordecai and that of the two baseline metrics.
In cases where the target country is obscured or not present in the dataset, the
GeoMantis system outperforms both CLIFF-CLAVIN and Mordecai, and the
two baseline metrics.

The EVA npr dataset presents better results in terms of accuracy, since the
information present in this dataset is unaffected by the obscuring process. The
way stories are written probably includes other type of information to identify
the country without an explicit mention of it in the text. On the other hand,
stories in the EVA obs dataset have an explicit mention of the target country in
the document text that was obscured. This led to fewer references left in the
story text and hence, made it more difficult to identify the target country.

Furthermore, the comparison of C1 with M1 and C2 with M2 shows that
CLIFF-CLAVIN performs marginally better than Mordecai, when the target
country is obscured or not present in the document. This was also tested in
work of Imani et al. [18], on sentences without the target country obscured and
the results show that the CLIFF-CLAVIN system outperformed Mordecai in
terms of accuracy.

In terms of the U metric, CLIFF-CLAVIN and Mordecai have a relatively
high percentage of unanswered documents. More specifically, CLIFF-CLAVIN
was not able to identify the geographic focus of 179 documents in the EVA npr
dataset and 107 documents in the EVA obs.

12 https://github.com/openeventdata/mordecai.
13 https://www.elastic.co/.

https://github.com/openeventdata/mordecai
https://www.elastic.co/
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Table 5. Comparison of the GeoMantis system with CLIFF-CLAVIN, Mordecai and
the Baseline. Rows highlighted in light green identify the results that are comparable.

(a) EVA obs dataset. (b) EVA npr dataset.

Fig. 7. Graphical representation of the comparative evaluation results when the
EVA obs and EVA npr datasets are used. On the x-axis, i gets values from 1 to 7 and
the values on the y-axis present Ai, that is the percent of the correct assignments of
the target country in the first i responses of the system.

6 Discussion

The evaluation process results, show that the methodology chosen, i.e., using
general purpose ontologies, is applicable and well suited for the problem of iden-
tifying the geographic focus of documents that do not explicitly mention the
target country. In this work, a number of strategies were tested and the one
that presents better results, is the ordering of the list of countries according to
the TF-IDF algorithm, in descending order (TF-IDF). In terms of knowledge
source, the YAGO ontology results present a greater accuracy than the Con-
ceptNet ontology results. Moreover, the usage of named entities filtering on the
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document text increases the performance and the accuracy of target country
identification.

The field of text comprehension can benefit from the recent advances in Arti-
ficial Intelligence [37]. Researchers started growing concern in algorithm trans-
parency and accountability, since most newly developed “intelligent” systems
and algorithms are opaque black boxes where you give an input and the output
is presented without actually presenting their “thinking” process. Algorithms
should provide transparency [38] on their methods, results, and explanations.
The system we designed is inline with that direction, since it exposes its query
answering strategy and can provide explanations on why a specific geographic
focus of a document was chosen, i.e., the facts that were activated from the
ontology. The explanatory role of such systems, with respect to the target nat-
ural cognitive systems they take as source of inspiration, is highlighted in work
of Lieto and Radicioni [39].

Currently, there are not many systems dedicated for the task of identifying
the geographic focus of a text document. The majority of the available systems
are basically geoparsers that offer focus identification as an additional feature of
their primary purpose and they rely on text that has a good amount of place
mentions in it. When these systems are tested on documents that have few place
mentions, they perform poorly in terms of accuracy, as opposed to the high
accuracy they present when tested on datasets that have mentions of locations.
This limitation is waived in GeoMantis, which does not rely exclusively on place
mentions to work, but uses any type of general-purpose knowledge that can
be found in generic ontologies. Comparative evaluation was only possible with
CLIFF-CLAVIN and Mordecai, since the other systems presented in Sect. 2 were
not accessible or they were not freely available for local deployment and testing.

GeoMantis is currently able to identify country-level geographic focus, but
it can be expanded to handle other levels (e.g., administrative area, city), as
long as the relevant knowledge triples exist in the selected ontologies. The tech-
niques used for news stories, could also apply to other types of documents such
as myths, novels, legal documents, etc. This line of research can also find appli-
cations for document classification and geographic knowledge extraction from
text. Moreover, it can be used with techniques for linking image and text-based
contents together, for document management tasks [40].

7 Conclusion and Future Work

In this work we tried to tackle the problem of identifying the geographic focus
of text that does not explicitly mention the target country, making our prob-
lem one of inference or prediction, rather than one of identification. General-
purpose ontologies were used, instead of gazetteers, atlases or other purposed
built geographic bases, to address this problem. More specifically, we demon-
strated a methodology that retrieves general-purpose knowledge in the form of
RDF triples, processes it and identifies the geographic focus of a document.
This methodology and the GeoMantis system, were evaluated in various scenar-
ios using “gold standard” annotated datasets and metrics, and results showed
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that the GeoMantis system outperforms the other two systems tested and the
two baseline metrics, when certain conditions apply.

GeoMantis can be extended to utilize paths of various lengths between a
geographical entity (e.g., country) and other entities. An example of a length
2 relation path is depicted in Fig. 8. In such a scenario, if a document contains
the word “Florence”, facts related to Greece will be activated. Results from this
approach will be compared with results from using direct connections between
the entities (length 1 relation path). Early experiments suggest that this will
decrease the performance of the system, as it ends up connecting countries to
entities, spatial or not, that are conceptually remote (see Fig. 8).

Fig. 8. An example of a length 2 relation path from YAGO.

Crowdsourcing approaches like GWAPs or hybrid solutions [41], could also be
applied in future versions of the system for fact disambiguation. The integration
of other ontologies or knowledge bases with GeoMantis, like the one generated
from the Never Ending Language Learner [42], DBpedia [43], Wikidata [44] or
their combination, could also be explored.

We believe that the GeoMantis system can be used in several application
scenarios, such as document searching and tagging, games (e.g., taboo game
challenges), and news categorization. Its extendable architecture enables the
addition of new functionality and new sources of knowledge and also the inte-
gration with other systems. GeoMantis could also be used in conjunction with
other systems to return results in cases where the other systems are not able to
return any.
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Abstract. Personal devices such as smart phones are increasingly uti-
lized in everyday life. Frequently, activity recognition is performed on
these devices to estimate the current user status and trigger automated
actions according to the user’s needs. In this article, we focus on improv-
ing the self-awareness of such systems in terms of detecting theft: We
equip devices with the capabilities to model their own user and to,
e.g., alarm the legal owner if an unexpected other person is carrying
the device. We gathered 24 h of data in a case study with 14 persons
using a Nokia N97 and trained an activity recognition system. Using
the data from this study, we investigated several autonomous novelty
detection techniques, that ultimately led to the development of CAN-
DIES. The algorithm is able to continuously check if the observed user
behavior corresponds to the initial model, triggering an alarm if not.
Our evaluations show that the presented methods are highly successful
with a theft detection rate of over 85% for the trained set of persons.
Comparing the experiments with state of the art techniques support the
strong practicality of our approach.

Keywords: Smart devices · Gaussian mixture model
Organic computing · Self-awareness · CANDIES
Probabilistic theft detection

1 Introduction

More and more smart devices are available nowadays, interconnected and
always trying to improve our daily lives. Their automated support ranges from
reminders for meetings via navigational assistance to analyzing and improv-
ing our running style. Their ubiquitous assistance is completely pervading our
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personal environments. It is also common that users have more than one smart
device, as old ones are rarely disposed or sold. Unfortunately, the monetary value
of such devices is also very high, so that thefts are quite common, especially in
urban areas. Even though it is possible to track a stolen device afterwards, an
active involvement of the user in particular is necessary – and often happens when
it is already too late. The major challenge with such approaches is that theft
and the discovery of the theft might be hours apart. So, we envision an approach
where the device itself recognizes whether it was stolen or not autonomously and
only based on internal sensors. Such self-aware systems can then trigger coun-
teractions or alarms timely, even before the legitimate user misses the device. In
terms of developing such self-* properties, the proposed approach augments the
concept of initiatives such as Autonomic Computing [20] or Organic Computing
[28,32]. In particular, we aim at providing capabilities to autonomously observe
the user behavior and estimate whether the device itself is still carried by the
owner or not. In case a severe deviation between actual and expected behavior
is observed, the owner can be notified immediately using a backup-channel or
sensible information can be secured even stronger. Our proposal uses methods
from the field of Activity Recognition (AR) to model the characteristics of users
activities. Methods from the field of Novelty Detection (ND) are then used to
detect whether a carrier’s activities still match that model or deviate from the
expected behavior. So far, such a combination of approaches from these differ-
ent research directions does not exist. We see our approach as an important
step towards creating self-awareness in technical systems, as the detection of
environmental changes is integral to such a task.

In this article, we use a probabilistic, generative approach based on Gaussian
Mixture Models (GMMs) to classify daily activities from smartphone data. The
evaluation of our method involves a case study with activity data from 14 users
and 5 sessions of approximately 20 min each, so the overall database comprises
roughly 24 h of user data. Even though the data covers very basic daily activities,
our approach is not limited to them. The used GMM captures structure in
arbitrary data, so it is not confined to a predefined set of activities. Based on
the trained models, the detection of novel activities is investigated and discussed
in depth. By detecting novel/previously unknown data, it is possible to realize
an autonomous theft detection that works well, even with data from very simple
activities. Figure 1 gives an idea of the architecture of such a system, how such
a system can be designed.

The key contributions of our work are 1. the introduction of methods
to realize an unobtrusive security feature for body-worn smart devices and 2. to
realize a theft detection with a very simple and common sensor, along with easily
computable features of very basic, daily activities. It is worth pointing out, that
we used a very simple device for our evaluations, however, current technology
has much more computing power available, so that the overall detection and
modeling process can be embettered with low overhead.

This article is a refined and extended version of a conference article [18].
Most importantly, we added novel parts in comparison to the initial article as
follows: (a) investigated alternative novelty detection techniques, (b) extended
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Fig. 1. System parts involved in a theft detection that run on smart devices. With
input being processed by the AR component (see Sect. 3 for details), output with high
certainty (regarding the type of activity) is forwarded to an ND component (see Sects. 4
and 5 for details). If a deviation to a pre-learned model is measured, an alarm can be
generated and further actions can be taken [18].

the evaluation of the classification results incorporating further success measures,
(c) compared the results of different techniques, and (d) extended the discussion
of the state of the art.

The remainder of this article is structured as follows: In Sect. 2, our approach
is put into perspective with the work from other groups in the area of ND
and AR. In Sect. 3, the solution for the AR task based on acceleration data is
presented. Based on optimized AR-models, one approach towards the problem of
ND is addressed in Sect. 4. A further development is discussed and investigated
afterwards in Sect. 5. Both approaches are put into perspective and compared
to the state of the art method in depth in the following Sect. 6. Afterwards,
in Sect. 7, a realization of a smart device with theft detection capabilities is
sketched. This work is then concluded with a summary and outlook on further
research in Sect. 8.

2 Related Work

Our related work briefly touches the field of Activity Recognition (AR), but
mostly focuses on Novelty Detection (ND). The term AR was first publicly
discussed nearly 20 years ago by Abowd et al. [1] and has since then gained a
lot of popularity among researchers. The greatest challenge of inferring a user’s
activity from body-worn devices was pursued since day one, c.f. e.g. [9,15]. A first
step moved research from visual data (i.e. probands were filmed) to movement
data from body worn sensors. Those sensors were packed in sensor-nodes and
strapped to the body, on arms, torso, thighs, etc. Later, smartphones became
more popular in research, due to the sensors of interest being integrated and
their increasing computing power. Those two properties led to Machine Learning
(ML) techniques being implemented on the devices, so that the recognition could
happen effortlessly.

Addressing preparations for ML algorithms, Lau et al. [23] focused on various
parameters that have an influence on feature computation. They investigated
different sensor sampling frequencies (8 Hz, 16 Hz, 32 Hz) along with different
sliding window sizes (0.5 s, 1 s, 2 s, 4 s) and different sliding window overlaps
(25%, 50%, 75%), with features being calculated from each sliding window. The
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results revealed that a sampling frequency of 32 Hz, a sliding window size of 4 s
(128 measurements) and an overlap of 75% achieved the most accurate results
for recognizing daily activities. Besides that, similar activities (such as walking,
ascending stairs and descending stairs) were often mixed up by the classifiers
under investigation. The work of Franke et al. was also focused on technical
details and preprocessing in recognizing daily activities [14]. They put a lot of
effort into recognizing user activities based on sound samples of a smartphone’s
microphone, that itself was carried in different pockets. However, they did not
investigate advanced ML techniques in depth.

The question of how to build a model with recorded data is the following:
Which modeling technique(s) should be used to represent the data? In [8], the
authors give an overview of different methods, as well as approaches based on
prior problem knowledge (so called “knowledge driven”). They did not discuss
inconsistencies and missing values in training data, however, both effects are
very common in real life datasets. An explicit distinction between discriminative
approaches, e.g. Support Vector Machines (SVMs), and generative approaches,
e.g. Hidden Markov Models, is made and discussed in depth. Despite their discus-
sion of different approaches that were tried for AR scenarios, the authors neglect
the heavy influence of chosen training algorithms. Our experience showed that a
classifier can perform somewhere between excellent and very bad, only depend-
ing on the training algorithm; sometimes even only the initialization of the very
same training algorithm. Even though classifiers of various kinds are investigated,
in practical applications most solutions prefer discriminative techniques, com-
pletely neglecting the information that can be extracted when using generative
models (e.g., structural information of training data). While often superior in
terms of classification performance, no further information other than the class
prediction can be extracted from discriminative models. Contrarily, generative
models approximate the structure of the data and thus allow the detection of
data points that do not fit to that structure: outliers. With this huge advantage,
we decided to use a generative representation over a discriminative one.

Outlier detection or Novelty Detection (ND) focuses on the detection of data,
that does not fit a specific data-model. With a trained model at hand, observed
data is expected to fit that model, because an implicit assumption usually is
that training data is representative and thus the model trained on it is a good
representation of expected data to come. However, over time or due to changes
in the observed environment, the distribution of observed data may change and
that assumption is violated. Suppose an input space with several clusters and, at
some point in time, a new cluster arising, which is not covered by the data-model.
Those data points can be seen as outliers with respect to the model or, as novel, if
never before observations were made in that region. A first categorization of ND
approaches was done by Markou et al. resulting in two groups of detection mech-
anisms. One group included statistical methods, relying on trained models [25].
Data points were depicted as novel, if they differed too much from that model.
According to the authors, statistical approaches involved non-parametric models
(e.g., k nearest neighbor approaches or density estimators), as well as paramet-
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ric models, for which certain assumptions on the data distribution are made.
The second group was associated with neural network based approaches [26],
however, should not be discussed further, as our method clearly is a group one
approach. The authors put a common technique in the second group, namely
the detection of outliers via one-class SVMs, but to our understanding the app-
roach is not neural network based. The approach was first suggested by [29] and
later applied to the problem of object recognition based on image data by [31].
The authors used an artificial dataset with artificially added outliers, as well
as images from handwritten digits with artificially added outliers. Even though
a certain feasibility was shown, the authors had no real life dataset to proof
their concept. Apart from that, the approach was accepted for outlier detection
among researchers and later applied to, e.g., intrusion detection scenarios [24] or
the detection of abnormal nodes in wireless sensor networks [33]. In both cases,
training data representing a normal situation were used to train one-class SVMs
and the goal was to detect deviations from it.

The novelty detection mechanism we propose is based on a Gaussian Mix-
ture Model (GMM) and uses a state variable to define the current status of data
fitting the model. The parameters associated with the measure then enable users
to influence the tradeoff between detection-accuracy and time-to-detection. The
technique was introduced and first used by Fisch et al. in [12] and further inves-
tigated in [13]. It is quite obvious, that data in the form of outliers/novel data
points with respect to modelled user behaviour can help to identify device theft.

Related Work in a Nutshell: As noted at the beginning of this section,
AR based on body worn sensors, such as smartphones, smart watches, or other
wearables, is a promising field for research. Even though preprocessing steps have
heavily been researched, detection algorithms mostly ignore usable information
available in the dataset. So, with respect to information gained from datasets,
there is room for improvement. Secondly, the field of novelty detection has a
broad field of techniques at hand, however, only few were investigated on real
life datasets.

Furthermore it should be noted, that theft detection based on inertial mea-
surement units (or just acceleration signals) has never been done to our knowl-
edge. A related work from Mitra et al. [27] focusses on theft detection, but by
means of tagged objects and infrastructure elements (so call anchors). The algo-
rithmic realization happens on a server, not on the devices/tags themselves. This
is a clear disadvantage, compared to the techniques we propose, which require
no additional hardware, just the smart device itself.

To address the first point, we see big potential in the use of probabilistic,
generative approaches and thus investigated the usage of classifiers based on
Gaussian Mixture Models and present results in Sect. 3. Building on top of that,
we are first in the field of theft detection based on such models and discuss
our proposals in depth in Sect. 4 and based on that, a evolutionary step of the
algorithm in Sect. 5.
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3 Activity Recognition

In Sect. 1 the overall approach with all necessary steps for a theft detection (AR
followed by ND) were introduced (Fig. 1). In this section, all experiments that
were performed to reach a most accurate activity prediction are discussed.

The used dataset was recorded at our institute and comprises the data of 14
different users. Each user followed a script that described which activity should
be performed, how long, and in which order. This process was repeated five times
for every user, with a maximum of two sessions on the same day, to reduce day
specific similarities in the data. The activities under investigation were walking,
ascending stairs, descending stairs, standing, and sitting. Please note that, while
these activities are very basic, our techniques are not confined to them and,
as will be explained, GMM are rather powerful modeling approaches that can
capture all kinds of data. The five basic activities are chosen as examples for
comparison with other studies, cf., e.g., [21,22]. All data were three-dimensional
acceleration data recorded on a Nokia N97 with a highest possible frequency
of 182 Hz. Overall 70 sessions with an overall length of approximately 1400 min
were recorded and labeled.

Preprocessing steps included a resampling to 32 Hz (cf. Sect. 2), a linear inter-
polation of missing values, a feature extraction, and a standardization. To train
an optimal classifier for the activity recognition, we assessed the influence of
(1) an additional value, (2) different features, (3) optimize parameters and (4)
aggregated classifier outputs.

The first step towards improving AR performance was the addition of the
magnitude as additional value. The values of this new “dimension” were calcu-
lated as the length of the acceleration vector by using the Euclidean norm:

mag =
√

x2 + y2 + z2. (1)

Afterwards, for every dimension the following of the acceleration signal, four
features were extracted:

– mean

μ =
1
N

N∑

n=1

xn, (2)

– standard deviation

σ =

√√√√ 1
N − 1

N∑

n=1

(xn − μ)2, (3)

– energy of Fourier transformation

energy =
N∑

n=1

fftn2, (4)
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– normalized information entropy of Fourier transformation

entropy =
−1

log(N)

N∑

n=1

fftn · log(fftn), (5)

with fftn being the magnitude of the n-th Fourier coefficient. Please note that the
energy (Eq. (4)) could also be computed on the sliding window directly, following
Parseval’s theorem (cf., e.g., [6]).

All features are extracted with a sliding window approach which is quite
common in AR, cf., e.g., [23,30] with a size of 128 values and an offset of 32
(i.e. 75% overlap); aggregating 4 s of data for one classification prediction every
second.

The generative approach we used as a classifier is also used as a basis for
the novelty detection mechanism later (see Sect. 4), as the detailed modeling of
data enables a reliable outlier detection. Generative approaches model the given
data by means of a density model; so that after training, data generated by this
model would underly the same distribution as the original training data. Given
C different activities, the trained classifier should be used to compute p(c|x′);
the probability for a class c ∈ C, given a sample x′. With an overall set of J
Normal distributions (components) in the model and class labels (conclusions)
associated with each component, the posterior distribution to predict a class,
given an input sample x, can be formulated in a Bayesian manner as follows:

p(c|x) =
p(x|c)p(c)

p(x)

= p(c)
J∑

j=1

p(x|c, j)p(j)
p(x)

. (6)

With that notation, p(c) is the probability for class c, the class prior, the term
p(x|c, j) describes the probability for a sample x, given component j and its asso-
ciated class c. p(j) also underlies a multinomial distribution, with each parameter
πj being a so called mixture coefficient that represents the weight, component
j has in the model. Note that all mixture coefficients are greater than 0.0 and
sum up to 1.0. Finally, the term p(x) is the probability of sample x given the
current GMM. Derived from that, the responsibility p(x|j), is defined as follows:

p(x|j) =
p(x|j)p(j)

p(x)
. (7)

Considering the generative nature of GMMs, this expression shows how respon-
sible a component can be held for the generation of sample x. We focus on
a Classifier based on Gaussian Mixture Models (CMM) as previously defined
in, e.g., [13], trained by a realization of Variational Bayesian Inference (VI), a
method proposed in [4].

The second optimization step was a better computation of features to allow
a better discrimination between ascending stairs, descending stairs, and walking.
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It turned out, that the most vivid combination was formed by the replacement of
the Fourier transformation based features (Eqs. (4) and (5)). They were replaced
by mean and standard deviation of the fourier coefficients, that were computed
on a highpass-filtered fourier transformation (cut-off frequency: 18 Hz). The great
performance of this replacements is no coincidence, but was previously observed
by others, cf. [19], stating that “simple” features (mean and standard deviation)
perform very well most of the time. It should also be noted, that using additional
features does not necessarily mean that the models perform better. Considering
the fact that using more features usually needs more resources and takes a longer
computation time, feature combinations where features are replaced, should be
preferred.

The third optimization step was the optimization of classifier parameters.
A popular method from the domain of ML is a parameter grid search, so that
an optimal configuration for the classifier can be used in a practical applica-
tion. However, a detailed grid search is exhaustive, since it tests every possible
parameter combination. It also comes at very high computational costs, with
respect to time and resources. The parameter search was carried out in a five-
fold cross-validation, with four parts being used for training and the fifth part
being used for parameter-validation. This leads to 70 (14 users, 5 sessions each)
different models, each one with the need for a grid search on three of the four
VI-parameters, cf. [4]. To find optimized parameters for the CMM, we use an
initialization heuristic with initial centers being placed farthest apart from each
other as described by Bishop [5], with an initial number of 50 components.
Convergence criterion for the training algorithm was a likelihood function, with
a convergence threshold of 0.01 between two consecutive steps. Following the
parameter-naming as in [5], the parameter α was varied between 0.1–0.5, β
between 0.1–1.0 and w between 0.01–1.0. As known from comparable scenarios,
these regions are most interesting. Parameter combinations were chosen from
these intervals and evaluated in a five-fold cross-validation (overall 17920 clas-
sifier trainings), with the classification error of the validation data being the
comparison measure and the lowest error denoting the best fitting model.

As a last, fourth, optimization step to improve the classification performance,
a short term memory is added right after the classifier. This is motivated by the
fact that users are unlikely to change their current activity for just a short period
of time. E.g. with our preprocessing, every second a class prediction is made; but
sit, ascending stairs, sit is a highly implausible chain of activities, given one pre-
diction per second. The size of this memory, which was realized as a FIFO buffer,
had varying sizes between 2 and 10, storing the last activity predictions. The
classifier as we used it before, is not affected in any way. The final system pre-
diction is determined by a simple majority vote on the buffer. If there is no
majority, the last majority decided value will be taken and, if the buffer is not
filled yet, the classifier output is used. Please note that with each actual activity
transition, there is a delay in system output. However, numbers clearly indi-
cate that those few misclassifications (which only occur on activity transitions)
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compensate the greater number of (otherwise misclassified) “outliers” during
normal operation.

Buffer sizes 2, 3, 5 and 7 are favorable (depending on whether recognition
speed is important to an application or not, while buffer sizes 4, 6 and 8–10
performed worse for each user. In our case, a buffer size of 7 implies a prediction
delay of 4 s between activities.

Optimizations were done for each user separately, while the results are aggre-
gated and summarized in Table 1.

Table 1. CMM classification accuracies and f1-scores of test data with one additional
optimization added in each step, showing one step per line. The last line represents
the setting with all optimizations active. Mean ± Standard Deviation are evaluated
by five-fold cross-validations and aggregated across all 14 users. The best results are
shaded gray.

The overall improvement based on five-fold cross-validations, leads to an
average classification error of 6.99% ± 2.79% standard deviation, which is an
error reduction of 7.63%. It is also worth mentioning, that wisely chosen features
lead to the greatest improvement (3.55%), whereas a parameter optimization of
the training algorithm reveals a surprisingly low improvement (0.17%).

4 χ2-Novelty Detection

A simple novelty detection mechanism is described in this section, along with the
performed parameter optimization and experiments. The measure is based on
CMMs and was first proposed by Fisch et al. in [12]. It is bound to [0.0, 1.0] and
based on a penalty/rewards scheme, i.e., with each new observation a variable is
either increased (data point fits the model) or decreased (data point seems to be
an outlier). The term novelty stems from the first applications of this measure,
where data (that is unknown to a generative model, cf. Sect. 2) represented novel
processes in the input space. Hence, a “dissatisfaction” of the measure with the
current model was the result: There were more penalties than rewards for the
observations and thus the measure fell, eventually below a predefined threshold.
Please note that the detection mechanism can be applied to GMMs of any kind.
Here, the pretrained models from Sect. 3, that are based on basic daily activities,
are used for all evaluations.
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4.1 Parameter Optimization

The novelty detection mechanism has two parameters (α, η) and a threshold γ.
Once the measure falls below γ, it indicates a difference between observations
and data-model. The parameter α describes the fraction of data points that
should be seen as “normal” with respect to the model, with 1 − α denoting
the fraction of outliers that is acceptable. Values from the interval [0.75, 0.95]
were chosen in steps of 0.05. Other values were not investigated, as data with
more than 25% outliers (α = 0.75) or less than 5% outliers (α = 0.95) might
appear in data – but to our understanding, would only be so extreme due to
bad models. The parameter η describes a kind of sensitivity, i.e., the magnitude
of the measure’s punishment and reward factors. As in comparable datasets,
tested values were chosen from the interval [0.001, 0.1] in 100 equidistant steps.
Finally, the threshold γ allows for statements about data-to-model fitment: If
the measure stays above that threshold for every data point (more reward than
punishment), the current data and the training data seem to underly the same
distribution. Hence, the model covers the data well and the novelty measure stays
up. In contrast, data that underly a different distribution than the training data,
will reduce the novelty value until it falls below γ.

It is obvious that η and γ are connected: a lower threshold can be reached
within the same number of data points as a higher one, if the sensitivity is
increased. Furthermore, the adaption of one parameter can be compensated by
changing the value of the other parameter, resulting in the same effects. Due to
this, γ was fixed before η was adjusted independently for each user.

In our experiments, the goal is to find an η for each investigated α, so that
no novelty is detected for the own user, but for all other users (i.e., low misclasi-
fication rate), as fast as possible. For γ, 8 equidistant values from the interval
[0.0, 0.7] were investigated. If more than one η fulfilling the condition during
validation was found, it was averaged for final testing. For a detailed description
of the parameters please refer to [12].

For all evaluation scenarios two graphs were generated. The figures for success
rates show the reached values, illustrated by a bar for each α and γ combination
for a fitting η, which was determined by the respective method. The success
rate is composed of user data (bottom), where no novelty should be detected
and data from other users (top), for which the measure should fall below γ for
success.

Because there is more data from other users than from the actual user (Ratio
13 to 1), the results are weighted accordingly to have a maximum af 50% each,
so that the overall maximum is 100%. The average time needed for a novelty
detection is displayed by a line chart. This time is only determined by the number
of successfully detected novelties. Displayed values of both graphs are averaged
results of five-fold cross-validations from each user.

When looking at working combinations of α and γ, successful detections
mean that a fitting η was found during our experiments.

One way to configure the η parameter for each user, would be the usage of the
training data to optimize the parameters. In other words, the optimization takes
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place with data, which “is known” to the models. However, a major concern
for this scenario is overfitting: If the data was used to create the model, how
representative would an optimization on its basis be?

As we wanted to use unknown, but user-fitting data to find a specific η, addi-
tional validation data was necessary. To address this issue, models were trained
with only three out of five user-sessions, with one of the remaining sessions being
a parameter validation set and the other one being the parameter test set (V-
VAL). The model parameters themselves were optimized via grid search on α
and η.

The optimization was aiming at an η, that made the novelty measure sensitive
enough to reach a value in the interval [0.74, 0.76] for the correct user at least
once, however, the measure was not allowed to fall below that interval. This
specific interval can also be interpreted as follows: The target was to adjust the
sensitivity, so that a 25% deviance on the current user’s validation data was
allowed with a tolerance of 1% (0.75 ± 0.01). With that condition satisfied, all
other test-users should be detected by the so parametrized measure.

Figure 2 visualizes the evaluation: The higher the demanded recognition
threshold γ, the lower is the rate of successfully detected novelties. Everything
considered, this means that for a predefined threshold (γ) the chance of find-
ing a suitable sensitivity (η) decreases when the fraction of tolerated outliers is
reduced (α is risen).

It can also be seen that for different γ the success rate hardly differs, basically
proving the dependence between γ and η: for nearly every threshold, a sensitivity
can be found. A first significant drop of the success rate can be recognized for a
γ of 0.60. The best average detection time was reached for α-values of 0.75 and
0.80.

Fig. 2. Success rates (a) and average times (b) of a novelty detection with various
configurations of the novelty measure (V-VAL [18]).
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4.2 Ensemble-Based Approach

As three out of four training datasets are used to train the model on which
novelty parameters are validated with the fourth session, four different models
can also be stored and used as an ensemble for novelty detection. With several
models, a number of ensemble members have to agree on the type of a data
point (outlier or model-compatible), before the dataset under investigation can
be identified as fraud.

Four novelty detections were run in parallel for one test session. Deviating
data is detected, as soon as a predefined majority of the ensemble detects a
novelty (ENS).

In Figs. 3, 4, 5 and 6 the evaluation results are visualized. A majority of
one (Fig. 3a and b) results in a rather sensitive ensemble, that seems to be
overcautious, the higher the detection threshold is selected.

Fig. 3. Success rate (a) and average detection time (b) of novelty detections based on
ENS with a majority of 1 out of 4 members (ENS1) [18].

Fig. 4. Success rate (c) and average detection time (d) of novelty detections based on
ENS with a majority of 2 out of 4 members (ENS2) [18].
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This means that novelty is easily detected, but also that the righteous user
is more often falsely detected as non fitting the data. This can be seen in the
success rate for data from other users, which is nearly at the maximum of 50%
for each α. However, in turn the success rate on legitimate user data is way
below 50%; with γ = 0.70 even around 10% for each α. A γ of 0.20 seems to be
a practical value, because the success rate on the user’s data starts to drop from
0.30 onwards. With this low γ, an α of 0.80 reveals the best success rate and the
second best detection time.

For each threshold, a majority of two increases the detection performance
(Fig. 4a and b). A γ of 0.60 and an α of 0.95 are a good choice here, as the
success rate is high and the detection time fast.

Fig. 5. Success rate (e) and average detection time (f) of novelty detections based on
ENS with a majority of 3 out of 4 members (ENS3) [18].

Fig. 6. Success rate (g) and average detection time (h) of novelty detections based on
ENS with a majority of 4 out of 4 members (ENS4) [18].
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For a majority of three (Fig. 5a and b), the success rate for novelty detection
is slightly rising with an increased γ, while the false alarm rate also increases
(user success rate decreases). In order to keep the detection time low, a γ of 0.7
and an α of 0.75 seem to be a good choice.

The majority of four is yet another special case (Fig. 6a and b). The insensi-
tivity against deviating data is rather high and takes comparatively long, even
with high thresholds (e.g. γ = 0.60 or 0.70). Output from this model can be
interpreted as very reliable, however, successful detections take a very long time.
A γ of 0.70 is the only meaningful value here. Due to the lowest detection time
with such an ensemble, an α of 0.75 would be an appropriate choice.

5 CANDIES

In this section, an advanced novelty detection method and experiments are
described. The Combined Approach for Novelty Detection in Intelligent Embed-
ded Systems CANDIES, was first introduced by Gruhl et al. in 2016. In the
following section, a brief overview is given, for detailed descriptions please refer
to [16]. In compliance to that work, the naming of parameters throughout this
section is handled.

CANDIES is a supersession of the plain χ2-based detection algorithm dis-
cussed before, to overcome its drawbacks. The combination of two detection
algorithms is the key to that, with both parts being based on a density model,
e.g., a Gaussian Mixture Model (GMM). The input space is partitioned in a low
density region (LDR) and (multiple) high density regions (HDRs). Each type
of region then requires different detection methods. In the LDR, the detector
searches for unexpected densities, more precisely, for accumulations of observa-
tions. This is done by a density based clustering algorithm. The HDR detection
tries to identify deviations between observed data and modeled densities. This
is achieved by means of a χ2 goodness of fit test. Each component of the GMM
might be interpreted as a HDR, with the transition from HDR to LDR being
based on an application-specific probability threshold. One way to determine the
threshold is to rely on a percentile (e.g., 99%) of the component’s distribution.

Fig. 7. CANDIES training sequence. Raw data is converted by means of a PCA and
feature extraction, so that the training data can be used to train a density model. From
that model, high density regions can be identified and χ2-detectors can be trained on
a per-component-basis. Finally, a LDR-clustering, followed by a HDR-detection, are
used to identify novelty.
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A full process of CANDIES’ training and detection is depicted in Fig. 7,
with explanations for the most important part following in the remainder of this
section. The current implementation works on a Principal Component Analysis
(PCA)-transformed version of activity data, i.e., the raw training data has been
transformed and the transformation-parameters were used to transform the test-
data, too. That is why the density model for detection had to be trained from
scratch and the models that were used for AR (cf. Sect. 3) could not be re-used
in this specific application. After the PCA, the feature extraction happens as
described previously.

The parameters for our experiments were found via grid search, similar to
the search described in Sect. 4.1, on a user-to-user basis.

5.1 LDR Detection – Density Based Clustering

For LDR detection 2 Stage Novelty Detection and Reaction 2SNDR is used (cf.
[7]), which extends an existing GMM with novelty detection and model adap-
tation capabilities. In its first stage, 2SNDR identifies samples as “suspicious”
if the predicted responsibilities (cf., [4]) of the model are below a given thresh-
old, implying that the samples do not suit the model. Otherwise the sample is
denoted as “normal” and therefore not considered for LDR detection, but for
further processing by the HDR detector of CANDIES. Suspicious samples that
occured in the input space are stored in a ring buffer. On that buffer, a nonpara-
metric clustering algorithm (inspired by DBSCAN, cf. [10]) is run. A process is
then recognized as novel, as soon as one of the clusters from the buffer reaches
a sufficient size of at least two samples. Samples which are not affiliated with a
cluster are denoted as noise. As soon as two noise samples are close enough to
each other, a new cluster is formed. Samples belong to a cluster, if their distance
is below a given threshold. Clusters may be fused if a suspicious sample lies
close enough to both clusters. An example of such a situation is visualized in
Fig. 8, where one new sample initiates the merge of two existent clusters. When
the buffer is filled, the oldest samples are removed; so clusters can shrink and
disappear over time as well.

5.2 HDR Detection – χ2 Goodness of Fit Test

The HDR novelty detection is based on a goodness of fit test and is performed
by multiple detectors, namely one per GMM-component. Each detector must be
initialized with training samples. The training samples for each component are
affiliated with respect to the maximum responsibility (cf. Eq. (7)). From then
on, instead of the actual feature space, only Mahalanobis distances (based on
the component’s covariance matrices) of the samples to the component’s mean
are used, reducing the dimensionality and thus the computational costs of each
detector. Furthermore, each component stores a buffer of “normal” samples.
Their distances are compared with the expected, trained distances, using a χ2-
test. If the distributions of distances do not match, novelty is detected.
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Fig. 8. Visualization of an examplary cluster-merge in the LDR with several suspicious
samples. The x marks the center, the ellipse indicates the outline of the cluster, the
newest sample is marked with a red box. On the left, two clusters can be seen, whereas
on the right, a new sample occurs and connects both clusters, so that only one cluster
remains. (Color figure online)

The results of our first evaluation on the dataset using CANDIES are dis-
played in Table 2. It can clearly be seen that the approach successfully detects
theft-scenarios. However on some users, alerts are also generated on own-user-
data and thus produce false positives.

Table 2. Comparison of the success rates and average detection times of all users based
on CANDIES with LDR and HDR detection as described in Sects. 5.1 and 5.2 respec-
tively. The average results are shaded grey in the form mean ± standard deviation.
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Fig. 9. Several ECDFs of a training dataset, depending on the content of the HDR
buffer. Over time, due to different activities in the dataset, different distances are
present in the buffer. The blue ECDF represents the distances, that occur in the overall
dataset. (Color figure online)

5.3 HDR Detection – χ2-Ensembles

Activity data pose a special challenge when working with probabilistic models:
Often overseen is the fact that such models assume data that is independent
and identically distributed (i.i.d.). However, activity data are time-series and
as such, the i.i.d.-assumption barely holds. The problem is that the distance-
distribution of samples for one component are not consistent and vary over time.
For a goodness of fit test, a changed distance-distribution is inseparable from
the distance-distribution of novel data.

Ultimately, because of these variations, we observed situations, where the
HDR detector reports novelty even on the training data. This problem is visual-
ized in Fig. 9, where several, different empirical cumulative distribution functions
(ECDFs) for distances of a training data set of a single component are visualized.

The blue ECDF is the ECDF that occurs, when the whole training dataset is
taken into account. Please remember that the form of this curve is the basis for
this component’s χ2-test and the decision whether data fits the model or not,
can be seen as a equivalency-check between two of these curves.

In other words, the different ECDFs are a result of the affiliation of samples
from different activities with that very component. Using all available training
samples to create just one ECDF proved to be imprecise, so we came up with
three possible solutions, to counteract this flaw: (1) Disable HDR detection for
components with large variety of distributions in the trainings data set, (2)
Adjust the threshold of each HDR detector depending on the variety or (3)
Train multiple detectors for the component, if the variety of the component is
too large. As the first option would be a step back and a useful criterion for
adjusting the threshold proved nearly impossible to find, we pursued option
three. This lead to a HDR detector which is further referred as χ2-ensemble, as
it is an ensemble of several χ2 detectors per component. To handle a variety that
is “too large”, CANDIES performs a HDR detection on the training data. If the
detector reports novelty, another χ2 detector is added, based on the distances
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in the current buffer. After training, current observations are only regarded as
novel, if all ensemble-members detect novelty.

A realization of this improvement was implemented and the evaluation results
are summarized in Table 3.

The detection rate for the user itself could be increased by 2.86%, while the
standard deviation could be decreased by 2.45%. Overall, an improvement of
1.32% in average was gained.

Table 3. Comparison of the success rates and average detection times of all users based
on CANDIES with improved HDR detection, relying on χ2-ensembles per component.
The LDR detection is left untouched and works as before. The average results are
shaded grey in the form mean ± standard deviation.

6 Discussion

The results presented so far involve innovative techniques, rely on generative
models and goodness of fit tests. In the following discussion, a thorough investi-
gation of our approaches is done, as well as a comparison to the most prominent
outlier detection algorithm from the literature, based on a ν-SVM.

6.1 One-Class SVM

For a meaningful comparison we decided to focus on one-class SVMs, which are
commonly used for outlier/anomaly detection [2,11,17]. Positive data (in our
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case data from the actual user) is often used to train a discriminative function,
which then outputs whether data belongs to the positive class (“+”) or not
(“−”). For that purpose, ν-SVMs with a Radial Basis Function (RBF)-kernel
(γRBF = 0.10) were trained in the same manner as before, i.e., three out of five
sessions were used for training, a parameter-optimization was done on a fourth
session (validation session) and the evaluation was done with the remaining
session (test session). For the optimization step, the overall number of positive
outputs from the validation set was used: The more positive predictions a certain
parameter value caused, the better the trained SVM (and thus the current ν)
was considered.

As ν can be interpreted as a maximum accepted fraction of data points
outside the region of interest, it is comparable to the parameter α from our
novelty measure and thus, values {.05, .10, .15, .20, .25, .30 } were investigated.
Cross-validated over all users, ν = 0.05 turned out to be the best available
parameter, i.e., the maximum number of accepted data points was reached for
that parameter.

The next challenge on ν-SVMs is the creation of a mechanism for novelty
detection, so that outliers are recognized with a specific certainty: Our method
of choice was the short term memory technique as introduced for the AR-task
in Sect. 3.

Table 4. Comparison of the success rates and average detection times of all users using
parameter optimized ν-SVMs. The average results are shaded grey in the form mean
± standard deviation [18].
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The necessary majority for outliers within a window was fixed to being
greater than 50%. For each user, a specific window length was found. Start-
ing with a window length of 3, the size was incremented up to the point, where
all other users where recognized as being different (had more outliers in the slid-
ing window than accepted data points), which corresponds to the fastest possible
reaction time in terms of novelty detection.

Given an optimal sliding window length, the following criteria had to be met
for a working configuration: (a) the dataset of the current user has to cause less
than 50% outlier predictions, while (b) for each other user, the fraction of outlier
predictions was greater than 50%.

Still, as a result, only 328 out of 930 (14 users with 13 datasets from other
users and 5 sessions of each other user being tested) novelties were actually
detected. Results are summarized in Table 4.

From the table can clearly be seen that the acceptance of user data by the
trained ν-SVM is rather high, however, the detection rate of non-owner-data is
very bad: Out of 65 possible detections (13 other users, 5 sessions each) at most
62 (in the case of user 14th SVM) and at least 2 (in the case of user 13th SVM)
were detected as not-fitting. Furthermore, the average detection time is quite
high. Overall can be stated, that a one-class SVM seems unsuitable for novelty
detection tasks in AR-scenarios. This statement is supported by the fact that
the average detection accuracies have a very high standard deviation.

6.2 Comparison

In Table 5 a comparison of our new techniques along the commonly accepted
one-class SVM approach is visualized.

Each entry comes from the most suitable, parameter-optimized configura-
tion of novelty detection parameters. Whereas the SVM struggles most with an
overall working detection, the χ2-based approaches are working and can even
be parametrized to the user’s needs: The tradeoff between accuracy and detec-
tion speed is the biggest issue and should be handled with care, depending on,
e.g., whether false alarms are acceptable or not. In all investigated scenarios,
the SVM delivers a mostly bad performance for novelty detection, while offering
a rather acceptable performance for identifying the correct user. The influence
of novel data however, leads to a seemingly random behavior. Furthermore, the
SVM-based approach is completely inappropriate in terms of fast detections.

When false alarms (the actual user’s data is detected as foreign) should be
avoided at all costs, an ensemble with a majority of 4 out of 4 (ENS4) seems to
be the method of choice. It has the highest success rate (85.71%) for correctly
identifying the owner, however, this comes (1) at the cost of the lowest detection
rate for non-owner-data and (2) also a long detection time of more than 10 min
(611 s). Approaches based on CANDIES also prove to be very reliable (approx.
82.47% success rate), however, at the cost of a long detection time (705 s, more
than 11 min). It becomes obvious that the algorithm can be applied to activity
data, but at the cost of inferior performance, as data distribution assumptions
are not met. However, it should be noted that GMM-based approaches allow
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Table 5. Comparison of the success rates and detection times for theft detection
methods with suggested novelty configurations as described in Sects. 4.1 and 4.2 and
a parameter optimized ν-SVM. All values are given in the form mean ± standard
deviation. Total success rate is calculated as the mean of user and thief success rates,
time is calculated as the mean of successfully detected thefts. The best results are
shaded gray.

for a more precise statement, be it on user- or non-user-data, compared to tech-
niques from the current state of the art. This seems to be a manifestation of the
generative property those models possess.

If a good trade-off between success rates for user and novelty detection is
targeted, an ensemble with a majority with 3 (ENS3) is the best choice, with
the highest total success rate of 85.55% and a rather acceptable detection time
of 284 s in average. For increased flexibility, further parameters for CANDIES
using χ2-ensembles are also a promising way and worth investigating. Another
strong argument for CANDIES is the lower standard deviation in terms of success
rate and detection time, seemingly the other approaches are more influenced by
random effects.

7 Theft Detection

To train an autonomic theft detection for smart devices, it is necessary to train
user models, that are as specific as possible. In terms of high quality data-
descriptions, estimations via GMMs are very suitable. AR-datasets as used in
this work can be collected explicitly or implicitly, while users follow their regular
routine. With the goal of detecting unknown data (e.g., data from non-owners),
please note that our modelling approach is not limited to a labeled dataset, but
instead models the data distribution, no matter if classes are available or not.
Labeled data just provides additional information, so that the false alarm rate
can be minimized (see below). The techniques are also not limited to the sim-
ple activities chosen for this study, and the techniques can be adapted to more
complex activities. Of course, several sessions of data, as used here, allow for
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Fig. 10. Schematic visualization of theft detection on a smartphone. Sensors signals
come from effects in the environment (acceleration, sound, etc.) and are preprocessed.
Prepared features are put into a classifier for activity recognition and into a detection
unit. While the classifier predicts the user’s current activity only, the detector identifies
foreign data (based on the data model of the classifier) and triggers a privacy protecting
guard if necessary. As a result, sensible information on the smartphone can be locked
and made inaccessible to a thief [18].

a better fine-tuning of the models and are thus advisable. In Fig. 10 a theft-
detection system with all it’s components is sketched. Visualized are involved
components (dark gray rectangles), the data flow (dashed arrows), input source
(the environment) and resulting output source (the smartphone’s operating sys-
tem).

Suppose that the overall system is consisting of a classification component
and a detection component. Even though other algorithms might be eligible,
the following explanations focus on a CMM as model in conjunction with a
Novelty Detection in the same manner as described in Sect. 4 or Sect. 5. As the
classifier is a probabilistic one, information about certainty for each output are
available. Whenever the classifier is certain enough about an activity prediction,
the observed sample can be forwarded to the detection part of the system. In
that part, depending on the chosen technique, either the measure is updated
and compared to the given threshold γ – or the sample is analyzed by LDR
and HDR detection algorithms. Whenever the measure calls for a reaction, the
device could sample a soundclip and GPS-annotated picture (or video) footage
and transmit it to a predefined location, server, backup- or rescue-address for
the owner to review. Next actions could, e.g., be the shutdown of the device, the
request for a pin, the activation of cryptographic code to secure sensible data or
alike.

Two unknown numbers were just mentioned, one was a certain enough class
prediction, the other one was a given threshold for novelty (or in this case
theft-) detection. Concrete values are highly application specific, but usually
a user would not want a hypersensitive smart device, but instead a very reli-
able theft detection (cf. Sect. 6.2). So one goal is a minimal false alarm rate,
which can be achieved by defining a high class prediction certainty, along with
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a threshold, that matches the χ2-ND sensitivity parameter η. CANDIES on the
other hand, needs an application specific tuning of the buffer size and the choice
of a fitting HDR-technique, which can, e.g., be chosen by means of available
computing power or complexity of the GMM in use.

All parameter estimations need data from non-owners, otherwise the adap-
tation to the user might not be specific enough (cf. Sect. 6.1, with a good detec-
tion of the rightful user but no more). Such data is usually not available on a
user’s device, but with cloud connected devices everywhere, it would be possible
to push user-models into the cloud anonymously and make them available for
other users. When you think of a new device generation, even if only a fraction
of users participated in this setup, everyone would benefit, as novelty detection
parameters could be adjusted very user-specific. In such a manner, every device
of that new generation could be secured and autonomously react to detected
thefts.

A technical implementation of the overall system needs to make sure that
the following points are covered:

1. Initialization. The cold start phase of the system is crucial for correct func-
tioning. While the personalization and adaptation to the user is important,
an average model (e.g., data collected by the manufacturer prior to release)
for detecting everyday activities can be used as a good starting point. For a
correct initialization, the system should also occasionally question the user
for feedback, as, e.g., done in the Active Learning domain (cf., e.g., [3]).
During initialization, a set of activities that can be detected reliably for the
device’s user, should be fixed. Please note that the AR-part of the system is
not limited to generative models, it is also thinkable to use, e.g., a SVM, if
the uncertainty of activity predictions can be modeled.

2. Online operation. After a successful initialization, the theft detection can start
to work. Parameter-tweaking can be done via, e.g., non-owner models that
are provided via the manufacturers, or even a public cloud with movement
models. To avoid confusion of the system, or a blurring of the model pre-
cision, the novelty detection should only receive data, when the classifying
component is very certain. Again, this is a strong argument for the usage of
simple activities, which can be detected very reliably.

3. Detection action. As soon as novelty is detected, the user action that was
configured, should be taken. This could range from locking the device, via
requesting a secure pin or answering a secret question to wiping all data,
depending on the user’s initial configuration and need for security.

8 Summary and Outlook

In this article, we based a Novelty Detection (ND) on top of an Activity Recog-
nition (AR) process to realize a prototypical theft detection. Even though our
experiments were based on five simple activities, the CMM is based on the struc-
ture of data and thus not confined to these exact activities. Hence, the exact
classes only play a role for the activity recognition part, but not for modeling
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a user by means of his data. This is very advantageous, because no matter how
precise how many activities can be recognized: thefts can be detected based on
very simple activities, i.e. activities that can be predicted very well and for which
a detection is nowadays included in every smartphone and fitness tracker from
factory.

In Sect. 4 an established technique for investigating novel data in the input
space was thoroughly investigated and optimized. Section 5 followed with a
refined approach of the aforementioned and showed a very high reliability, while
overcoming limitations of the plain χ2-based detection. A comparison with a one-
class SVM approach in Sect. 6 revealed that there is no overall best technique,
but that an implementation should be chosen with respect to an application-
specific requirement: the always present trade-off between detection accuracy
and detection speed. Even though one-class SVMs are commonly used for the
task of anomaly detection, even with a parameter optimization, we were not
able to get the SVM to function comparably well as our GMM based novelty
detection approaches. One recommendation can be given out to ensemble based
techniques due to several reasons: First, each part of the ensemble can be trained
independently, which allows for a speed up by parallelization. Second, less data
is necessary to train each competitive ensemble member. And finally, even small
ensembles (three members) reveal a very good and robust performance, when
compared to other models that were trained on larger datasets or with higher
computational effort. A second recommendation can also be given out for CAN-
DIES, which, even the current state of development, performed comparably well.
Especially the lower standard deviations in experiment-results (cf. Table 5) show
huge potential in creating more reliable monitoring techniques for generative
models. Based on the ability to detect data that deviates from a learned model,
we sketched the usage of an autonomous theft detection to secure user data in
Sect. 7. Most remarkable are the facts, that even with just five daily activities,
the detection works very well – and with only acceleration data from a quite
simple smartphone.

In general, SVMs perform reasonably well in Activity Recognition scenarios
and are a good approach that could be focused more intensively [23]. However,
their usage always comes at the price of losing generative information, which
can be very helpful when detecting outliers/deviations in data. Towards theft
detection, an extended input space would be interesting, e.g. by incorporating
more available sensors. Taking the theft detection towards a realization, it is
necessary to conduct experiments with data not only from smartphones, but
also from other smart devices (smart watches, smart infrastructure, ...). Regard-
ing CANDIES, our research goes into two different directions and focusses on
specific algorithmic parts. One part is the replacement of the HDR detection
part by a Hidden Markov Model (HMM) detector, that is trained on distances
in the feature space, that occur in time series. This would allow the detection
of sequential motives, adding a transition matrix to find reappearing motives.
Another part are improvements in the LDR part, i.e., the usage of Normal-
Wishart distributions to model clusters of input-buffer-samples, which can be
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merged and integrated in a CMM more efficiently. Finally, as an alternative to
our performed grid searches, better techniques such as Bayesian Optimization
on training parameters are worth considering, due to much lower computational
costs. A more effective parameter search will also help to overcome the additional
step of performing a PCA, before a model for CANDIES can be trained.
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Abstract. Over the last two decades, route planning algorithms have
revolutionized the way we organize car travel. The advent of electric vehi-
cles (EVs), however, bring new challenges for travel planning. Because
of electric vehicle limited range and long charging times, it is beneficial
to plan routes, charging, and activities jointly and in the context of the
whole day—rather than for single, isolate journeys as done by standard
route planning approaches. In this work, we therefore present a novel
approach to solving such a whole day mobility problem. Our method
works by first preprocessing an energy-constrained route planning prob-
lem and subsequently planning the temporally and spatially constrained
activities. We propose both an optimal algorithm for the day mobility
planning problem and a set of sub-optimal speedup heuristics. We eval-
uate the proposed algorithm on a set of benchmarks based on real-world
data and show that it is significantly faster than the previous state-of-
the-art approach. Moreover, the speedups provide dramatic memory and
time improvements with a negligible loss in solution quality.

Keywords: Electromobility · Route planning
Day mobility planning · Charging allocation

1 Introduction

One of the most prominent hurdles in the wider adoption of electric vehicles
(EVs) is their limited driving range, long times necessary for charging, and lim-
ited availability of charging resources. If EV users could organize their EV-based
travel in such a way that the necessary EV charging, implied by their mobility
needs, could happen at times and locations where charging can be collocated
with other activities, the use of EVs would be more convenient.

Planning mobility in such a way is, however, no easy task. This is because
travel -- and even more so charging -- is a derived demand, stemming from the
primary need to carry out activities constrained in space and time. Given the
huge number of ways activities and trips between them can be arranged into
mobility plans, making (near) optimum decisions about these plans is a complex
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problem beyond usual human capabilities. That is why we have been develop-
ing an artificial intelligence system that would help EV users to organize their
travel and, consequently, charging in a way that best meets their mobility needs
while respecting the supply constraints of the electrical grid, such as maximum
available power at the given location.

In this work, we propose a novel approach based on preprocessing and query
phases, as is common in many routing applications. Nevertheless, such approach
was previously not used in the context of day mobility planning with EVs. To
do so, we utilize the inherent hierarchy of the discussed problem and propose
a preprocessing phase which solves the energy-constrained routing sub-problem
and a query phase which tackles the combinatorially hard traveling salesman
problem with spatial, temporal, and energy constraints. The previous state-
of-the-art solution was able to plan only toy-sized problems. In contrast, our
integrated solver is able to solve real-world-scale problems with a reasonable
preprocessing time, practical query time, and near-optimal solutions.

1.1 Example

Here we present a simple example scenario (Fig. 1), originally described in [1].
The user starts and ends in the home location A, may charge the EV at B and
D and shop at B. The user’s goal is to spend 8 h at the workplace and to shop
for 30 min. The initial (and maximal) capacity of the EV battery is 30 kWh and
charging to full takes 60 min. In the naive plan shown in Fig. 1(a), the user first
decides the order of activities, that is, first go to work and then do the shopping.
Also the charging is postponed until necessary. By this approach, the user first
goes to the location C (the EV has enough charge to do that) and works for 8 h.
Next, the user wants to go home and make a stop for shopping, but the charge
of the EV is not high enough to do so and thus the user must first go to a nearby
charging station at location C. Then the user can get to the location B and do
the shopping, while also charging the EV. Finally the user gets home, with the
overhead of time caused by charging of 45 min (we do not count the charging
time while shopping).

By optimizing for the whole day formulation of the problem, the user can
obtain the optimized plan shown in Fig. 1(b), where the shopping is scheduled
before work. In that case, the user first arrives at B, does the shopping while
recharging the battery to full and continues to work. At the way back, the
EV does not have enough charge for the whole trip and thus a short (10 min.)
charging stop is scheduled. Overall, the user arrives 30 min earlier than in the
naive case and spends only 10 min on charging overhead. Notice also, that the
total energy consumed from the charging stations is 10 kWh less which might
also save money. Obviously, this simple problem is easy to optimize, but the
problem gets too complicated for a human when the number of locations and
activities increase and the temporal constraints are more complicated.
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Fig. 1. Example scenario: A - home location, C - work location, B, D - chargers, B -
shop. Activities are 8 h work, 30min shop. Maximal state of charge (SOC) - 30 kWh,
charging to full takes 60 min. (a) Naive approach: The user first decides the order of
activities (work, shop). Charging postponed until necessary. (b) Whole day formulation:
Optimize the order of activities and charging (shop,work). (Published in [1]).

2 Problem Definition

The Whole Day Mobility Planning with Electric Vehicles (WDMEV) problem
was first proposed in [1]. Here we rephrase and extend the problem and consider
its relation to other existing problems. Informally, the problem consists of finding
a day schedule of activities, where each activity has associated locations where
it can be performed and a time window when it can be performed. The activities
may have a partial ordering defined over them. Moreover, a route between each
two consecutive activities needs to be determined taking into account the battery
state of charge (SOC) constraints and possible charging stops. Charging can take
place at designated charging stations which may differ in their charging rate. In
the real world, the time spent charging may also differ depending on the time
of the day, as in peak hours the vehicle may have to wait until other vehicles
are charged. To account for such delays we extend the WDMEV problem with
time-dependent charging times.

In [1] the authors propose a solution based on a label-setting algorithm which
is able to solve only unrealistically small instances. In the contrary, we aim for a
more scalable solution. We define the problem as a road graph structure together
with the properties of the electric vehicle (EV), and we define a query as the
particular day activities to be performed including the temporal, spatial, and
precedence constraints.

The WDMEV Problem. Formally, we define the WDMEV problem as a tuple

W = 〈G,VPOI, C,B,BC , T 〉
where G = 〈V,E, τ, ε〉 is the underlying road network represented by an ori-
ented graph with V being the set of graph nodes and E the set of graph
edges. The graph G has a time cost τ(e) and an energy cost ε(e) associated
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with each oriented edge e ∈ E. The set VPOI ⊆ V defines all possible points of
interest (POI), that is, shops, workplaces, leisure activities, and charging sta-
tion locations, denoted as POI nodes. The set B defines the discretized lev-
els of state of charge (SOC) of the electric vehicle (e.g., Watthours) where
βmin = min B, βmax = max B define the minimal and maximal SOC respec-
tively and the set BC ⊆ B defines a subset of SOC levels to which the electric
vehicle can be charged at the charging stations. The set T defines discretized
time points (e.g., seconds).

Each charging station c in the set of charging stations C is defined as a tuple
c = 〈vc, τc〉 where vc ∈ VPOI is a POI node where the charging station is located,
VC =

⋃
c∈C{vc} is the set of all CS locations. The function τc : BC ×T ×B �→ N

defines the time required to charge given amount depending on the current time
and current SOC. The only constraint we place on the function τc is that it
adheres to the FIFO property, that is, τ1 + τc(β2, τ1, β1) ≤ τ2 + τc(β2, τ2, β1) for
any τ1, τ2 ∈ T such that τ1 ≤ τ2.

The WDMEV Query. Each WDMEV query is defined as a tuple Q =
〈A, vhome, βinit, τinit〉 where A is the set of activities to be performed, vhome ∈ VPOI

is a POI node where the vehicle initially starts and also must end, and βinit ∈ B
and τinit ∈ T define the initial SOC of the electric vehicle and initial time respec-
tively.

Each activity a in the set of activities A is defined as a tuple a =
〈Va, esta, leta, da, prea〉 where Va ⊆ VPOI is the subset of graph nodes where the
activity a can be performed (VA =

⋃
a∈A Va is the set of all activity locations),

the interval between the earliest start time esta and latest end time leta defines
the time window when the activity can be performed and the duration of the
activity is defined by da. The latest start time can be derived as lsta = leta −da.
Moreover, the set prea ⊆ A defines the subset of activities that have to
precede a.

The WDMEV Solution. A solution of the WDMEV query Q = 〈A, vhome,
βinit, τinit〉 on the WDMEV problem W = 〈G,VPOI, C,B,BC , T 〉 is a sequence
sol = (s0, ..., sk) of tuples si =

〈
vi, ei, ai, τ

arr
i , τdep

i , βarr
i , βdep

i

〉
where vi ∈ V is the

respective visited graph node, ei ∈ E∪{∅} is the edge by which the vehicle arrives
at vi (may be empty if vi−1 = vi), ai =

〈
Vai

, estai
, letai

, dai
, preai

〉 ∈ A ∪ {∅}
is the activity performed at vi (may be empty), τ arr

i , τdep
i is the time when the

vehicle arrives at vi and departs from vi respectively, and βarr
i , βdep

i is the SOC
of the vehicle when arriving and departing vi respectively.

In order for the solution sol to be valid, for the initial state holds τ arr
0 =

τdep
0 = τinit, v0 = vhome and vk = vhome. For each si ∈ sol holds ei is an edge in

G starting in node vi−1 and ending in vi or ei = ∅ and vi−1 = vi or i = 0. Also
τ arr
i = τdep

i−1 + τ(ei) and βarr
i = βdep

i−1 + ε(ei).
If there is an activity performed in si, i.e., ai �= ∅, then vi ∈ Vai

, τ arr
i ≤ lstai

,
τ arr
i + dai

≤ τdep
i , and for each a′ ∈ preai

there must be some sj ∈ sol such that
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j < i and a′ = aj . If charging is performed in si, i.e., βdep
i − βarr

i > 0, then
βdep
i ∈ BC and there must be a charging station ci = 〈vci , τci〉 ∈ C such that

vci = vi and τ arr
i + τci(β

dep
i , τ arr

i , βarr
i ) ≤ τdep

i .
The cost of the solution sol is defined as τ(sol) = τ arr

k .

2.1 Relation to Other Problems

Let us now have a closer look on the particular components of the WDMEV
problem and their relation to well known problems. The most important property
of WDMEV is that it combines both temporal and resource constraints. Let us
first focus on the resource constraints, where the most fundamental problem is.

Constrained Shortest Path Problem (CSPP). There is a number of vari-
ants of CSPP [2] which differ from the classical shortest path problem by addi-
tional constraints which have to be satisfied by the solution. In general, CSPP is
NP-hard. In the case of the WDMEV problem, both the time and SOC can be
seen as resource constraints [3]. The time resource is monotonically increasing
by τ(e) for each traversed edge. Such problem with monotonic resources and
constraints can be solved in pseudo-polynomial time [4], but the SOC resource
in WDMEV is updated either by discharging on edges, recuperation on edges
or charging at nodes and therefore it is not monotonic. Also, βv ≤ βmax is not
a hard constraint but rather a limit of the maximum charged or recuperated
energy. Edge which would result in higher SOC is still valid, but results only
in βmax. Shortest path problem with energy constraints (but no temporal con-
straints) has been studied in [5] in a framework based on the A* search [6].

Traveling Salesman Problem (TSP). TSP (or even more general Vehicle
Routing Problem) is a classical NP-hard problem, in our case, the more relevant
variant is the Steiner TSP [7] where only some of the nodes of a graph are
required do be visited by the solution walk. Moreover, the edges and nodes may
repeat as in our case. The WDMEV problem subsumes a combination of three
extensions to the classical (or Steiner) TSP.

The first is Generalized TSP [8], where each city to be visited is represented
as a subset of the graph nodes and it is sufficient to visit one node from each
subset. The second variant is TSP with Time Windows where the cities have to
be visited in a given time window (in our case, the lower bound constraint is soft).
This is related to TSP with Deadlines where there is no lower bound on the visit
time and for which no constant approximation ratio can ever be achieved [9].
The main difference of WDMEV is that the activities have durations on their
own which has to be spent at the location. The last related variant of TSP
is the Resource-Constrained TSP [10] where a resource r is consumed when
traversing an edge and the solution path cannot consume more than Rmax of the
resource. The WDMEV differs in that the resource in question (SOC) can be
also replenished on some edges due to recuperation and at the charging stations
(at an additional time cost).
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The most relevant related problem is the Electric TSP with Time Windows
(E-TSPTW) [11] which considers both the temporal and energy constraints but
still exhibits a number of differences from WDMEV. Similarily to TSPTW, the
time window [estv, lstv] of node v can be visited before estv and wait, but in
WDMEV the activity a can be started at any time between [esta, lsta] but the
vehicle has to stay at the respective node for the whole duration da. The dis-
charging and charging models in WDMEV differ significantly from E-TSPTW.
In E-TSPTW, all charging stations have the same charging rate and both the
discharged energy and charged energy depend linearly on the traveled distance
or charging time respectively. The WDMEV is more realistic in that we place no
assumptions on the energy cost ε(e) ( e.g., it can depend on the elevation profile
of edge e and can even be negative for recuperation on downhill edges) and on
the charging time function τc which depends on the amount of energy, charging
rate, on the time when the charging is initiated, and on the current SOC.

Single-Machine Job Scheduling (SMJS). SMJS [12] is the problem of
scheduling a set of jobs with durations and time windows (due date and deadline)
and precedence constraints on a single machine (resource). Although such prob-
lem when minimizing the solution makespan is polynomial [13] and the SMJS
problem corresponds to the high-level scheduling sub-problem of WDMEV, the
spatial (TSP) and energy constraints induce complexities as discussed above.

Baseline Solution. In [1] we have proposed a simplified version of the WDMEV
problem, where the possibility of time-dependent charging times was not con-
sidered. The proposed algorithm is a straightforward extension of the A* algo-
rithm [6] to include labels with SOC and other state-dependent properties. The
main proposed modification is that instead of a single label per state, the algo-
rithm maintains a Pareto set of non-dominated labels. The algorithm was eval-
uated on a rather restricted set of benchmarks with only 8 charging stations, 18
POIs, and up to 5 activities.

3 Optimal Solution

Our solution approach involves a preprocessing phase and a query phase (see
Fig. 2). The preprocessing phase considers only traveling between the Points of
Interest (POIs) and Charging stations (CSs) while the query phase uses the
result of the preprocessing to find the actual activity schedule and charging
stops respecting given constraints. Unlike the techniques in most of the related
literature, our approach to the query phase is based on a systematic label-setting
heuristic search which allows us to solve problems with nonlinear constraints
(e.g., the energy cost function ) and time-dependent costs and constraints (e.g.,
the speed of charging depends on the time of the day).

As proposed in [1], the WDMEV problem can be solved using a single-phase
heuristic search but with a significant limit on scalability. In such a unified app-
roach, many search states are expanded only to find the shortest paths between
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POIs and CSs. In this work we present a technique that significantly improves
scalability by preprocessing the shortest path computations and using the heuris-
tic search only to solve the combinatorially hard activity and charging planning
master problem. Let us first focus on the preprocessing phase.

Fig. 2. Overview of the preprocessing and query phase of the planning system.

3.1 Preprocessing Phase

The preprocessing phase considers the WDMEV problem W = 〈G,VPOI, C,
B,BC , T 〉. The preprocessing phase consists of computing and storing the short-
est paths between all pairs of high-level nodes v ∈ VPOI, denoted as routes. We
use the multi-criteria Dijkstra’s algorithm [14] to find the routes.

Definition 1. Let G = 〈V,E, τ, ε〉 be a directed graph with the associated time
and energy costs and let VPOI ⊆ V be the set of POI nodes. We say that a path
r = (v1, e1, ..., en−1, vn) in G is a v1, vn-route iff v1, vn ∈ VPOI.

Definition 2. We define the time cost of r as τ(r) =
∑n−1

i=1 τ(ei). The energy
cost is defined by a recursive equation. Let ri = (v1, e1, ..., ei−1, vi) denote a sub-
route of r ending at vi, then ε(ri) = min(ε(ri−1)+ε(ei−1), βmax) and ε(r) = ε(rn).

We can use the route definition to provide a more high-level definition of the
WDMEV problem

W̄ = 〈R, VPOI, C,B,BC , T 〉
where R is the set of all v1, vn-routes. An important observation is that even
if optimizing for a single criterion (e.g., the time cost), it is not enough to find
a single shortest u, v-route for each two POI nodes u, v as the resulting SOC
or time might not be enough to find a solution (or an optimal solution) to a
given WDMEV query. In order to find an optimal solution the whole set of
non-dominated routes has to be kept and considered in the planning phase. We
define the dominance of routes as follows.

Definition 3. Let r1, r2 be two v1, vn- routes for some POI nodes v1, vn ∈ VPOI.
We say that r1 dominates r2 iff τ(r1) ≤ τ(r2) ∧ ε(r1) ≤ ε(r2).

Proposition 1. Let W̄ = 〈R, VPOI, C,B,BC , T 〉 be a high-level WDMEV prob-
lem and let sol = (s0, ..., sk) be an optimal solution of the original problem W for
the query Q = 〈A, vhome, βinit, τinit〉. Let r1, r2 ∈ R be two v1, vn-routes such that r1
dominates r2. Let sol′ = (s′

0, ..., s
′
k) be an optimal solution of the WDMEV prob-

lems W̄ ′ = 〈R \ {r2}, VPOI, C,B,BC , T 〉 for the query Q. Then τ(sol) = τ(sol′).
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Proof. It is easy to see that by removing r2 no optimal solution can be removed
as r1 dominates r2 and thus r2 cannot be part of any optimal solution.

Based on Proposition 1 the dominated paths are removed in the preprocessing
step without the loss of optimality. More aggressive pruning techniques which
do not preserve optimality are described in Sect. 4.

3.2 Query Phase

The task of the query phase is to find a solution sol = (s0, ..., sk) to a
query Q = 〈A, vhome, βinit, τinit〉 given a high-level WDMEV problem W̄ =
〈R, VPOI, C,B,BC , T 〉. To do so we propose a heuristic search which associates
sets of labels to the POI nodes from VPOI. The label for a node v ∈ VPOI is defined
by the following tuple

lv = 〈v,ADONE, τv, βv, hv, l
′
v〉

where v ∈ VPOI is the associated high-level graph node, ADONE ⊆ A is the set of
finished activities, τv is the aggregate time cost of the partial solution represented
by lv, βv is the current SOC at node v, hv is the heuristic value of respective
partial solution, and l′v is the parent label from which lv was extended and which
is used to reconstruct the solution.

Similarly to the preprocessing phase, in order to maintain optimality, the
search has to keep all labels for each node, except for the dominated ones, for-
mally.

Definition 4. Let lv, l
′
v be two labels of a single POI node v ∈ VPOI. We say that

lv dominates l′v (denoted as lv  l′v) iff all the following conditions are satisfied:

ADONE ⊇ A′
DONE

τv ≤ τ ′
v (1)

βv ≥ β′
v

The heuristic search algorithm is a modified Multi-Objective A* [15] which
differs in that the proposed algorithm is not searching for the set of Pareto-
optimal solutions as it optimizes only for time, but it needs to consider the
Pareto sets during the search because of the temporal and energy constraints.

In each iteration, the best label according to the heuristic estimate is
extracted from the priority queue and extended using one of the following oper-
ations. Let lv = 〈v,ADONE, τv, βv, hv, l

′
v〉 be the extracted label, then

(i) move. For each u ∈ (VC ∪VA) \ {v}, let Rv,u be the Pareto set of v, u-routes
between the POI nodes v and u. For each r ∈ Rv,u a new label

lu,r = 〈u,ADONE, τv + τ(r),min(βv − ε(r), βmax), hu, lv〉
is added to the queue with a newly computed heuristic value hu (The heuristic
is computed only once per node u). The labels with state of charge bellow βmin

are discarded.
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(ii) activity. For each activity a = 〈Va, esta, leta, da, prea〉 such that a /∈ ADONE,
v ∈ Va, τv ≤ leta − da, and prea ⊆ ADONE a new label

la = 〈v,ADONE ∪ {a},max(τv + da, esta + da), βv, ha, lv〉
is added to the queue with a new heuristic value ha.

(iii) charging. For each charging station c = 〈vc, τc〉 such that vc = v, for each
charging level b ∈ BC such that b > βv a new label

lc,b = 〈v,ADONE, τv + τc(b − βv, τv, βv), b, hc, lv〉
is added to the queue with a new heuristic value hc.

(iv) activity and charging. If v ∈ Va for some activity satisfying the conditions
in (ii) and there is a charging station c s.t. v = vc the combination of parallel
activity and charging has to be considered. For each such activity a, charging
station c, and each charging level b ∈ BC such that b > βv a new label

la,c,b,d = 〈v,ADONE ∪ {a}, τ ′
v, b, ha, lv〉

is added to the queue with a newly computed heuristic value ha and a new time
τ ′
v. The new time τ ′

v is calculated as maximum of the times computed in the
cases (ii) and (iii).

Admissible Heuristic. The search is guided by a heuristic function which
relaxes the SOC constraints and takes maximum of the estimates for single
activities. Let lv = 〈v,ADONE, τv, βv, hv, l

′
v〉 be the currently extracted label. For

each activity a ∈ A \ ADONE which was not finished yet we define its estimated
time to finish as

τa = min
u∈Va

(τv + τ(rv,u) + τ(ru,vhome
)) (2)

where rv,u ∈ R is the shortest-time v, u-route and ru,vhome
∈ R is the shortest

u, vhome-route leading to the initial and goal POI node. Intuitively, τa denotes the
time spent on the shortest trip from the node v to a node u where the activity
can be performed and then to the initial node vhome excluding the time spent on
the activity itself.

The heuristic itself can be expressed as

h(v, τv, ADONE) = max
a∈A\ADONE

τa +
∑

a∈A\ADONE

da (3)

that is, we take the worst time of a trip to an activity and to the goal node and
add the sum of the durations of activities that still need to be achieved.

Lemma 1. Let W̄ = 〈R, VPOI, C,B,BC , T 〉 be a high-level WDMEV problem.
For any nodes v1, v2, v3 ∈ VPOI the respective shortest-time routes r1,3, r1,2, r2,3 ∈
R satisfy triangle inequality with respect to the time cost.
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Proof. For a contradiction, let us assume that τ(r1,3) > τ(r1,2) + τ(r2,3). That
means that in the graph G = 〈V,E, τ, ε〉 there exists a v1, v3-route r′ such that
τ(r′) < τ(r1,3) which, based on Definition 1, is a contradiction with r1,3 being a
shortest-time route.

Proposition 2. Let W̄ = 〈R, VPOI, C,BC , βmin, βmax〉 be a high-level WDMEV
problem and Q = 〈A, vhome, βinit, τinit〉 a query. Let lv = 〈v,ADONE, τv, βv, hv, l

′
v〉

be a label assigned to some v ∈ VPOI. Then h(v, τv, ADONE) defined by
Eq. 3 is an admissible heuristic estimate of the time cost of a query Q′ =
〈A \ ADONE, v, βv, τv〉.
Proof. Let h∗ denote the cost of optimal solution to Q′ = 〈A \ ADONE, v, βv, τv〉.
Clearly, such solution must achieve all a ∈ A \ ADONE. We will now show that
for any a ∈ A \ ADONE holds τa ≤ h∗ where τa is defined in Eq. 2. Because
of Lemma 1, the shortest-time possibility how to get from v to any u ∈ Va is
the shortest-time v, u-route rv,u ∈ R. The activity cannot be started earlier than
when the vehicle arrives to u, i.e., τv+τ(rv,u). Due to Lemma 1, the shortest time
to get from u to the goal node vhome is the shortest u, vhome-route ru,vhome

∈ R.
As τa takes the minimum over all u ∈ Va, τa ≤ h∗ as the vehicle has to get
to u to achieve the activity and subsequently to vhome. All a ∈ A \ ADONE have
fixed durations not dependent on time and all of them have to be achieved. The
inequality h∗ ≤ h(v, τv, ADONE) follows directly.

4 Sub-optimal Speedups

As many of the sub-problems of WDMEV are NP-hard, it is clear that finding an
optimal solution in a real-world scale scenario is not tractable. Here we present
a two speedups which allow us to compute such solutions at the price of loosing
optimality, completeness, or both. In Sect. 6 we evaluate the trade-off.

Route Reduction. One of the main factor in complexity of the search algo-
rithm is the size of the set R of all routes (formally shown in Sect. 5). One possible
technique to reduce the number of routes is to select a subset of k u, v-routes
between each two nodes u, v ∈ VPOI. Here we describe how we select such subset
of size k. We propose a heuristic selection technique as in the worst case it is not
possible to select the proper subset without solving the entire WDMEV problem.
It is not possible to ensure optimality, but also completeness might be jeopar-
dized by discarding a non-dominated route. The proposed solution proceeds as
follows.

Let Ru,v ⊆ R be the set of all non-dominated u, v-routes. We proceed by
clustering the routes in Ru,v by each of the constraints (time, energy) and then
by selecting the best route in each cluster based on the other one. For clustering
we use the well known k-means algorithm [16].

1. Find k/2 clusters in Ru,v based on τ(r).
2. For each cluster select the route r with the highest ε(r).
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The same is done for ε(r) and τ(r) respectively (we take the lowest τ(r)). The
result is a set of k routes which are a representative sample w.r.t. one constraint
and the best w.r.t. the other constraint.

Dominance Relaxation. The authors in [1] use ε-relaxation of the dominance
rule (Eq. 1) to speed-up the search. We can use the same technique to speed-up
the preprocessing phase by using ε-relaxed dominance criterion in the multi-
criteria Dijkstra’s algorithm used to find the u, v-routes. This also results in
smaller set R of all such routes.

Limit of Charging Stops. The third speed-up technique is based on an obser-
vation of the real-world properties of the WDMEV problem. Similarly to public-
transport planning where it is common to let the user give an upper bound on
the number of transfers, we can realistically assume, that the EV user is willing
to allow at most q charging stops between each two activities. By assuming such
bound we can significantly limit the number of label extensions as follows.

Let lv be a label of a POI node. We extend the label lv by a field qv which
equals the length of a sequence of parent labels of lv such that the EV was
charged at the respective POI nodes. We add the following rule to the move
extension (i) from Sect. 3.2:

– If qv < q use VPOI as the set of possible move destinations.
– If qv ≥ q use VPOI \ VC as the set of possible move destinations where VC is

the set of all charging station locations.

In Sect. 6 we evaluate the speed-up technique with q = 1 where the extension
of the labels is not even necessary as the above rule can be based only on the
last stop. Charging stops can be extended only by moves to activity locations
and vice versa. It also is reasonable to assume that the user is not willing to
make more than one charging stop between two activities. It is also possible to
determine q based on the distance (or energy cost) between the two consecutive
activity locations.

5 Complexity Analysis

Here we present a complexity analysis of the preprocessing and query phases
and compare it with complexity analysis of the solution provided in [1]. Let
Dij(n,m) denote time complexity of multi-criteria Dijkstra algorithm [14] where
n,m is the number of nodes and edges respectively. The preprocessing consists
of running such multi-criteria Dijkstra algorithm from each POI node to all
other POI nodes in the problem. Thus the time complexity of the preprocessing
phase is

O(|VPOI|Dij(|V |, |E|))
and the memory complexity is dominated by the need to store all non-dominated
routes, that is, O(|R|). If we limit the number of stored routes per each two
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nodes to a constant k (as in Sect. 4), we can express the space complexity as
O(k|VPOI|2).

To understand the worst-case time complexity of the WDMEV query we
assume the heuristic to give no guidance and thus the complexity is equal to
O(Dij(n,m)) where the number of search states is limited by the number of all
possible labels

n ≤ |VA ∪ VC | · |S| (4)

where VA ∪ VC is the set of all activity and CS locations and S = 2|A| × T × B
represents all possible combinations of subsets of activities 2|A|, time-steps T ,
and SOC levels B. The number of all possible label extensions from Sect. 3.2 is

m ≤ (|RA,C | + |VA| + |VC | · |BC | + |VC ∩ VA| · |BC |) · |S| (5)

where |RA,C | is the number of all possible move extensions (i) by routes between
the subset VA ∪ VC of POI nodes, |VA| is the number of all possible activity
extensions (ii), |VC | · |BC | is the number of all possible charging extensions (iii),
and |VC ∩ VA| · |BC | is the number of possible combined activity and charging
extensions (iv), all for all possible combinations of finished activities, time-steps,
and SOC levels.

Let us compare the above complexity to the algorithm presented in [1]. To
do so, we can again assume the worst case where the algorithm is equal to
O(Dij(n,m)) as well. The difference is that in this case are the search nodes and
label extensions computed over the whole graph G = 〈V,E〉. This means that
in Eq. 4 we need to replace |VA ∪ VC | with |V | and in Eq. 5 we need to replace
|RA,C | with |E|, everything else keeping as it is. Importantly, VPOI is by orders
of magnitude smaller than V and VA∪VC can be by orders of magnitude smaller
than VPOI (depending on the size of Va of the activities). Nevertheless, in the
worst case, RA,C contains all possible routes in G between each two u, v ∈ VPOI.
Similarly to the preprocessing phase, if we limit the number of stored routes to
k per each two u, v ∈ VPOI we obtain |RA,C | ≤ k|VA ∪ VC |2.

6 Evaluation

In this section we provide an evaluation of the presented approach. We mainly
present two results. First is the comparison of the optimal solution and the
solution utilizing the speed-ups where we focus on the trade-off between speed
and memory improvement and quality degradation. Second is the comparison of
our novel approach and the state of the art published in [1] which does not use
any preprocessing phase.

We base our evaluation on a set of benchmarks based on a real-world data
set. Similarly to [1] we use the road network of Germany bounded by Munich,
Regensburg and Passau extracted from OSM1 with the exception of residential
edges, leading to a graph with 75k nodes and 160k edges. We select 500–5000

1 https://download.geofabrik.de/europe/germany/bayern.html.

https://download.geofabrik.de/europe/germany/bayern.html
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random locations acting as possible POIs for the activities and add 324 real-
world charging station locations2 (CSs which appear on the same graph node
are considered a single CS). Each charging station is randomly assigned one of
three charging rates (11 kW, 30 kW, and 50 kW) and randomly parametrized
waiting time which models morning and evening peak hours. Each benchmark
problem is generated based on the temporal schema of 4–8 activities by randomly
selecting particular sets of locations for the activities as shown in Table 1.

Table 1. Temporal schema of activities.

#Act. Activity a Time window Dur. |Va|
1 Work 1 [7:00,19:00] 4 h 1

2 Work 2 [7:00,19:00] 4 h 1

3 Shopping [7:00,21:00] 0.5 h 50–200

4 Other [16:00,22:00] 1 h 10

5–8 ... ... ... ...

6.1 Evaluation of the Preprocessing Phase

In this experiment we evaluate the scalability of the preprocessing phase. Table 2
shows the relation of memory (in GB) and speed (in seconds) requirements
with respect to |VPOI| for various preprocessing techniques where full is the full
preprocessed set of all non-dominated routes, ε = 0.99 uses the ε-pruning with
given value of ε, and k uses the route reduction with given k . The results
show, that the memory consumption grows approximately quadratically which
corresponds to the theoretical results in Sect. 5. The lowest memory footprint
gives the route reduction with k = 6 (see Sect. 4). The ε-relaxation has a slightly
larger memory footprint than k = 6, but smaller than k = 10 which suggests that
the average number of u, v-routes for each u, v resulting from the ε-relaxation
pruning technique lies between 6 and 10.

Regarding the speed of computation of the set R we compare only the full
set of routes and the ε-relaxation as for route limit k the time is dominated by
the computation of the routes and the subset selection is trivial w.r.t. time. The
results in Table 2 show that the speedup of ε-relaxation is more than 10× which
is very significant.

6.2 Evaluation of the Query Phase

In this section, we evaluate the speed and quality of the WDMEV query solution
depending on a number of factors. Let us first have a look on the effect of the

2 The charging station locations are based on http://ev-charging.com.

http://ev-charging.com
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Table 2. Time and memory consumption of the preprocessing phase depending on
|VPOI| and on speedup used.

|VPOI| Memory (MB) Time (min.)

full Route limit k ε-rel. full ε-rel.

20 10 6 0.99 0.99

824 620 255 149 95 107 70 5.3

1324 1640 666 388 247 282 119 8.6

1824 3190 1290 749 477 546 168 11.8

2324 5200 2098 1219 776 885 215 15.2

5324 - - - - 4700 - 36.6

Fig. 3. Comparison of the effect of preprocessing speedups on the solution time (left)
and quality (right). Values are average for 500 instances on 324 charging stations and
1000 POIs, the colored area corresponds to the region between the 1st and 9th quantile.

preprocessing speedups. Figure 3 (left) shows the average ratio tpre/tSOTA of the
time needed to find a solution where tpre is the solution time using a preprocessing
technique (as in Sect. 6.1) and tSOTA is the solution using a single multi-criteria
A* as in [1]. All solutions (including SOTA) use the charging limit q = 1 (see
Sect. 4). The figure shows that the best solution time improvement comes from
the ε-relaxation with less than 5% of solution time needed. Even the optimal
variant with full set of routes provides more than 5× speedup on average.
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Figure 3 (right) shows the average ratio τ(sol)pre/τ(sol)SOTA of solution qual-
ity. Apart from the optimal full set of routes, the best quality solutions are
provided by the ε-relaxation technique with solutions less than 0.1% worse than
optimum which for a 12 hour day corresponds to less than a minute.

Figure 4 shows the average and 1st to 9th quantile region of the query phase
running times. The figure shows the respective values only for the full set of
routes (full) and the set of routes found using ε-relaxation with ε = 0.99 (eps).
Moreover, the values are provided for a number of settings of the charging limit
q (see Sect. 4) which is set to 1–5. The results clearly show that the query times
of the ε-relaxation variant are below 5 s, which is a reasonable time. The full
route set requires slightly longer running times but provides optimal solutions.

Fig. 4. Absolute query times depending on the limit of charging stops between
activities.

7 Conclusion

In this work, we have developed an efficient solution to the topical problem of
whole day mobility planning with electric vehicles by splitting the problem into a
preprocessing and query phase. The proposed ε-relaxation of dominance speedup
used in the preprocessing phase proved to be the best approach with respect to
the speed and memory footprint of preprocessing, and speed and quality of the
solutions. The proposed technique was able to solve real-world problems from
the region of Bavaria.

The proposed algorithms are well suited to prospectively consider also other
optimization criteria and constraints such as the cost of charging or ecological
footprint of the electricity used.

Acknowledgments. This research was funded by the European Union Horizon 2020
research and innovation programme under the grant agreement N◦713864 and by the
Grant Agency of the Czech Technical University in Prague, grant No. SGS16/235/
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Abstract. Recommender systems apply information filtering technolo-
gies to identify a set of items that could be of interest to a user. Collab-
orative filtering (CF) is one of the most well-known successful filtering
techniques in recommender systems and has been widely applied. How-
ever the usual CF techniques face issues that limit their application, espe-
cially in dealing with highly sparse and large-scale data. For instance,
CF algorithms using the k-Nearest Neighbor approach are very efficient
in filtering interesting items to users but in the same time they require
a very expensive computation and grow non-linearly with the number of
users and items in a database. To address this scalability issues, some
researchers propose to use clustering methods. K-means is among the
well-known clustering algorithms but has the shortcomings of depen-
dency on the number of the clusters and on the initial centroids, which
lead to inaccurate recommendations and increase computation time. In
this paper, we will show by comparing with K-means based approaches
how a clustering algorithm called K-means+ that considers the statisti-
cal nature of data can improve the performances of recommendation with
reasonable computation time. The results presented that predictions of
substantially better quality are obtained with the proposed K-means+
method. These results also provide significant evidences that the pro-
posed Splitting-Merging clustering based CF is more scalable than the
conventional one.

Keywords: Recommender systems · Collaborative filtering
Information filtering · Clustering · Splitting-merging clustering

1 Introduction

In todays digital world it is difficult to make a good decision with the inunda-
tion of choices and options offered to us every day: What movie should we see
this week-end? Which digital camera do I need to buy? Which agency funding
my company can apply? Which courses do I need to take? What tweet should
I tweet about? etc. Personalized recommendation systems have been regarded
c© Her Majesty the Queen in Right of Canada as represented by NRC Canada 2019
J. van den Herik and A. P. Rocha (Eds.): ICAART 2018, LNAI 11352, pp. 290–311, 2019.
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as an important mechanism to cope with these challenges. Personalized Recom-
mendation systems use information filtering to overcome the difficulty of infor-
mation overload. Thanks to the success of this technology, they have become
an important research area for both academia and industry. Based on the his-
torical records of users, the recommendation system initially recommends the
information to them for choosing according to their preferences [1]. The prefer-
ences of active users are calculated either by predicting ratings of unrated items
or by building a top-N list of unrated items ordered by predicted rating [2,3]. In
general, recommendation systems use mainly three types of filtering techniques:
content based filtering, collaborative filtering and hybrid filtering (the combina-
tion of content based filtering and collaborative filtering) [4]. The content based
filtering recommendation technique recommends specific items that are simi-
lar to those have been already positively rated in the past by the active user.
Content based filtering uses only the content of the items in order to make a
recommendation [5]. The collaborative filtering (CF) recommendation technique
recommends items that were preferred in the past by similar users to the active
user. CF techniques make the assumption that the active users will be inter-
ested in items that users similar to them have rated highly [6]. The hybrid based
filtering techniques recommend items by combining CF and content-based fil-
tering [4]. CF is one of the most popular filtering techniques in recommendation
systems [2,7–9]. CF is, for instance, widely used in the fields of e-commerce [10–
12], e-learning [13], e-government [14], movies and TV programs [15,16], music
[17], books [18], web pages [19] and in twitter [20]. Methods in CF can be either
memory-based or model-based. Memory-based algorithms operate on the whole
user-item rating matrix and make recommendations by identifying the neighbor-
hood of the target user to whom the recommendations will be made, based on his
preferences [21]. The memory based filtering algorithms are easy to implement
and to understand and they are working very well in many real world applica-
tions. While, memory based CF are widely applied [6,11,20], however they face
important problems limiting their applications in large scale problems. Most
prominent problems are the data sparsity and the low scalability. Data sparsity
refers to the difficulty that most users rate only a small number of items and
hence a very sparse user-item matrix is available [7]. On the scalability side,
the memory based filtering algorithms do not scale satisfactory when the users
and items in ratings database increase [6,7,22]. As a result, one of the main
challenges faced by CF is to improve the scalability of the memory based filter-
ing algorithms. As an alternative, model-based techniques were proposed. Model
based techniques use machine learning algorithms on users-rating training data
to learn a model and to make predictions on the users-rating test data or on real
data [23]. Several algorithms have been used for model based CF. Among them,
let’s list Bayesian networks [24], matrix factorization [25,26], probabilistic latent
space models [27], neural networks [28,29] and clustering methods [30,31]. Clus-
tering methods using the K-means algorithm have been widely used to model
based CF because of its simplicity and low complexity. However, the usability
of K-means is limited by the fact that the clustering results are heavily depen-
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dent on the user defined variants, i.e., the selection of the initial centroids seeds
and the number of clusters. In practice, these shortcomings lead to inaccurate
recommendations and dramatic computation time increases. To avoid the short-
comings of the k-means algorithms and at the same time to solve scalability and
sparsity in CF, this paper proposes an automatic clustering approach based on
K-means+, known also as y-means. K-means+ can automatically determine a
pseudo-optimal number of clusters according to the statistical nature of data
so that the initial centroids seeds are not critical to the clustering [32,33]. This
paper proposes a recommendation method that alleviates the scalability diffi-
culty of CF and improves the K-means CF-based recommendation approaches
proposed in literature by performing extensive experiments using three different
data sets classified as small, medium and large from MovieLens [34]. The rest of
the article is organized as follows: Sect. 2 presents related works on traditional CF
as well as different algorithms including the clustering methods used. Section 3
describes the proposed approach to automatic clustering for CF. Section 4 pro-
vides experimental results and Sect. 5 outlines conclusions and future work.

2 Related Work

CF is a popular personalized recommendation technique that relies on past users
items ratings. It predicts user preferences on items that have not been seen yet
based on the historical preference judgments (rating values) from a community
of users. The preference judgments are presented as a user-item rating matrix.
Note that user rating can be either implicit or explicit [35]. CF approach uses
only the past users’ behaviors and does not require any user profile [36,37].
It has the advantage of not requiring any external data such as demographic
information hence reducing the time consumed by the recommendation process
[7]. Techniques used in CF can be either memory based or model based [2,7].

2.1 Memory Based Filtering

Memory based filtering uses the entire user-item data to generate a prediction.
Based on some similarities, the algorithms find a set of users with similar tastes
or preferences, called neighbors, to target user. These neighbors have a history of
agreeing with the target user. They rate different items similarly. Once neighbors
of users are found, the algorithms predict the preferences on new items for the
target user. These algorithms are known as nearest-neighbor or user-based CF.

General Approach of k-NN Based Collaborative Filtering. The most
prevalent algorithm used in collaborative filtering is the neighborhood based
method also known as k-nearest neighbor CF. It was the first automated CF
system introduced by GroupLens [36]. The k-nearest neighbor for collaborative
filtering follows three phases to generate a recommendation:

1. Compute the similarities between the active user and all other users in
database;
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2. Determine the k nearest neighbors to the active user;
3. Compute the prediction from the weighted combination of the selected neigh-

bors ratings. The highest predicted items ratings are recommended to the
active users.

Similarity Weighting. Even though there are several algorithms for CF, all of
them use similarity measurement between users to recommend items. The simi-
larity is usually based on a neighborhood based filtering algorithm [2]. The first
step in K-NN based CF is to weight all users with respect to similarity. The simi-
larity reflects the correlation, distance or weight among users. Various approaches
have been proposed to compute the similarity sim(u, v) between users u and v
based on ratings of items that both users have rated [38]. Different similar-
ity measures have been proposed and evaluated in the literature. Among these
measures we can list: Cosine vector [2], Pearson correlation [36,39], Spearman
Rank correlation [40], mean squared difference [41] and these are few similarity
measures used in CF among others [42,43]. Popular approaches for similarity
weighting in CF are Pearson correlation and cosine vector. As a result, we used
both Pearson correlation and cosine vector in the proposed modeled based fil-
tering algorithm. In many research works, the Pearson correlation tends to lead
to better results [2,21,22,44]. The Pearson correlation between the active user
a and v is given as follows:

w(a, v) =
∑

i∈I(ra,i − r̄a)(rv,i − r̄v)
√∑

i∈I(ra,i − r̄a)2
∑

i∈I(rv,i − r̄v)2
(1)

where I is the set of co-rated items by the two users a and v. ra,i and rv,i refer to
the rating of the target item i by the user a and v respectively. r̄a and r̄v are the
average rating of the co-rated items of the users u and v respectively. Pearson
correlation can be problematic when computing similarities between users who
have rated only few items. To alleviate this difficulty some researchers have
proposed an improved Pearson correlation calculation by adding a significance
weighting factor that would devalue similarity weights based on a small number
of co-rated items [21,40]. Some experiments have shown a threshold value of
50 to be useful in improving prediction accuracy. The threshold can be applied
by multiplying the similarity function by min{|Iu

⋂
Iu|/50, 1} [21,40,44]. In our

work we were able to confirm that the threshold of 50 is indeed the best choice.
Shardanand and Maes [41] proposed a constrained Pearson correlation for their
Ringo music recommender. They claimed that they get better performances by
computing their constrained Pearson correlation similarity weights. The other
well known similarity measure used for collaborative filtering is vector cosine
based similarity. In this measure the users are presented as vectors of items in
|I| − dimensional and similarity is measured by the dot product of two rating
vectors. Hence the cosine similarity between two users a and v is:

sim(a, v) =
ra.rv

‖ra‖2 ‖rv‖2
=

∑
i∈I ra,i.rv,i

√∑
i∈I r2a,i

√∑
i∈I r2v,i

(2)
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In cosine similarity the unknown items are considered to be zero, which will
drop them out from the numerator. If we consider in cosine similarity only the
co-rated items, it will be the same as a Pearson correlation. The cosine similarity
function is naturally self-damping, based on |Ia

⋂
Iv|

|Ia||Iv| , the ratio of co-rated items
to user item set sizes. The authors in [44] show in their offline experiments that
the dynamic self-damping in cosine vector similarity was more effective than
significance weighting. Using cosine adds also the benefit of not depending on
the fairly arbitrary cutoff of 50 as in [44,45].

Neighborhoods Selection. Once the similarity between the active user and all
other users are calculated, CF selects a subset of users that will be used for items
prediction [20]. As mentioned in [41], it is more efficient to use a subset of users
that are the most similar to the active user, known as neighbors, than to use
the whole user data set. The challenging question is how many neighbors should
be selected though? In the original collaborative filtering GroupLens system,
all users are considered as neighbors [36], which is obviously not practical for
very large data sets. In their empirical study, [40] shows how the mean absolute
error of prediction increases as the neighborhood size is increased. Therefore,
the system has to choose the best neighbors to the active user, discarding the
remaining users [21]. Two main techniques were suggested in CF literature: the
correlation or similarity threshold and the n-best neighbors with n being the
best k users most similar to the active user who have rated the target item
i. The similarity threshold technique chooses as best neighbors only the users
with similarity to the active user greater than a given threshold [2]. In the
empirical studies done by Shardanand and Maes [21,41], setting a high threshold
limits the correlate neighborhood resulting in small neighborhoods that can not
provide prediction coverage for many items. However, setting a lower correlation
threshold results in a large number of lower correlates, which is like using all the
available users in the data set. The best n selection technique is the one that
can provide high performances with no loss in coverage [21,40,44]. The author
in [21] found that the similarity threshold technique performed best with a high
threshold but all concluded that it yielded a lower coverage prediction. Another
technique to select the best n correlates for a given n was proposed by [44]. As
the particular number of neighbors to be selected is domain and system specific,
an analysis of relevant data set can help to choose the best neighborhood size
[44]. The analysis of MovieLens data found that n = 20 was a good size for
neighbors [21]. As shown in different analysis, a number of n neighbors between
20 and 50 is usually a reasonable starting point in CF.

Prediction. After that the similarities are computed between the active user
with other users and the n neighbors are selected, the CF system combines the
items rating from those n users to predict the user’s preferences for an item. The
formula used to generate prediction is the weighted average of deviation from
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the neighbor’s mean, using the similarity calculated in Eqs. (1) and (2):

pa,i = r̄a +
∑n

v=1(rv,i − r̄a) ∗ sim(a, v)
∑n

v=1 |sim(a, v)| (3)

where pa,i represents the prediction for the active user a for the target item i.
n is the selected number of neighbors and sim(a, u) is the weighted similarity
calculated by Eqs. (1) and (2). In order to take into account the differences
in spread between users’ rating distributions, the authors in [21] proposed an
extension of the Eq. (3) by converting ratings to z-score and to compute the
weighted average of the z-score by the following formula:

pa,i = r̄a + σa ∗
∑n

v=1
(rv,i−r̄a)

σa
∗ sim(a, v)

∑n
v=1 |sim(a, v)| (4)

Herlocker et al. [21] found that the weighted average deviation of neighbor’s
rating from that neighbor’s mean rating performs significantly better than the
non-normalized ratings approach and there is no significant difference with aver-
age weighted of z-scores. In our experiment we chose to use Eq. (3).

Challenges of Memory Based Collaborative Filtering. Memory based CF
have been very successful due to their simplicity and their good performances.
However, and as previously mentioned, they suffer limitations such as scalability
and data sparsity. In practice recommender systems are used for large numbers
of user and items. Hence, memory based CF has difficulty scaling for systems
such as amazon.com or e-bay e-commerce. These systems contain millions of
users and items. In this paper we propose an approach that can deal with the
scalability issue, and test it on millions of users and items. In addition, most
recommender systems dealing with millions of items have active users rating only
a small number of them, resulting in a poor recommendation accuracy. Another
illustration of sparsity is when a new user or item occurs, making difficult to
find similar neighbors as there is no information available on them. More details
on memory based collaborative filtering challenges can be found in [6,7,38].
To overcome these difficulties researchers have proposed model based filtering
approaches.

2.2 Model Based Filtering

Model based filtering first builds a model on the training set to predict the items
for the active users on the independent sets or on the new users. Since the model
is built offline, the system uses less memory and the prediction time decreases [23,
46]. The model based CF provides more accurate predictions for sparse data and
addresses scalability problems as shown in [47–49]. Several popular model based
filtering approaches are based on probabilistic latent semantic CF and clustering
techniques [7]. The goal of the latent semantic analysis is to discover latent
features that explain observed ratings [50]. Techniques of latent semantic analysis

https://www.amazon.com/
https://www.ebay.com/
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count probabilistic latent space models [27], neural network [51], latent Dirichlet
allocation or based on topic modeling [52], and Markov decision process based
models [53,54]. The clustering CF techniques are extensively used to address the
scalability and sparsity problems. Researchers including [28,47–49] show in their
experiments that clustering CF provide more accurate predictions for sparse data
than memory based filtering and addressing the scalability issue as well as the
items cold start problems. In the next section, we give an overview of clustering
methods for CF.

Clustering Based CF. Clustering is an unsupervised process through which
a large number of data are classified into homogeneous groups, based on some
observable features. Clustering methods can unlock precious information that
can help experts make critical decisions, especially when there is no or little prior
information. The clustering methods consist in assembling patterns or entities
in restricted classes so that all patterns of the same class are less dispersed than
in the whole sample [55]. Clustering can be used as an exploratory tool for ana-
lyzing large datasets. As such, it has been applied extensively in a wide range of
disciplines ranging from pattern recognition, cybersecurity, biometrics, bioinfor-
matics, psychology, image segmentation, information retrieval and filtering and
many other real world applications [33,56–59]. In CF, the clustering techniques
can be used to group either the items into clusters that have same users’ prefer-
ences or users into clusters with similar items ratings. In users’ CF, users who
have same items’ preferences are grouped in restricted clusters. Therefore, when
a new user is identified as similar to a given cluster, items liked by those users’
cluster are recommended to this new user [60,61]. In their clustering methods,
Ungar and Foster [31] clustered users and rated items separately using varia-
tions of K-means with Expectation Maximization (EM) and Gibbs sampling
[62]. Their experiments showed that the results of EM clustering based CF on
real data were not very promising but when they used the repeated K-means
with Gibbs sampling their results get better. Moreover, their model could be eas-
ily extended to much complex models and it may handle clustering with multiple
attributes. However, Gibbs sampling is computationally expensive [31]. Kohrs et
al. [63] applied hierarchy clustering using the top down approach for CF with
sparse rating matrix. Their approach was more efficient than other traditional
CF when applied to few users and provided high prediction values even for users
who rated only a limited number of items. Hierarchical clustering is particularly
efficient in providing recommendations for new users who rated only few items.
Xue et al. [64] applied the K-means algorithm to cluster users before analyzing
clusters obtained and choosing an adequate cluster for the active user. They
applied the smoothing strategies to the unseen items using the same idea used
in natural language processing [65] where the cluster is used as topic in order
to alleviate the sparsity difficulty. They showed that their approach outper-
formed other CF approaches on small data sets. Sarwar et al. [61] addressed the
scalability issues by users clustering and used the user’s cluster as the neighbor-
hood. The author in [66] showed the efficiency of their newly proposed clustering
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based CF in rating predictions with addressing the data sparsity and cold start
problems. Hu et al. [67] proposed a clustering method for CF. Their approach
was divided into two phases: clustering and then CF. The clustering method
was based on K-means and used as pre-processing for CF. By using cluster-
ing technique, the data size was reduced so that the computation time of CF
algorithm decreased significantly. The results of their approach depend strongly
on the number of clusters and unfortunately this number of clusters is initially
unknown. Dakhal and Mahdavi [68] proposed a filtering algorithm based on user
K-means clustering and voting. They used their approach on the small data base
100k MovieLens users and they show that the proposed method provides high
prediction with less computation time than traditional CF. A generalization of
K-means known as fuzzy c-means method has also been applied to CF. Fuzzy
c-means assigns objects to a given number of clusters such that each of them
belongs to more than one cluster with different degrees of membership. Wu and
Li applied fuzzy c-means to CF on NETFLIX data set. The limitation of fuzzy
c-means is that they do not perform well in high dimensional space and are
unreliable in a noisy environment [22]. Other works considered both clustering
users and items to address the cold start problems [69]. Zahra et al. [22] studied
the impact of the initial centroids on the clustering based CF performances and
computational time. They proposed twenty algorithms for centroids selection
and they analyzed their impact on K-means, fuzzy c-means and EM clustering
based CF. This recent studies point out that a better clustering algorithm can
further improve the performance of the recommendation. This motivated us to
develop clustering algorithms for CF presented in the next section.

3 General Approach of Clustering Based CF

The main contribution of this paper is to propose a recommendation method
that alleviates the scalability and sparsity difficulties of CF by introducing the
splitting and merging clustering based on K-means+ algorithm and by per-
forming extensive experiments using three different data sets classified as small,
medium and large from MovieLens data sets [34]. Predictions in clustering based
CF approach are performed in following steps:

– step 1: Cluster users u ∈ U in K clusters using any clustering algorithm
– step 2: Evaluate the distance between active user and centroids
– step 3: Choose the closest cluster for the active user
– step 4: Select the n nearest neighbor from the chosen active user’s cluster
– Step 5: predict items’ active user preferences.

The K-means is the most well known and commonly used clustering algo-
rithm for CF as detailed in the following subsection.

3.1 K-means Clustering Algorithm for CF

Many researchers show that K-means is very efficient for model based CF [64,68].
Algorithm 1 presents the different steps of K-means clustering method.
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Fig. 1. General approach of clustering based collaborative filtering.

K-means is relatively scalable and efficient when processing large data sets as
its time complexity is O(|U | × K × t), where t is the number of iterations, |U | is
the total number of users and K is the number of clusters. It can also converge to
local optimum in a relatively small number of iterations. However, the usability
of K-means is limited since clustering results are heavily dependent on the user
defined variants, i.e., the selection of the initial centroids seeds and the number of
clusters. Consequently, these shortcomings lead to inaccurate recommendation
and increase the computation time of collaborative filtering. To overcome the K-
means algorithm issue and in the same time to solve both problems scalability
and sparsity in CF, we applied K-means+ [32,33]. K-means+ can automatically
determine a pseudo optimal number of clusters according to the statistical nature
of the data. The initial centroid seeds are not critical to the K-means+ clustering
[32,33,70]. K-means is sensitive to outliers and noise in data since a small number
of such data can substantially influence the mean value. The resulting cluster
centroids may not be excellent representatives of their cluster. However, K-
means+ can handle noise and outliers in the data. The clusters with outliers
in K-means+ can be split depending on the data distribution of the cluster.
In a sparse matrix as in the case of CF, data contains outliers that are not
appropriate for clustering algorithms like K-means. In such situation, K-means
can end with several empty clusters to which no data points are allocated during
the assignment step. Two approaches are proposed to handle empty clusters:
deleting the empty clusters or replacing the empty cluster with newly created
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Algorithm 1. K-Means algorithm.

Input:U : training users; K: the number of clusters
Output: K users’ clusters with K centroids, {C1, C2, ..., CK}
Step 1: Initialization: Randomly select K users uniformly at random from U , as
initial starting points. Calculate centroids as the means value of the users for each
cluster.
Alternate steps
repeat

Step 2: assign each user to the cluster with nearest centroid;
Step 3: update the centroid clusters, i.e., calculate the mean value of the users

for each cluster
until (no user changes its cluster membership or any other stopping condition is
satisfied)

non-empty clusters. The second approach chooses the point that is farthest away
from its current centroid, replaces it as the centroid of the empty cluster, and
then perform the re-clustering. This strategy as proposed by [71] eliminates
the farthest point that contributes most to the total sum of squared errors. In
our experiments, in case of empty clusters situation, K-means+ follows the first
approach by removing the empty clusters using a splitting and merging strategy.
The second approach was deemed more complicated and expensive.

3.2 Proposed Splitting Merging Clustering Approach for
Collaborative Filtering

The main contribution of this paper is to propose a recommendation method that
alleviates the scalability and sparsity difficulties of CF by introducing K-means+
and by performing extensive experiments using three different data sets classified
as small, medium and large from MovieLens [34]. Our proposed splitting and
merging clustering based CF is presented in the Algorithms 2 and 3. Algorithm 2
presents a general steps of the clustering method K-means+ [32,33]. During the
splitting phase, the data points that are far beyond the threshold d = 5σ are
considered as outliers and they are removed from each cluster. Meanwhile, the
adjacent clusters whose overlap is over the threshold d = 1.414(σ1 + σ2) are
merged. Therefore the clustering results are not sensitive to the initial partitions
and to the number of clusters. The effect of outliers in K-means+ is well handled.
As shown in Fig. 1, our proposed clustering based CF method proceeds into two
phases. The first phase is done on the historical users-items ratings data. In
this phase users are clustered in different groups such that users with similar
preferences are grouped in the same cluster. Algorithm 3 presents the different
steps of the prediction phase on the testing data. The prediction of the items’
ratings for the active user is done by following two steps. The first step aims
at choosing the closest cluster for the active user by calculating the distance
between the active user and the centroid of the classes. Therefore, the cluster of
the active user is determined by the closest distance between the active user
and the centroid of the corresponding cluster. The second step of this phase
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Algorithm 2. Splitting and merging K-Means+ algorithm for CF.

Input:U : training users; K: the initial number of clusters
Output: K′ centroids, C1, C2, ..., CK ′; K′ is the adjusted number of clusters;
Step 1: Initialization: arbitrarily choose K users uniformly at random from U , as
initial starting points. Calculate centroids as the means value of the users for each
cluster.
Apply K-means;
Search for an empty Cluster
if (there are empty clusters ) then

delete the empty clusters
end if
hasOutlier ← true
/*Splitting Steps*/
while (hasOutlier) do

search all the clusters
if (there is an outlier) then

hasOutlier ← true
remove the first found outlier
Create a new cluster with this deleted outlier
Apply K-means with centroids of new clusters as initial solution
Search for an empty Cluster
if (there are empty clusters ) then

delete the empty clusters
end if

else
hasOutlier ← false

end if
end while
/*merging steps*/
for i = 1 to K′ − 1 do

for j = i + 1 to K′ do
if (clusteri and clusterj can be merged) then

group clusteri and clusterj
end if

end for
end for

applies the k-nearest neighbor based CF as presented in Sect. 2.1 on active user’s
cluster only (do not include all users data) as in the classical CF technique.
Consequently, the execution time on the testing set is reduced as well as the
sparsity difficulty. Our model based collaborative filtering is based on K-means+
that is characterized by exploiting the statistical nature of the data to adjust
autonomously the number of clusters K [32,33]. It partitions the data into an
appropriate number of clusters rather than an adhoc fixed number of clusters
with an initial clustering state that is not critical to the final clustering results.
K-means+ considers the statistical nature of data distribution. By splitting and
merging clusters, it self-adjusts the number of clusters K. If the initial value of
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Algorithm 3 . Clustering based recommendation: Generate recommendation from

users’ cluster.
Input: The K′ clusters {C1, C2, ..., CK ′} with the corresponding K′ centroids
obtained by applying K-means+
Output: Target items’ predictions
Predict the rating for target items
Phase 1: Calculate the distance between the active user and K′ centroids;
Find the closest centroid to the active user with the corresponding cluster;
Phase 2: Use the ratings from those like-minded users within the active user’s cluster
found in step 1 to calculate items’ prediction for the active user; then top-N items
can be presented to the active user.

K is too small, the splitting strategy is used to increase the number of clusters;
likewise the merging strategy reduces the number of clusters in case it is too
large.

4 Experiment

4.1 Datasets

In the experimentation we considered three data sets from the movie rating
application MovieLens. More details on the different MovieLens data sets can
be found in [34]. The first data set used is MovieLens 100,000 ratings, we called it
SML. It contains 100, 000 ratings provided by 943 users for 1682 movies. Movies
are rated on an integer scale going from 1 (bad) to 5 (excellent) with 0 for not
rated movies. The second data set called MML in the paper is a medium size
MovieLens data set. MML contains slightly more than 1 million ratings and 209
ratings rated by 6040 users on 3900 movies using the same integer scale as SML.
The third data set called LML is large MovieLens data set. LML contains 10
millions and 5 ratings applied to 10681 movies by 71567 users of the online movie
recommender service MovieLens http://files.grouplens.org/datasets/movielens/
ml-10m-README.html. The ratings of LML data set is different from SML and
MML. Rates in LML are made on a 5-stars scale and with half-star increments.
As a result there is 10 rates possibilities ranged from 0.5 to 5 and 0 standing as
a not rated item.

4.2 Metrics

In order to evaluate the quality of CF algorithms, several metrics have been
proposed in the literature. The authors in [72] classified the metrics into two
categories the error metrics and the classification accuracy metrics. Accuracy
metric are more suitable for CF recommender systems with binary ratings. To
use this category of metrics, it is necessary to consider a binary rating scheme.
Recall&precision and Receiver Operating Characteristic (ROC) metrics have

http://files.grouplens.org/datasets/movielens/ml-10m-README.html
http://files.grouplens.org/datasets/movielens/ml-10m-README.html
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been proposed for evaluating binary rating CF and measure how well a CF algo-
rithm recommends the relevant items to the active users [61,73]. In this paper
we considered the error metrics because they were suitable for non binary data
sets such as Movielens. This metric evaluates how good the prediction rating of
the test items are close to the true numerical rating given by the active user.
Thus, these metrics can be applied only for the items that have been rated.
The Mean Squared Error (MSE) and the Root Means Squared Error (RMSE)
are an example of error metrics used for CF [72]. These metrics are very easy
to implement but also sensitive to outliers. However, the Mean Absolute Error
(MAE) metric is less sensitive to outliers and it is also very easy to implement
while giving a direct and simple interpretation [72]. Even though some authors
critic the use of MAE in finding good items and for ranking the N best items to
be proposed to the active user [72,74]), we have used the Mean Absolute Error
(MAE) because of its versatility in CF literature [22,74]. The MAE calculates
the average absolute deviation between predicted rating provided by CF algo-
rithm and true rating assigned by user in the testing data test. It is defined as:

MAE =
1
n

n∑

i=1

|pi − ri| (5)

where n is the total of ratings provided by the test set, pi is the predicted rating
provided by the CF algorithm and ri is the actual rating assigned by user to
item i. The lower the MAE, the more accurately the recommendation engine
predicts user ratings.

4.3 Evaluation Methodology

In this study, we used a ten fold cross validation technique to evaluate the devel-
oped algorithms for collaborative filtering on SML, MML and LML data sets;
20% of the users were randomly selected to be test set and the 80% remaining
were used for training. From each user in the test set, ratings for 20% of items
were withheld, and rating predictions were computed for those withheld items.
Finally, the average results on the ten folds including the MAE cluster num-
bers and the execution time were reported. In the paper [75] we used the cross
validation only for SML and for MML. For LML we divided the users into two
folds: one fold was used for training and the other one was used for testing.

5 Results and Discussion

To compare the performance of different algorithms in terms of scalability, we
calculated the predictive accuracy using MAE and measured the execution time
to get a prediction on the test data set. We tested on this way three algorithms
including the nearest neighbor based CF, the K-means and K-means+ clustering
based CF. In this comparative study, different numbers of clusters ranging from
3 to 150 have been used as initial condition for clustering methods.
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5.1 Comparing with Traditional and K-means CF in Terms of MAE

The results over SML dataset in Fig. 2 show that the CF based on splitting
and merging as presented in Algorithm 2 K-means+ clearly outperforms the
CF based K-means algorithm when the number of clusters is greater than 20
and slightly better with a smaller number of clusters. As shown in Fig. 2, the
performances obtained by the classical CF is slightly better than our proposed
clustering based CF and much better than K-means based CF specifically when
the number of clusters is greater than 20. The classical collaborative filtering
is designated in the graph as k-nn CF with number of clusters is one and it is
presented by the green color. The results over MML dataset in Fig. 3 show that
K-means+ outperforms K-means while slightly not being as good as classical
CF. However, it is two times faster than the classical collaborative filtering when
the initial number of clusters is 150 as presented in Fig. 4. As we mentioned in
related work, the CF algorithms suffer from the scalability problem. Our K-
means+ based CF is less time consuming than traditional CF method. As seen
in Figs. 2, 3 and 4 our proposed K-means+ based CF outperforms K-means
based CF and has almost the same prediction time on MML data sets and
less time consuming than both classical CF and K-means based CF methods.
Our proposed method with K-means+ takes about one fifth of the traditional
CF average prediction running time. As shown in Fig. 5, on average, the final
number of clusters obtained by K-means+ is decreased. For example, for the
initial number of cluster K = 150, on average the final number of clusters is
about K = 7. This is why the performances of CF based K-means+ is better
than CF based on K-means. However, the CPU time for online prediction will
increase a little bit because the closest cluster to target user will have more users
than in case with K-means.

Fig. 2. MAE for varying number of clusters on SML data [75]. (Color figure online)
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Fig. 3. MAE for varying number of clusters on MML data [75]. (Color figure online)

Fig. 4. Online time in seconds for varying number of clusters on MML data set [75].
(Color figure online)

The results over LML data set in Table 1 show that K-means+ based CF has
less online computation (prediction) time than K-means on testing data with a
comparable prediction accuracy. We can note from the last row of Table 1 the
average item prediction time of K-means+ is almost three times faster than
K-means with almost the same value of MAE.

To the best of our knowledge this is the first time the LML data set are
tested using clustering based CF.
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Fig. 5. The average number of clusters obtained by K-means+ on training set (SML
data).

Table 1. The comparative results between K-means and K-means+ in terms of MAE
and prediction time per item in nanoseconds.

Clusters K K-means+ K-means

MAE Prediction time (ns) MAE Prediction time (ns)

5 0.6682 93543.78 0.656971 682253.4

10 0.668694 93682.28 0.655701 379354.4

12 0.666 95831.71 0.655802 322917.2

15 0.667372 96263.53 0.65572 276949.8

20 0.668505 92198.23 0.656269 221514.6

50 0.666655 96794.09 0.660763 127763.2

100 0.670033 74658.26 0.667641 74809.03

150 0.674332 71529.03 0.673229 68923.54

Average 0.668724 89312.61 0.660262 269310.6

5.2 Impact of the Initial Centroids Seeds for Clustering Based CF

Figure 6 summarizes our results using different initial centroids approaches. In
this experiments we have tested only two approaches, the first one selects K users
from training set uniformly at random and the second one, splits the users in K
subsets and then calculates centroids as the means value of the users for each
subset. As shown in Fig. 6, our CF based K-means+ algorithm provides almost
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Fig. 6. The average MAE of different initial centroids selection approaches on K-means
and K-means+ over the SML test sets with K = 150[75].

same predictions with different initial centroid seeds approaches. As a result, CF
based K-means+ approach seems more robust and stable to the initial centroid
seeds than in CF based K-means algorithm.

5.3 Selecting the Neighborhoods

The average prediction evaluated by MAE for different number of neighborhood
is given in Fig. 7. In this figure we present only two variations of neighborhoods

Fig. 7. MAE for varying number of neighbors on MML with the number of clusters
150.
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n = 25 and n = 50. This empirical study shows that the three CF algorithms
perform better when increasing the number of neighborhoods.

6 Conclusions

Recommender systems have become an essential functionality for many E-
commerce Web applications. Many systems using k nearest neighbor based CF
are very efficient in filtering interesting items to users. However, these CF algo-
rithms see their computation time growing non-linearly with the number of users
and items in the database. To address this scalability issue, we investigated the
application of a clustering method based on a splitting and merging heuristic
for model based collaborative filtering. We considered an aspect that is usu-
ally ignored in CF, the statistical nature of the data. The experimental results
obtained show that the recommendation method based on splitting and merging
heuristic is a viable approach for scalable collaborative filtering. The compara-
tive results have shown that splitting-merging clustering algorithm has a lower
prediction error (MAE) comparing to K-means clustering methods especially for
a large amount of data with a high dimensional space. Moreover, the experimen-
tal results on Movielens data illustrate the robustness of K-means+ clustering
algorithm and the fact that initial centroid seeds are not critical to the clus-
tering results. In this study we have considered only user collaborative filtering
and it would be interesting to investigate the application of k-means+ clustering
method to item based collaborative filtering and compare the results with user
based collaborative filtering. More precisely, we could apply our proposed clus-
tering method K-means+ to the item based filtering method. Once the items are
clustered and the closest cluster to the new item is determined, the item based
CF would be applied to produce the recommendation to the target user. To
improve the performances of the splitting and merging heuristic for CF, we will
investigate the application of different meta-heuristic techniques such as variable
neighborhood search to K-means+ heuristic as presented in [76].
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Abstract. We develop logics and translations for inconsistency-tolerant
model checking that can be used to verify systems having inconsistencies.
Paraconsistent linear-time temporal logic (pLTL), paraconsistent compu-
tation tree logic (pCTL), and paraconsistent full computation tree logic
(pCTL∗) are introduced. These are extensions of standard linear-time
temporal logic (LTL), standard computation tree logic (CTL), and stan-
dard full computation tree logic (CTL∗), respectively. These novel logics
can be applied when handling inconsistency-tolerant temporal reasoning.
They are also regarded as four-valued temporal logics that extend Belnap
and Dunn’s four-valued logic. Translations from pLTL into LTL, pCTL
into CTL, and pCTL∗ into CTL∗, are defined, and these are used to
prove the theorems for embedding pLTL into LTL, pCTL into CTL, and
pCTL∗ into CTL∗. These embedding theorems allow the standard LTL-,
CTL-, and CTL∗-based model checking algorithms to be used for verify-
ing inconsistent systems that are modeled and specified by pLTL, pCTL,
and pCTL∗. Some illustrative examples for inconsistency-tolerant model
checking are presented based on the proposed logics and translations.

1 Introduction

The goal of this study is to develop simple logics and translations for
inconsistency-tolerant model checking (or paraconsistent model checking) that

A preliminary short version of the results of this paper was published in the Proceedings
of the 10th International Conference on Agents and Artificial Intelligence (ICAART
2018) [20]. The results of Sect. 4 in the present paper are not included in [20] (i.e.,
these are new results presented in this paper). The results of Sect. 5 in the present
paper include some new results which were not presented in [20]. The results of the
other sections in the present paper are slight extensions (with some detailed proofs and
explanations) of the results presented in [20].
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can be used to verify systems having inconsistencies. Inconsistencies are frequent
and inevitable when specifying and verifying large, complex, and open systems.
Model checking is a formal and automated technique for verifying concurrent
systems [6,7,16]. We develop three novel and simple versions of paraconsistent
four-valued temporal logics, namely, paraconsistent linear-time temporal logic
(pLTL), paraconsistent computation tree logic (pCTL), and paraconsistent full
computation tree logic (pCTL∗). These are extensions of the standard tempo-
ral logics, namely, linear-time temporal logic (LTL) [29], computation-tree logic
(CTL) [6], and full computation-tree logic (CTL∗) [12,13] that are typically used
in model checking. The proposed logics pLTL, pCTL, and pCTL∗ may be applied
when handling inconsistency-tolerant temporal reasoning and may also provide
the base logics for inconsistency-tolerant model checking. These proposed four-
valued temporal logics are also regarded as extensions of Belnap and Dunn’s
four-valued logic [3,4,10]. In this study, we define the translations of pLTL into
LTL, pCTL into CTL, and pCTL∗ into CTL∗. These translations are used to
prove the theorems for embedding pLTL into LTL, pCTL into CTL, and pCTL∗

into CTL∗. These embedding theorems also allow us to repurpose the standard
LTL-, CTL-, and CTL∗-based model checking algorithms for verifying inconsis-
tent systems that are modeled and specified by pLTL, pCTL, and pCTL∗.

LTL [29] is one of the most useful temporal logics for model checking based
on the linear-time paradigm, which uses linear order to represent the passage of
time. CTL [6] is another form of temporal logic that is widely used for model
checking and is based on the branching-time paradigm that uses computation
trees to represent the passage of time. CTL∗ [12,13] is known to be more expres-
sive than both LTL and CTL and is based on the branching-time paradigm with
path quantifiers to represent the passage of time. Because these standard tempo-
ral logics lack paraconsistency, they are unsuitable for specifying and verifying
inconsistent systems. The satisfaction relation |= of a logic is considered to be
paraconsistent with respect to a negation connective ∼ if the following condition
holds: ∃α, β (M,x) �|= (α ∧ ∼α)→β, where x is a state or position in a semantic
structure M of the underlying logic. This condition reflects that formulas of the
form (α ∧ ∼α)→β are not valid in the underlying logics.

Compared to other non-classical logics, paraconsistent logics such as pLTL,
pCTL, and pCTL∗ can be appropriately used in inconsistency-tolerant rea-
soning [8,30,33]. For example, the following scenario is undesirable: (s(x) ∧
∼s(x))→d(x) is valid for any symptom s and disease d, where ∼s(x) implies that
“a person x does not have a symptom s” and d(x) implies that “a person x suf-
fers from a disease d.” The inconsistent scenario written as melancholia(john) ∧
∼melancholia(john) will inevitably arise from the uncertain definition of melan-
cholia; the statement “John has melancholia” may be judged true or false
based on the perception of different pathologists. In this case, the formula
(melancholia(john) ∧ ∼melancholia(john))→ cancer(john) is valid in classical
logic (as an inconsistency that has an undesirable consequence), but invalid in
paraconsistent logics (as these logics are inconsistency-tolerant). Typical exam-
ples of non-temporal paraconsistent logics are Belnap and Dunn’s four-valued
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logic [3,4,10] and Nelson’s paraconsistent four-valued logic [1,27]. The proposed
logics pLTL, pCTL, and pCTL∗ are based on these typical paraconsistent four-
valued logics.

The idea of introducing paraconsistent versions of LTL, CTL, and CTL∗ is
not new. Multi-valued computation tree logic (χCTL) was introduced by Easter-
brook and Chechik [11] as the base logic for multi-valued model checking and is
considered to be the first framework for inconsistency-tolerant model checking.
Quasi-classical temporal logic (QCTL) was introduced by Chen and Wu [5] to
verify inconsistent concurrent systems using inconsistency-tolerant model check-
ing. Paraconsistent full computation tree logic (4CTL∗) proposed by Kamide [17]
applied bisimulations to inconsistency-tolerant model checking. Another para-
consistent linear-time temporal logic (PLTL) was introduced by Kamide and
Wansing [24] to obtain a cut-free and complete Gentzen-type sequent calcu-
lus. Another paraconsistent computation tree logic (PCTL) was proposed by
Kamide and Kaneiwa [21,26] that offered an alternative inconsistency-tolerant
model checking framework. Kamide [18] also introduced sequence-indexed para-
consistent computation tree logic (SPCTL), which extended CTL by adding a
paraconsistent negation connective and a sequence modal operator. SPCTL was
used to represent and verify medical reasoning with hierarchical and inconsistent
information. Paraconsistent probabilistic computation tree logic (PpCTL) was
introduced by Kamide and Koizumi [22] for verifying randomized and stochastic
inconsistent systems.

In this study, we developed pLTL, pCTL, and pCTL∗ as novel versions of
paraconsistent temporal logics by extending LTL, CTL, and CTL∗, respectively.
Although PLTL [24], PCTL [21,26], 4CTL∗ [17], SPCTL [18], and PpCTL [22]
have two types of dual-satisfaction relations |=+ (verification or justification)
and |=− (refutation or falsification), pLTL and pCTL are simpler; they have a
single-satisfaction relation |=∗ that is highly compatible with the standard single-
satisfaction relations of LTL, CTL, and CTL∗. These single-satisfaction relations
provide simple proofs for the embedding theorems of pLTL, pCTL, and pCTL∗,
and the paraconsistent negation connective ∼ used in pLTL, pCTL, and pCTL∗

can be simply formalized and uniformly handled. pLTL is also more expressive
than PLTL because it lacks the standard Until and Release temporal operators
found in LTL. Furthermore, pLTL, pCTL, and pCTL∗ employ novel sets of axiom
schemes for combining the paraconsistent negation connective ∼, classical nega-
tion connective ¬, and implication connective →. The negated implication and
negation axioms used in pLTL, pCTL, and pCTL∗ are ∼(α→β) ↔ ¬∼α ∧ ∼β
and ∼¬α ↔ ¬∼α. These recently introduced axiom schemes by De and Omori
are natural and plausible from the point of view of many-valued semantics [9].
The logic BD+ [9] of these axiom schemes was observed to be essentially equiva-
lent to Béziau’s four-valued modal logic (PM4N) [2] and Zaitsev’s paraconsistent
logic (FDEP) [35].

The remainder of this paper is organized as follows.
Section 2 discusses the linear-time case based on LTL and pLTL. The new

formulation pLTL is introduced based on the single-satisfaction relation |=∗. The
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function that translates pLTL into LTL is defined, which is a simplification of the
translation functions used in [18,21,22,24,26]. The proposed translation function
is then used to prove the theorem for embedding pLTL into LTL. The present
and previous versions of these translation functions are regarded as modifications
or extensions of those used by Gurevich [15], Rautenberg [31] and Vorob’ev
[32] to embed Nelson’s constructive logic [1,27] into intuitionistic logic. Similar
translations have recently been used [19,23] to embed some of the paraconsistent
logics into classical logic.

Section 3 discusses the branching-time case based on CTL and pCTL. Simi-
lar to the linear-time case, pCTL is introduced based on the single-satisfaction
relation |=∗. In addition, a function translating pCTL into CTL is defined and
the theorem for embedding pCTL into CTL is proved. The translation function
is constructed in a similar manner to that of pLTL.

Section 4 discusses the full branching-time case based on CTL∗ and pCTL∗.
Similar to the linear- and branching-time cases, pCTL∗ is introduced based on
the single-satisfaction relation |=∗. In addition, a function translating pCTL∗ into
CTL∗ is defined and the theorem for embedding pCTL∗ into CTL∗ is proved.
The translation function is constructed in a similar manner to those of pLTL
and pCTL.

Section 5 presents some illustrative examples for inconsistency-tolerant model
checking based on the proposed logics and translations.

Section 6 concludes our study. It is noted that three further alternative logics,
namely, oLTL, oCTL, and oCTL∗, can be obtained from pLTL, pCTL, and
pCTL∗, respectively, by replacing the axiom schemes ∼(α → β) ↔ ¬∼α ∧ ∼β
and ∼¬α ↔ ¬∼α with ∼(α → β) ↔ α ∧ ∼β and ∼¬α ↔ α by Odintsov [28]. It
is further noted that by appropriate modification of the translation functions for
pLTL, pCTL, and pCTL∗, the embedding theorems for oLTL into LTL, oCTL
into CTL, and oCTL∗ into CTL∗ can also be obtained.

2 Linear-Time Case

2.1 LTL and pLTL

Formulas of linear-time temporal logic (LTL) are constructed from countably
many propositional variables, → (implication), ∧ (conjunction), ∨ (disjunction),
¬ (classical negation), X (next), G (globally), F (eventually), U (until) and R
(release). An expression α ↔ β is used to denote (α→β) ∧ (β→α). Lower-case
letters p, q, . . . are used to denote propositional variables, and Greek lower-case
letters α, β, . . . are used to denote formulas. The symbol ω is used to represent
the set of natural numbers. Lower-case letters i, j and k are used to denote any
natural numbers. The symbol ≥ or ≤ is used to represent the linear order on
ω. An expression A ≡ B is used to indicate the syntactical identity between A
and B.

Definition 2.1. Formulas of LTL are defined by the following grammar, assum-
ing p represents propositional variables:
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α ::= p | α ∧ α | α ∨ α | α → α | ¬α | Xα | Gα | Fα | αUα | αRα.

Definition 2.2 (LTL). Let S be a non-empty set of states, and Φ be the set of
propositional variables.

A structure M := (σ, I) is a model iff

1. σ is an infinite sequence s0, s1, s2, . . . of states in S,
2. I is a mapping from Φ to the power set of S.

A satisfaction relation (M, i) |= α for any formula α, where M is a model
(σ, I) and i (∈ ω) represents some position within σ, is defined inductively by:

1. for any p ∈ Φ, (M, i) |= p iff si ∈ I(p),
2. (M, i) |= α ∧ β iff (M, i) |= α and (M, i) |= β,
3. (M, i) |= α ∨ β iff (M, i) |= α or (M, i) |= β,
4. (M, i) |= α→β iff (M, i) |= α implies (M, i) |= β,
5. (M, i) |= ¬α iff (M, i) �|= α,
6. (M, i) |= Xα iff (M, i + 1) |= α,
7. (M, i) |= Gα iff ∀j ≥ i [(M, j) |= α],
8. (M, i) |= Fα iff ∃j ≥ i [(M, j) |= α],
9. (M, i) |= αUβ iff ∃j ≥ i [(M, j) |= β and ∀i ≤ k < j (M,k) |= α],

10. (M, i) |= αRβ iff ∀j ≥ i [(M, j) |= β or ∃i ≤ k < j (M,k) |= α].

A formula α is valid in LTL iff (M, 0) |= α for any model M := (σ, I).

The language of paraconsistent linear-time temporal logic (pLTL) is obtained
from that of LTL by adding ∼ (paraconsistent negation).

Definition 2.3. Formulas of pLTL are defined by the following grammar,
assuming p represents propositional variables:

α ::= p | α ∧ α | α ∨ α | α→α | ¬α | Xα | Gα | Fα | αUα | αRα | ∼α.

Definition 2.4 (pLTL). Let S be a non-empty set of states, Φ be the set of
propositional variables and Φ∼ be the set {∼p | p ∈ Φ} of negated propositional
variables.

A structure M := (σ, I∗) is a paraconsistent model iff

1. σ is an infinite sequence s0, s1, s2, . . . of states in S,
2. I∗ is a mapping from Φ ∪ Φ∼ to the power set of S.

A paraconsistent satisfaction relation (M, i) |=∗ α for any formula α, where
M is a paraconsistent model (σ, I∗) and i (∈ ω) represents some position within
σ, is defined inductively by:

1. for any p ∈ Φ, (M, i) |=∗ p iff si ∈ I∗(p),
2. for any ∼p ∈ Φ∼, (M, i) |=∗ ∼p iff si ∈ I∗(∼p),
3. (M, i) |=∗ α ∧ β iff (M, i) |=∗ α and (M, i) |=∗ β,
4. (M, i) |=∗ α ∨ β iff (M, i) |=∗ α or (M, i) |=∗ β,
5. (M, i) |=∗ α→β iff (M, i) |=∗ α implies (M, i) |=∗ β,
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6. (M, i) |=∗ ¬α iff (M, i) �|=∗ α,
7. (M, i) |=∗ Xα iff (M, i + 1) |=∗ α,
8. (M, i) |=∗ Gα iff ∀j ≥ i [(M, j) |=∗ α],
9. (M, i) |=∗ Fα iff ∃j ≥ i [(M, j) |=∗ α],

10. (M, i) |=∗ αUβ iff ∃j ≥ i [(M, j) |=∗ β and ∀i ≤ k < j (M,k) |=∗ α],
11. (M, i) |=∗ αRβ iff ∀j ≥ i [(M, j) |=∗ β or ∃i ≤ k < j (M,k) |=∗ α],
12. (M, i) |=∗ ∼∼α iff (M, i) |=∗ α,
13. (M, i) |=∗ ∼(α ∧ β) iff (M, i) |=∗ ∼α or (M, i) |=∗ ∼β,
14. (M, i) |=∗ ∼(α ∨ β) iff (M, i) |=∗ ∼α and (M, i) |=∗ ∼β,
15. (M, i) |=∗ ∼(α→β) iff (M, i) �|=∗ ∼α and (M, i) |=∗ ∼β,
16. (M, i) |=∗ ∼¬α iff (M, i) �|=∗ ∼α,
17. (M, i) |=∗ ∼Xα iff (M, i + 1) |=∗ ∼α,
18. (M, i) |=∗ ∼Gα iff ∃j ≥ i [(M, j) |=∗ ∼α],
19. (M, i) |=∗ ∼Fα iff ∀j ≥ i [(M, j) |=∗ ∼α],
20. (M, i) |=∗ ∼(αUβ) iff ∀j ≥ i [(M, j) |=∗ ∼β or ∃i ≤ k < j (M,k) |=∗ ∼α],
21. (M, i) |=∗ ∼(αRβ) iff ∃j ≥ i [(M, j) |=∗ ∼β and ∀i ≤ k < j (M,k) |=∗ ∼α].

A formula α is valid in pLTL iff (M, 0) |=∗ α for any paraconsistent model
M := (σ, I∗).

Remark 2.5. We make the following remarks.

1. The following formulas are valid in pLTL: For any formulas α, β,
(a) ∼∼α ↔ α,
(b) ∼(α ∧ β) ↔ ∼α ∨ ∼β,
(c) ∼(α ∨ β) ↔ ∼α ∧ ∼β,
(d) ∼(α→β) ↔ ¬∼α ∧ ∼β,
(e) ∼¬α ↔ ¬∼α,
(f) ∼Xα ↔ X∼α,
(g) ∼Fα ↔ G∼α,
(h) ∼Gα ↔ F∼α,
(i) ∼(αUβ) ↔ (∼α)R(∼β),
(j) ∼(αRβ) ↔ (∼α)U(∼β).

2. As presented above, the temporal operators F and G are duals of each other
not only with respect to ¬ but also with respect to ∼, and X is a self dual not
only with respect to ¬ but also with respect to ∼. The negation connectives ¬
and ∼ are self-duals with respect to ∼ and ¬, respectively.

3. pLTL is paraconsistent with respect to ∼. The reason is explained as follows.
Assume a paraconsistent model M := (σ, I∗) such that si ∈ I∗(p), si ∈
I∗(∼p) and si /∈ I∗(q) for a pair of distinct propositional variables p and q.
Then, (M, i) |=∗ (p ∧ ∼p)→q does not hold.

4. pLTL is regarded as a four-valued logic. The reason is explained as follows.
For each i ∈ σ and each formula α, we can take one of the following four
cases:
(a) α is verified at i, i.e., (M, i) |=∗ α,
(b) α is falsified at i, i.e., (M, i) |=∗ ∼α,
(c) α is both verified and falsified at i,
(d) α is neither verified nor falsified at i.
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2.2 Translation from pLTL into LTL

Definition 2.6. Let Φ be a non-empty set of propositional variables, and Φ′

be the set {p′ | p ∈ Φ} of propositional variables. The language Lp (the set of
formulas) of pLTL is defined using Φ, ∧,∨,→,¬, X, G, F, U, R and ∼. The
language L of LTL is obtained from Lp by adding Φ′ and deleting ∼.

A mapping f from Lp to L is defined inductively by:

1. for any p ∈ Φ, f(p) := p and f(∼p) := p′ ∈ Φ′,
2. f(α � β) := f(α) � f(β) where � ∈ {∧,∨,→,U,R},
3. f(�α) := �f(α) where � ∈ {¬,X,F,G},
4. f(∼∼α) := f(α),
5. f(∼(α ∧ β)) := f(∼α) ∨ f(∼β),
6. f(∼(α ∨ β)) := f(∼α) ∧ f(∼β),
7. f(∼(α → β)) := ¬f(∼α) ∧ f(∼β),
8. f(∼�α) := �f(∼α) where � ∈ {¬,X},
9. f(∼Fα) := Gf(∼α),

10. f(∼Gα) := Ff(∼α),
11. f(∼(αUβ)) := f(∼α)Rf(∼β),
12. f(∼(αRβ)) := f(∼α)Uf(∼β).

Lemma 2.7. Let f be the mapping defined in Definition 2.6, and S be a non-
empty set of states. For any paraconsistent model M := (σ, I∗) of pLTL, any
paraconsistent satisfaction relation |=∗ on M , and any state si in σ, we can
construct a model N := (σ, I) of LTL and a satisfaction relation |= on N such
that for any formula α in Lp,

(M, i) |=∗ α iff (N, i) |= f(α).

Proof. Let Φ be a non-empty set of propositional variables, Φ∼ be {∼p | p ∈ Φ},
and Φ′ be {p′ | p ∈ Φ}. Suppose that M is a paraconsisitent model (σ, I∗) where

I∗ is a mapping from Φ ∪ Φ∼ to the power set of S.

We then define a model N := (σ, I) such that

1. I is a mapping from Φ ∪ Φ′ to the power set of S,
2. for any si in σ,

(a) si ∈ I∗(p) iff si ∈ I(p),
(b) si ∈ I∗(∼p) iff si ∈ I(p′),

Then, this lemma is proved by induction on the complexity of α.

• Base step:
1. Case α ≡ p ∈ Φ: We obtain: (M, i) |=∗ p iff si ∈ I∗(p) iff si ∈ I(p) iff

(N, i) |= p iff (N, i) |= f(p) (by the definition of f).
2. Case α ≡ ∼p ∈ Φ∼: We obtain: (M, i) |=∗ ∼p iff si ∈ I∗(∼p) iff si ∈ I(p′)

iff (N, i) |= p′ iff (N, i) |= f(∼p) (by the definition of f).
• Induction step: We show some cases.
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1. Case α ≡ β ∧ γ: We obtain: (M, i) |=∗ β ∧ γ iff (M, i) |=∗ β and
(M, i) |=∗ γ iff (N, i) |= f(β) and (N, i) |= f(γ) (by induction hypothesis)
iff (N, i) |= f(β) ∧ f(γ) iff (N, i) |= f(β ∧ γ) (by the definition of f).

2. Case α ≡ β → γ: We obtain: (M, i) |=∗ β → γ iff (M, i) |=∗ β implies
(M, i) |=∗ γ iff (N, i) |= f(β) implies (N, i) |= f(γ) (by induction hypoth-
esis) iff (N, i) |= f(β)→ f(γ) iff (N, i) |= f(β → γ) (by the definition of
f).

3. Case α ≡ ¬β: We obtain: (M, i) |=∗ ¬β iff (M, i) �|=∗ β iff (N, i) �|= f(β)
(by induction hypothesis) iff (N, i) |= ¬f(β) iff (N, i) |= f(¬β) (by the
definition of f).

4. Case α ≡ Xβ: We obtain: (M, i) |=∗ Xβ iff (M, i+1) |=∗ β iff (N, i+1) |=
f(β) (by induction hypothesis) iff (N, i) |= Xf(β) iff (N, i) |= f(Xβ) (by
the definition of f).

5. Case α ≡ Gβ: We obtain: (M, i) |=∗ Gβ iff ∀j ≥ i [(M, j) |=∗ β] iff
∀j ≥ i [(N, j) |= f(β)] (by induction hypothesis) iff (N, i) |= Gf(β) iff
(N, i) |= f(Gβ) (by the definition of f).

6. Case α ≡ βUγ: We obtain:
(M, i) |=∗ βUγ

iff ∃j ≥ i [(M, j) |=∗ γ and ∀i ≤ k < j (M,k) |=∗ β]
iff ∃j ≥ i [(N, j) |= f(γ) and ∀i ≤ k < j (N, k) |= f(β)] (by induction

hypothesis)
iff (N, i) |= f(β)Uf(γ)
iff (N, i) |= f(βUγ) (by the definition of f).

7. Case α ≡ ∼(β ∧ γ): We obtain: (M, i) |=∗ ∼(β ∧ γ) iff (M, i) |=∗ ∼β
or (M, i) |=∗ ∼γ iff (N, i) |= f(∼β) or (N, i) |= f(∼γ) (by induction
hypothesis) iff (N, i) |= f(∼β) ∨ f(∼γ) iff (N, i) |= f(∼(β ∧ γ)) (by the
definition of f).

8. Case α ≡ ∼(β→γ): We obtain: (M, i) |=∗ ∼(β→γ) iff (M, i) �|=∗ ∼β
and (M, i) |=∗ ∼γ iff (N, i) �|= f(∼β) and (N, i) |= f(∼γ) (by induction
hypothesis) iff (N, i) |= ¬f(∼β) ∧ f(∼γ) iff (N, i) |= f(∼(β→γ)) (by the
definition of f).

9. Case α ≡ ∼¬β: We obtain: (M, i) |=∗ ∼¬β iff (M, i) �|=∗ ∼β iff (N, i) �|=
f(∼β) (by induction hypothesis) iff (N, i) |= ¬f(∼β) iff (N, i) |= f(∼¬β)
(by the definition of f).

10. Case α ≡ ∼∼β: We obtain: (M, i) |=∗ ∼∼β iff (M, i) |=∗ β iff (N, i) |=
f(β) (by induction hypothesis) iff (N, i) |= f(∼∼β) (by the definition of
f).

11. Case α ≡ ∼Xβ: We obtain: (M, i) |=∗ ∼Xβ iff (M, i + 1) |=∗ ∼β iff
(N, i + 1) |= f(∼β) (by induction hypothesis) iff (N, i) |= Xf(∼β) iff
(N, i) |= f(∼Xβ) (by the definition of f).

12. Case α ≡ ∼Gβ: We obtain: (M, i) |=∗ ∼Gβ iff ∃j ≥ i [(M, j) |=∗ ∼β] iff
∃j ≥ i [(N, j) |= f(∼β)] (by induction hypothesis) iff (N, i) |= Ff(∼β) iff
(N, i) |= f(∼Gβ) (by the definition of f).

13. Case α ≡ ∼(βUγ): We obtain:
(M, i) |=∗ ∼(βUγ)

iff ∀j ≥ i [(M, j) |=∗ ∼γ or ∃i ≤ k < j (M,k) |=∗ ∼β]
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iff ∀j ≥ i [(N, j) |= f(∼γ) or ∃i ≤ k < j (N, k) |= f(∼β)] (by induction
hypothesis)

iff (N, i) |= f(∼β)Rf(∼γ)
iff (N, i) |= f(∼(βUγ)) (by the definition of f).

14. Case α ≡ ∼(βRγ): We obtain:
(M, i) |=∗ ∼(βRγ)

iff ∃j ≥ i [(M, j) |=∗ ∼γ and ∀i ≤ k < j (M,k) |=∗ ∼β]
iff ∃j ≥ i [(N, j) |= f(∼γ) and ∀i ≤ k < j (N, k) |= f(∼β)] (by induction

hypothesis)
iff (N, i) |= f(∼β)Uf(∼γ)
iff (N, i) |= f(∼(βRγ)) (by the definition of f). �

Lemma 2.8. Let f be the mapping defined in Definition 2.6, and S be a non-
empty set of states. For any model N := (σ, I) of LTL, any satisfaction relation
|= on N , and any state si in σ, we can construct a paraconsistent model M :=
(σ, I∗) of pLTL and a satisfaction relation |=∗ on M such that for any formula
α in Lp,

(N, i) |= f(α) iff (M, i) |=∗ α.

Proof. Similar to the proof of Lemma 2.7. �
Theorem 2.9 (Embedding from pLTL into LTL). Let f be the mapping
defined in Definition 2.6. For any formula α,

α is valid in pLTL iff f(α) is valid in LTL.

Proof. By Lemmas 2.7 and 2.8. �
By using Theorem 2.9 and Lemmas 2.7 and 2.8, we can obtain the following

theorem.

Theorem 2.10 (Decidability of pLTL). The validity, satisfiability, and
model checking problems of pLTL are decidable.

Proof. In the following, we show only the proof of the validity problem of pLTL.
By decidability of LTL, for each α, it is possible to decide if f(α) is valid in pLTL.
Then, by Theorem 2.9, pLTL is decidable. �
Remark 2.11. We remark that the complexities of the decision procedures for
the validity, satisfiability, and model checking problems of pLTL are the same
as those of LTL, since the translation function f defined in Definition 2.6 is a
polynomial time reduction.

3 Branching-Time Case

3.1 CTL and pCTL

Formulas of computation tree logic (CTL) are constructed from countably many
propositional variables, →, ∧, ∨, ¬, X, G, F, U, R, A (all computation paths),
and E (some computation path). The same notions and notations as those in
the previous sections are also used in the following.
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Definition 3.1. Formulas of CTL are defined by the following grammar, assum-
ing p represents propositional variables:

α ::= p | α ∧ α | α ∨ α | α→α | ¬α | AXα | EXα | AGα | EGα |
AFα | EFα | A(αUα) | E(αUα) | A(αRα) | E(αRα).

Remark 3.2. Note that pairs of symbols like AX and EU are indivisible, and
that the symbols X,G,F,U, and R cannot occur without being preceded by an
A or an E. Similarly, every A or E must have one of X, G, F, U, and R to
accompany it.

Definition 3.3 (CTL). A structure (S, S0, R, L) is a model iff

1. S is the set of states,
2. S0 is a set of initial states and S0 ⊆ S,
3. R is a binary relation on S which satisfies the condition:

∀s ∈ S ∃s′ ∈ S [(s, s′) ∈ R],
4. L is a mapping from S to the power set of a nonempty set Φ of propositional

variables.

A path in a model is an infinite sequence of states, π = s0, s1, s2, . . . such
that ∀i ≥ 0 [(si, si+1) ∈ R].

A satisfaction relation (M, s) |= α for any formula α, where M is a model
(S, S0, R, L) and s represents a state in S, is defined inductively by:

1. for any p ∈ Φ, (M, s) |= p iff p ∈ L(s),
2. (M, s) |= α ∧ β iff (M, s) |= α and (M, s) |= β,
3. (M, s) |= α ∨ β iff (M, s) |= α or (M, s) |= β,
4. (M, s) |= α→β iff (M, s) |= α implies (M, s) |= β,
5. (M, s) |= ¬α iff (M, s) �|= α,
6. (M, s) |= AXα iff ∀s1 ∈ S [(s, s1) ∈ R implies (M, s1) |= α],
7. (M, s) |= EXα iff ∃s1 ∈ S [(s, s1) ∈ R and (M, s1) |= α],
8. (M, s) |= AGα iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, and all

states si along π, we have (M, si) |= α,
9. (M, s) |= EGα iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

all states si along π, we have (M, si) |= α,
10. (M, s) |= AFα iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, there is a

state si along π such that (M, si) |= α,
11. (M, s) |= EFα iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

some state si along π, we have (M, si) |= α,
12. (M, s) |= A(αUβ) iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, there is

a state sj along π such that (M, sj) |= β and ∀0 ≤ k < j (M, sk) |= α,
13. (M, s) |= E(αUβ) iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and

for some state sj along π, we have (M, sj) |= β and ∀0 ≤ k < j (M, sk) |= α,
14. (M, s) |= A(αRβ) iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, and all

states sj along π, we have (M, sj) |= β or ∃0 ≤ k < j (M, sk) |= α,
15. (M, s) |= E(αRβ) iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and

for all states sj along π, we have (M, sj) |= β or ∃0 ≤ k < j (M, sk) |= α.
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A formula α is valid in CTL iff (M, s) |= α holds for any model M :=
(S, S0, R, L), any s ∈ S, and any satisfaction relation |= on M .

The language of paraconsistent computation tree logic (pCTL) is obtained
from that of CTL by adding ∼.

Definition 3.4. Formulas of pCTL are defined by the following grammar,
assuming p represents propositional variables:

α ::= p | α ∧ α | α ∨ α | α→α | ¬α | AXα | EXα | AGα | EGα |
AFα | EFα | A(αUα) | E(αUα) | A(αRα) | E(αRα) | ∼α.

Definition 3.5 (pCTL). Let Φ be a non-empty set of propositional variables,
and Φ∼ be the set {∼p | p ∈ Φ} of negated propositional variables.

A structure (S, S0, R, L∗) is a paraconsistent model iff

1. S is the set of states,
2. S0 is a set of initial states and S0 ⊆ S,
3. R is a binary relation on S which satisfies the condition:

∀s ∈ S ∃s′ ∈ S [(s, s′) ∈ R],
4. L∗ is a mapping from S to the power set of Φ ∪ Φ∼.

A path in a paraconsistent model is an infinite sequence of states, π =
s0, s1, s2, . . . such that ∀i ≥ 0 [(si, si+1) ∈ R].

A paraconsistent satisfaction relation (M, s) |=∗ α for any formula α, where
M is a paraconsistent model (S, S0, R, L∗) and s represents a state in S, is
defined inductively by:

1. for any p ∈ Φ, (M, s) |=∗ p iff p ∈ L∗(s),
2. for any ∼p ∈ Φ∼, (M, s) |=∗ ∼p iff ∼p ∈ L∗(s),
3. (M, s) |=∗ α ∧ β iff (M, s) |=∗ α and (M, s) |=∗ β,
4. (M, s) |=∗ α ∨ β iff (M, s) |=∗ α or (M, s) |=∗ β,
5. (M, s) |=∗ α→β iff (M, s) |=∗ α implies (M, s) |=∗ β,
6. (M, s) |=∗ ¬α iff (M, s) �|=∗ α,
7. (M, s) |=∗ AXα iff ∀s1 ∈ S [(s, s1) ∈ R implies (M, s1) |=∗ α],
8. (M, s) |=∗ EXα iff ∃s1 ∈ S [(s, s1) ∈ R and (M, s1) |=∗ α],
9. (M, s) |=∗ AGα iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, and all

states si along π, we have (M, si) |=∗ α,
10. (M, s) |=∗ EGα iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

all states si along π, we have (M, si) |=∗ α,
11. (M, s) |=∗ AFα iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, there is a

state si along π such that (M, si) |=∗ α,
12. (M, s) |=∗ EFα iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

some state si along π, we have (M, si) |=∗ α,
13. (M, s) |=∗ A(αUβ) iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, there is

a state sj along π such that (M, sj) |=∗ β and ∀0 ≤ k < j (M, sk) |=∗ α,
14. (M, s) |=∗ E(αUβ) iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

some state sj along π, we have (M, sj) |=∗ β and ∀0 ≤ k < j (M, sk) |=∗ α,
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15. (M, s) |=∗ A(αRβ) iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, and all
states sj along π, we have (M, sj) |=∗ β or ∃0 ≤ k < j (M, sk) |=∗ α,

16. (M, s) |=∗ E(αRβ) iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and
for all states sj along π, we have (M, sj) |=∗ β or ∃0 ≤ k < j (M, sk) |=∗ α,

17. (M, s) |=∗ ∼∼α iff (M, s) |=∗ α,
18. (M, s) |=∗ ∼(α ∧ β) iff (M, s) |=∗ ∼α or (M, s) |=∗ ∼β,
19. (M, s) |=∗ ∼(α ∨ β) iff (M, s) |=∗ ∼α and (M, s) |=∗ ∼β,
20. (M, s) |=∗ ∼(α→β) iff (M, s) �|=∗ ∼α and (M, s) |=∗ ∼β,
21. (M, s) |=∗ ∼¬α iff (M, s) �|=∗ ∼α,
22. (M, s) |=∗ ∼AXα iff ∃s1 ∈ S [(s, s1) ∈ R and (M, s1) |=∗ ∼α],
23. (M, s) |=∗ ∼EXα iff ∀s1 ∈ S [(s, s1) ∈ R implies (M, s1) |=∗ ∼α],
24. (M, s) |=∗ ∼AGα iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

some state si along π, we have (M, si) |=∗ ∼α,
25. (M, s) |=∗ ∼EGα iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, there is a

state si along π such that (M, si) |=∗ ∼α,
26. (M, s) |=∗ ∼AFα iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and for

all states si along π, we have (M, si) |=∗ ∼α,
27. (M, s) |=∗ ∼EFα iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, and all

states si along π, we have (M, si) |=∗ ∼α,
28. (M, s) |=∗ ∼A(αUβ) iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0, and

for all states sj along π, we have (M, sj) |=∗ ∼β or ∃0 ≤ k < j (M, sk) |=∗

∼α,
29. (M, s) |=∗ ∼E(αUβ) iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, and

all states sj along π, we have (M, sj) |=∗ ∼β or ∃0 ≤ k < j (M, sk) |=∗ ∼α,
30. (M, s) |=∗ ∼A(αRβ) iff there is a path π ≡ s0, s1, s2, . . ., where s ≡ s0,

and for some state sj along π, we have (M, sj) |=∗ ∼β and ∀0 ≤ k < j
(M, sk) |=∗ ∼α,

31. (M, s) |=∗ ∼E(αRβ) iff for all paths π ≡ s0, s1, s2, . . ., where s ≡ s0, there is
a state sj along π such that (M, sj) |=∗ ∼β and ∀0 ≤ k < j (M, sk) |=∗ ∼α.

A formula α is valid in pCTL iff (M, s) |=∗ α holds for any paraconsis-
tent model M := (S, S0, R, L∗), any s ∈ S, and any paraconsistent satisfaction
relation |=∗ on M .

Remark 3.6. We make the following remarks.

1. The following formulas are valid in pCTL: For any formulas α and β,
(a) ∼∼α ↔ α,
(b) ∼(α ∧ β) ↔ ∼α ∨ ∼β,
(c) ∼(α ∨ β) ↔ ∼α ∧ ∼β,
(d) ∼(α→β) ↔ ¬∼α ∧ ∼β,
(e) ∼¬α ↔ ¬∼α,
(f) ∼AXα ↔ EX∼α,
(g) ∼EXα ↔ AX∼α,
(h) ∼AGα ↔ EF∼α,
(i) ∼EGα ↔ AF∼α,
(j) ∼AFα ↔ EG∼α,



324 N. Kamide and K. Endo

(k) ∼EFα ↔ AG∼α,
(l) ∼A(αUβ) ↔ E((∼α)R(∼β)),

(m) ∼E(αUβ) ↔ A((∼α)R(∼β)),
(n) ∼A(αRβ) ↔ E((∼α)U(∼β)),
(o) ∼E(αRβ) ↔ A((∼α)U(∼β)).

2. pCTL is paraconsistent with respect to ∼. The reason is explained as follows.
Assume a paraconsistent model M = (S, S0, R, L∗) such that p ∈ L∗(s), ∼p ∈
L∗(s) and q /∈ L∗(s) for a pair of distinct propositional variables p and q.
Then, (M, s) |=∗ (p ∧ ∼p)→q does not hold.

3. pCTL is regarded as a four-valued logic. The reason is explained as follows.
For each s ∈ S and each formula α, we can take one of the following four
cases:
(a) α is verified at s, i.e., (M, s) |=∗ α,
(b) α is falsified at s, i.e., (M, s) |=∗ ∼α,
(c) α is both verified and falsified at s,
(d) α is neither verified nor falsified at s.

3.2 Translation from pCTL into CTL

Definition 3.7. Let Φ be a non-empty set of propositional variables, and Φ′

be the set {p′ | p ∈ Φ} of propositional variables. The language Lp (the set of
formulas) of pCTL is defined using Φ, ∧,∨,→,¬, X, F, G, U, R, A, E and ∼.
The language L of CTL is obtained from Lp by adding Φ′ and deleting ∼.

A mapping f from Lp to L is defined inductively by:

1. for any p ∈ Φ, f(p) := p and f(∼p) := p′ ∈ Φ′,
2. f(α � β) := f(α) � f(β) where � ∈ {∧,∨,→},
3. f(�α) := �f(α) where � ∈ {¬,AX,EX,AG,EG,AF,EF},
4. f(A(αUβ))) := A(f(α)Uf(β)),
5. f(E(αUβ))) := E(f(α)Uf(β)),
6. f(A(αRβ))) := A(f(α)Rf(β)),
7. f(E(αRβ))) := E(f(α)Rf(β)),
8. f(∼∼α) := f(α),
9. f(∼(α ∧ β)) := f(∼α) ∨ f(∼β),

10. f(∼(α ∨ β)) := f(∼α) ∧ f(∼β),
11. f(∼(α→β)) := ¬f(∼α) ∧ f(∼β),
12. f(∼¬α) := ¬f(∼α),
13. f(∼AXα) := EXf(∼α),
14. f(∼EXα) := AXf(∼α),
15. f(∼AGα) := EFf(∼α),
16. f(∼EGα) := AFf(∼α),
17. f(∼AFα) := EGf(∼α),
18. f(∼EFα) := AGf(∼α),
19. f(∼(A(αUβ))) := E(f(∼α)Rf(∼β)),
20. f(∼(E(αUβ))) := A(f(∼α)Rf(∼β)),
21. f(∼(A(αRβ))) := E(f(∼α)Uf(∼β)),
22. f(∼(E(αRβ))) := A(f(∼α)Uf(∼β)).
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Lemma 3.8. Let f be the mapping defined in Definition 3.7. For any paracon-
sistent model M := (S, S0, R, L∗) of pCTL, and any paraconsistent satisfaction
relation |=∗ on M , we can construct a model N := (S, S0, R, L) of CTL and a
satisfaction relation |= on N such that for any formula α in Lp and any state s
in S,

(M, s) |=∗ α iff (N, s) |= f(α).

Proof. Let Φ be a nonempty set of propositional variables, Φ∼ be {∼p | p ∈ Φ},
and Φ′ be {p′ | p ∈ Φ}. Suppose that M is a paraconsistent model (S, S0, R, L∗)
such that

L∗ is a mapping from S to the power set of Φ ∪ Φ∼.

We then define a model N := (S, S0, R, L) such that

1. L is a mapping from S to the power set of Φ ∪ Φ′,
2. for any s ∈ S and any p ∈ Φ,

(a) p ∈ L∗(s) iff p ∈ L(s),
(b) ∼p ∈ L∗(s) iff p′ ∈ L(s).

Then, this lemma is proved by induction on the complexity of α.

• Base step:
1. Case α ≡ p ∈ Φ: We obtain: (M, s) |=∗ p iff p ∈ L∗(s) iff p ∈ L(s) iff

(N, s) |= p iff (N, s) |= f(p) (by the definition of f).
2. We obtain: (M, s) |=∗ ∼p iff ∼p ∈ L∗(s) iff p′ ∈ L(s) iff (N, s) |= p′ iff

(N, s) |= f(∼p) (by the definition of f).
• Induction step: We show some cases.

1. Case α ≡ β ∧ γ: We obtain: (M, s) |=∗ β ∧ γ iff (M, s) |=∗ β and
(M, s) |=∗ γ iff (N, s) |= f(β) and (N, s) |= f(γ) (by induction hypothesis)
iff (N, s) |= f(β) ∧ f(γ) iff (N, s) |= f(β ∧ γ) (by the definition of f).

2. Case α ≡ β→γ: We obtain: (M, s) |=∗ β→γ iff (M, s) |=∗ β implies
(M, s) |=∗ γ iff (N, s) |= f(β) implies (N, s) |= f(γ) (by induction hypoth-
esis) iff (N, s) |= f(β)→f(γ) iff (N, s) |= f(β→γ) (by the definition of
f).

3. Case α ≡ ¬β: We obtain: (M, s) |=∗ ¬β iff (M, s) �|=∗ β iff (N, s) �|= f(β)
(by induction hypothesis) iff (N, s) |= ¬f(β) iff (N, s) |= f(¬β) (by the
definition of f).

4. Case α ≡ AXβ: We obtain: (M, s) |=∗ AXβ iff ∀s1 ∈ S [(s, s1) ∈ R
implies (M, s1) |=∗ β] iff ∀s1 ∈ S [(s, s1) ∈ R implies (N, s1) |= f(β)] (by
induction hypothesis) iff (N, s) |= AXf(β) iff (N, s) |= f(AXβ) (by the
definition of f).

5. Case α ≡ AGβ: We obtain:
(M, s) |=∗ AGβ

iff for all paths π ≡ s0, s1, s2, . . . , where s ≡ s0, and all states si along
π, we have (M, si) |=∗ β
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iff for all paths π ≡ s0, s1, s2, . . . , where s ≡ s0, and all states si along
π, we have (N, si) |= f(β) (by induction hypothesis)

iff (N, s) |= AGf(β)
iff (N, s) |= f(AGβ) (by the definition of f).

6. Case α ≡ A(βUγ): We obtain:
(M, s) |=∗ A(βUγ)

iff for all paths π ≡ s0, s1, s2, . . . , where s ≡ s0, there is a state sj along
π such that (M, sj) |=∗ γ and ∀0 ≤ k < j (M, sk) |=∗ β

iff for all paths π ≡ s0, s1, s2, . . . , where s ≡ s0, there is a state sj along π
such that (N, sj) |= f(γ) and ∀0 ≤ k < j (N, sk) |= f(β) (by induction
hypothesis)

iff (N, s) |= A(f(β)Uf(γ))
iff (N, s) |= f(A(βUγ)) (by the definition of f).

7. Case α ≡ ∼∼β: We obtain: (M, s) |=∗ ∼∼β iff (M, s) |=∗ β iff (N, s) |=
f(β) (by induction hypothesis) (N, s) |= f(∼∼β) (by the definition of f).

8. Case α ≡ ∼(β ∧ γ): We obtain: (M, s) |=∗ ∼(β ∧ γ) iff (M, s) |=∗ ∼β
or (M, s) |=∗ ∼γ iff (N, s) |= f(∼β) or (N, s) |= f(∼γ) (by induction
hypothesis) iff (N, s) |= f(∼β) ∨ f(∼γ) iff (N, s) |= f(∼(β ∧ γ)) (by the
definition of f).

9. Case α ≡ ∼(β→γ): We obtain: (M, s) |=∗ ∼(β→γ) iff (M, s) �|=∗ ∼β
and (M, s) |=∗ ∼γ iff (N, s) �|= f(∼β) and (N, s) |= f(∼γ) (by induction
hypothesis) iff (N, s) |= ¬f(∼β) ∧ f(∼γ) iff (N, s) |= f(∼(β→γ)) (by the
definition of f).

10. Case α ≡ ∼¬β: We obtain: (M, s) |=∗ ∼¬β iff (M, s) �|=∗ ∼β iff (N, s) �|=
f(∼β) (by induction hypothesis) iff (N, s) |= ¬f(∼β) iff (N, s) |= f(∼¬β)
(by the definition of f).

11. Case α ≡ ∼AXβ: We obtain: (M, s) |=∗ ∼AXβ iff ∃s1 ∈ S [(s, s1) ∈ R
and (M, s1) |=∗ ∼β] iff ∃s1 ∈ S [(s, s1) ∈ R and (N, s1) |= f(∼β)] (by
induction hypothesis) iff (N, s) |= EXf(∼β) iff (N, s) |= f(∼AXβ) (by
the definition of f).

12. Case α ≡ ∼AGβ: We obtain:
(M, s) |=∗ ∼AGβ

iff there is a path π ≡ s0, s1, s2, . . . , where s ≡ s0, for some state si

along π, we have (M, si) |=∗ ∼β
iff there is a path π ≡ s0, s1, s2, . . . , where s ≡ s0, for some state si along

π, we have (N, si) |= f(∼β) (by induction hypothesis)
iff (N, s) |= EFf(∼β)
iff (N, s) |= f(∼AGβ)) (by the definition of f).

13. Case α ≡ ∼A(βUγ): We obtain:
(M, s) |=∗ ∼A(βUγ)

iff there is a path π ≡ s0, s1, s2, . . . , where s ≡ s0, and for all states sj

along π, we have (M, sj) |=∗ ∼γ or ∃0 ≤ k < j (M, sk) |=∗ ∼β
iff there is a path π ≡ s0, s1, s2, . . . , where s ≡ s0, and for all states sj

along π, we have (N, sj) |= f(∼γ) or ∃0 ≤ k < j (N, sk) |= f(∼β) (by
induction hypothesis)

iff (N, s) |= E(f(∼β)Rf(∼γ))
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iff (N, s) |= f(∼A(βUγ)) (by the definition of f).
14. Case α ≡ ∼A(βRγ): We obtain:

(M, s) |=∗ ∼A(βRγ)
iff there is a path π ≡ s0, s1, s2, . . . , where s ≡ s0, and for some state sj

along π, we have (M, sj) |=∗ ∼γ and ∀0 ≤ k < j (M, sk) |=∗ ∼β
iff there is a path π ≡ s0, s1, s2, . . . , where s ≡ s0, and for some state sj

along π, we have (N, sj) |= f(∼γ) or ∀0 ≤ k < j (N, sk) |= f(∼β) (by
induction hypothesis)

iff (N, s) |= E(f(∼β)Uf(∼γ))
iff (N, s) |= f(∼A(βRγ)) (by the definition of f). �

Lemma 3.9. Let f be the mapping defined in Definition 3.7. For any model
N := (S, S0, R, L) of CTL, and any satisfaction relation |= on N , we can con-
struct a paraconsistent model M := (S, S0, R, L∗) of pCTL and a paraconsistent
satisfaction relation |=∗ on M such that for any formula α in Lp and any state
s in S,

(N, s) |= f(α) iff (M, s) |=∗ α,

Proof. Similar to the proof of Lemma 3.8. �

Theorem 3.10 (Embedding from pCTL into CTL). Let f be the mapping
defined in Definition 3.7. For any formula α,

α is valid in pCTL iff f(α) is valid in CTL.

Proof. By Lemmas 3.8 and 3.9. �

Theorem 3.11 (Decidability of pCTL). The validity, satisfiability, and
model checking problems of pCTL are decidable.

Proof. Similar to the proof of Theorem 2.10. �

Remark 3.12. We remark that the complexities of the decision procedures for
the validity, satisfiability, and model checking problems of pCTL are the same
as those of CTL, since the translation function f defined in Definition 3.7 is a
polynomial time reduction.

4 Full Branching-Time Case

4.1 CTL∗ and pCTL∗

Formulas of full computation tree logic (CTL∗) are defined by combining two
types of formulas: state formulas and path formulas. These formulas are con-
structed from countably many propositional variables, →, ∧, ∨, ¬, X, G, F, U,
R, A and E. The symbol “path” is used to denote an auxiliary function from
the set of state formulas to the set of path formulas, i.e., path(γ) means that a
state formula γ is a path formula. The same notions and notations as those in
the previous sections are also used in the following.
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Definition 4.1. State formulas α and path formulas β of CTL∗ are defined by
the following grammar, assuming p represents propositional variables:

α ::= p | α ∧ α | α ∨ α | α→α | ¬α | Aβ | Eβ
β ::= path(α) | β ∧ β | β ∨ β | β → β | ¬β | Xβ | Gβ | Fβ | βUβ | βRβ.

State formulas and path formulas of CTL∗ are formulas of CTL∗.

The operators E and A are called the path quantifiers, and the operators X,
G, F, U and R are called the temporal operators.

Definition 4.2 (CTL∗). A structure (S, S0, R, L) is a model iff

1. S is the set of states,
2. S0 is a set of initial states and S0 ⊆ S,
3. R is a binary relation on S which satisfies the condition:

∀s ∈ S ∃s′ ∈ S [(s, s′) ∈ R],
4. L is a mapping from S to the power set of a nonempty set Φ of propositional

variables.

A path in a model is an infinite sequence of states, π = s0, s1, s2, . . . such
that ∀i ≥ 0 [(si, si+1) ∈ R]. An expression πi means the suffix of π starting at
s1.

A satisfaction relation (M,x) |= α for any formula α, where M is a model
(S, S0, R, L) and x is a state s in S or a path π constructed from S, is defined
inductively by:

1. for any p ∈ Φ, (M, s) |= p iff p ∈ L(s),
2. (M, s) |= α ∧ β iff (M, s) |= α and (M, s) |= β,
3. (M, s) |= α ∨ β iff (M, s) |= α or (M, s) |= β,
4. (M, s) |= α→β iff (M, s) |= α implies (M, s) |= β,
5. (M, s) |= ¬α iff (M, s) �|= α,
6. (M, s) |= Eβ iff for some path π starting from s, (M,π) |= β,
7. (M, s) |= Aβ iff for any path π starting from s, (M,π) |= β,
8. (M,π) |= path(α) iff s is the first state of π and (M, s) |= α,
9. (M,π) |= α ∧ β iff (M,π) |= α and (M,π) |= β,

10. (M,π) |= α ∨ β iff (M,π) |= α or (M,π) |= β,
11. (M,π) |= α→β iff (M,π) |= α implies (M,π) |= β,
12. (M,π) |= ¬α iff (M,π) �|= α,
13. (M,π) |= Xα iff (M,π1) |= α,
14. (M,π) |= Gα iff ∀j ≥ 0 [(M,πj) |= α],
15. (M,π) |= Fα iff ∃j ≥ 0 [(M,πj) |= α],
16. (M,π) |= αUβ iff ∃j ≥ 0 [(M,πj) |= β and ∀0 ≤ k < j (M,πk) |= α],
17. (M,π) |= αRβ iff ∀j ≥ 0 [(M,πj) |= β or ∃0 ≤ k < j (M,πk) |= α].

A state formula α is valid under branching-time interpretation in CTL∗

(denoted |=B α) iff (M, s) |= α holds for any model M := (S, S0, R, L), any
s ∈ S, and any satisfaction relation |= on M . A path formula β is valid under
linear-time interpretation in CTL∗ (denoted |=L α) iff (M,π) |= α holds for any
model M := (S, S0, R, L), any path π starting from s ∈ S, and any satisfaction
relation |= on M . A formula α is valid in CTL∗ (denoted |= α) iff |=B α or
|=L α.
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The language of paraconsistent full computation tree logic (pCTL∗) is
obtained from that of CTL∗ by adding ∼ (paraconsistent negation).

Definition 4.3 State formulas α and path formulas β of pCTL∗ are defined by
the following grammar, assuming p represents propositional variables:

α ::= p | α ∧ α | α ∨ α | α→α | ¬α | ∼α | Aβ | Eβ
β ::= path(α) | β ∧ β | β ∨ β | β→β | ¬β | ∼β | Xβ | Gβ | Fβ | βUβ | βRβ.

State formulas and path formulas of pCTL∗ are formulas of pCTL∗.

Definition 4.4 (pCTL∗). Let Φ be a non-empty set of propositional variables,
and Φ∼ be the set {∼p | p ∈ Φ} of negated propositional variables.

A structure (S, S0, R, L∗) is a paraconsistent model iff

1. S is the set of states,
2. S0 is a set of initial states and S0 ⊆ S,
3. R is a binary relation on S which satisfies the condition:

∀s ∈ S ∃s′ ∈ S [(s, s′) ∈ R],
4. L∗ is a mapping from S to the power set of Φ ∪ Φ∼.

A path in a paraconsistent model is an infinite sequence of states, π =
s0, s1, s2, . . . such that ∀i ≥ 0 [(si, si+1) ∈ R]. An expression πi means the suffix
of π starting at s1.

A paraconsistent satisfaction relation (M,x) |=∗ α for any formula α, where
M is a paraconsistent model (S, S0, R, L∗) and x is a state s in S or a path π
constructed from S, is defined inductively by:

1. for any p ∈ Φ, (M, s) |=∗ p iff p ∈ L∗(s),
2. for any ∼p ∈ Φ∼, (M, s) |=∗ ∼p iff ∼p ∈ L∗(s),
3. (M, s) |=∗ α ∧ β iff (M, s) |=∗ α and (M, s) |=∗ β,
4. (M, s) |=∗ α ∨ β iff (M, s) |=∗ α or (M, s) |=∗ β,
5. (M, s) |=∗ α→β iff (M, s) |=∗ α implies (M, s) |=∗ β,
6. (M, s) |=∗ ¬α iff (M, s) �|=∗ α,
7. (M, s) |=∗ Eβ iff for some path π starting from s, (M,π) |=∗ β,
8. (M, s) |=∗ Aβ iff for any path π starting from s, (M,π) |=∗ β,
9. (M,π) |=∗ path(α) iff s is the first state of π and (M, s) |=∗ α,

10. (M,π) |=∗ α ∧ β iff (M,π) |=∗ α and (M,π) |=∗ β,
11. (M,π) |=∗ α ∨ β iff (M,π) |=∗ α or (M,π) |=∗ β,
12. (M,π) |=∗ α→β iff (M,π) |=∗ α implies (M,π) |=∗ β,
13. (M,π) |=∗ ¬α iff (M,π) �|=∗ α,
14. (M,π) |=∗ Xα iff (M,π1) |=∗ α,
15. (M,π) |=∗ Gα iff ∀j ≥ 0 [(M,πj) |=∗ α],
16. (M,π) |=∗ Fα iff ∃j ≥ 0 [(M,πj) |=∗ α],
17. (M,π) |=∗ αUβ iff ∃j ≥ 0 [(M,πj) |=∗ β and ∀0 ≤ k < j (M,πk) |=∗ α],
18. (M,π) |=∗ αRβ iff ∀j ≥ 0 [(M,πj) |=∗ β or ∃0 ≤ k < j (M,πk) |=∗ α],
19. (M, s) |=∗ ∼∼α iff (M, s) |=∗ α,
20. (M, s) |=∗ ∼(α ∧ β) iff (M, s) |=∗ ∼α or (M, s) |=∗ ∼β,



330 N. Kamide and K. Endo

21. (M, s) |=∗ ∼(α ∨ β) iff (M, s) |=∗ ∼α and (M, s) |=∗ ∼β,
22. (M, s) |=∗ ∼(α→β) iff (M, s) �|=∗ ∼α and (M, s) |=∗ ∼β,
23. (M, s) |=∗ ∼¬α iff (M, s) �|=∗ ∼α,
24. (M, s) |=∗ ∼Eβ iff for any path π starting from s, (M,π) |=∗ ∼β,
25. (M, s) |=∗ ∼Aβ iff for some path π starting from s, (M,π) |=∗ ∼β,
26. (M,π) |=∗ ∼path(α) iff s is the first state of π and (M, s) |=∗ ∼α,
27. (M,π) |=∗ ∼∼α iff (M,π) |=∗ α,
28. (M,π) |=∗ ∼(α ∧ β) iff (M,π) |=∗ ∼α or (M,π) |=∗ ∼β,
29. (M,π) |=∗ ∼(α ∨ β) iff (M,π) |=∗ ∼α and (M,π) |=∗ ∼β,
30. (M,π) |=∗ ∼(α→β) iff (M,π) �|=∗ ∼α and (M,π) |=∗ ∼β,
31. (M,π) |=∗ ∼¬α iff (M,π) �|=∗ ∼α,
32. (M,π) |=∗ ∼Xα iff (M,π1) |=∗ ∼α,
33. (M,π) |=∗ ∼Gα iff ∃j ≥ 0 [(M,πj) |=∗ ∼α],
34. (M,π) |=∗ ∼Fα iff ∀j ≥ 0 [(M,πj) |=∗ ∼α],
35. (M,π) |=∗ ∼(αUβ) iff ∀j ≥ 0 [(M,πj) |=∗ ∼β or ∃0 ≤ k < j (M,πk) |=∗

∼α],
36. (M,π) |=∗ ∼(αRβ) iff ∃j ≥ 0 [(M,πj) |=∗ ∼β and ∀0 ≤ k < j (M,πk) |=∗

∼α].

A state formula α is valid under branching-time interpretation in pCTL∗

(denoted |=∗
B α) iff (M, s) |=∗ α holds for any paraconsistent model M :=

(S, S0, R, L∗), any s ∈ S, and any paraconsistent satisfaction relation |=∗ on M .
A path formula β is valid under linear-time interpretation in pCTL∗ (denoted
|=∗

L α) iff (M,π) |=∗ α holds for any paraconsistent model M := (S, S0, R, L∗),
any path π starting from s ∈ S, and any paraconsistent satisfaction relation |=∗

on M . A formula α is valid in pCTL∗ (denoted |=∗ α) iff |=∗
B α or |=∗

L α.

Remark 4.5. We make the following remarks.

1. The following formulas are valid in pCTL∗: For any formulas α, β,
(a) ∼∼α ↔ α,
(b) ∼(α ∧ β) ↔ ∼α ∨ ∼β,
(c) ∼(α ∨ β) ↔ ∼α ∧ ∼β,
(d) ∼(α→β) ↔ ¬∼α ∧ ∼β,
(e) ∼¬α ↔ ¬∼α,
(f) ∼Xα ↔ X∼α,
(g) ∼Fα ↔ G∼α,
(h) ∼Gα ↔ F∼α,
(i) ∼(αUβ) ↔ (∼α)R(∼β),
(j) ∼(αRβ) ↔ (∼α)U(∼β),
(k) ∼path(α) ↔ path(∼α),
(l) ∼Aα ↔ E∼α,

(m) ∼Eα ↔ A∼α.
2. pCTL∗ is paraconsistent with respect to ∼. The reason is explained as follows.

Assume a paraconsistent model M = (S, S0, R, L∗) such that p ∈ L∗(s), ∼p ∈
L∗(s) and q /∈ L∗(s) for a pair of distinct propositional variables p and q.
Then, (M, s) |=∗ (p ∧ ∼p)→q does not hold.
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3. pCTL∗ is regarded as a four-valued logic. The reason is explained as follows.
For each s ∈ S and each formula α, we can take one of the following four
cases:
(a) α is verified at s, i.e., (M,x) |=∗ α,
(b) α is falsified at s, i.e., (M,x) |=∗ ∼α,
(c) α is both verified and falsified at x,
(d) α is neither verified nor falsified at x.

4.2 Translation from pCTL∗ into CTL∗

Definition 4.6. Let Φ be a non-empty set of propositional variables, and Φ′

be the set {p′ | p ∈ Φ} of propositional variables. The language Lp (the set of
formulas) of pCTL∗ is defined using Φ, ∧,∨,→,¬, X, G, F, U, R, A, E, path
and ∼. The language L of CTL∗ is obtained from Lp by adding Φ′ and deleting ∼.

A mapping f from Lp to L is defined inductively by:

1. for any p ∈ Φ, f(p) := p and f(∼p) := p′ ∈ Φ′,
2. f(α � β) := f(α) � f(β) where � ∈ {∧,∨,→,U,R},
3. f(�α) := �f(α) where � ∈ {¬,X,F,G,A,E},
4. f(path(α)) := path(f(α)),
5. f(∼∼α) := f(α),
6. f(∼(α ∧ β)) := f(∼α) ∨ f(∼β),
7. f(∼(α ∨ β)) := f(∼α) ∧ f(∼β),
8. f(∼(α→β)) := ¬f(∼α) ∧ f(∼β),
9. f(∼�α) := �f(∼α) where � ∈ {¬,X},

10. f(∼Gα) := Ff(∼α),
11. f(∼Fα) := Gf(∼α),
12. f(∼(αUβ)) := f(∼α)Rf(∼β),
13. f(∼(αRβ)) := f(∼α)Uf(∼β),
14. f(∼Aα) := Ef(∼α),
15. f(∼Eα) := Af(∼α),
16. f(∼path(α)) := path(f(∼α)).

Lemma 4.7. Let f be the mapping defined in Definition 4.6. For any paracon-
sistent model M := (S, S0, R, L∗) of pCTL∗, and any paraconsistent satisfaction
relation |=∗ on M , we can construct a model N := (S, S0, R, L) of CTL∗ and a
satisfaction relation |= on N such that for any formula α in Lp and any state
or path x in S, i.e., x is a state in S or a path constructed from S,

(M,x) |=∗ α iff (N,x) |= f(α).

Proof. Let Φ be a nonempty set of propositional variables, Φ∼ be {∼p | p ∈ Φ},
and Φ′ be {p′ | p ∈ Φ}. Suppose that M is a paraconsistent model (S, S0, R, L∗)
such that

L∗ is a mapping from S to the power set of Φ ∪ Φ∼.

We then define a model N := (S, S0, R, L) such that
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1. L is a mapping from S to the power set of Φ ∪ Φ′,
2. for any s ∈ S and any p ∈ Φ,

(a) p ∈ L∗(s) iff p ∈ L(s),
(b) ∼p ∈ L∗(s) iff p′ ∈ L(s).

Then, this lemma is proved by induction on the complexity of α.

• Base step:
1. Case α ≡ p ∈ Φ: We obtain: (M, s) |=∗ p iff p ∈ L∗(s) iff p ∈ L(s) iff

(N, s) |= p iff (N, s) |= f(p) (by the definition of f).
2. We obtain: (M, s) |=∗ ∼p iff ∼p ∈ L∗(s) iff p′ ∈ L(s) iff (N, s) |= p′ iff

(N, s) |= f(∼p) (by the definition of f).
• Induction step: We show some cases.

1. Case α ≡ β ∧ γ: We obtain: (M,x) |=∗ β ∧ γ iff (M,x) |=∗ β and
(M,x) |=∗ γ iff (N,x) |= f(β) and (N,x) |= f(γ) (by induction hypoth-
esis) iff (N,x) |= f(β) ∧ f(γ) iff (N,x) |= f(β ∧ γ) (by the definition
of f).

2. Case α ≡ β→γ: We obtain: (M,x) |=∗ β→γ iff (M,x) |=∗ β implies
(M,x) |=∗ γ iff (N,x) |= f(β) implies (N,x) |= f(γ) (by induction
hypothesis) iff (N,x) |= f(β)→f(γ) iff (N,x) |= f(β→γ) (by the defi-
nition of f).

3. Case α ≡ ¬β: We obtain: (M,x) |=∗ ¬β iff (M,x) �|=∗ β iff (N,x) �|= f(β)
(by induction hypothesis) iff (N,x) |= ¬f(β) iff (N,x) |= f(¬β) (by the
definition of f).

4. Case α ≡ ∼∼β: We obtain: (M,x) |=∗ ∼∼β iff (M,x) |=∗ β iff (N,x) |=
f(β) (by induction hypothesis) (N,x) |= f(∼∼β) (by the definition of f).

5. Case α ≡ ∼(β ∧ γ): We obtain: (M,x) |=∗ ∼(β ∧ γ) iff (M,x) |=∗ ∼β
or (M,x) |=∗ ∼γ iff (N,x) |= f(∼β) or (N,x) |= f(∼γ) (by induction
hypothesis) iff (N,x) |= f(∼β) ∨ f(∼γ) iff (N,x) |= f(∼(β ∧ γ)) (by the
definition of f).

6. Case α ≡ ∼(β→γ): We obtain: (M,x) |=∗ ∼(β→γ) iff (M,x) �|=∗ ∼β
and (M, s) |=∗ ∼γ iff (N,x) �|= f(∼β) and (N, s) |= f(∼γ) (by induction
hypothesis) iff (N,x) |= ¬f(∼β) ∧ f(∼γ) iff (N,x) |= f(∼(β→γ)) (by
the definition of f).

7. Case α ≡ ∼¬β: We obtain: (M,x) |=∗ ∼¬β iff (M,x) �|=∗ ∼β iff (N,x) �|=
f(∼β) (by induction hypothesis) iff (N,x) |= ¬f(∼β) iff (N,x) |= f(∼¬β)
(by the definition of f).

8. Case α ≡ Xβ: We obtain: (M,π) |=∗ Xβ iff (M,π1) |=∗ β iff (N,π1) |=
f(β) (by induction hypothesis) iff (N,π) |= Xf(β) iff (N,π) |= f(Xβ) (by
the definition of f).

9. Case α ≡ Gβ: We obtain: (M,π) |=∗ Gβ iff ∀j ≥ 0 [(M,πj) |=∗ β] iff
∀j ≥ 0 [(N,πj) |= f(β)] (by induction hypothesis) iff (N,π) |= Gf(β) iff
(N,π) |= f(Gβ) (by the definition of f).

10. Case α ≡ βUγ: We obtain:
(M,π) |=∗ βUγ

iff ∃j ≥ 0 [(M,πj) |=∗ γ and ∀0 ≤ k < j (M,πk) |=∗ β]



Foundations of Inconsistency-Tolerant Model Checking 333

iff ∃j ≥ 0 [(N,πj) |= f(γ) and ∀0 ≤ k < j (N,πk) |= f(β)] (by induction
hypothesis)

iff (N,π) |= f(β)Uf(γ)
iff (N,π) |= f(βUγ) (by the definition of f).

11. Case α ≡ ∼Xβ: We obtain: (M,π) |=∗ ∼Xβ iff (M,π1) |=∗ ∼β iff
(N,π1) |= f(∼β) (by induction hypothesis) iff (N,π) |= Xf(∼β) iff
(N,π) |= f(∼Xβ) (by the definition of f).

12. Case α ≡ ∼Gβ: We obtain: (M,π) |=∗ ∼Gβ iff ∃j ≥ 0 [(M,πj) |=∗ ∼β] iff
∃j ≥ 0 [(N,πj) |= f(∼β)] (by induction hypothesis) iff (N,π) |= Ff(∼β)
iff (N,π) |= f(∼Gβ) (by the definition of f).

13. Case α ≡ ∼(βUγ): We obtain:
(M,π) |=∗ ∼(βUγ)

iff ∀j ≥ 0 [(M,πj) |=∗ ∼γ or ∃0 ≤ k < j (M,πk) |=∗ ∼β]
iff ∀j ≥ 0 [(N,πj) |= f(∼γ) or ∃0 ≤ k < j (N,πk) |= f(∼β)] (by

induction hypothesis)
iff (N,π) |= f(∼β)Rf(∼γ)
iff (N,π) |= f(∼(βUγ)) (by the definition of f).

14. Case α ≡ ∼(βRγ): We obtain:
(M,π) |=∗ ∼(βRγ)

iff ∃j ≥ 0 [(M,πj) |=∗ ∼γ and ∀0 ≤ k < j (M,πk) |=∗ ∼β]
iff ∃j ≥ 0 [(N,πj) |= f(∼γ) and ∀0 ≤ k < j (N,πk) |= f(∼β)] (by

induction hypothesis)
iff (N,π) |= f(∼β)Uf(∼γ)
iff (N,π) |= f(∼(βRγ)) (by the definition of f).

15. Case α ≡ ∼Eβ: We obtain:
(M, s) |=∗ ∼Eβ

iff for any path π starting from s, (M,π) |=∗ ∼β
iff for any path π starting from s, (N,π) |= f(∼β) (by induction hypoth-

esis)
iff (N, s) |= Af(∼β)
iff (N, s) |= f(∼Eβ) (by the definition of f).

16. Case α ≡ ∼path(β): We obtain:
(M,π) |=∗ ∼path(β)

iff s is the first state of π, (M, s) |=∗ ∼β
iff s is the first state of π, (N, s) |= f(∼β) (by induction hypothesis)
iff (N,π) |= path(f(∼β))
iff (N,π) |= f(∼path(β)) (by the definition of f). �

Lemma 4.8. Let f be the mapping defined in Definition 4.6. For any model
N := (S, S0, R, L) of CTL∗, and any satisfaction relation |= on N , we can
construct a paraconsistent model M := (S, S0, R, L∗) of pCTL∗ and a paracon-
sistent satisfaction relation |=∗ on M such that for any formula α in Lp and any
state or path x in S, i.e., x is a state in S or a path constructed from S,

(N,x) |= f(α) iff (M,x) |=∗ α.

Proof. Similar to the proof of Lemma 4.7. �
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Theorem 4.9 (Embedding from pCTL∗ into CTL∗). Let f be the mapping
defined in Definition 4.6. For any formula α,

α is valid in pCTL∗ iff f(α) is valid in CTL∗.

Proof. By Lemmas 4.7 and 4.8. �

Theorem 4.10 (Decidability of pCTL∗). The validity, satisfiability, and
model checking problems of pCTL∗ are decidable.

Proof. Similar to the proof of Theorems 2.10 and 3.11. �

Remark 4.11. We remark that the complexities of the decision procedures for
the validity, satisfiability, and model checking problems of pCTL∗ are the same
as those of CTL∗, since the translation function f defined in Definition 4.6 is a
polynomial time reduction.

5 Illustrative Examples

5.1 First Example

We present a new illustrative example for inconsistency-tolerant model checking,
as shown in Fig. 1 for representing the health of a person who has a tumor.
The proposed example is regarded as a modification of the example presented
in [21,26]. A NuSMV-based implementation of this example was presented by
Endo in [14].

medicalCheckup

medicalCheckup
cured

cured

cured

curedsurgicalOperation

thoroughExamination

cancerIncrease cancerIncrease

cancerIncrease
healthy

healthy
healthy

hasTumor

healthy

¬hasTumor
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healthy

hasCancer

stage2
healthy

hasCancer

stage3
healthy

hasCancer

healthy
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s0

s1

s2

s3

s4 s5

s6 s7

Fig. 1. A clinical reasoning process model for cancer.

In this example, a paraconsistent negation connective ∼ is used to express
the negation of ambiguous concepts. If we cannot determine whether someone
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is healthy, then the ambiguous concept healthy can be represented by asserting
the inconsistent formula healthy ∧ ∼healthy. This is well-formalized because
(healthy ∧ ∼healthy)→⊥ is not valid in pLTL, pCTL, and pCTL∗. On the other
hand, we can decide whether someone has a tumor. The decision is represented
by hasTumor or ¬hasTumor, where (hasTumor ∧ ¬hasToumor)→⊥ is valid
in pLTL, pCTL, and pCTL∗.

In the model of Fig. 1, the initial state implies that a person is healthy. When
a person undergoes a medical checkup, his or her state changes to one of the
two states. If a tumor is detected in a person by the medical checkup, he or
she is both healthy and not healthy (i.e., both healthy and ∼healthy are true),
because it is unknown if the tumor is malignant (i.e., cancer) or not. If cancer is
detected in a person (i.e., the tumor is diagnosed with cancer), then ∼healthy
is true. This means that the person is not healthy, but he or she may return to
good health if the cancer is completely removed by surgical operation. Moreover,
when the cancer increases, the diagnosis reveals worse cancer. If the cancer is
cured, the person will be healthy. Otherwise, if the cancer is not controlled, the
person will die.

In what follows, we focus only on the pCTL verification. We can define a
paraconsistent model (w.r.t. pCTL) for the model presented in Fig. 1 as follows:

M = 〈S, S0, R, L∗〉
such that

1. S = {s0, s1, s2, s3, s4, s5, s6, s7},
2. S0 = {s0},
3. R = {(s0, s1), (s0, s2), (s2, s0), (s1, s2), (s1, s3), (s3, s4), (s3, s6), (s4, s5), (s4,

s6), (s5, s7), (s6, s2), (s5, s7)},
4. L∗(s0) = {healthy},
5. L∗(s1) = {healthy,∼healthy, hasTumor},
6. L∗(s2) = {healthy},
7. L∗(s3) = {stage1,∼healthy, hasCancer},
8. L∗(s4) = {stage4,∼healthy, hasCancer},
9. L∗(s5) = {stage3,∼healthy, hasCancer},

10. L∗(s6) = {healthy,∼healthy},
11. L∗(s7) = {died, hasCancer}.

Then, based on the embedding theorem of pCTL into CTL, we can construct
the model (w.r.t. CTL) which just correspond to the paraconsistent model (w.r.t.
pCTL) as follows:

N = 〈S, S0, R, L〉
such that

1. S = {s0, s1, s2, s3, s4, s5, s6, s7},
2. S0 = {s0},
3. R = {(s0, s1), (s0, s2), (s2, s0), (s1, s2), (s1, s3), (s3, s4), (s3, s6), (s4, s5), (s4,

s6), (s5, s7), (s6, s2), (s5, s7)},
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4. L(s0) = {healthy},
5. L(s1) = {healthy, healthy′, hasTumor},
6. L(s2) = {healthy},
7. L(s3) = {stage1, healthy′, hasCancer},
8. L(s4) = {stage4, healthy′, hasCancer},
9. L(s5) = {stage3, healthy′, hasCancer},

10. L(s6) = {healthy, healthy′},
11. L(s7) = {died, hasCancer}.

By using the translation function of pCTL into CTL, any pCTL-formulas can
be transformed into the corresponding CTL-formulas. We present a translation
example for pCTL-formula. The pCTL-formula:

∼AG(¬∼healthy→EFhealthy)

is transformed into the CTL-formula:

EF(¬¬healthy ∧ AGhealthy′)

as follows:
f(∼AG(¬∼healthy→EFhealthy))

= EFf(∼(¬∼healthy→EFhealthy))
= EF(¬f(∼¬∼healthy) ∧ f(∼EFhealthy))
= EF(¬¬f(∼∼healthy) ∧ f(∼EFhealthy))
= EF(¬¬f(healthy) ∧ f(∼EFhealthy))
= EF(¬¬healthy ∧ f(∼EFhealthy))
= EF(¬¬healthy ∧ AGf(∼healthy))
= EF(¬¬healthy ∧ AGhealthy′).

We now consider some verification examples. We can verify the statement

“Is there a state in which a person is both healthy and not healthy?”

This statement is true and expressed as:

EF(healthy ∧ ∼healthy).

We can verify the statement

“Is there a state in which a dead person will not be alive again?”

This statement is true and expressed as:

EF(died ∧ ¬EF¬died).

We can also verify the following statements:

1. “If a person is in the third stage of worse cancer, then he or she will die.”
2. “If a person is in the second stage of worse cancer, then he or she will die.”

The first statement is true, but the second statement is not true, and these
statements are expressed as:
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1. AG(∼healthy ∧ hasCanser ∧ stage3→EFdied),
2. AG(∼healthy ∧ hasCanser ∧ stage2→EFdied).

As already pointed out in [21,26], two negative expressions can be differently
interpreted as

1. ¬healthy (definitely unhealthy),
2. ∼healthy (not healthy).

The first statement indicates that a person is definitely unhealthy that is incon-
sistent with his or her health. The second statement means that we can say
that a person is not healthy but he or she may be healthy. The interpretation of
the two negations leads to some useful verification examples. For example, the
statement

“Is there a state in which a person is not definitely unhealthy?”

can be expressed as

EF¬¬healthy.

Moreover, the statement

“Is there a state in which it is not true that a person is not healthy?”

can be expressed as:

EF¬∼healthy.

5.2 Second Example

We present another new illustrative example for inconsistency-tolerant model
checking, as shown in Fig. 2 for representing the health of a person who is a
drinker. In this example, an alcoholic will die in hospital after the second stage of
alcoholism, also known as alcohol use disorder (AUD). This example is regarded
as a modification of the example presented in [25] for hierarchical model checking.
A NuSMV-based implementation of a similar example was presented by Yano
in [34].

In what follows, we focus only on the pCTL verification. We can define a
paraconsistent model (w.r.t. pCTL) for the reasoning process model presented
in Fig. 2 as follows:

M = 〈S, S0, R, L�〉
such that

1. S = {s0, s1, s2, s3, s4, s5, s6, s7, s8, s9, s10},
2. S0 = {s0},
3. R = {(s0, s1), (s1, s2), (s1, s3), (s2, s3), (s2, s4), (s3, s5), (s4, s6), (s5, s7), (s6,

s8), (s5, s7), (s6, s8), (s7, s9), (s8, s10), (s9, s10)},
4. L∗(s0) = {born},
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Fig. 2. A clinical reasoning process model for alcoholic.

5. L∗(s1) = {human, healthy, ∼healthy},
6. L∗(s2) = {human, drinker, healthy, ∼healthy, drinking},
7. L∗(s3) = {human, drinker, healthy},
8. L∗(s4) = {human, drinker, patient, drinking},
9. L∗(s5) = {human, drinker, patient,∼healthy, inHospital},

10. L∗(s6) = {human, drinker, patient, alcoholic, 1st,∼healthy, drinking},
11. L∗(s7) = {human, drinker, patient, alcoholic, 1st,∼healthy, inHospital},
12. L∗(s8) = {human, drinker, patient, alcoholic, 2nd, ∼healthy, drinking},
13. L∗(s9) = {human, drinker, patient, alcoholic, 2nd, ∼healthy, inHospital},
14. L∗(s10) = {died}.

Then, based on the embedding theorem of pCTL into CTL, we can construct
the model (w.r.t. CTL) which just correspond to the paraconsistent model (w.r.t.
pCTL) as follows:

N = 〈S, S0, R, L〉
such that

1. S = {s0, s1, s2, s3, s4, s5, s6, s7, s8, s9, s10},
2. S0 = {s0},
3. R = {(s0, s1), (s1, s2), (s1, s3), (s2, s3), (s2, s4), (s3, s5), (s4, s6), (s5, s7), (s6,

s8), (s5, s7), (s6, s8), (s7, s9), (s8, s10), (s9, s10)},
4. L(s0) = {born},
5. L(s1) = {human, healthy, healthy′},
6. L(s2) = {human, drinker, healthy, healthy′, drinking},
7. L(s3) = {human, drinker, healthy},
8. L(s4) = {human, drinker, patient, drinking},
9. L(s5) = {human, drinker, patient, healthy′, inHospital},
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10. L(s6) = {human, drinker, patient, alcoholic, 1st, healthy′, drinking},
11. L(s7) = {human, drinker, patient, alcoholic, 1st, healthy′, inHospital},
12. L(s8) = {human, drinker, patient, alcoholic, 2nd, healthy′, drinking},
13. L(s9) = {human, drinker, patient, alcoholic, 2nd, healthy′, inHospital},
14. L(s10) = {died}.

By using a pCTL formula, we can represent a temporal property for the
concept alcoholic as follows:

AF(alcoholic ∧ ∼healthy ∧ ¬died ∧ AFdied) ∧ A(¬diedU(AGdied))).

This formula implies that every alcoholic is alive until they die.
By using a pCTL formula, we can also verify:

“Is there an alcoholic out of the hospital who is drinking in the second
stage of the AUD?”

This statement is true and is expressed as follows:

EF(alcoholic ∧ ∼healthy ∧ ¬inHospital ∧ drinking ∧ 2nd).

In addition, by using a pCTL formula, we can verify:

“Is there drinker who is both healthy and not healthy?”

This statement is true and is expressed as:

EF(drinker ∧ drinking ∧ healthy ∧ ∼healty).

Moreover, we can verify:

“Is there a human drinker who will die?”

This statement is not true and is expressed by the following pCTL formula:

AG(human ∧ drinker→EFdied).

A counter example of this statement is as follows:

· · · → s2 → s3 → s2 → s3 → s3 → s2 → s3 → · · ·
which means that there are an infinite loop in between two states on the stage of
drinker, i.e., a human drinker will not proceed to the next stage to die. This shows
that the underlying reasoning process model is not appropriate for modeling the
fact that every human will die.
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6 Concluding Remarks

In this study, we proposed pLTL, pCTL, and pCTL∗ as novel versions of paracon-
sistent temporal logics. These provided a logical basis for inconsistency-tolerant
model checking and were developed by extending the standard temporal logics
LTL, CTL, and CTL∗. These are also regarded as extensions of Belnap and
Dunn’s four-valued logics. The translations from pLTL into LTL, pCTL into
CTL, and pCTL∗ into CTL∗ were defined and used to prove the theorems for
embedding pLTL into LTL, pCTL into CTL, and pCTL∗ into CTL∗. It was thus
demonstrated that the standard LTL-, CTL-, and CTL∗-based model checking
algorithms can be repurposed for verifying inconsistent systems that are mod-
eled and specified using pLTL, pCTL, and pCTL∗. Some illustrative examples
for verifying clinical reasoning process were presented based on the proposed
logics and translations.

Finally, we note that the proposed framework can be applied to other new
variants oLTL, oCTL, and oCTL∗ of pLTL, pCTL, and pCTL∗, respectively. The
proposed logics pLTL, pCTL, and pCTL∗ have the axiom schemes ∼(α → β) ↔
¬∼α ∧ ∼β and ∼¬α ↔ ¬∼α by De and Omori [9], using the paraconsistent
negation connective ∼ and the classical negation connective ¬. These axiom
schemes are known to be plausible candidates for combining ∼ and ¬ within a
logic [9]. Our framework is equally applicable to the logics oLTL, oCTL, and
oCTL∗, which are obtained from pLTL, pCTL, and pCTL∗ by replacing the
following clauses for x ∈ {i, s}:

1. (M,x) |=∗ ∼(α→β) iff (M,x) �|=∗ ∼α and (M,x) |=∗ ∼β,
2. (M,x) |=∗ ∼¬α iff (M,x) �|=∗ ∼α,

with the following clauses for x ∈ {i, s}, which correspond to the axiom schemes
∼(α→β) ↔ α ∧ ∼β and ∼¬α ↔ α by Odintsov [28]:

1. (M,x) |=∗ ∼(α→β) iff (M,x) |=∗ α and (M,x) |=∗ ∼β,
2. (M,x) |=∗ ∼¬α iff (M,x) |=∗ α.

By applying appropriate modifications to the translation functions of pLTL,
pCTL, and pCTL∗, we obtain the embedding theorems of oLTL into LTL, oCTL
into CTL, and oCTL∗ into CTL∗, in the same manner as with pLTL, pCTL and
pCTL∗.
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Abstract. Measuring concept similarity in ontologies is central to the
functioning of many techniques such as ontology matching, ontology
learning, and many related applications in the bio-medical domain. Gen-
erally, it can be seen as a generalization of concept equivalence problem
in Description Logics. That is, any two concepts are equivalent if and
only if their similarity degree is one. The recently introduced measures
can be used to identify such kind of similarity degree between FL0 con-
cept descriptions not only w.r.t. the objective factors (e.g. the structure
of concept descriptions) but also w.r.t. the subjective factors called pref-
erence profile (e.g. the agent’s preferences). In this paper, we provide
proofs of theorems about their inherited properties including their rela-
tionship to the classical reasoning problem of concept equivalence.

Keywords: Concept similarity measure · Semantic web ontology
Preference profile · Description Logics

1 Introduction

Description Logics (DLs) are a family of logic-based knowledge representation
formalisms that are tailored for representing the knowledge of an application
domain in a structured and formally well-understood way [1]. Most of DLs are
decidable fragments of first-order logic (FOL) with clearly defined computational
properties. DLs have been used as the logical underpinnings of the standard
ontology languages for the semantic web viz. OWL and OWL 2. This close con-
nection gives an advantage that the extensive DLs literature and implementation
experiences can be directly exploited by OWL tools. The availability of a formal
and unambiguous semantics of DLs, which is based on Tarski-style semantics
of FOL, enables to formalize and design algorithms for a number of reasoning
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services. These make the development of ontology applications to become promi-
nent. For instance, the subsumption service determines subconcept-superconcept
relationships of concepts in an ontology i.e. concept C is subsumed by concept D
iff all instances of C are instances of D (cf. Definition 1 for its formal definition).
The concept equivalence service can be defined as bi-directional subsumption
between two concepts and can be seen as an operation for comparing concepts.
For instance, comparing Man and Person with their natural definitions, it is not
hard to be convinced that both concepts are not equivalent because Man is a sub-
concept of Person but not vice versa. Unfortunately, these traditional services
merely give two-valued responses i.e. inferring two concepts are equivalent or
not. Consequently, a considerable amount of research effort has been devoted to
develop an elastic notion of concept equivalence called concept similarity measure
for identifying the degree of commonalities between concepts.

Intuitively, concept similarity refers to human judgment of a degree to which
a pair of concepts in question is similar. This notion has been employed in vari-
ous kinds of applications. For example, it was employed in bio-medical ontology-
based applications to discover functional similarities of gene such as [2], it is
often used by ontology alignment algorithms such as [3], it can be employed in
approximate reasoning such as [4,5] and in analogical reasoning such as [6,7].
Computational approaches for concept similarity are known as concept similar-
ity measure and can be defined in several means (cf. Sect. 5 for related work).
Our approach (cf. Sects. 3 and 4) generalizes from the concept equivalence in
DLs, which means that it can identify the degree of concept equivalence when
two concepts are not in this relation. Furthermore, when concept similarity is
employed by a cognitive agent, the degree of similarity may vary w.r.t. his/her
need and preferences. Example 1 illustrates such a case in which concept similar-
ity measured not only w.r.t. objective factors (but also w.r.t. subjective factors)
can give more intuitive results.

Example 1. An agent A is searching for a hotel room during his vacation. At
that moment, he prefers to stay in a Japanese-style room or something similar.
In the following, his desired room may be expressed as the concept DesiredRoom.
Suppose RoomA and RoomB are concepts in a room ontology as follows:

DesiredRoom � Room � ∀floor.Tatami
RoomA � Room � ∀floor.Bamboo
RoomB � Room � ∀floor.Marble

Without considering his preference, it may be understood that both RoomA
and RoomB are equally similar to DesiredRoom. However, taking into account his
preference, RoomA may appear more suitable (assuming that tatami and bamboo
invoke similar feeling). In other words, he will not be happy if an intelligent
system happens to choose RoomB for him.

Other cognitive examples can be found in [8] where intended behaviors (or
desirable properties) of similarity measures were investigated. For example, the
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author of [8] claimed that people usually speak “the portrait resembles the per-
son” rather than “the person resembles the portrait”. Also, people usually say
that “the son resembles the father” rather than “the father resembles the son”.
These examples clearly point out that cognitive agents make similarity judgment
under some subjective factors. Unfortunately, existing measures do not usually
take into account subjective factors during computational procedures, though
some may consider such as [9,10].

In order to develop similarity measures which can be performed under subjec-
tive factors, [11] has introduced a general notion called concept similarity mea-
sure under preference profile (and later extended in [12]). Instead of implicitly
including preferential elements in the computational representation, [12] clearly
separated those preferential elements from the computational procedures. Hence,
the general notion makes an investigation of concept similarity measure under
subjective factors more easily and provides more natural understanding when
concept similarity measures are used under subjective factors.

The main part of this new paper is to study proofs of theorems about the
intricate properties of measures defined in [13]. In order to study this, we had
to rely on the earlier publication from which we adapted the introduction. We
also added [24–26] in the related literature. Our contributions are summarized as
follows. Firstly, since our proposed measures are generalized from the procedures
for proving concept subsumption (indeed, concept equivalence), we show the
relationships between our approaches and these two classical procedures i.e.
our approaches can be considered as the elastic versions of them. Secondly, we
also study the relationship between measuring concept similarity without regard
to the agent’s preferences and the one with regard to the agent’s preferences.
Finally, we show that the approaches can be used to decide whether two arbitrary
concept names are similar to each other under the agent’s preferences or not. We
note that this work concentrates on the DL FL0, which offers the constructors
conjunction (�), value restriction (∀r.C), and the top concept (�). Preliminaries
and the conclusion are discussed in Sects. 2 and 6, respectively.

2 Preliminaries

In this section, we review the basics of Description Logic FL0 in Subsect. 2.1,
particularly its syntax, semantics, and normal form which is used by concept
similarity measures for FL0 in Sects. 3 and 4. Then, we review the notion of
preference profile in Subsect. 2.2.

2.1 Description Logic FL0

We assume finite sets CN of concept names and RN of role names that are fixed
and disjoint. The set of concept descriptions, or simply concepts, for a specific
DL L is denoted by Con(L). The set Con(FL0) of all FL0 concepts can be
inductively defined by the following grammar:

Con(FL0) ::= A | � | C � D | ∀r.C
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where � denotes the top concept, A ∈ CN, r ∈ RN, and C,D ∈ Con(FL0).
Conventionally, concept names are denoted by A and B, concept descriptions
are denoted by C and D, and role names are denoted by r and s, all possibly
with subscripts.

Terminology or TBox T is a finite set of primitive concept definitions and full
concept definitions, whose syntax is an expression of the form A � D and A ≡ D,
respectively. A TBox is called unfoldable if it contains at most one concept
definition for each concept name in CN and does not contain cyclic dependencies.
Concept names occurring on the left-hand side of concept definitions are called
defined concept names (denoted by CNdef), all other concept names are primitive
concept names (denoted by CNpri). A primitive definition A � D can easily be
transformed into a semantically equivalent full definition A ≡ X � D where
X is a fresh concept name. When TBox T is unfoldable, concept names can be
expanded by exhaustively replacing all defined concept names by their definitions
until only primitive concept names remain. Such concept names are called fully
expanded concept names.1

Interpretation I is a pair I = 〈ΔI , ·I〉, where ΔI is a non-empty set rep-
resenting the domain of the interpretation and ·I is an interpretation function
which assigns to every concept name A a set AI ⊆ ΔI , and to every role name
r a binary relation rI ⊆ ΔI × ΔI . The interpretation function ·I is inductively
extended to FL0 concepts in the usual manner:

�I = ΔI ; (C � D)I = CI ∩ DI ;
(∀r.C)I = {a ∈ ΔI | ∀b ∈ ΔI : (a, b) ∈ rI → b ∈ CI},

Interpretation I is said to be a model of TBox T (in symbols, I |= T ) if it
satisfies all axioms in T . I satisfies axioms A � C and A ≡ C, respectively, if
AI ⊆ CI and AI = CI . The main inference problem in FL0 is the concept
subsumption problem.

Definition 1 (Concept Subsumption). Given C,D ∈ Con(FL0) and TBox
T , C is subsumed by D w.r.t. T (denoted by C �T D) if CI ⊆ DI for every
model I of T . Moreover, C and D are equivalent w.r.t. T (denoted by C ≡T D)
if C �T D and D �T C.

When TBox T is clear from the context, we simply drop T , i.e. C � D or
C ≡ D.

Using the rewrite rule ∀r.(C � D) −→ ∀r.C � ∀r.D together with the asso-
ciativity, the commutativity, and the idempotence of �, any FL0 concepts
can be transformed into an equivalent one of the form ∀r1 . . . ∀rn.A where
{r1, . . . , rn} ⊆ RN and A ∈ CN. Such concepts can be abbreviated as ∀r1 . . . rn.A
where r1 . . . rn is viewed as a word w over the alphabet of all role names. We
note that when n = 0, i.e. the empty word ε, ∀ε.A corresponds to A. Further-
more, a conjunction of the form ∀w1.A � · · · � ∀wm.A can be abbreviated as

1 In this work, we assume that concept names are fully expanded and the TBox can
be omitted.



Inherited Properties of FL0 Concept Similarity Measure 347

∀L.A where L := {w1, . . . , wm} is a finite set of words over the alphabet. We
also note that ∀∅.A corresponds to �. Using these abbreviations, any concepts
C,D ∈ Con(FL0) can be rewritten as:

C ≡ ∀U1.A1 � · · · � ∀Uk.Ak (1)

D ≡ ∀V1.A1 � · · · � ∀Vk.Ak (2)

where {A1, . . . , Ak} ⊆ CN and Ui, Vi are finite sets of words over the alphabet
of role names. This normal form provides us the following characterization of
subsumption in FL0 [14]:

C � D ⇐⇒ Ui ⊇ Vi for all i, 1 ≤ i ≤ k (3)

Theorem 1 ([15]). Concept subsumption and concept equivalence without TBox
(i.e. when the TBox is empty) in FL0 can be decided in polynomial time.

Example 2 (Continuation of Example 1). After unfolding and transforming into
normal forms, each concept is represented as:2

DesiredRoom ≡ ∀{ε}.X � ∀∅.Y � ∀∅.Z � ∀{ε}.R
� ∀{f}.T � ∀∅.B � ∀∅.M

RoomA ≡ ∀∅.X � ∀{ε}.Y � ∀∅.Z � ∀{ε}.R
� ∀{f}.B � ∀∅.T � ∀∅.M

RoomB ≡ ∀∅.X � ∀∅.Y � ∀{ε}.Z � ∀{ε}.R
� ∀{f}.M � ∀∅.T � ∀∅.B

where X,Y, and Z are fresh concept names. Using Eq. 3, it yields that
DesiredRoom ��∅ RoomA and DesiredRoom ��∅ RoomB.

2.2 Preference Profile

Preference profile was first introduced in [16] as a collection of preferential ele-
ments in which any developments of concept similarity measure should consider
(later, it was improved in [12]). Its first intuition is to model different forms
of preferences (of an agent) based on concept names and role names. Measures
adopted this notion are flexible to be tuned by an agent and can determine the
degree of similarity conformable to that agent’s perception. We give its formal
definition of each preferential aspect in the following definition.

Definition 2 (Preference Profile [12]). Let CNpri(T ), RNpri(T ), and RN(T )
be a set of primitive concept names occurring in T , a set of primitive role names
occurring in T , and a set of role names occurring in T , respectively. A preference
profile (denoted by π) is a quintuple 〈ic, ir, sc, sr, d〉 where ic, ir, sc, sr, and d are
“partial” functions such that:

– ic : CNpri(T ) → [0, 2] is called a primitive concept importance;
2 Obvious abbreviations are used for succinctness.
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– ir : RN(T ) → [0, 2] is called a role importance;
– sc : CNpri(T ) × CNpri(T ) → [0, 1] is called a primitive concepts similarity;
– sr : RNpri(T ) × RNpri(T ) → [0, 1] is called a primitive roles similarity; and
– d : RN(T ) → [0, 1] is called a role discount factor.

We discuss the interpretation of each above function in order. Firstly, for
any A ∈ CNpri(T ), ic(A) = 1 captures an expression of normal importance on
A, ic(A) > 1 and ic(A) < 1 indicate that A has higher and lower importance,
respectively, and ic(A) = 0 indicates that A has no importance to the agent.
Secondly, we define the interpretation of ir in the similar fashion as ic for any r ∈
RN(T ). Thirdly, for any A,B ∈ CNpri(T ), sc(A,B) = 1 captures an expression of
total similarity between A and B and sc(A,B) = 0 captures an expression of total
dissimilarity between A and B. Fourthly, the interpretation of sr is defined in the
similar fashion as sc for any r, s ∈ RNpri(T ). Lastly, for any r ∈ RN(T ), d(r) = 1
captures an expression of total importance on a role (over a corresponding nested
concept) and d(r) = 0 captures an expression of total importance on a nested
concept (over a corresponding role), e.g. let d(r1) = 0.3, then the degree of
similarity under this preference between ∀r1.A and ∀r1.B can be understood as
0.3 degree because the identical occurrence of r1 contributes 0.3 importance.

It is worth noticing that role names appearing in FL0 are always primitive.
This suggests that both RNpri(T ) and RN(T ) can be considered identically in
Definition 2. Furthermore, due to the employed characterization, ir, sr, and d
are not used in this paper.

3 Properties of Subsumption Degree Under Preference
Profile in Description Logic FL0

The idea of computing subsumption degree under preference profile between
FL0 concepts was proposed in [13] in which the computational approaches were
derived from the characterization of language inclusion. Their methodologies are
outlined as follows:

1. Generalize the notion of concept subsumption to the notion of subsumption
degree, which contributes to a “concrete” concept similarity measure as its
immediate outcome;

2. Generalize the notion of subsumption degree to the notion of subsumption
degree under the agent’s preferences; and

3. Generalize the logical conjunction (i.e. “and”) for aggregating two numerical
values to result in a unit interval.

Their actual definitions are immediately included in the following for the
purposes of showing their inherited properties. Definitions 3 and 4 are the imme-
diate results of step 1 mentioned above. Definition 6 is also the immediate result
of step 2 mentioned above.
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Definition 3 (Skeptical FL0 Subsumption Degree). Let C,D ∈ Con(FL0)
be in their normal forms and W(E,A) be a set of words w.r.t. the concept E
and the primitive A. Then, a skeptical FL0 degree from C to D (denoted by
C �s D) is defined as follows:

C �s D =
|{P ∈ CNpri | W(D,P ) ⊆ W(C,P )}|

|CNpri|
, (4)

where | · | denotes the set cardinality.

Definition 4 (Credulous FL0 Subsumption Degree). Let C,D ∈
Con(FL0) be in their normal forms and W(E,A) be a set of words w.r.t. the
concept E and the primitive A. Then, a credulous FL0 subsumption degree
from C to D (denoted by C �c D) is defined as follows:

C �c D =
∑

P∈CNpri μ(D,C, P )

|CNpri|
, (5)

where | · | denotes the set cardinality and

μ(D,C, P ) =

{
1 if W(D,P ) = ∅

|W(D,P )∩W(C,P )|
|W(D,P )| otherwise

(6)

It is worth observing that if (|W(D,P ) ∩ W(C,P )|)/(|W(D,P )|) = 1, then
W(D,P ) ⊆ W(C,P ) holds (and vice versa). Using this observation, we can show
the following property.

Proposition 1. For any C,D ∈ Con(FL0), it follows that C �s D ≤ C �c D.

Proof. Fix any C,D ∈ Con(FL0). We show the following inequality:

|{P ∈ CNpri | W(D,P ) ⊆ W(C,P )}| ≤
∑

P∈CNpri

|W(D,P ) ∩ W(C,P )|
|W(D,P )|

Fix any P ∈ CNpri. We show inequality of the following three cases.
Case 1 (both W(D,P ) and W(C,P ) are identical): Let W(D,P ) =

{r1, . . . , rn} and W(C,P ) = {r1, . . . , rn}. Then, we show (W(D,P ) ⊆
W(C,P )) ≤ (|W(D,P ) ∩ W(C,P )|)/(|W(D,P )|) ⇐⇒ 1 ≤ 1.

Case 2 (both W(D,P ) and W(C,P ) share some commonalities): Let
W(D,P ) = {r1, . . . , rn, s1, . . . , sm} and W(C,P ) = {r1, . . . , rn, t1, . . . , to}.
Then, we show (W(D,P ) ⊆ W(C,P )) ≤ (|W(D,P ) ∩ W(C,P )|)/(|W(D,P )|)
⇐⇒ 0 ≤ (n)/(n + m).

Case 3 (both W(D,P ) and W(C,P ) do not share any commonalities):
Let W(D,P ) = {s1, . . . , sm} and W(C,P ) = {t1, . . . , to}. Then, we show
(W(D,P ) ⊆ W(C,P )) ≤ (|W(D,P ) ∩ W(C,P )|)/(|W(D,P )|) ⇐⇒ 0 ≤ (0/m). ��

Definition 5 (Ordering of Functions). Let α and β be different functions.
Then, α is more skeptical than or equal to β (denoted by α � β) if (C α D) ≤
(C β D) for all concepts C,D ∈ Con(L).



350 T. Racharak and S. Tojo

Proposition 2. Let C,D ∈ Con(FL0). Then, the following ordering holds:

� � �s � �c

Proof. Let us view � as a function which returns 1 if C � D holds for any
C,D or 0 otherwise. If C � D holds, then C �s D = C �c D = 1. Otherwise,
it immediately follows from Proposition 1 that C � D ≤ C �s D ≤ C �c D
together with considering C �� D as the value 0. ��
Theorem 2. Let C,D ∈ Con(FL0). Then, the following are equivalent:

1. C � D;
2. C �s D = 1; and
3. C �c D = 1.

Proof. Let C := ∀L1.A1 � · · · � ∀Ln.An and D := ∀M1.A1 � · · · � ∀Mn.An. We
need to show C � D ⇐⇒ C �s D = 1 and C �s D = 1 ⇐⇒ C �c D = 1.

(1 =⇒ 2) Assume C � D i.e. Mi ⊆ Li for i = 1, . . . , n. Then, we have
C �s D = 1.

(2 =⇒ 1) Assume C �s D = 1. This implies that Mi ⊆ Li for i = 1, . . . , n.
Thus, we conclude C � D.

(2 =⇒ 3) Assume C �s D = 1. We have C �c D = 1 (by Proposition 1).
(3 =⇒ 2) Assume C �c D = 1. This implies that Mi ⊆ Li for i = 1, . . . , n.

Thus, we conclude C �s D = 1. ��
We also provide a proof that both �s and �c can be computed in polynomial

time. We note that, in [13], a sketch proof was provided.

Theorem 3. Let L,M be sets of words over the alphabet of role names corre-
sponding to concepts C,D, respectively. The computational complexity of both
�s and �c is O(n|M ||L|), where n is the size of concepts C,D.

Proof. Let C := ∀L1.A1 � · · · � ∀Ln.An and D := ∀M1.A1 � · · · � ∀Mn.An,
where Li,Mi (1 ≤ i ≤ n) are sets of words over the alphabet of role names.
Checking the inclusion of finite languages (cf. Definition 3) and the proportion
of finite languages (cf. Definition 4) can be done in polynomial time, i.e. in the
worst case we have to check for all words w ∈ Mi and v ∈ Li whether w = v.
Each equality checking can be done in min(|w|, |v|) and such tests have to be
done for |Mi| · |Li|. Assume in the worst case that each Mi and Li are identical
i.e. |Mi| = |M | and |Li| = |L| for every i. Therefore, we have shown that both
measures are bound by O(n|M ||L|). ��
Definition 6 (Skeptical FL0 Subsumption Degree under π). Let C,D ∈
Con(FL0) be in their normal forms and W(E,A) be a set of words w.r.t. the
concept E and the primitive A. Then, a skeptical FL0 subsumption degree under
π from C to D (denoted by C

π�s D) is defined as follows:

C
π�s D =

∑

P∈CNpri

î(P ) · max
Q∈CNpri

{ŝ(P,Q)|W(D,P ) ⊆ W(C,Q)}
∑

P∈CNpri

î(P )
(7)
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where î : CNpri → [0, 2] is defined as:

î(x) =

{
ic(x) if x ∈ CNpriand ic is defined on x

1 otherwise;
(8)

and ŝ : CNpri × CNpri → [0, 1] is defined as:

ŝ(x, y) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if x = y

sc(x, y) if (x, y) ∈ CNpri × CNpri

and sc is defined on (x, y)
0 otherwise

(9)

Under a special setting of preference profile, the function π�s can be reduced
backward to �s. This means that π�s can be also used for a situation when
preferences are not given. Following the convention introduced in [12,16], let us
call this special setting the default preference profile (denoted by π0). We give
its formal definition as follows:

Definition 7 (Default Preference Profile). Let CNpri(T ) be a set of primi-
tive concept names occurring in T . The default preference profile, in symbol π0,
is the pair 〈ic0, sc0〉 where

ic0(A) = 1 for all A ∈ CNpri(T ) and

sc0(A,B) = 0 for all (A,B) ∈ CNpri(T ) × CNpri(T )

As for its syntactic sugar, let us denote a setting on π�s by replacing the
setting with π. For instance, we may write the setting with π0 as π0�s. In the
following, we show a more detailed proof from [13] that, under this special setting
on π�s, the computation produces the same outcome as �s.

Proposition 3. For any C,D ∈ Con(FL0), C
π0�s D = C �s D.

Proof. Recall by Definition 7 that default preference profile π0 is the pair 〈ic0, sc0〉.
Fix any C,D ∈ Con(FL0), we show that, under this special setting, C

π0�s D =
C �s D as follows:

C
π0�s D =

∑

P∈CNpri

1 · max
Q∈CNpri

{ŝ(P,Q)|W(D,P ) ⊆ W(C,Q)}
∑

P∈CNpri

1

=

1 ·
∑

P∈CNpri

max
Q∈CNpri

{ŝ(P,Q)|W(D,P ) ⊆ W(C,Q)}

|CNpri|

Since sc0 maps identity to 1 and else to 0,
∑

P∈CNpri

max
Q∈CNpri

{ŝ(P,Q)|W(D,P ) ⊆

W(C,Q)} = |{P ∈ CNpri | W(D,P ) ⊆ W(C,P )}|. We have shown that C
π0�s D =

C �s D. ��
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4 Properties of Concept Similarity Under Preference
Profile in Description Logic FL0

We recall from the step 3 discussed in the previous section that the degree of
concept similarity with (and without) regards to the agent’s preferences can be
determined from the two directional subsumption degree of each corresponding
direction. Mathematically, such aggregation can be defined as any binary oper-
ators accepting the unit interval e.g. the average, the multiplication, and the
root mean square. In the following, we include their actual definitions which are
the average-based definitions as given in [13]. As mentioned in step 1 discussed
in Sect. 3, Definitions 8 and 9 are the immediate results from the notion of sub-
sumption degree. Also, Definition 10 is the result from the notion of subsumption
degree under the agent’s preferences.

Definition 8 (Skeptical FL0 Similarity Degree). Let C,D ∈ Con(FL0).
The skeptical FL0 similarity degree between C and D (denoted by C ∼s D), is
defined as follows:

C ∼s D =
(C �s D) + (D �s C)

2
(10)

Definition 9 (Credulous FL0 Similarity Degree). Let C,D ∈ Con(FL0).
The credulous FL0 similarity degree between C and D (denoted by C ∼c D), is
defined as follows:

C ∼c D =
(C �c D) + (D �c C)

2
(11)

As aforementioned, other choices of the operator may be used. However,
redefining the aggregation operator may produce a different behavior. Relevant
discussions can be found in [12,13] in which some extreme cases were tested with
other binary operators accepting the unit interval.

The following propositions discuss about some inherited properties of the two
measures for FL0 concepts. That is, they are symmetric measures and preserve
ordering in the viewpoint of skepticism between relations.

Proposition 4 (Symmetry). Let C,D ∈ Con(FL0). The following holds:

1. C ∼s D = D ∼s C, and
2. C ∼c D = D ∼c C.

Proof. These are obvious by the average. ��

Proposition 5. Let C,D ∈ Con(FL0). Then, the following ordering holds3

≡ � ∼s � ∼c

3 See Definition 5 for the meaning of �.
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Proof. By average, it suffices to show � � �s � �c. This has already been
proven by Proposition 2. ��

Intuitively, the above property spells out that, for any C,D ∈ Con(FL0),
we have (C ≡ D) ≤ (C ∼s D) ≤ (C ∼c D). In particular, if C ≡ D, then
(C ∼s D) = (C ∼c D) = 1. It also tells us that both ∼s and ∼c can be used
to identify the equivalent degree between concepts when the equivalent relation
between them does not hold. In other words, they can be regarded as the elastic
versions of the concept equivalence.

Theorem 4. Let L,M be sets of words over the alphabet of role names corre-
sponding to concepts C,D, respectively. The computational complexity of both
∼s and ∼c is O(n|M ||L|), where n is the size of concepts C,D.

Proof. This is immediately followed from Theorem3 and the average. ��

We can also show that both ∼s and ∼c are decision procedures. That is,
they are sound i.e. the positive answers are correct. They are complete i.e. the
negative answers are correct. Furthermore, they are terminating i.e. they always
provide an answer in finite time.

Lemma 1 (Soundness). For any FL0 concepts C,D, it follows that:

– if C ∼s D ∈ (0, 1], then both C and D are similar to each other; and
– if C ∼c D ∈ (0, 1], then both C and D are similar to each other.

Proof. Fix any FL0 concepts C,D. By the average, it suffices to show:

– if C �s D ∈ (0, 1], then C is “partially subsumed” by D; and
– if C �c D ∈ (0, 1], then C is “partially subsumed” by D.

To show the first point, we assume that C ∼s D ∈ (0, 1]. By assumption
and Proposition 2, we know that C is partially subsumed by D (based on the
characterization of language inclusion).

We can also show the second point with an analogous manner. ��

Lemma 2 (Completeness). For any FL0 concepts C,D, it follows that:

– if both C and D are similar to each other, then C ∼s D ∈ (0, 1]; and
– if both C and D are similar to each other, then C ∼c D ∈ (0, 1].

Proof. Fix any FL0 concepts C,D. We show their contraposition i.e.

– if C ∼s D = 0, then both C and D are totally dissimilar to each other; and
– if C ∼c D = 0, then both C and D are totally dissimilar to each other.

To show the first point, we assume that C ∼s D = 0. By assumption and the
average, we know that C �s D = 0 and D �s C = 0. This means that both C
and D do not share any commonalities with each other. Hence, both C and D
are totally dissimilar to each other.

We can also show the second point with an analogous manner. ��
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Theorem 5. Both ∼s and ∼c are decision procedures.

Proof. We need to show that ∼s and ∼c are sound, complete, and terminating.
These are obvious by Lemmas 1, 2, and Theorem4, respectively. ��

Definition 10. Let C,D ∈ Con(FL0) be in their normal forms and π =
〈ic, ir, sc, sr, d〉 be a preference profile. Then, the skeptical FL0 similarity mea-
sure under preference profile π between C and D (denoted by C

π∼s D) is defined
as follows:

C
π∼s D =

C
π�s D + D

π�s C

2
(12)

Similar to Definitions 8 and 9, other choices of the aggregation operator may
be considered. However, it may produce a different behavior. Relevant discus-
sions can be also found in [12,13] in which some extreme cases were tested with
other binary operators accepting the unit interval.

The measure π∼s can be also used in the case that a preference profile is not
given by the agent. In such a case, we tune the profile setting to π0. That is,
computing π0∼s yields the degree of concept similarity measure merely w.r.t. the
structure of concept descriptions in question.

Theorem 6. Let C,D ∈ Con(FL0), C
π0∼s D = C ∼s D.

Proof. It immediately follows from Proposition 3, Definitions 8, and 10. ��

Theorem 6 tells us that π∼s is backward compatible in the sense that using
∼s with π = π0, i.e. π0∼s, coincides with ∼s. Technically speaking, π0∼s can be
used to handle the case of similar concepts regardless of the agent’s preferences.

In [12], four desirable properties of concept similarity measure under prefer-
ence profile were introduced. Symmetric property was one of them. The following
theorem shows that π∼s is a symmetric measure.

Theorem 7 (Symmetry). For any C,D ∈ Con(FL0), C
π∼s D = D

π∼s C.

Proof. Let Π be a countably infinite set of preference profile. Fix any π ∈ Π
and C,D ∈ Con(FL0), we have C

π∼s D = D
π∼s C by the average. ��

Theorem 8. Assume that a value from any preference functions is retrieved in
O(1). Let L,M be sets of words over the alphabet of role names corresponding
to C,D, respectively. Then, C

π∼s D ∈ O(|CNpri|2|L||M |).

Proof. Let C,D ∈ Con(FL0), π be any preference profile; and, let L,M be
sets of words over the alphabet of role names corresponding to C,D, respec-
tively. By Definition 10, we need to show that C

π�s D ∈ O(|CNpri|2|L||M |) and
D

π�s C ∈ O(|CNpri|2|L||M |). By the average, it suffices to show C
π�s D ∈

O(|CNpri|2|L||M |) as follows.
Checking the inclusion of finite similar languages can be done in polynomial

time i.e. to decide
∑

P∈CNpri

î(P ) · max
Q∈CNpri

{ŝ(P,Q) | W(D,P ) ⊆ W(C,Q)}, in the
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worst case we have to check for all possible pairs P ∈ CNpri and Q ∈ CNpri.
Such test can be done in time |CNpri||CNpri|. To decide W(D,P ) ⊆ W(C,Q) in
the inner loop, another polynomial time operation is also required i.e. we have
to check whether, for all words w ∈ W(D,P ), w ∈ W(C,Q) for checking the set
inclusion. This requires |L||M | numbers of the operation. The summation (cf.
the denominator of Definition 6) requires linear time i.e. in the size of CNpri. ��

In the following, we show π∼s is also a decision procedure, i.e. sound, complete,
and terminating, for deciding whether two given FL0 concepts are similar with
a particular degree under a given preference profile or not.

Lemma 3 (Soundness). Let π′ = 〈ic, ir, sc, sr, d〉 be any preference profile. For
any FL0 concepts C,D,

if C
π′
∼s D ∈ (0, 1], then both C and D are similar under π′ to each other,

Proof. Let C,D ∈ Con(FL0) and π′ be any preference profile. By the average,

it suffices to show that if C
π′
�s D ∈ (0, 1], then C is “partially subsumed” under

π′ by D.

Assume C
π′
�s D ∈ (0, 1]. By assumption, we know that (cf. Definition 6),

for some P ∈ CNpri, for some Q ∈ CNpri, it holds that î(P ) > 0, ŝ(P,Q) > 0,
and W(D,P ) ⊆ W(C,Q). This shows that C is partially subsumed under π′ by
D based on the characterization of language inclusion. ��

Lemma 4 (Completeness). Let π′ = 〈ic, ir, sc, sr, d〉 be any preference profile.
For any FL0 concepts C,D,

if both C and D are similar under π′ to each other, then C
π′
∼s D ∈ (0, 1],

Proof. Let C,D ∈ Con(FL0) and π′ be any preference profile. We show its

contraposition i.e. if C
π′
∼s D = 0, then both C and D are totally dissimilar

under π′ to each other.
Assume C

π′
∼ s D = 0. By assumption and the average, we know that

C
π′
�s D = 0 and D

π′
�s C = 0. This means that (cf. Definition 6), for any

P ∈ CNpri, for any Q ∈ CNpri, it does not hold that î(P ) > 0, ŝ(P,Q) > 0, and
W(D,P ) ⊆ W(C,Q). Also, for any P ∈ CNpri, for any Q ∈ CNpri, it does not
hold that î(P ) > 0, ŝ(P,Q) > 0, and W(C,P ) ⊆ W(D,Q). This means that both
C and D do not share any commonalities under π′ with each other. Hence, both
C and D are totally dissimilar under π′ to each other. ��

Theorem 9. π∼s is a decision procedure.

Proof. We need to show that π∼s is sound, complete, and terminating. These
are obvious by Lemmas 3, 4, and Theorem8, respectively. ��
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5 Related Work

Concept similarity has been widely studied in various fields, e.g. psychologi-
cal science, computer science, artificial intelligence, and linguistic literature.
Roughly, they can be classified into five ways, viz. path finding, information
content, context vector, structure similarity, and semantic similarity. We review
each way as follows.

The path finding approach requires to firstly construct the concept hierarchy.
That is, the more general concepts they are, the more they are closer to the root
of the hierarchy. Also, the more specific they are, the more they are closer to
the leaves of the hierarchy. Once the hierarchy is constructed, the degree of
concept similarity is computed from paths between concepts. Indeed, there are
various ways for determining the degree. For instance, [17] used a path length
between concepts according to successively either more specific concepts or less
specific concepts. A similar approach was introduced in [18] where the degree was
computed based on the shortest path between concepts. Ones may also assign
different weights to the role depth as in [19]. Unfortunately, this approach fully
relies on the concept hierarchy and ignores constraints defined in the ontology.

The information content approach augments each concept with a corpus-
based statistics. Generally, the information content of each concept in a hier-
archy is calculated based on the frequency of occurrence of that concept in a
corpus. The more specific concepts they are, the higher information content val-
ues of them will be. For instance, [20] defined the degree of similarity between
concepts as the information content of the least common subsumer of them. Intu-
itively, this measure was defined to calculate the degree of the shared information
between concepts. However, this approach requires a set of world descriptions
such as a text corpus; and also, may be not sufficient since many concept pairs
may share the same least common subsumer.

On the one hand, the first two approaches may utilize the concept hierarchy to
compute the degree of concept similarity. On the other hand, the context vector
totally relies on the vector representation. Roughly speaking, each concept is
represented by a context vector and the cosine of the angle between vectors is
used to determine the degree of similarity between related concepts. Work which
employs this approach includes [21–23].

Similarity can be measured based on the structure or the form tied to par-
ticular concepts. This approach has been shown to be useful for many natural
language processing tasks, in which sentences or words are represented by par-
ticular structures (e.g. strings, trees, etc.) and structure-based techniques are
developed to measure their similarity. For example, string edit distance is a way
of quantifying the degree of dissimilarity from one string to another by count-
ing the minimum number of operations required to transform one string to the
other. Work which employs this approach includes [24,25]. Another analogous
method is called tree edit distance [26], which considers the minimum number of
node edit operations for transforming one tree to another.

The semantic similarity approach basically uses the syntax and semantics of
DLs for the development of measures. A simple approach was proposed in [27]
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for the basic DL L0 (i.e. no use of roles). Later, the idea was extended in [9]
for the DL ELH. The extended work suggested a new framework that satisfied
several properties for similarity measure. The framework was defined in general;
thus, functions and operators were parameterized and were left to be specified.
A different approach for the same ELH was proposed in [10] in which the mea-
sure was developed based on the structural subsumption characterization of tree
homomorphism. Indeed, this approach had its root in the study of similarity
measure for the DL EL [28]. Later, it was extended to the DL ALEH in [29].
Furthermore, [30] suggested two measures for the DL FL0 based on the struc-
tural subsumption characterization of language inclusion. It is worth observing
that these measures calculated the degree of concept similarity according to the
structure of concept descriptions in question.

Instead of using the structure of concept descriptions, ones may try to com-
pute the degree based on an interpretation of concepts for semantic similarity.
These measures often employ the canonical interpretation and the set cardinality
such as work in [31,32]. Unfortunately, these measures strictly require an ABox.

Another approach for semantic similarity was proposed in [33]. This work
introduced a family of similarity measures in which a classical subsumption
reasoner was used to determine features for calculating the degree based on the
feature model.

While many similarity measures exist, a few of them utilize the agent’s pref-
erences for calculating the degree of concept similarity. In addition, existing
approaches may implicitly use the agent’s preferences in their computational
procedures; thus, it is not easy to investigate intended behaviors of similarity
measures if they are used under the agent’s preferences. An experiment in [34]
also suggests that measures should be made personalized to the target applica-
tion (e.g. the agent). To help such investigation, a general notion called concept
similarity measure under preference profile was introduced in [11] with the devel-
oped measure simπ for the DL ELH. This work was continuously studied in [12].
With an analogous development, [13] investigated the development of the mea-
sure π∼s for the DL FL0.

6 Discussion and Future Research

In [13], a measure was developed based on the calculation of subsumption degree
under preferences w.r.t. the two corresponding directions. Its underlying mech-
anism was generalized from the approach of identifying the subsumption degree
between FL0 concepts based on the recently introduced notion called preference
profile. Therefore, the measure could be regarded as an instance of concept sim-
ilarity measure under preference profile i.e. a binary function assigning a unit
interval under a given preference profile. This paper is an extended study of
[13], in which proofs of theorems about the inherited properties are studied in
detail. More specifically, we show the relationship between (1) concept subsump-
tion and subsumption degree functions, (2) a subsumption degree function and
a subsumption degree under preference profile function; and also, (3) we show
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that the developed measures are decision procedures i.e. they solve similarity
problems with “yes” or “no” answers. They say “yes” if the similarity degree
between two concepts are greater than 0 and say “no” otherwise.

In [11,12], the measure simπ was introduced as a concrete measure of concept
similarity measure under preference profile for the DL ELH4. On the one hand,
simπ allowed to fully define preferential expressions over all types of preference
profile. On the other hand, ones might still want to understand how concrete
measures of π∼ for other DLs should be developed. To answer this question,
[13] concentrated on another sub-Boolean DL, i.e. FL0. We recall that FL0

offers the constructors conjunction (�), value restriction (∀r.C), and the top
concept (�) (cf. Subsect. 2.1). The approach presented in [13] also differs to [12]
on the adopted characterization, i.e. the language inclusion. As an extended
study of [13], several of theorems on the results in the proceeding paper are
investigated. These tell us that the approaches developed in [13] (i.e. π∼s) can be
used to identify a subsumption degree (thus, an equivalent degree) between FL0

concepts, develop recommendation systems based on the agent’s preferences with
FL0 DL knowledge base, and solve various problems in knowledge engineering
and analogical reasoning in which their ontologies can be represented in FL0.

There are several possible directions for its future work. Firstly, we may try
to conduct an experiment on an appropriate ontology of real-world domains.
Similar experiments as conducted in [12] can be carried out. Secondly, we still
remain to show certain desirable properties (of concept similarity measure under
preference profile) introduced in [12] for the measure π∼s viz. equivalence invari-
ance, structural dependence, and preference invariance w.r.t. equivalence. This
work only shows that π∼s is symmetric. Thirdly, we are also interested to explore
similarity measures for more expressive DLs. Lastly, as reported in [34] about
the need of having multiple measures, it would be interesting to investigate the
possible classes of similarity measures w.r.t. their potential use cases and appli-
cations.
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Abstract. Nowadays social media are utilized by many people in order
to review products and services. Subsequently, companies can use this
feedback in order to improve customer experience. Facebook provided
its users with the ability to express their experienced emotions by using
five so-called ‘reactions’. Since this launch happened in 2016, this paper
is one of the first approaches to provide a complete framework for evalu-
ating different techniques for predicting reactions to user posts on public
pages. For this purpose, we used the FacebookR dataset that contains
Facebook posts (along with their comments and reactions) of the biggest
international supermarket chains. In order to build a robust and accurate
prediction pipeline state-of-the-art neural network architectures (con-
volutional and recurrent neural networks) were tested using pretrained
word embeddings. The models are further improved by introducing a
bootstrapping approach for sentiment and emotion mining on the com-
ments for each post and a data augmentation technique to obtain an even
more robust predictor. The final proposed pipeline is a combination of a
neural network and a baseline emotion miner and is able to predict the
reaction distribution on Facebook posts with a mean squared error (or
misclassification rate) of 0.1326.

Keywords: Emotion mining · Social media · Deep learning
Natural language processing

1 Introduction

The ubiquitous use of social media has raised the need to improve techniques of
analyzing short text messages’ content and improve performance on tasks like
topic modeling, topic classification, sentiment analysis, etc. Social media pages
related to (and managed by) firms/companies are drowned in content posted
every day by users who share their customer experience. These large amounts of
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data can be further analyzed and grasp the feelings, emotions and sentiments of
the users which has yielded many research works with applications in political
science, social sciences, business, education, etc. [1–3].

Customer experience (CX) represents a holistic perspective on customer
interactions with a firm’s products and/or services. If managers have enough
information about customer experiences with product and service offerings,
then it is possible to quantify these and through standardized measurements
to improve future actions and decisions. The rise of social media analytics [4]
offers managers a tool to manage this process since customer data (in terms of
reviews and content sharing) are widely available in social media.

This paper is building on authors’ previous work [5] on identifying the sen-
timent and emotion of Facebook posts and trying to predict user reactions and
to our knowledge it was the first research work on working with Facebook posts
reactions. Analyzing Facebook posts can help firm managers to better manage
posts by allowing customer care teams to reply faster to unsatisfied customers or
maybe even delegate posts to employees based on their expertise. Also, it would
be possible to estimate how the reply on a post affects the reaction from other
customers.

The main goals and contributions of this paper are the following: (a) highlight
the use of an (augmented) dataset which can be used for predicting reactions on
Facebook posts, useful for both machine learners and marketing experts and (b)
perform improved sentiment analysis and emotion mining to Facebook posts and
comments of several supermarket chains by predicting the distribution of the user
reactions. Firstly, sentiment analysis and emotion mining baseline techniques are
utilized in order to analyze the sentiment/emotion of a post and its comments.
Afterwards, neural networks with pretrained word embeddings are used in order
to accurately predict the distribution of reactions to a post. Combination of the
two approaches gives a working final ensemble which leaves promising directions
for future research.

The remainder of the paper is organized as follows. Section 2 presents related
work about sentiment and emotion analysis on short informal text like from
Facebook and Twitter. The dataset along with any pre-processing and augmen-
tation steps are described in Sect. 3, followed by the model (pipeline) description
in Sect. 4. Section 5 presents the detailed experimental results and finally, Sect. 6
concludes the paper and presents future research directions.

2 Related Work

Deep learning based approaches have recently become more popular for sen-
timent classification since they automatically extract features based on word
embeddings. Convolutional Neural Networks (CNN), originally proposed in [6]
for document recognition, have been extensively used for short sentence senti-
ment classification. [7] uses a CNN and achieves state-of-the art results in senti-
ment classification. They also highlight that one CNN layer in the model’s archi-
tecture is sufficient to perform well on sentiment classification tasks. Recurrent
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Neural Networks (RNN) and more specifically their variants Long Short Term
Memory (LSTM) networks [8] and Gated Recurrent Units (GRU) networks [9]
have also been extensively used for sentiment classification since they are able
to capture long term relationships between words in a sentence while avoiding
vanishing and exploding gradient problems of normal recurrent network archi-
tectures [10]. [11] proves that combining different architectures, such as CNN
and GRU, in an ensemble learner improves the performance of individual base
learners for sentiment classification, which makes it relevant for this research
work as well.

Most of the work on short text sentiment classification concentrates around
Twitter and different machine learning techniques [12–15]. These are some exam-
ples of the extensive research already done on Twitter sentiment analysis. Not
many approaches for Facebook posts exist, partly because it is difficult to get a
labeled dataset for such a purpose.

Emotion lexicons like EmoLex [16] can be used in order to annotate a corpus,
however, results are not satisfactory and this is the reason that bootstrapping
techniques have been attempted in the past. For example, [17] propose such
a technique which enhances EmoLex with synonyms and then combines word
vectors [18] in order to annotate more examples based on sentence similarity
measures.

Recently, [19] presented some first results which associate Facebook reactions
with emojis but their analysis stopped there. [20] utilized the actual reactions on
posts in a distant supervised fashion to train a support vector machine classifier
for emotion detection but they are not attempting at actually predicting the
distribution of reactions.

Moreover, analysis of customer feedback is an area which gains interest for
many companies over the years. Given the amount of text feedback available,
there are many approaches around this topic, however none of them are handling
the increasing amounts of information available through Facebook posts. For
the sake of completeness, we highlight here some these approaches. Sentiment
classification [21–23] deals only with the sentiment analysis (usually mapping
sentiments to positive, negative and neutral (or other 5-scale classification)) and
similarly emotion classification [24,25] only considers emotions. Some work exists
on Twitter data [26] but does not take into account the reactions of Facebook.
Moreover, work has been conducted towards customer review analysis [27–29]
but none of them are dealing with the specific nature of Facebook (or social
media in general).

Due to the lack of enough labeled data, data augmentation is necessary to
extend the dataset for systems like neural networks. Typically, data augmenta-
tion for images is done by adding noise, or transforming the image like rotating
or scaling [30]. Also, for time-series data of signals like sensory data, one is able
to add a certain amount of noise to augment the dataset. Recent approaches like
[31–34] augment image data by using Generative Adversarial Networks (GANs)
to generate new data that is based on the given data distribution. However, aug-
menting text is still a weakly researched area as it is a complex problem. There
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is no Gaussian noise, no rotation or translation that can be made to augment the
text. Instead, [35] use a thesaurus to enhance the dataset by replacing words of
the training text with synonyms. They report that they receive the best results
when using the thesaurus data augmentation.

In this work, we show how we can create a big enough dataset using standard
NLP tools and augmentation techniques. Then we demonstrate how the com-
bination of traditional sentiment and emotion mining techniques with modern
neural network architectures can help accurately predicting the distribution of
reactions on Facebook posts.

3 Dataset Construction

Our dataset consists out of Facebook posts on the customer service page of 12
US/UK big supermarket/retail chains, namely Tesco, Sainsbury, Walmart, Aldi
UK, The Home Depot, Target, Walgreens, Amazon, Best Buy, Safeway, Macys
and publix. The vast majority of these posts are initiated by customers of these
supermarkets. In addition to the written text of the posts, we also fetch the
Facebook’s reaction matrix1 as well as the comments attached to this post made
by other users. Such reactions only belong to the initial post, and not to replies to
the post since the feature to post a reaction on a reply has only been introduced
very recently (May 2017) and would result in either a very small dataset or
an incomplete dataset. These reactions include like, love, wow, haha, sad, angry
as shown in Fig. 1. This form of communication was introduced by Facebook on
February 24th, 2016 and allows users to express an ‘emotion’ towards the posted
content.

Fig. 1. The Facebook reaction icons that users are able to select for an original post [5].

In total, there were more than 70,000 posts without any reaction. Apart from
this problem, people are using the ‘like’ reaction not only to show that they like
what they see/read but also to simply tell others that they have seen this post
or to show sympathy. This results in a way too often used ‘like’-reaction which
is why likes could be ignored in the constructed dataset. So, instead of using all
crawled data, the developed models will be trained on posts that have at least one
other reaction than likes. After applying this threshold the size of the training

1 http://newsroom.fb.com/news/2016/02/reactions-now-available-globally/.

http://newsroom.fb.com/news/2016/02/reactions-now-available-globally/
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Fig. 2. Amount of survived posts for different thresholds including/excluding likes [5].

set reduced from 70,649 to 25,969. The threshold of 1 is still not optimal since it
leaves much space for noise in the data (e.g. miss-clicked reactions) but using a
higher threshold will lead to extreme loss of data. Statistics on the dataset and
on how many posts ‘survive’ by using different thresholds can be seen in Fig. 2.

Exploratory analysis on the dataset shows that people tend to agree in the
reactions they have to Facebook posts (which is consistent for building a pre-
diction system), i.e. whenever there are more than one types of reactions they
seem to be the same in a great degree (over 80%) as can be seen in Fig. 3. In
addition, Fig. 4 shows that even by excluding the like reaction, which seems to
dominate all posts, the distribution of the reactions remains the same, even if
the threshold of minimum reactions increases. Using all previous insights and
the fact that there are 25,969 posts with at least one reaction and since the like
reaction dominates the posts, we chose to include posts with at least one reaction
which is not a like, leading to finally 8,103 posts. Full dataset is available2.

3.1 Pre-processing

Pre-processing on the dataset is carried out using the Stanford CoreNLP parser
[36] and includes the following steps:

– Convert everything to lower case
– Replace URLs with “ URL ” as a generic token
– Replace user/profile links with “ AT USER ” as a generic token
2 https://github.com/jerryspan/FacebookR.

https://github.com/jerryspan/FacebookR
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Fig. 3. Reaction match when there is more than one type [5].

Fig. 4. Distribution of reactions with different minimum thresholds [5].

– Remove the hash from a hashtag reference (e.g. #hashtag becomes “hashtag”)
– Replace three or more occurrences of one character in a row with the character

itself (e.g. “looooove” becomes “love”)
– Remove sequences containing numbers (e.g. “gr34t”).

Afterwards, each post is split using a tokenizer based on spaces and after
some stop-word filtering the final list of different tokens is derived. Since pre-
processing on short text has attracted much attention recently [37], we also
demonstrate the effect of it on the developed models in the Experiments section.
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3.2 Data Augmentation

As mentioned in the previous subsection, our final dataset consists of 8,103 rele-
vant posts. However, this is a relatively small amount of data which might lead to
unsatisfying results or to overfitting depending on the network architecture. We
noticed that the networks are overfitting after several epochs when using such
a small dataset and this raised the need for performing data augmentation. We
used the same approach like [35], namely a thesaurus data augmentation. Similar
to image data augmentation, thesaurus data augmentation tries to change the
form but not the underlying features of textual sentences. This is achieved by
replacing words that have the same meaning (synonyms). Therefore, the under-
lying feature, namely the semantics, is not changed. The augmentation pipeline
is as follows:

1. Collect all posts that at least have one reaction except ‘likes’.
2. Annotate each word within each post with a Part-of-Speech (POS) tag and

split sentences using the CoreNLP Server.
3. Use NLTK [38] with WordNet [39] to request the closest synonym of each

noun, adjective and verb.
4. Build new posts by replacing original words with their closest synonyms.
5. Finally, save the new posts with the same reactions as the original post in

the database.

The data augmentation process increased the number of relevant posts from
8,103 to 486,471, which of course is a massive increase of the volume. We are
aware of the fact, that there might be some error cases (due to e.g. language
properties or when the closest synonym does not make sense). In Sect. 5, we
evaluate the difference between training with original data and with augmented
data and how it affects the results.

4 Reaction Distribution Prediction System Pipeline

In this Section, the complete prediction system is described. There are three core
components: emotion mining applied to Facebook comments, artificial neural
networks that predict the distribution of the reactions for a Facebook post and
a combination of the two in the final prediction of the distribution of reactions.

4.1 Emotion Mining

The overall pipeline of the emotion miner can be found in Fig. 5. The first step
is to split posts into sentences and pre-process the sentences by using CoreNLP.
The processed sentences are then tokenized to be fit into a word-based emotion
classifier, that allows one to annotate an emotion set to each word and therefore,
to each sentence. However, the word-based classifier will not be able to annotate
all words. The last step is a Support Vector Machine that predicts the emotions
of the left non-annotated sentences. In the end, we are annotated the complete
data set by processing through the emotion pipeline.
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Fig. 5. Emotion miner pipeline [5].

The emotion lexicon that we utilize is created by [16] and is called NRC
Emotion Lexicon (EmoLex). This lexicon consists of 14,181 words with eight
basic emotions (anger, fear, anticipation, trust, surprise, sadness, joy, and dis-
gust) associated with each word in the lexicon. It is possible that a single word
is associated with more than one emotion. An example can be seen in Table 1.
Annotations were manually performed by crowd-sourcing.

Table 1. Examples from EmoLex showing the emotion association to the words ‘abuse’
and ‘shopping’ [5].

Anger Anticipation Disgust Fear Joy Sadness Surprise Trust

abuse 1 0 1 1 0 1 0 0

shopping 0 1 0 0 1 0 1 1

Inspired by the approach of [17], EmoLex is extended by using WordNet
[39]: for every synonym found, new entries are introduced in EmoLex having
the same emotion vector as the original words. By applying this technique the
original database has increased in size from 14,181 to 31,485 words that are
related to an emotion vector. The lexicon can then be used to determine the
emotion of the comments to a Facebook post. For each sentence in a comment,
the emotion is determined by looking up all words in the emotion database
and the found emotion vectors are added to the sentence emotion vector. By
merging and normalizing all emotion vectors, the final emotion distribution for
a particular Facebook post, based on the equivalent comments, can be computed.
However, this naive approach yielded poor results, thus several enhancements
were considered, implemented and described in Subsect. 4.1.

Negation Handling. The first technique that was used to improve the quality
of the mined emotions is negation handling. By detecting negations in a sentence,
the ability to ‘turn’ this sentiment or emotion is provided. In this paper, only
basic negation handling is applied since the majority of the dataset contains only
small sentences and this is sufficient for our goal. The following list of negations
and pre- and suffixes are used for detection (based on work of [40]) (Table 2):
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Table 2. Negation patterns [5] that we use for the negation handling. Those are stan-
dard negations, prefixes and suffixes used in the normal life.

Negations no, not, rather, wont, never, none,
nobody, nothing, neither, nor,
nowhere, cannot, without, n’t

Prefixes a, de, dis, il, im, in, ir, mis, non,
un

Suffixes less

The following two rules are applied:

1. The first rule is used when a negation word is instantly followed by an
emotion-word (which is present in our emotion database).

2. The second rule tries to handle adverbs and past particle verbs (POS tags:
RB, VBN). If a negation word is followed by one or more of these POS-tags
and a following emotion-word, the emotion-word’s value will be negated. For
example this rule would apply to ‘not very happy’.

There are two ways to obtain the emotions of a negated word:

1. Look up all combinations of negation pre- and suffixes together with the word
in our emotion lexicon.

2. If there is no match in the lexicon a manually created mapping is used between
the emotions and their negations. This mapping is shown in Table 3.

Table 3. Mapping between emotion and negated emotions [5].

Anger Anticipation Disgust Fear Joy Sadness Surprise Trust

Anger 0 0 0 0 1 0 0 0

Anticipation 0 0 0 0 1 0 1 0

Disgust 0 0 0 0 1 0 0 1

Fear 0 0 0 0 1 0 0 1

Joy 1 0 1 1 0 1 0 0

Sadness 0 0 0 1 0 0 0 0

Surprise 0 1 0 0 0 0 0 1

Trust 0 0 1 0 0 0 1 0

Sentence Similarity Measures. [17]’s approach is using word vectors [18]
in order to calculate similarities between sentences and further annotate sen-
tences. In the context of this paper, a more recent approach was attempted [41],
together with an averaging word vector approach for comparison. [41] creates a
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Fig. 6. Precision-Recall (ROC) curve using a linear SVM in an one-versus-all classifier
[5]. The average precision recall has an area of about 0.93. The best precision-recall is
achieved by the anticipation class as it has the most significant samples in the training
set. The worst score is surprisingly reached by the disgust class. One would think that
the disgust class has striking word representations and patterns.

representation for a whole sentence instead of only for one word as word2vec.
The average word vector approach is summing up the word vector of each word
and then taking the mean of this sum. To find a similarity between two sen-
tences, one then uses the cosine similarity. Surprisingly, both approaches return
comparable similarity scores. One main problem which occurred here is that two
sentences with different emotions but with the same structure are measured as
‘similar’. This problem is exemplified with an example:

Sentence 1: "I really love your car."
Sentence 2: "I really hate your car."
Sentence2Vec similarity: 0.9278
Avg vector similarity: 0.9269

This high similarity is problematic since the emotions of the two sentences are
completely different. Also, one can see that the two models output almost the
same result and that there is no advantage by using the approach of [41] over
the simple average word vector approach. Hence, the sentence similarity measure
method to annotate more sentences is not suited for this emotion mining task
because one would annotate positive emotions to a negative sentence. Therefore,
sentence similarity measurement is not used for our pipeline.
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Classification of Not Annotated Sentences. If after executing these
enhancement steps any non-emotion-annotated sentences remain, then a Sup-
port Vector Machine (SVM) is used to estimate the emotions of these sentences
based on the existing annotations. The SVM is trained as a one-versus-all classi-
fier with a linear kernel (8 models are trained, one for each emotion of EmoLex)
and the TF-IDF model [42] is used for providing the input features. The input
consists of a single sentence as data (transformed using the TF-IDF model) and
an array of 8 values representing the emotions as a label. With a training/test-
split of 80%/20%, the average precision-recall is about 0.93. Full results of the
SVM training can be seen in Fig. 6 together with the precision-recall curve for
all emotions. The result in this case was judged to be sufficient in order to utilize
it for the next step, which is the reaction prediction and is used as presented
here.

4.2 Reaction Distribution Predictor

In order to predict the distribution of the post reactions, neural networks are
built and trained using TensorFlow [43]. Two networks were tested, based on
literature research: a Convolutional Neural Network (CNN) and a Recurrent
Neural Network (RNN) that uses LSTMs.

Both networks start with a word embedding layer. Since the analyzed posts
were written in English, the GloVe [44] pre-trained embeddings (with 50 as
a vector dimension) were used. Moreover, posts are short texts and informal
language is expected, thus we opted for using embeddings previously trained on
Twitter data instead of the Wikipedia versions.

Fig. 7. A convolutional network architecture example [5]. The text input is vectorized
with a pre-trained word embedding and then fed into the network. The convolutions
extract meaningful features and the softmax activation forces the output to be a dis-
tribution output. (Color figure online)
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CNN. The CNN model is based on existing successful architectures (see [7])
but is adapted to give a distribution of reactions as an output. An overview of
the used architecture is provided in Fig. 7.

First issue to be handled with CNNs is that since they deal with variable
length input sentences, padding is needed so as to ensure that all posts have the
same length. In our case, we padded all posts to the maximum post length which
also allows efficient batching of the data. In the example of Fig. 7 the length of
the sentence is seven and each word xi is represented by the equivalent word
vector (of dimension 50).

The convolutional layer is the core building block of a CNN. Common pat-
terns in the training data are extracted by applying the convolution operation
which in our case is limited into 1 dimension: we adjust the height of the filter,
i.e. the number of adjacent rows (words) that are considered together (see also
red arrows in Fig. 7). These patterns are then fed to a pooling layer. The pri-
mary role of the pooling layer is to reduce the spatial dimensions of the learned
representations (that’s why this layer is also known to perform down sampling).
This is beneficial, since it controls for over-fitting but also allows for faster com-
putations. Finally, the output of the pooling layer is fed to a fully-connected
layer (with dropout) which has a softmax as output and each node corresponds
to each predicted reaction (thus we have six nodes initially). However, due to
discarding like reaction later on in the research stage, the effective number of
output nodes was decreased to five (see Experiments). The softmax classifier
computes a probability distribution over all possible reactions, thus provides a
probabilistic and intuitive interpretation.

Fig. 8. Recurrent network architecture example [5]. As in the CNN example, the input
text is converted to word embeddings. The words are then inserted step per step until
the last layer that outputs the distribution with a softmax function.

RNN. Long short-term memory networks (LSTM) were proposed by [8] in order
to address the issue of learning long-term dependencies. The LSTM maintains a
separate memory cell inside it that updates and exposes its content only when
deemed necessary, thus making it possible to capture content as needed. The
implementation used here is inspired by [45] and an overview is provided in
Fig. 8.
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An LSTM unit (at each time step t) is defined as a collection of vectors:
the input gate (it), the forget gate (ft), the output gate (ot), a memory cell
(ct) and a hidden state (ht). Input is provided sequentially in terms of word
vectors (xt) and for each time step t the previous time step information is used
as input. Intuitively, the forget gate controls the amount of which each unit
of the memory cell is replaced by new info, the input gate controls how much
each unit is updated, and the output gate controls the exposure of the internal
memory state.

In our case, the RNN model utilizes one recurrent layer (which has 50 LSTM
cells) and the rest of the parameters are chosen based on current default working
architectures. The output then comes from a weighted fully connected 5-class
softmax layer. Figure 8 explains the idea of recurrent architecture based on an
input sequence of words.

4.3 Prediction Ensemble

The final reaction ratio prediction is carried out by a combination of the neural
networks and the mined emotions on the post/comments. For a given post, both
networks provide an estimation of the distributions, which are then averaged
and normalized. Next, emotions from the post and the comments are extracted
following the process described in Sect. 4.1. The ratio of estimations and emotions
are combined into a single vector which is then computed through a simple
regression model, which re-estimates the predicted reaction ratios. The whole
pipeline combining the emotion miner and the neural networks can be seen in
Fig. 9 and experimental results are presented in the next Section.

Fig. 9. Complete pipeline for the final prediction of the reaction distributions [5].
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5 Experiments

Several experiments were conducted in order to assess different effects on the
reaction distribution prediction. Firstly, the effect of pre-processing on posts
is examined in Subsect. 5.1. Since Facebook reactions were not introduced too
long ago, a lot of posts in the dataset still contain primarily like reactions.
This might lead to uninteresting results as described in the Dataset Section and
in Subsect. 5.2. Finally, Subsect. 5.3 discusses the training with respect to the
mean squared error (MSE) for CNN and RNN models, as well as the effect of
the combined approach.

As mentioned before, both networks utilized the GloVe pre-trained embed-
dings (with size 50). Batch size was set to 16 for the CNN and 100 for the
RNN/LSTM.

CNN used 40 filters for the convolution (with varying height sizes from 3
to 5), stride was set to 1 and padding to the maximum post length was used.
Rectified Linear Unit (ReLU) [46] activation function was used.

Learning rate was set to 0.001 and dropout was applied to both networks
and performance was measured by the cross entropy loss with scores and labels
with L2-regularization [47]. Mean Squared Error (MSE) is used in order to assess
successful classifications (which effectively means that every squared error will
be a 0) and in the end MSE is just the misclassification rate of predictions.

5.1 Raw Vs Pre-processed Input

In order to assess the effect of pre-processing on the quality of the trained models,
two versions for each neural network were trained. One instance was trained
without pre-processing the dataset and the other instance was trained with the
pre-processed dataset. Results are cross-validated and here the average values are
reported. Figure 10 indicates that overall the error was decreasing or being close
to equal (which is applicable for both CNN and RNN). The x-axis represents the
minimum number of ‘non-like’ reactions in order to be included in the dataset.
It should be noted that these models were trained on the basis of having 6
outputs (one for each reaction), thus the result might be affected by the skewed
distribution over many ‘like’ reactions. This is the reason that the pre-processed
version of CNN performs very well for posts with 5 minimum reactions and
very bad for posts with 10 minimum reactions In addition, the variance for the
different cross-validation results was high. In the next subsection we explore
what happens after the removal of ‘like’ reactions.

5.2 Exclusion of Like Reactions

Early results showed that including the original like reaction in the models would
lead to meaningless results. The huge imbalanced dataset led to predicting a
100% ratio for the like reaction. In order to tackle this issue, the like reactions are
not fed into the models during the training phase (moreover the love reaction can
be used for equivalent purposes, since they express similar emotions). Figure 11
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Fig. 10. Effect of pre-processing on different models [5].

shows an increase of the error when the likes are ignored. The explanation for this
increase is related to heavily unbalanced distribution of like reactions: Although
there is an increase in the error, predictions now are more meaningful than
always predicting a like ratio close to 100%. After all, it is the relative reaction
distribution that we are interested in predicting.

5.3 Ensemble Performance

Table 4 summarizes the testing error for the CNN and RNN with respect to the
same split dataset and by also taking the validation error into account. One
can see that RNN performs better than CNN, although it requires additional
training time. Results are cross-validated on 10 different runs and variances are
presented in the Table as well.

Table 4. RNN and CNN comparison after cross-validation [5].

MSE # Epochs

CNN 0.186 (+- 0.023) 81

RNN 0.159 (+- 0.017) 111

Combined results for either of the networks and the emotion miner can be
seen in Fig. 12. The networks themselves have the worst results but an average
combination of both is able to achieve a better result. Optimal result is achieved
by the emotions + cnn combination, although this difference is not significantly
better than other combinations. These results can be boosted by optimizing the
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Fig. 11. Effect of inclusion/exclusion of likes on different models [5].

Fig. 12. Performance results for different combinations of the neural networks and
emotions [5].

hyperparameters of the networks and also by varying different amount of posts.
As a conclusion one can say that using emotions to combine them with neural
network output improves the results of prediction.

5.4 Initial Data Vs Augmented Data

In this section we compare the initial dataset with the augmented dataset. The
augmentation method is described in Sect. 3.2.
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Fig. 13. Mean squared error of the three different models with and without augmented
data.

Figure 13 shows that using augmented data improves the result of all three
networks. But even the CNN, on which the data augmentation had the highest
impact, could decrease its error by only 4.5% while the RNN changed by 4.2%.
The combined network, which was the best performing model already, barely
changed at all (0.6%). Even though the data augmentation improved our results
the changes were not as significant as we hoped them to be. The reason could be
that even though we achieved much more training data most of the posts still
have very few reactions and hence are weak against noise. Those noisy posts are
even multiplied due to data augmentation and leads to a higher error. Another
reason might be that each original post has been augmented multiple times. In
each of these copies we replaced a single word with the best matching synonym
and copied reactions and emotions of the original post. This leads to a high
number of similar posts that each have the exact same label. This could be
reduced by adding some small Gaussian noise to the labels of each augmented
copy. Since using both, the neural network’s predictions and mined emotions,
proofed to be a successful combination earlier (see Fig. 12) we also tried to do
that but it seems that the emotion miner does not work well on the augmented
dataset. The results were much worse and especially the mean squared error of
the RNN increased drastically as shown in Fig. 14.

5.5 Visualization

Finally, we present a simple, yet effective visualization environment which high-
lights the results of the current paper, that can be found in Fig. 15. In this figure,
one can see at the input field of the Facebook post on the top and then four



378 T. Moers et al.

Fig. 14. Mean squared error of the three different models using the augmented dataset
and the mined emotions.

Fig. 15. Example visualization containing all components of SEMTec [5]. The user is
able to write a post and to see the predicted reactions, an emotions pie diagram and
an emotion and sentiment word highlighting of the input.

different result panels: the first one shows the reaction distribution, the second
panel shows the proportions of the eight emotions, the third panel highlights the
emotions (and by hovering, one can see the total shows the overall distribution
(vector of eight)) and the fourth panel shows the highlighting of the sentiments.
The visualization enabled us to analyze the network in a more interactive way
and to point out where it fails and where it works. Also, it gives a good overview
of the different components that this paper uses.
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6 Conclusion

In this paper we presented and shared a dataset containing Facebook posts (with
their reactions and comments) taken from public pages of several big super-
market chains. A framework for predicting the post reaction distribution was
described and the effect of using the initial (small) dataset with an augmented
(large) dataset was presented. We were able to show that data augmentation
improved the quality of our neural networks by reducing the overall error for
all three models. Our experiments demonstrate that combining a traditional
emotion/sentiment mining technique with the output of modern neural network
architectures can effectively predict the Facebook reactions. Furthermore, since
most research works focus on sentiment analysis, our paper also contributes
towards putting emotion analysis to the spotlight (especially in a social media
context). Finally, the scrapped dataset developed during this work is available
for other researchers and can be also used as a baseline for performing further
experiments. It is in our future goals to further curate the dataset and more
accurately evaluate the emotion mining part by using the MPQA corpus [48].

Despite recent distrust towards social media, it is clear that a transparent
system which utilizes Facebook reaction predictions can enhance customer expe-
rience analytics. Identifying the emotion/reaction prediction of a post in almost
real-time can be used to provide effective and useful feedback to customers and
improve their experience. As long as page owners provide accurate recommen-
dations and answers to complaints that are transparent and clear to the users,
such a machine learning system remains extremely useful.

For future work, we plan to incorporate information that is currently not
used in the dataset. That includes the reaction of the page owner and could con-
tain useful information on how the post was addressed (or could be addressed).
Another direction would be to combine the images that users attach to their
posts with the actual text content. This synergy can reveal more about the sen-
timent/emotion of the user and can potentially highlight new directions in the
language/vision domain. Since we are dealing with the social media domain,
using external parameters (e.g. popularity of the post/poster, inclusion of other
media external links, etc.), would also be a promising direction.

Finally, once there are enough posts (with potential comments) and resolu-
tions from the page owner, we could build an automated reply system that based
on the content of the post and the subsequent emotion/sentiment would be able
to provide feedback to the customers in a minimal amount of time with minimal
human intervention.
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Abstract. This work elaborates on the theoretical results of the gamma-
star reduction calculus and its potentials for applications in AI and other
intelligent technologies. We strengthen the computational properties of
the extended gamma-star calculus, by employing a stricter gamma-star
rule and adding a formal, recursive definition of the gamma-star canon-
ical forms. A term in a gamma-star normal form provides the algorithm
for computing its denotation, without unnecessary calculations that can
be required by the initial terms. The extended gamma-star reduction
calculus redices every term to its gamma-star normal form.

Keywords: Recursion · Types · Semantics · Algorithmic semantics
Denotation · Canonical computations

1 Introduction

In a sequence of papers, Moschovakis [25–27], introduced a new approach to
the mathematical notion of algorithm, by the concept of recursion and mutu-
ally recursive computations. The approach, as a class of Theories of Moschovakis
Recursion, uses formal languages of recursion with semantic distinctions between
denotations of formal terms and algorithms for computing the denotations. That
is, a major feature of these theories is that their formal languages have two
semantic layers: denotational and algorithmic semantics. The initial work on
untyped theory of algorithms is the basis of type-theory of recursion, as formali-
sation of the concepts of algorithmic computations in typed models of functional
spaces. Moschovakis [28] introduced the initial, standard higher-order theory Lλ

ar

of acyclic algorithms, by demonstrating its potentials for applications to algorith-
mic semantics of human language. Such applications are analogous to semantics
of programming languages, where a given denotation can be computed by dif-
ferent algorithms.

Our ongoing work is on extending the expressiveness of Lλ
ar by development

of a class of formal languages and theories of typed, acyclic recursion, for cov-
ering various computational aspects of the mathematical concept of algorithm.
We target development of formal systems and calculi, for applications to contem-
porary intelligent systems. In particular, we develop a class of type-theories of
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algorithms, which have more adequate computational applications in Artificial
Intelligence (AI), by covering context dependent algorithms that depend on AI
agents and other contextual parameters. For instance, such work was initiated
in Loukanova [6,12,20].

Collectively, we call the classes of Moschovakis typed theories of acyclic and
full recursion, respectfully, typed theory of acyclic recursion (TTofAR) and typed
theory of (full) recursion (TTofR).

TTofAR has potentials for applications to algorithmic semantics of formal
and natural languages. Among the formal languages, we consider applications to
semantics of programming languages, formalisation of compilers, languages used
in database systems, data science, and many areas of AI, including robotics. For
instance, the untyped theory of recursion, introduced in Moschovakis [25,27],
is applied in Hurkens et al. [2] to model reasoning. The potentials of typed,
acyclic recursion have been used in various applications, in particular, to com-
putational semantics of human language, starting with the introduction of Lλ

ar,
see Moschovakis [28]. Application of Lλ

ar to logic programming in linguistics and
cognitive science is given in Van Lambalgen and Hamm [1].

We have initiated extending the original Lλ
ar, to provide more powerful expres-

siveness of Lλ
ar for applications to AI and intelligent systems. For example, see

Loukanova [3–14,24], for applications of Lλ
ar to computational semantics and

computational syntax-semantics interface of human language. For broader appli-
cations to computational neuroscience and AI, see Loukanova [17–20]. By adding
polymorphism, the work in [18] offers potentials for varieties of applications with
polymorphic, or otherwise parametric, types. The work in Loukanova [15–17,22]
provides a formal technique for applications of Lλ

ar and its extended versions to
data science, for representation of factual and situated content of underspecified
and partial information. The work Loukanova [19,21] extends Lλ

ar and provides a
basis for applications to computational neuroscience for mathematical modeling
of neural structures and connections.

In this paper, at first, we present the standard reduction calculus of the type-
theory Lλ

ar of acyclic recursion, which effectively reduces terms to their canonical
forms. By this, we extend mildly the original reduction calculus Moschovakis [28]
by extending the congruence relation between terms to accommodate terms with
empty sequences of recursion assignments. This does not affect the theoretical
results of Lλ

ar, while extending original reduction calculus to handle such spe-
cial expressions as Lλ

ar-terms, instead of abbreviations. The standard reduction
calculus of Lλ

ar, originally and also by including these special terms, determines
a strong algorithmic equivalence between Lλ

ar-terms. In the rest of the paper,
we present our contribution. We extend the reduction calculus of Lλ

ar to a strict
γ∗-reduction calculus, denoted also, in words, by gamma-star reduction calculus.
The γ∗-reduction calculus is very useful for simplifying terms, by eliminating
sub-terms having superfluous sequences of λ-abstraction and corresponding spu-
rious functional applications. We give motivation by using abstract examples,
because the theory has broader applications, not only for semantics of human
language, but also in other intelligent technologies. For better understanding,
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we give supplementary examples that render expressions of human language to
Lλ
ar-terms. The theory has direct potentials for applications to computerised pro-

cessing of human language, including, in large-scale, computational grammars of
human language, and various approaches to Natural Language Processing (NLP)
in AI.

This paper is an extended work based on Loukanova [23], where we briefly
presented a simpler version of the γ∗-reduction calculus and concentrated more
on its applications, by providing examples, which are instances of typical patterns
for computations, with detailed reductions in them. Here, we overview major
points by relevant parts of some of the sequences of reductions. Section 2.6 gives
Example 1, which is a typical abstract pattern, by containing parameters for
mathematical functions. It presents the idea of formalisation of abstract, para-
metric algorithms. Section 5 presents Example 2 from the areas of applications
of the type-theory Lλ

ar of algorithms and its γ∗-reduction to language processing,
including NLP, which is important across the fields of AI.

The focus of this work is on the theoretical presentation of the type-theory
Lλ
ar of acyclic recursion and extending its reduction calculus to γ∗-reduction

calculus. In addition, we introduce a strict version of the γ∗-rule subjected to
a stricter condition for its applicability, than in Loukanova [23]. We provide
detailed definitions of the notions of canonical forms in both reduction systems,
and major theoretical results about them. For example, the theorem Reducibility
to γ∗-Canonical Form provides the computational relation between γ∗-reduction
calculus and γ∗-canonical forms. The γ∗-canonical form of a term A determines
the γ∗-algorithm for computing the denotation den(A) of A. The γ∗-algorithm
can be significantly simpler then the one determined by the standard canonical
form of A, by using lesser algorithmic steps.

2 Type-Theory of Acyclic Recursion

2.1 Syntax of Lλ
ar

Basic Types: BTypes = {e, t, s} The basic type e is the type of the entities in
the semantic domains and the expressions denoting entities; t of the truth values
and corresponding expressions, s of the states.

Types: the set Types (i.e., the set of type terms) is the smallest set defined
recursively, by using notation in the style1 of Backus-Naur Form (BNF-style) as
follows:

θ :≡ e | t | s | σ | (τ → σ) (1)

The type terms (τ → σ) are the types of functions from objects of type τ to
objects of type σ, and of expressions denoting such functions.

1 Note that recursive rules in BNF-style are not per se BNF rules, by using different
meta-variables in the rules instead of nonterminals for syntactic categories.
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Notation 1. The types in (2a)–(2d) are, respectively, of state-dependent indi-
viduals, state-dependent truth values (i.e., type representing propositions), and
for state-dependent objects, of type τ̃ , τ ∈ Types, with the notation introduced by
Moschovakis [28].

(e → t) ≡ e → t, of characteristic functions of sets of entities (2a)
ẽ ≡ (s → e), of state dependent entities (2b)
˜t ≡ (s → t), of state dependent truths (2c)
τ̃ ≡ (s → τ), of state dependent objects of type τ (2d)

The vocabulary of Lλ
ar consists of pairwise disjoint sets:

Constants:
K =

⋃

τ∈Types Kτ ,
where, for each τ ∈ Types, Kτ = {c0τ , . . . , cτ

k, . . . }
Pure variables:

PureVars =
⋃

τ∈Types PureVarsτ ,
where, for τ ∈ Types, PureVarsτ = {v0, v1, . . .}

Recursion variables (locations):
RecVars =

⋃

τ∈Types RecVarsτ ,
where, for each τ ∈ Types, RecVarsτ = {r0, r1, . . .}

Definition 1 (Terms of Lλ
ar). The set Terms is defined by recursion expressed

by using a typed variant of BNF-style, with the type assignments given either as
superscripts or with column sign:

A :≡ cτ | xτ | (3a)
[

B(σ→τ)(Cσ)
]τ | (3b)

[

λ(vσ) (Bτ )
](σ→τ) | (3c)

[

Aσ0
0 where { pσ1

1 := Aσ1
1 , . . . , pσn

n := Aσn
n }]σ0 (3d)

where the meta-variables in the BNF-style definition (3a)–(3d) are as follows:
for n,m ≥ 0, cτ ∈ Kτ is a constant; xτ ∈ PureVarsτ ∪RecVarsτ is a pure
or recursion variable; vσ ∈ PureVarsσ is a pure variable; A,B,Aσi

i ∈ Terms
(i = 0, . . . , n) are terms of the respective types; pi ∈ RecVarsσi

(i = 1, . . . , n) are
pairwise different recursion variables; and, in the expressions of the form (3d),
the subexpression {pσ1

1 := Aσ1
1 , . . . , pσn

n := Aσn
n } is a sequence of assignments

that satisfies the acyclicity constraint:
Acyclicity Constraint AC. For any given terms A1 : σ1, . . . , An : σn, and
recursion variables p1 : σ1, . . . , pn : σn, (with n ≥ 0, and pi �= pj for all i, j such
that i �= j and 1 ≤ i, j ≤ n), the sequence {p1 := A1, . . . , pn := An} is an acyclic
system of assignments iff there is a ranking function rank : {p1, . . . , pn} −→ N

such that, for all pi, pj ∈ {p1, . . . , pn},
if pj occurs freely in Ai then rank(pj) < rank(pi) (4)
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(1) The terms of the form (3d) are called recursion terms, or alternatively where-
terms (2) a term A ∈ Terms is called explicit, if the constant where does not
occur in A (3) A ∈ Terms is called a λ-calculus term, if no recursion variable
occurs in A.

Definition 2. The sets of the free and bound variables of the terms are defined
by induction on the structure of the terms:
– for every cτ ∈ Kτ : FreeV(c) = ∅, BoundV(c) = ∅.
– for every xτ ∈ PureVarsτ ∪RecVarsτ : FreeV(x) = {x }, BoundV(x) = ∅

– for every A,B ∈ Terms:

FreeV(A(B)) = FreeV(A) ∪ FreeV(B) (5a)
BoundV(A(B)) = BoundV(A) ∪ BoundV(B) (5b)

– for every v ∈ PureVars, A ∈ Terms:

FreeV(λ v (B)) = FreeV(B) − {v} (6a)
BoundV(λ v (B)) = BoundV(B) ∪ {v} (6b)

– for every Aσi
i ∈ Terms (i = 0, . . . , n), pi ∈ RecVarsσi

(i = 1, . . . , n):

FreeV(A0 where { p1 := A1, . . . , pn := An })

=
i=n
⋃

i=0

FreeV(Ai) − {pi | i = 1, . . . , n} (7a)

BoundV(A0 where { p1 := A1, . . . , pn := An })

=
i=n
⋃

i=0

BoundV(Ai) ∪ {pi | i = 1, . . . , n} (7b)

Notation 2. Usually, the type assignments in the term expressions are skipped,
as in (8b). Parentheses can be skippes if that does not cause misunderstanding,
and for better visualisation, extra and sized parentheses can be added. We also
abbreviate sequences of assignments, as in (8c):

[Aσ
0 where {pσ1

1 := Aσ1
1 , . . . , pσn

n := Aσn
n }]σ0 (8a)

≡ A0 where { p1 := A1, . . . , pn := An } (8b)

≡ A0 where {−→p :=
−→
A } (8c)

For sequences of λ-abstractions, we use the following notations, (9a)–
(9b):

(
−→
ϑ → τ) ≡ (ϑ1 → (ϑ2 → . . . (ϑn → τ))) (9a)

λ(−→u
−→
ϑ )(P τ ) ≡ λ(uϑ1

1 )(λ(uϑ2
2 ) . . . (λ(uϑn

n )(P τ ))) : (
−→
ϑ → τ) (9b)

λ(−→u
−→
ϑ )λ(uϑ)(P τ ) ≡ λ(uϑ1

1 )(λ(uϑ2
2 ) . . . (λ(uϑn

n )λ(uϑ)(P τ )))

: (
−→
ϑ → (ϑ → τ)) (9c)

for i = 1, . . . , n (n ≥ 0), τ, ϑ, ϑi ∈ Types, u, ui ∈ PureVars, u : ϑ, ui : ϑi,
P ∈ Terms, P : τ .
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2.2 Semantics of Lλ
ar

Denotational Semantics of Lλ
ar: An Lλ

ar semantic structure, also called model, is
a tuple A = 〈T, I〉, satisfying the following conditions (S1)–(S4):

(S1) T is a set, called a frame, of sets

T = ∪{Tσ | σ ∈ Types} (10)

where Te �= ∅ is a nonempty set of entities, Tt = {0, 1, er} ⊆ Te is the set of the
truth values, Ts �= ∅ is a nonempty set of objects called states
(S2) T(τ1→τ2) = { p | p : Tτ1 −→ Tτ2 }
(S3) I is a function I : K −→ T, called the interpretation function of A, such
that for every c ∈ Kτ , I(c) = c for some c ∈ Tτ

(S4) The set G of the variable assignments for the semantic structure A is:
G = { g | g : PureVars ∪ RecVars −→ T and g(x) ∈ Tσ, for every x : σ }.

Definition 3 (Denotation Function). The denotation function den, when
it exists, of the semantics structure A, is a function:

den : Terms −→ { f | f : G −→ T } (11)

which is defined, for each g ∈ G, by induction on the structure of the terms, as
follows:

(D1) den(x)(g) = g(x); den(c)(g) = I(c)
(D2) for application terms:

den([B(σ→τ)(Cσ)]τ )(g) = den(B)(g)(den(C)(g)) (12)

(D3) for λ-terms:
den([λ vσ (Bτ )

](σ→τ))(g) : Tτ −→ Tσ,
where x : τ and B : σ, is the function such that, for every t ∈ Tτ :

[den([λ vσ (Bτ )
](σ→τ))(g)]

(

t
)

(13a)
= den(B)(g{x := t}) (13b)

(D4) for recursion terms:

den([Aσ0
0 where { pσ1

1 := Aσ1
1 , . . . ,

pσn
n := Aσn

n }]σ0) (14a)
= den(A0)(g{p1 := p1, . . . , pn := pn}) (14b)

where for all i ∈ {1, . . . , n}, pi ∈ Tτi are defined by recursion on rank(pi), so
that:

pi = den(Ai)(g{pk1 := pk1
, . . . , pkm

:= pkm
}) (15)

where pk1 , . . . , pkm
are all the recursion variables pj ∈ {p1, . . . , pn} such that

rank(pj) < rank(pi)
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Intuitively, a system {p1 := A1, . . . , pn := An} defines recursive computa-
tions of the values to be assigned to the recursion variables (locations) p1, . . . , pn.
When pj occurs freely in Ai, the denotational value of Ai, which is assigned to
pi, may depend on the values of the variable pj , as well as on the values of
the variables pk having lower rank than pj . Requiring a ranking function rank,
such that rank(pj) < rank(pi), i.e., an acyclic system guarantees that computa-
tions end after finite number of steps. Omitting the acyclicity condition gives an
extended type system Lλ

r , which admits full recursion. This is not in the subject
of this paper.

Algorithmic Semantics: The notion of algorithmic meaning (algorithmic seman-
tics) in the languages of recursion covers the most essential, computational aspect
of the concept of meaning. The algorithmic meaning, Int(A), of a meaningful term
A is the tuple of functions, a recursor, that is defined by the denotations den(Ai)
(i ∈ {0, . . . n}) of the parts (i.e., the head sub-term A0 and of the terms A1, . . . ,
An in the system of assignments of its canonical form (see the next sections)
cf(A) ≡ A0 where {p1 := A1, . . . , pn := An}. Intuitively, for each meaningful
term A, the algorithmic meaning Int(A) of A, is the mathematical algorithm for
computing the denotation den(A).

Two meaningful expressions A and B are algorithmically equivalent, A ≈ B
i.e., algorithmically synonymous iff their recursors Int(A) and Int(B) are natu-
rally isomorphic, i.e., they are the same algorithms. Thus, the formal languages
of recursion offer a formalisation of central computational aspects: denotation,
with at least two semantic “levels”: algorithmic meanings and denotations. The
terms in canonical form represent the algorithmic steps for computing semantic
denotations.

2.3 Standard Reduction Calculus of Lλ
ar

Definition 4 (Congruence Relation). For any terms A,B ∈ Terms, A and
B are congruent, A ≡c B, if and only if

(1) one of them can be obtained from the other by renaming bound variables or
reordering assignments in recursion terms, or one of the following holds:

(2) A ≡ B or A ≡ B where { } or B ≡ A where { }
I.e., the congruence relation ≡c is the smallest equivalence relation between

terms, which is closed under renaming bound variables, reordering recursion
assignments, adding or removing empty sequences of assignments.

2.4 Reduction Rules

Congruence: If A ≡c B, then A ⇒ B (cong)
Transitivity:

If A ⇒ B and B ⇒ C, then A ⇒ C (trans)
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Compositionality:

If A ⇒ A′ and B ⇒ B′, then
A(B) ⇒ A′(B′)

(c-ap)

If A ⇒ B, then
λ(u)(A) ⇒ λ(u)(B)

(c-λ)

If Ai ⇒ Bi, for i = 0, . . . , n, then

A0 where { p1 := A1, . . . , pn := An }
⇒ B0 where { p1 := B1, . . . , pn := Bn }

(c-rec)

Head Rule: given that no pi occurs freely in any Bj , for i = 1, . . . , n, and
j = 1, . . . , m (n,m ≥ 0)

(

A0 where {−→p :=
−→
A})

where {−→q :=
−→
B}

⇒ A0 where {−→p :=
−→
A, −→q :=

−→
B}

(head)

Bekič-Scott Rule: given that no qi occurs free in any Aj , for i = 1, . . . , n,
and j = 0, . . . , m (n,m ≥ 0)

A0 where { p :=
(

B0 where {−→q :=
−→
B})

,

−→p :=
−→
A }

⇒ A0 where { p := B0,
−→q :=

−→
B,

−→p :=
−→
A}

(B-S)

Recursion-application Rule: given that no pi occurs free in B, for i = 1, . . . ,
n (n ≥ 0)

(A0 where {−→p :=
−→
A })

(B)

⇒ A0(B) where {−→p :=
−→
A }

(recap)

Application Rule: given that B is a proper term and p is a fresh recursion
variable (location)

A(B) ⇒ A(p) where {p := B}
λ-rule:

λ(u)(A0 where { p1 := A1, . . . , pn := An })
⇒ λ(u)A′

0 where { p′
1 := λ(u)A′

1, . . . , p
′
n := λ(u)A′

n } (λ)

where, for all i = 1, . . . , n (n ≥ 0), p′
i is a fresh recursion variable (location),

and A′
i is the result of the replacement of the free occurrences of p1, . . . , pn

in Ai with p′
1(u), . . . , p′

n(u), respectively, i.e.:

A′
i ≡ Ai{p1 :≡ p′

1(u), . . . , pn :≡ p′
n(u)}

for all i ∈ { 1, . . . , n } (n ≥ 0)
(20)
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Definition 5. The reduction relation is the smallest relation between terms that
is closed under the reduction rules.

The reduction relation is denoted by ⇒. That is, for any two terms A and
B, A reduces to B, denoted by A ⇒ B, iff B can be obtained from A by finite
number of applications of reduction rules.

Definition 6 (Term Irreducibility). We say that a term A ∈ Terms is irre-
ducible if and only if

for all B ∈ Terms,

if A ⇒ B then A ≡c B
(21)

Theorem 1 (Criteria for Irreducibility). See Moschovakis [28].

1. If A ∈ Const ∪ Vars, then A is irreducible.
2. An application term A(B) is irreducible if and only if A is explicit and irre-

ducible, and B is immediate.
3. A λ-term λ(x)A is irreducible if and only if A is explicit and irreducible.
4. A recursion term A ≡ A0 where { p1 := A1, . . . , pn := An } (n ≥ 0) is

irreducible if and only if all of its parts A0, . . . , An are explicit and irreducible.

Proof. By structural induction on terms using the rules of the reduction calculus.

2.5 Canonical Forms

For each term A ∈ Terms, we define a term, called a canonical form of A and
denoted by cf(A), by recursion on the term structure of A.

In each clause of Definition 7, we assume that the bound recursion variables
are distinct, and distinct from the free recursion variables.

Definition 7 (Canonical Forms)

(CF1) For every c ∈ Kτ , cf(c) :≡ c;
for every x ∈ PureVarsτ ∪ RecVarsτ , cf(x) :≡ x

(CF2) Given that A ∈ Terms, and
cf(A) ≡ A0 where {p1 := A1, . . . , pn := An} ≡ A0 where {−→p :=

−→
A } (n ≥ 0),

then:
(CF2a) if X is an immediate term, then

cf(A(X)) :≡ A0(X) where { p1 := A1, . . . , pn := An }
≡ A0(X) where {−→p :=

−→
A }

(22)

(CF2b) if B is a proper term and
cf(B) ≡ B0 where {q1 := B1, . . . , qm := Bm} ≡ B0 where {−→q :=

−→
B }

(m ≥ 0), then

cf(A(B)) :≡A0(qo) where {p1 := A1, . . . , pn := An,

q0 := B0, q1 := B1, . . . , qm := Bm}
≡A0(q0) where {−→p :=

−→
A, q0 := B0,

−→q :=
−→
B }

(23)
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(CF3) Given that A ∈ Terms, and
cf(A) ≡ A0 where {p1 := A1, . . . , pn := An} ≡ A0 where {−→p :=

−→
A } (n ≥ 0),

then, for every u ∈ PureVarsτ :

cf(λ(u)A) :≡ λ(u)A′
0 where { p′

1 := λ(u)A′
1, . . . , p

′
n := λ(u)A′

n }
≡ λ(u)A′

0 where {−→
p′ :=

−−−−→
λ(u)A′ }

(24)

where for every i = 1, . . . , n (n ≥ 0), the recursion variable p′
i is fresh and

A′
i is the result of the replacement of all the free occurrences of p1, . . . , pn in

Ai with p′
1(u), . . . , p′

n(u), respectively, i.e.:

A′
i ≡ Ai{p1 :≡ p′

1(u), . . . , pn :≡ p′
n(u)}

≡ Ai{−→p :≡ −−−→
p′(u)}

(25)

(CF4) Given (26a)–(26b)

A ≡ A0 where {p1 := A1, . . . , pn := An}, (n ≥ 0) (26a)
cf(Ai) ≡ Ai,0 where {pi,1 := Ai,1, . . . , pi,ki

:= Ai,ki
}

≡ Ai,0 where {−→pi :=
−→
Ai } (ki ≥ 0), for i = 0, . . . , n (26b)

then:

cf(A) :≡ A0,0 where { p0,1 := A0,1, . . . , p0,k0 := A0,k0 , (27a)
p1 := A1,0, p1,1 := A1,1, . . . , p1,k1 := A1,k1 ,

...
pn := An,0, pn,1 := An,1, . . . ,pn,kn

:= An,kn
}

≡ A0,0 where { −→p0 :=
−→
A0, (27b)

p1 := A1,0,
−→p1 :=

−→
A1,

...

pn := An,0,
−→pn :=

−→
An }

The following theorems are major results that are essential for algorithmic
semantics.

Theorem 2 (Canonical Form Theorem: Existence and Uniqueness of
the Canonical Forms). See Moschovakis [28], but here we give a more detailed
statement of the theorem.

For each term A, there is a unique up to congruence, irreducible term C,
C ≡ cf(A), such that:

(1) (existence of a canonical form of A) there exist explicit, irreducible terms
A0, . . . , An ∈ Terms (n ≥ 0), such that (28) holds, and, thus, the term cf(A)
is irreducible:

cf(A) ≡ A0 where { p1 := A1, . . . , pn := An } (28)
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(2) A constant or a variable ξ ∈ K ∪ RecVars ∪ PureVars occurs freely in cf(A)
if and only if it occurs freely in A

(3) A ⇒ cf(A)
(4) if A is irreducible, then A ≡ cf(A)
(5) if A ⇒ B, then cf(A) ≡c cf(B)
(6) (Uniqueness of the Canonical Form) if A ⇒ B and B is irreducible, then

B ≡c cf(A), i.e., cf(A) is the unique, up to congruence, irreducible term to
which A can be reduced.

Proof. (1) is proved by induction on the term structure of A and using Defini-
tion 7. (3) is by induction on the term structure of A and the reduction rules.
(4) is by criteria for irreducibility, i.e., Theorem1. (5) is proved by induction on
the definition of the reduction relation ⇒ (with long calculations). (6) follows
from (5).

Notation 3. A ⇒cf B ⇐⇒ B ≡c cf(A).

Theorem 3 (Referential Synonymy Theorem). See Moschovakis [28].
Two terms A,B are algorithmically equivalent, i.e., synonymous, A ≈ B, if

and only if both are immediate or both are pure, and there are explicit, irreducible
terms of corresponding types, A0 : σ0, . . . , An : σn, B0 : σ0, . . . , Bn : σn (n ≥ 0),
such that:

Aσ0 ⇒cf Aσ0
0 where { p1 := Aσ1

1 , . . . , pn := Aσn
n } (29a)

Bσ0 ⇒cf Bσ0
0 where { p1 := Bσ1

1 , . . . , pn := Bσn
n } (29b)

and for all i = 0, . . . , n,

den(Ai) = den(Bi), i.e. : den(Ai)(g) = den(Bi)(g), for all g ∈ G (30)

2.6 Algorithmic Patterns and λ-Reductions

In this section, we give an example for an underspecified, parametric algorithm,
represented by the term P1 in (31a)–(31b), with parametric C, q, with underspec-
ified, i.e., free recursion variable C ∈ RecVars and a specification of q in (31b).
For a little bit more explanation of the underspecified nature of such terms, see
Loukanova [23].

Example 1. Here we use this example to motivate the need of the γ∗-reduction.
By using the reduction calculus given in Sect. 2.3, P1 can be reduced to the term
(31h)–(31o).

P1 ≡ λ(x1)λ(x2)λ(x3)
[

C(q)(W (h))(J) where { (31a)

q := (G1(x1) + G2(x2)) }]

(31b)

⇒ . . . ⇒ λ(x1)λ(x2)λ(x3)
[

C(q)(w)(j) where { (31c)
q := (q1 + q2), (31d)
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j := J, (31e)
w := W (h), (31f)

q1 := G1(x1), q2 := G2(x2) }]

(31g)

⇒ . . . ⇒cf λ(x1)λ(x2)λ(x3)
[

(31h)
[

C(q′(x1)(x2)(x3))
][

w′(x1)(x2)(x3)
]

(31i)
[

j′(x1)(x2)(x3)
]

]

where { (31j)

q′ := λ(x1)λ(x2)λ(x3)
[

q′
1(x1)(x2)(x3)+

q′
2(x1)(x2)(x3)

]

, (31k)

j′ := λ(x1)λ(x2)λ(x3)[J ], (31l)
w′ := λ(x1)λ(x2)λ(x3)[W (h)], (31m)

q′
1 := λ(x1)λ(x2)λ(x3)

[

G1(x1)
]

, (31n)

q′
2 := λ(x1)λ(x2)λ(x3)

[

G2(x2)
] } (31o)

The term (31h)–(31o) has vacuous λ-abstractions, e.g., (31l), (31m), (31n),
(31o), which denote constant functions, and corresponding applications, e.g.,
in (31h), that give these constant values. The γ∗-reduction, introduced in this
paper, reduces such spurious sub-terms.

The above Examples 1 and 2 from Sect. 5 are discussed in more details in
Loukanova [23]. Here, they provide brief motivation of the γ∗-reduction and the
corresponding γ∗-canonical forms of terms, which are presented in the following
sections.

3 Gamma-Star Reduction of Lλ
ar

3.1 The (γ∗)-Rule

In the following sections, we give the definition of the (γ∗)-rule, see Table 1, and
its major properties. Expanding the reduction calculus of Lλ

ar with the (γ∗)-rule
simplifies some terms, by reducing sub-terms with vacuous λ-abstractions, while
maintaining closely the original algorithmic structure. By using the (γ∗)-rule, the
reduced terms determine more efficient versions of algorithms, by maintaining
the essential computational steps.

Definition 8 (Strict γ∗-Condition). Assume that, for i = 1, . . . , n (n ≥ 0),
τ, ϑ, ϑi ∈ Types, u, ui ∈ PureVars, p ∈ RecVars, P ∈ Terms, are such that u : ϑ,
ui : ϑi, p : (

−→
ϑ → (ϑ → τ)), P : τ , and thus, λ(−→u −→

ϑ )λ(vϑ)(P τ ) : (
−→
ϑ → (ϑ → τ)).

A recursion term A ∈ Terms satisfies the strict γ∗-condition for an assign-
ment p := λ(−→u −→

ϑ )λ(vϑ)(P τ ) : (
−→
ϑ → (ϑ → τ)), with respect to λ(v), if and only

if A is of the form: (32a)–(32c):

A ≡ A0 where {−→a :=
−→
A, (32a)
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p := λ(−→u )λ(v)P, (32b)
−→
b :=

−→
B } (32c)

such that the following holds:

1. P ∈ Termsτ does not have any free occurrences of v in it, i.e., v �∈ FreeV(P )
2. All occurrences of p in A0,

−→
A , and

−→
B are occurrences in sub-terms p(−→u )(v)

that are in the scope of λ(−→u )λ(v), modulo renaming the variables −→u , v

In Loukanova [23], we used a version of the γ∗-condition which does not
require p(−→u )(v) have to be in the scope of λ −→u )λ(v), see Note 1. This allows the
⇒(γ∗)-rule to remove innessential free variables.

Table 1. (γ∗)-Rule.

Adding the ⇒(γ∗) to the standard set of reduction rules of Lλ
ar determines

the extended reduction relation ⇒∗
γ∗ between Lλ

ar-terms A,B, i.e., A ⇒∗
γ∗ B, by

Definition 9.



396 R. Loukanova

Definition 9 (γ∗-Reduction). The set of the γ∗-reduction rules is obtained
by adding the (γ∗)-rule from Table 1 to the standart ones given in Sect. 2.4.

The γ∗-reduction relation ⇒∗
γ∗ is the smallest relation ⇒∗

γ∗ ⊆ Terms×Terms
(also denoted by ⇒γ∗) between terms, which is closed under the γ∗-reduction
rules.

Notation 4. In addition to the notations ⇒∗
γ∗ and ⇒γ∗ for the γ∗-reduction

relation, we also use the usual notations for the reflexive and transitive closure
of a relation, given in (35a)–(35c). To specify that the (γ∗)-rule has been applied
certain number of times, including zero times, possibly intervened by applications
of some of the other reduction rules, we use the notation (35b)–(35c).

A ⇒n
γ∗ B ⇐⇒ A ⇒∗

γ∗ B ⇐⇒ A ⇒γ∗ B, for n ≥ 0

by n applications of γ∗-reduction rules, (35a)
possibly, including the (γ∗)-rule

A ⇒∗
γ∗ B ⇐⇒ A ⇒(γ∗)n B, for n ≥ 0

by using (possibly zero) γ∗-reduction rules, (35b)
including n applications of the (γ∗)-rule

A ⇒+
γ∗ B ⇐⇒ A ⇒+

(γ∗)n B, for n ≥ 0

by using at least one of the γ∗-reduction rules,

including n applications of the (γ∗)-rule (35c)

Definition 10 (γ∗-Irreducible Terms). We say that a term A ∈ Terms is
γ∗-irreducible if and only if (36) holds:

for all B ∈ Terms,

A ⇒∗
γ∗ B =⇒ A ≡c B

(36)

Lemma 1 (γ∗-Irreducible Recursion Terms for Specific Assignments).
Let the term A ∈ Terms be of the form (37):

A ≡ A0 where {−→a :=
−→
A, b := λ(−→u )λ(v)B, −→c :=

−→
C } (37)

Then, A is γ∗-irreducible for the assignment b := λ(−→u )λ(v)B in it, with respect
to λ(v), if and only if one of the following (1)–(2) holds (i.e., the γ∗-condition
given in Definition 8 is not satisfied for it):

(1) v ∈ FreeV(B), or
(2) v �∈ FreeV(B) and it is not the case that every occurrence of b in A0,

−→
A ,−→

C is an occurrence in a sub-term b(−→u )(v) that is in the scope of λ(−→u )λ(v),
modulo congruence by renaming the variables −→u , v ∈ PureVars.

Lemma 2 (γ∗-Reducing Multiple, Innessential λ-Abstractions in an
Assignment). Assume that A ∈ Terms is of the form (38a)–(38c):

A ≡ A0 where {−→a :=
−→
A, (38a)
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b := λ(−→u1)λ(v1) . . . λ(−→uk)λ(vk)λ(−−→uk+1)B, (38b)
−→c :=

−→
C } (38c)

such that A satisfies the γ∗-condition (given in Definition 8) for the assignment
in (38b), with respect to all λ-abstractions λ(vj), for 1 ≤ j ≤ k, k ∈ N, i.e.:

Then, the following reduction (39a)–(39c) can be done:

A ⇒∗
γ∗ Ak

0 where {−→a :=
−→
Ak, (39a)

bk := λ(−→u1) . . . λ(−→uk)λ(−−→uk+1)B, (39b)

−→c :=
−→
Ck } (39c)

where for each part Xi of X in (38a)–(38c) (i.e., for Xi ≡ Ai in X ≡ A or
Xi ≡ Ci in X ≡ C) Xk

i in Xk is the result of the replacements (40a)–(40b),
modulo renaming the bound variables −→ul , vj, for i ∈ {0, . . . , nX}:

Xk
i ≡ Xi{ b(−→u1)(v1) . . . (−→uk)(vk)(−−→uk+1) :≡ bk(−→u1) . . . (−→uk)(−−→uk+1) }
for i ∈ {0, . . . , nX} (40a)

−→
Xk ≡

−→
Xk{b(−→u1)(v1) . . . (−→uk)(vk)(−−→uk+1) :≡ bk(−→u1) . . . (−→uk)(−−→uk+1) } (40b)

Proof. The proof is by induction on k ∈ N, and we do not provide it here,
because it is long.

We note that the sequences λ(−→ul) of λ-abstractions can be empty, and in this
lemma, we do not consider whether the γ∗-condition is satisfied with respect to
them.

The inductive proof uses Definition 8, by which it follows that
(1) vj �∈ FreeV(B), for 1 ≤ j ≤ k
I.e., the value of the function denoted by the term in the assignment (38b),

b := λ(−→u1)λ(v1) . . . λ(−→uk)λ(vk)λ(−−→uk+1)B, doesn’t depend on the values of the
arguments corresponding to λ(v1), . . . , λ(vk).

(2) All occurrences of b in A0,
−→
A ,

−→
C are occurrences in sub-terms of A,

b(−→u1)(v1) . . . (−→uk)(vk)(−−→uk+1), that are in the scope of the λ-abstractions over these
variables, λ(−→u1)λ(v1) . . . λ(−→uk)λ(vk)λ(−−→uk+1), modulo corresponding renaming of
these bound variables ul, vj . ��
Lemma 3 (γ∗-Reduction of the Assignments of a Recursion Term).
For every recursion term P ≡ P0 where {−→p :=

−→
P }, (41a), there is a term Q,

of the form in (41b), such that Q does not satisfy the γ∗-condition, for any of
its assignments qi := Qi (i = 1, . . . , n) in (41b), and P ⇒∗

γ∗ Q.

P ≡ P0 where { p1 := P1, . . . , pn := Pn } (41a)
⇒∗

γ∗ Q ≡ Q0 where { q1 := Q1, . . . , qn := Qn } (41b)

Proof. The proof is by induction on the rank(pi) for the assignments in (41a),
that satisfy the γ∗-condition given in Definition 8. The induction step is done by
applying Lemma 2 to all the assignments with the least rank(pi).
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Inductiin Assumption: Assume that P is of the form (42a)–(42d), modulo
congruence:

P ≡c A0 where {−→a :=
−→
A, (42a)

b1 := λ(−−→u1,1)λ(v1,1) . . . λ(−−→u1,k1)λ(v1,k1)λ(−−−−→u1,k1+1)B1, (42b)
. . .

bm := λ(−−→um,1)λ(vm,1) . . . λ(−−−→um,km
)λ(vm,km

)λ(−−−−−→um,km+1)Bm, (42c)
−→c :=

−→
C } (42d)

where, for all j = 1, . . . , m:

(1) bj are all recursion variables in the recursion assignments of P , with the
least rank(bj) ≥ 0, such that (42b)–(42c) satisfy the γ∗-condition

(2) vj,1, . . . , vj,kj
are all the variables for bj , for which γ∗-rule can be applied,

i.e.:
λ(−−→uj,1)λ(vj,1) . . . λ(−−→uj,kj

)λ(vj,kj
)λ(−−−−→uj,jk+1) is the longest λ-prefix of the cor-

responding term assigned to bj in (42b)–(42c);
vj,i �∈ FreeV(Bj), for i = 1, . . . , kj ; and, uj,i ∈ FreeV(Bj), for i = 1, . . . , kj +1

(3) (42d) are all assignments, with rank(cl) < rank(bj), and therefore no bj

occurs in any Cl.

By applying Lemma 2 to each of the assignments (42b)–(42c), we reduce P
to the term (43a)–(43d):

P ⇒∗
γ∗ A′

0 where {−→a :=
−→
A′, (43a)

b′
1 := λ(−−→u1,1) . . . λ(−−→u1,k1)λ(−−−−→u1,k1+1)B1, (43b)
. . .

b′
m := λ(−−→um,1) . . . λ(−−−→um,km

)λ(−−−−−→um,km+1)Bm, (43c)
−→c :=

−→
C } (43d)

From (1)–(3) of the induction assumption, it follows that Bj doesn’t begin with
λ, and the γ∗-condition is not satisfied with respect to any of the λ-abstractions
in the sequences λ(−→uj,i), for j = 1, . . . ,m and i = 1, . . . , kj . Therefore, the
γ∗-condition is not applicable to (43b)–(43b). And, by the induction assumption,
it is not applicable to (43d).

Thus, in case that γ∗-condition is satisfied, that is for some of the assign-
ments ai := Ai from (43a), for which the γ∗-rule can be applied. Since bj are
all the recursion variables with the least rank(bj), in (42a)–(42d), satisfying
γ∗-condition, then rank(ai) > rank(bj). Inductively,

P ′ ⇒∗
γ∗ Q ≡ Q0 where { q1 := Q1, . . . , qn := Qn } (44)

where Q doesn’t satisfy the γ∗-condition for any of its assignments qi := Qi.

Theorem 4 (Criteria for γ∗-Irreducibility). By structural induction:
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1. If A ∈ Const ∪Vars, then A is γ∗-irreducible.
2. A term A(B) is γ∗-irreducible iff A is explicit and γ∗-irreducible, and B is

immediate.
3. A λ-term λ(x)A is γ∗-irreducible iff A is explicit and γ∗-irreducible.
4. A recursion term A ≡ [A0 where { p1 := A1, . . . , pn := An }] (n ≥ 0) is

γ∗-irreducible if and only if
(a) all of the parts A0, . . . , An are explicit and γ∗-irreducible, and
(b) the term A does not satisfy the γ∗-condition, for any of the assignments

in { p1 := A1, . . . , pn := An }.
Proof. By structural induction on terms and the γ∗-reduction rules.

4 Gamma-Star Canonical Forms

By recursion on the term structure, for each term A ∈ Terms, we define a term,
denoted by cfγ*(A) and called a γ∗-canonical form of A or gamma-star canonical
form of A.

In each clause of Definition 11, we assume that the bound recursion variables
are distinct, and distinct from the free recursion variables.

Definition 11 (γ∗-Canonical Forms)

(GSCF1) For every c ∈ Kτ , cfγ*(c) :≡ c;
for every x ∈ PureVarsτ ∪RecVarsτ , cfγ*(x) :≡ x

(GSCF2) Assume that A ∈ Terms, and
cfγ*(A) ≡ A0 where {p1 := A1, . . . , pn := An} ≡ A0 where {−→p :=

−→
A }

(n ≥ 0), then
(GSCF2a). if X is an immediate term, then

cfγ*(A(X)) :≡ A0(X) where { p1 := A1, . . . , pn := An }
≡ A0(X) where {−→p :=

−→
A }

(45)

(GSCF2b) if B is a proper term and
cfγ*(B) ≡ B0 where {q1 := B1, . . . , qm := Bm} ≡ B0 where {−→q :=

−→
B }

(m ≥ 0), then

cfγ*(A(B)) :≡A0(qo) where {p1 := A1, . . . , pn := An,

q0 := B0, q1 := B1, . . . , qm := Bm}
≡A0(q0) where {−→p :=

−→
A, q0 := B0,

−→q :=
−→
B }

(46)

(GSCF3). Assume that A ∈ Terms, and
cfγ*(A) ≡ A0 where {p1 := A1, . . . , pn := An} ≡ A0 where {−→p :=

−→
A }

(n ≥ 0).
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Then, for every u ∈ PureVarsτ , the term cfγ*(λ(u)A) is any γ∗-irreducible
term, such that (47a)–(47c):

λ(u)
(

cfγ*(A)
)

(47a)

⇒(λ) λ(u)A′
0 where { p′

1 := λ(u)A′
1, . . . , p

′
n := λ(u)A′

n }
≡ λ(u)A′

0 where {−→
p′ :=

−−−−→
λ(u)A′ } (47b)

⇒k
(γ∗) cfγ*(λ(u)A), by k applications of (γ∗)-rule, k ≥ 0 (47c)

where for every i = 1, . . . , n, the recursion variable p′
i is fresh and A′

i is the
result of the replacement of all the free occurrences of p1, . . . , pn in Ai with
p′
1(u), . . . , p′

n(u), respectively, i.e.:

A′
i ≡ Ai{p1 :≡ p′

1(u), . . . , pn :≡ p′
n(u)}

≡ Ai{−→p :≡ −−−→
p′(u)}

(48)

(GSCF4). Assume that A ≡ A0 where {p1 := A1, . . . , pn := An}, n ≥ 0,
and, for every i = 0, . . . , n:

cfγ*(Ai) ≡ Ai,0 where {pi,1 := Ai,1, . . . , pi,ki
:= Ai,ki

} (49a)

≡ Ai,0 where {−→pi :=
−→
Ai } (ki ≥ 0) (49b)

Then, the term cfγ*(A) is any γ∗-irreducible term, such that the reduction
(50a)–(50c) can be done by k applications of (γ∗)-rule, k ≥ 0:

C ≡ A0,0 where { p0,1 := A0,1, . . . , p0,k0 := A0,k0 , (50a)
p1 := A1,0, p1,1 := A1,1, . . . , p1,k1 := A1,k1 ,

...
pn := An,0, pn,1 := An,1, . . . ,pn,kn

:= An,kn
}

≡ A0,0 where { −→p0 :=
−→
A0, (50b)

p1 := A1,0,
−→p1 :=

−→
A1,

...

pn := An,0,
−→pn :=

−→
An }

⇒k
(γ∗) cfγ*(A) (50c)

Notice that, while cfγ*(Ai) ≡ Ai,0 where {pi,1 := Ai,1, . . . , pi,ki
:= Ai,ki

}
can be γ∗-irreducible, for some i ≥ 1, the head term Ai,0 can be such that the
term C satisfies the γ∗-condition for the assignment pi := Ai,0. E.g., if Ai,0 ≡
λ(−→x )λ(x)B, x �∈ FreeV(B), and all occurrences of pi in Aj,l are occurrences of
pi(−→x )(x) in the scope of λ(−→x )λ(x) 6.
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4.1 Canonical Forms and γ∗-Reduction

Theorem 5 (Reducibility to γ∗-Canonical Form) For every term A ∈
Terms, there is a unique, up to congruence, γ∗-irreducible term C, which is the
γ∗-canonical form of A, C ≡ cfγ*(A), such that:

1. (Existence of a γ∗-canonical form of A) There exist explicit, γ∗-irreducible
A0, . . . , An ∈ Terms (n ≥ 0), such that (51) holds and, thus, the term cfγ*(A)
is γ∗-irreducible:

cfγ*(A) ≡ A0 where { p1 := A1, . . . , pn := An } (51)

2. A constant or a variable ξ ∈ K ∪RecVars ∪ PureVars occurs freely in cfγ*(A)
if and only if it occurs freely in A

3. A ⇒∗
γ∗ cfγ*(A)

4. If A is γ∗-irreducible, then A ≡c cfγ*(A)
5. If A ⇒∗

γ∗ B, then cfγ*(A) ≡c cfγ*(B)
6. (Uniqueness of cfγ*(A) wrt congruence) If A ⇒∗

γ∗ B and B is γ∗-irreducible,
then B ≡c cfγ*(A), i.e., cfγ*(A) is unique, up to congruence, γ∗-irreducible
term.

Proof. The statement (1) is proved by induction on term structure, using Defi-
nition 11 of the cfγ*(A), and Lemmas 2–3.

The statements (2) and (3) are proved by induction on term structure, using
the criteria for γ∗-irreducibility 4.

(4) is proved by induction on the definition of the γ∗-reduction relation. (5)
follows from (3) and (4).

Notation 5. Often, we use the following notations:

A ⇒gscf B ⇐⇒ B ≡c cfγ*(A) (52a)

A ⇒gscf cfγ*(A) (52b)

Definition 12 (γ∗-Equivalence Relation ≈γ∗). For all terms A,B ∈ Terms:

A ≈γ∗ B ⇐⇒ cfγ*(A) ≈ cfγ*(B) (53)

When A ≈γ∗ B, we say that A and B are γ∗-equivalent, alternatively, that A
and B are γ∗-synonymous.

Note 1. We have added an additional restriction in the γ∗-condition, given in
Definition 8, of the (γ∗)-rule that all the occurrences of the sub-terms p(−→u )(v)
have to be in the scope of λ −→u )λ(v) (modulo renaming congruence). By this,
the ⇒(γ∗)-rule preserves all the free variables of A in cfγ*(A), including the free
pure variables, not only the free recursion variables, so that FreeV(cfγ*(A)) =
FreeV(A) (see the γ∗-Canonical Form Theorem 5). Thus, the strict γ∗-reduction,
respects this extra restriction, to maintain all occurrences of free variables, even
when denotations do not depend on the values of these free variables provided
by the variable assignments. This additional restriction for removing only bound
pure variables, which are inessential, is not included in Loukanova [23].
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4.2 Properties of the γ∗-Equivalence

Theorem 6 (γ∗-Equivalence Theorem). Two terms A,B are algorithmi-
cally γ∗-synonymous, A ≈γ∗ B, if and only if both are immediate or both are
prure, and there are explicit, irreducible terms of corresponding types, Ai : σi,
Bi : σi (i = 0, . . . , n), (n ≥ 0), such that:

A ⇒gscf A0 where { p1 := A1, . . . , pn := An }
≡ cfγ*(A) (i.e., γ∗-irreducible) (54a)

B ⇒gscf B0 where { p1 := B1, . . . , pn := Bn }
≡ cfγ*(B) (i.e., γ∗-irreducible) (54b)

and for all i = 0, . . . , n,

den(Ai)(g) = den(Bi)(g), for all g ∈ G (55)

Proof. The theorem follows from Definition 12 of γ∗-equivalence and Theorem 3.

Definition 13 (Syntactic Equivalence, i.e. Synonymy, Relation ≈s).
For any A,B ∈ Terms,

A ≈s B ⇐⇒ cf(A) ≡c cf(B) (56)

For more details about syntactic synonymy, see Moschovakis [28]. The differ-
ence between syntactic and algorithmic synonymies is that syntactic synonymy
does not apply to denotationally equivalent constants and syntactic constructs
such as λ-terms. For instance, assuming that dog and canine are constants,
such that den(dog) = den(canine), it follows by the Referential Synonymy The-
orem 3 that dog ≈ canine. Both terms are in canonical forms, with the same
denotations, i.e., they denote the same function the values of which are com-
puted by the same algorithm, provided by the interpretation function I of
the semantics structure A = 〈T, I〉. On the other hand, dog �≈s canine, since
dog �≡c canine. Also, den(dog) = den(λ(x)dog(x)) (by Definition 3 of the deno-
tation function). Therefore, dog ≈ λ(x)dog(x) (by the Referential Synonymy
Theorem 3), because both terms are in canonical forms. These terms are syntac-
tically different, dog �≈s λ(x)dog(x), because dog �≡c λ(x)dog(x).

Theorem 7. For any A,B ∈ Terms,

A ⇒ B =⇒ A ≈s B (57a)
=⇒ A ≈ B (57b)
=⇒ A ≈γ∗ B =⇒ A |=| B (57c)

Proof. By using the definitions.

Theorem 8. For any A,B ∈ Terms,

cf(A) ≈γ∗ cf(B) ⇐⇒



Gamma-Star Canonical Forms in the Type-Theory of Acyclic Algorithms 403

cf(A) ⇒∗
γ∗ A′, cf(B) ⇒∗

γ∗ B′, and A′ ≈γ∗ B′,

for some A′, B′ ∈ Terms (58a)
cf(A) ≈γ∗ cf(B) ⇐⇒ A ≈γ∗ B (58b)

Proof. The directions ⇐= are proved by using Definition 12, Referential Syn-
onymy Theorem 3, and Extended γ∗-Canonical Form Theorem 5.

Corollary 1. For all A,B,C ∈ Terms,

A ⇒ B ⇒∗
γ∗ C =⇒ A ≈ B =⇒ A ≈γ∗ B ≈γ∗ C (59)

while there exist (many) terms A,B,C ∈ Terms such that

A ⇒ B ⇒∗
γ∗ C, C �≈ B, and C �≈ A (60)

Proof. (59) follows from Definition 12, the Canonical Form Theorem 2, and the
Theorem 5 of Reducibility to γ∗-Canonical Form. The terms in Sect. 5 contribute
to the proof of (60).

By Definition 12 of γ∗-equivalence between two terms A,B as algorithmic
synonymy between their γ∗-canonical forms, various properties of algorithmic
synonymy are inherited by γ∗-equivalence, reflected, e.g., by the γ∗-Equivalence
Theorem 6 and the compositionality of γ∗-equivalence, with the very restricted
form of β-reduction.

Assume that the (γ∗)-rule, see Table 1, is applied to a term A in canonical
form, i.e., A ≡c cf(A). By application of the (γ∗)-rule until we obtain the γ∗

canonical form cfγ*(A) of A. The corresponding parts in the assignments (33b)–
(33e) are not denotationally equivalent, since they are not of the same type. By
the γ∗-Equivalence Theorem 6, A ≈ cf(A) �≈ cfγ*(A).

The γ∗-reduction calculus does not preserve per se the algorithmic synonymy
between terms. That is, in general, it is possible that A ≈ B, while A �≈γ∗ B.

Nevertheless, the γ∗-reduction relation ⇒∗
γ∗ between terms is very useful. For

any terms A and B, a γ∗-reduction A ⇒(γ∗) cfγ*(A) preserves the most essential
algorithmic components of the canonical form cf(A) in cfγ*(A). It reduces vac-
uous λ-abstractions, which denote constant functions, and corresponding appli-
cations that give the constant values.

5 Applications of the γ∗-Reduction

In this section, we give pattern examples for possible renderings of expressions
in human language to Lλ

ar-terms that can represent their algorithmic semantics.
A definition of a rendering relation between human language expressions and
their semantic representations by Lλ

ar-terms is not in the subject of this paper.
Rendering can be defined in a computational mode, via syntax-semantics inter-
faces, within a computational grammar, e.g., see Loukanova [8,22]. Typically,
Lλ
ar offers alternative terms for representing algorithmic semantics of human lan-

guage expressions. The choice would depend on applications.
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Developments of new, hybrid machine learning techniques and statistical
approaches for extraction of semantic information from text can provide more
possibilities for rendering human language expressions to Lλ

ar-terms.

Example 2. Assume that the sentence (61) is either directly rendered to a Lλ
ar-

term B1, which is given in (62a)–(62h), or alternatively, depending on specific
applications, to a term that is reduced to the term B1.

[Jim]j sent Mia the article about (61)

the [discovery of Protein353 by [him]j ]
render−−−→ B ⇒ B1

where

B ⇒ B1 ≡ (62a)

λ(z)
[

λ(x)
[

send(m1)(a1)(z) where (62b)

{a1 := the(r1), (62c)

r1 := article-about(b1), (62d)

b1 := the(d1), (62e)

d1 := discovery-of -by(p1)(z), (62f)

p1 := protein353 , (62g)

m1 := mia}]
]

(jim) (62h)

Further, the term B1 can be reduced to its canonical form cf(B1) in the standard
reduction calculus of Lλ

ar. Due to the presence of multiple λ-abstractions and
recursive assignments, the term cf(B1) contains redundant abstractions over
variables that occur only in some parts of cf(B1), with corresponding vacuous
applications.

In (63a), the term B1 is reduced to cfγ*(B1)

B1 ⇒∗
γ∗ cfγ*(B1) ≡ (63a)

[

λ(z)λ(x)send(m)(a(z))(z)
]

(j) (63b)

where

{ a := λ(z)the(r(z)), (63c)
r := λ(z)article-about(b(z)), (63d)
b := λ(z)the(d(z)), (63e)
d := λ(z)discovery-of -by(p)(z), (63f)
p := protein353 , (63g)

m := mia, j := jim } (63h)
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6 Future Work

The (γ∗)-rule, and the extended (γ∗)-reduction calculus of Lλ
ar, provide signifi-

cant simplifications and reduction of the complexity of algorithmic calculations.
This is important in theoretical foundations and applications in contemporary
technologies, especially for computational semantics of natural and formal lan-
guages in NLP and other AI technologies.

We work on theoretic development and applications of the type-theory of
acyclic algorithms. We have promising results for applications to language pro-
cessing of formal and natural languages. Specific theoretical results are directed
to applications of Lλ

ar to computational semantics and computational syntax-
semantics interfaces.

A new direction of applications is to computational neuroscience, by algorith-
mic modelling of procedural, factual, and declarative memory, and dependencies
between those, by mutual recursion.

The results in this paper are part of our long-term work on development of
dependent-type theory of situated information.
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Abstract. Temperament is a set of innate tendencies of the mind related with
the processes of perception, analysis and decision making. The purpose of this
paper is to predict Twitter users temperament based on Portuguese tweets and
following Keirsey’s model, which classifies the temperament into artisan,
guardian, idealist and rational. The proposed methodology uses a Portuguese
version of LIWC, which is a dictionary of words, to analyze the context of
words, and supervised learning using the KNN, SVM and Random Forests for
training the classifiers. The resultant average accuracy obtained was 88.37% for
the artisan temperament, 86.92% for the guardian, 55.61% for the idealist, and
69.09% for the rational. For classification using TF-IDF the SVM algorithm
obtained the best performance to the artisan temperament with average accuracy
of 88.28%.

Keywords: Machine learning � Social media � Keirsey temperament model

1 Introduction

A set of characteristics is defined according to the personality and describe the indi-
vidual behavior, temperament and emotion [1]. Personality represents a mix of char-
acteristics and qualities that build the character of an individual. Thus, personality
prediction is of interest in the areas of health, psychology, human resources and also
has many commercial applications. Several researches investigate the link between
human behavior in social media, personality types and psychological illnesses, such as
depression and post-traumatic stress [2–4].

Social media are composed of different types of social sites, including traditional
media, such as newspaper, radio and television, as well as non-traditional media, such
as Facebook, Twitter and others [5]. Social media mining is the process that allows the
analysis and extraction of patterns from social media data [6].

Through the behavior of the user in social media it is possible to predict psycho-
logical characteristics, such as temperament, that is, the way one perceives and interacts
with the world [7]. This can be useful to the user himself and help in self-knowledge.
From a corporate perspective, the temperament can be used by companies in recruit-
ment and selection.
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J. van den Herik and A. P. Rocha (Eds.): ICAART 2018, LNAI 11352, pp. 408–421, 2019.
https://doi.org/10.1007/978-3-030-05453-3_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05453-3_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05453-3_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05453-3_19&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05453-3_19


In this context, this paper develops a system to predict the temperament of Twitter
users, using tweets in the Portuguese language. The temperament model used was
introduced by David Keirsey, and divides the temperament into four categories: artisan;
guardian; idealist; and rational. In order to do so, we will use the TECLA framework
adapted to work with Portuguese texts [3]. In addition, it will be shown an analysis of
the context of words by temperament using the dictionary of words Linguistic Inquiry
and Word Count (LIWC) [4, 8].

This paper is structured as follows. Section 2 presents the David Keirsey temper-
ament model used in TECLA, and Sect. 3 describes the TECLA framework. Section 4
presents the methodology and the results achieved and, finally, Sect. 5 concludes and
discusses future perspectives.

2 Keirsey’s Temperament Model

Temperament is a set of innate tendencies of the mind that relates to the processes of
perceiving, analyzing, and decision making [7]. People seek success, happiness, love,
pleasure, etc., in different ways and with distinct intensities and, therefore, there are
different types of temperament [4, 9].

The temperament has its history marked in the proposal of the four humors
described by Hippocrates, which gave origin to the theory of the four humors to
interpret the state of health and illness of a person [9]. From this theory, Galen (190
AD) created the model of the first temperament typology [4, 10].

David Keirsey, an American psychologist, directed his studies to temperament in
action, paying attention to choices, behavior patterns, congruencies, and consistencies.
The temperament model proposed by David Keirsey divide the psychological types in
artisan, guardian, idealist and rational. For Keirsey, the temperaments are driven by
aspirations and interests, which motivate us to live, act, move, and play a role in society
[3, 4, 7, 11].

The artisans are usually impulsive, they speak what comes to their minds and tend
to do what works; whereas the guardians speak mainly of their duties and responsi-
bilities, and how well they obey the laws. Idealists normally act from a good con-
science and the rationals are pragmatic, act efficiently to reach their objectives,
sometimes ignoring the rules and conventions if necessary [4, 12, 13].

Keirsey’s temperament can be obtained by mapping the result of the MBTI test
(Myers-Briggs Type Indicator), which uses four dimensions to classify users, totaling
16 psychological types [2, 7, 11]. Psychological types are acronyms formed by letters
that begin with E and I (extraversion and introversion), which are attitudes; S and N
indicate sensation and intuition, which is the process of perception; the letters T and F
indicate thinking and feeling, and usually use logical reasoning, think first and feel
later; and letters J and P indicate judgment and perception, which are attitudes and
reflect the individuals’ style in the external world [4, 9].

The mapping of the MBTI into Keirsey’s model occurs by means of the classifi-
cation of the acronyms defined by Myers-Briggs, as shown in Table 1 [11].
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3 The Tecla Framework

The Temperament Classification Framework TECLA was developed by Lima & de
Castro [3, 13] with the objective of offering a modular tool for the classification of
temperaments based on the Keirsey and Myers-Briggs models [13]. It is structured in a
modular form, giving greater independence for each stage of the process and making it
possible to couple and test different techniques in each module [4, 13]. Figure 1 shows
the TECLA’s modules, which are detailed in the following.

• Data Acquisition Module: Receives information from the user to be classified,
including the number of tweets, the number of followers and followed, and a set of
messages (tweets) from the user;

• Message Pre-preprocessing Module: Processes the data by creating an object
matrix (meta-base) represented by meta-attributes. The information in the TECLA
are divided in two categories: grammatical and behavioral. The behavior category
uses information from Twitter, such as number of tweets, number of followed,
followers, favorites, and number of times the user has been favorited. The grammar
category uses information from LIWC, MRC, Taggers, or oNLP [3];

• Temperament Classification Module: Responsible for identifying the tempera-
ment of social media users. It performs the classification in the Keirsey model by
using a set of classifiers;

• Evaluation Module: Used to quantify the framework performance [3].

In the version proposed in this paper, the TECLA will be adapted to work with texts
written in Portuguese and will use the information provided by LIWC [8].

Table 1. Keirsey temperament model classification from the MBTI [4].

Keirsey Myers-Briggs

Artisan ESTP ISTP ESFP ISFP
Guardian ESTJ ISTJ ESFJ ISFJ
Idealist ENFJ INFJ ENFP INFP
Rational ENTJ INTJ ENTP INTP

Fig. 1. The TECLA framework structure [4].
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4 Metodology and Results

The description to be presented in this section will follow the modular structure of the
TECLA framework. First, we will explain how we implemented each module of the
framework and then the computational results.

4.1 Data Acquisition

To validate this work we used a database from the literature, called Twisty, available in
a JSON file named TwiSty-PT.json, which has tweets in Portuguese and is provided by
the Computational Linguists & Psycholinguistics Research Center (CLiPS) [14]. The
dataset is composed of: user id; tweet id; other tweets id; confirmed tweets id; Myers-
Briggs Type Indicators (MBTI) result; and gender. The tweets were captured by using
the Twitter API [15], and we captured the number of tweets, number of followers,
number of favorites, and total number of friends [16] of each user.

The original database consists of 4,090 user ids. From this universe it was not
possible to collect 222 user ids due to denied access, leaving 3,868 valid user ids.
Table 2 shows the descriptive analysis of the database according to David Keirsey’s
model, where Tweets_Statuses_Count refers to the number of tweets from the opening
of the user account, and Tweets_base refers to the number of tweets collected.

Figure 2 shows the temperament distribution of the users. It is noted that the
idealist temperament is the predominant one, totaling 44% of the database.

Table 2. Temperament and Twitter data of the users (A = artisan, G = guardian, I = idealist,
R = rational) [4].

A G I R Total

Users 450 506 1.717 1.195 3.868
Tweets_Statuses_Count 12.343.807 15.648.860 65.593.286 45.198.150 138.784.103
Tweets_Base 674.211 738.755 2.570.646 1.751.624 5.735.236
Followers 292.413 423.549 1.497.093 1.799.686 4.012.741
Friends 168.893 225.371 825.969 640.529 1.860.762
Favorites 1.768.903 2.371.924 10.006.749 6.683.984 20.831.560

Artisan
450
12%Guardian

506
13%

Idealist
1717
44%

Rational
1195
31%

Distribution of Temperament Types

Fig. 2. Distribution of the users by temperament [4].
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4.2 Pre-processing and Category Analysis

At this stage the texts are prepared for the application of the classification algorithms,
which consists of the removal of special characters, blank spaces, numbers, symbols,
URLs, tokenization, and stopwords removal [17, 18]. After that, a bag-of-words
technique was applied to specify the importance of each attribute (token) by assigning a
weight to each token based on its TF-IDF [4, 19].

Another way to structure documents is through the use of dictionaries, such as the
Linguistic Inquiry and Word Count (LIWC), which allows the grouping of words into
psychologically meaningful categories. The LIWC was created by Dr. James Pen-
nebaker to examine relationships between language and personality [20, 21]. It is a
textual analysis tool that structures documents into categories by assigning each word
to the corresponding category [4, 8].

By using the Portuguese LIWC dictionary it was calculated the frequency of words
by temperament. The messages were read by temperament and the counting was
performed of words in the respective categories. The results found are presented in
Table 3, which contains the average frequency of the words by temperament. The
calculation of the average frequency of the words is given by the number of words in
the category divided by the number of messages of the respective temperament.

The average frequencies of the words by category presented in Table 3 are very
similar in most cases. This is because the same word may be present in more than one
category, distorting the average frequency of words, returning values very close to each
other. Thus, it is very difficult to say in which category a particular temperament has
more prominence in writing. However, the categories presented in Table 3 can be
grouped into the following three macro-categories: Language Dimensions; Other
Grammar; and Psychological Processes.

To determine the relevance of the categories within the macro-categories the total
number of words in each category was divided by the total number of words of the
macro-category and the results were presented in Table 4. Then, within the category
Psychological Processes it is possible to observe the prominence of the categories
present, cogmech (cognitive processes), social, incl (inclusive), and relativ
(relativity).

The most relevant category is cogmech, which corresponds to cognitive processes
associated with components of reasoning. The processes are represented by two cate-
gories, which are unique words and conjunctions. Examples of exclusive words include:
“but”, “without” and “delete”. These words are used by people to make distinc-tions in a
given situation or between objects. People who tell the truth usually use these words.
Some example of conjunctions are: “and”, “also”, and “although” [8, 22].
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It is observed that in this category people speak words that are denominated causal,
such as “why”, “effect”, “consequently”, and words that are denominated vision, such
as “think”, “know”, and “consider”. In the studies carried out with this category it was
noticed that the causal words are more frequently used when someone has to justify a
situation or to organize a thought.

In these categories relevant to the macro-category Psychological Processes is
remarkable the highlight for the idealistic temperament. In the Dimensions of Language
category, the emphasis was on funct (functional words), pronoum, ppron (personal
pronouns), I (first person singular), and we (first person plural). The highest values
presented are for idealist and rational temperaments in the funct category, which

Table 3. Average frequency of the words in each LIWC category by temperament [4].

Category Artisan Guardian Idealist Rational Category Artisan Guardian Idealist Rational

Funct 5,2641 5,3476 5,3397 5,4318 cogmech 4,0733 4,1533 4,1322 4,1950
Pronoun 1,8610 1,8672 1,9123 1,9354 insight 0,7209 0,7283 0,7402 0,7520

Ppron 1,2148 1,2236 1,2497 1,2637 cause 0,4820 0,4974 0,4925 0,5050
I 0,3874 0,3610 0,4185 0,4068 discrep 0,6802 0,6774 0,6907 0,6995
We 0,0361 0,0393 0,0363 0,0340 tentat 0,9828 0,9961 1,0050 1,0229

You 0,6654 0,6999 0,6646 0,6874 certain 0,3770 0,3945 0,3904 0,3930
Shehe 0,6436 0,6697 0,6474 0,6752 inhib 0,5352 0,5511 0,5386 0,5497

They 0,1234 0,1304 0,1263 0,1304 incl 1,3993 1,4232 1,4022 1,4143
Ipron 1,2253 1,2500 1,2437 1,2788 excl 0,7987 0,8009 0,8111 0,8311
Article 0,7698 0,8075 0,7837 0,8143 percept 0,7834 0,7899 0,7998 0,7966

Verb 1,8885 1,9006 1,9039 1,9359 see 0,2561 0,2591 0,2630 0,2609
Auxverb 0,6880 0,7072 0,6976 0,7217 hear 0,1803 0,1738 0,1854 0,1856

Past 0,4239 0,4271 0,4306 0,4336 feel 0,3069 0,3210 0,3121 0,3130
Presente 1,1402 1,1528 1,1444 1,1673 bio 0,7105 0,6924 0,7154 0,7243
Future 0,0828 0,0818 0,0841 0,0841 body 0,3162 0,3063 0,3156 0,3254

Adverb. 0,4854 0,5001 0,5019 0,5050 health 0,1277 0,1277 0,1278 0,1257
Preps 1,4831 1,5268 1,4636 1,4987 sexual 0,2114 0,1975 0,2138 0,2127

Conj 0,9127 0,9066 0,9230 0,9317 ingest 1,0826 1,1002 1,0586 1,0634
Negate 0,2489 0,2545 0,2530 0,2614 relativ 2,3242 2,3847 2,3072 2,3392
Quant 0,5927 0,6064 0,6155 0,6259 motion 0,7575 0,7632 0,7410 0,7578

Number 0,1385 0,1433 0,1475 0,1530 space 0,9843 1,0173 0,9749 0,9925
Swear 0,7151 0,7086 0,7245 0,7288 time 0,9860 1,0282 0,9607 0,9687

Social 2,1694 2,1791 2,2166 2,2422 work 0,2332 0,2510 0,2343 0,2417
Family 0,0412 0,0399 0,0414 0,0409 achieve 0,4628 0,4894 0,4647 0,4728
Friend 0,1065 0,1004 0,1009 0,0937 leisure 0,3137 0,3162 0,3094 0,3108

Humans 1,1086 1,1109 1,1570 1,1438 home 0,0605 0,0598 0,0565 0,0547
Affect 1,0763 1,0988 1,0931 1,0864 money 0,2899 0,2980 0,2901 0,3091

Posemo 0,6992 0,7222 0,7089 0,6907 relig 0,0812 0,0896 0,0855 0,0830
Negemo 0,3487 0,3438 0,3559 0,3654 death 0,0595 0,0610 0,0605 0,0618
Anx 0,0508 0,0525 0,0530 0,0540 assente 0,1250 0,1270 0,1258 0,1265

Anger 0,1352 0,1316 0,1377 0,1463 nonfl 0,2620 0,2762 0,2652 0,2695
Sad 0,1665 0,1655 0,1709 0,1723 Filler 0,0297 0,0273 0,0322 0,0323
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Table 4. Frequency of words in each main category by temperament. PP: Psychological
Processes; LD: Language Dimensions; AG: Another Grammar.

Category Artisan Guardian Idealist Rational Category Artisan Guardian Idealist Rational 
PP

humans 0,44% 0,48% 1,75% 1,18% time 0,39% 0,45% 1,45% 1,00%
past 0,17% 0,19% 0,65% 0,45% work 0,09% 0,11% 0,35% 0,25%

present 0,45% 0,50% 1,73% 1,20% achieve 0,18% 0,21% 0,70% 0,49%
future 0,03% 0,04% 0,13% 0,09% leisure 0,12% 0,14% 0,47% 0,32%
affect 0,43% 0,48% 1,65% 1,12% home 0,02% 0,03% 0,09% 0,06%

posemo 0,28% 0,31% 1,07% 0,71% money 0,12% 0,13% 0,44% 0,32%
negemo 0,14% 0,15% 0,54% 0,38% relig 0,03% 0,04% 0,13% 0,09%

anx 0,02% 0,02% 0,08% 0,06% death 0,02% 0,03% 0,09% 0,06%
anger 0,05% 0,06% 0,21% 0,15% assent 0,05% 0,06% 0,19% 0,13%

sad 0,07% 0,07% 0,26% 0,18% nonfl 0,10% 0,12% 0,40% 0,28%
cogmech 1,62% 1,81% 6,26% 4,33% filler 0,01% 0,01% 0,05% 0,03%

insight 0,29% 0,32% 1,12% 0,78% Total 11,62% 12,92% 44,69% 30,78%
swear 0,28% 0,31% 1,10% 0,75% Category Artisan Guardian Idealist Rational
social 0,86% 0,95% 3,36% 2,31% LD

family 0,02% 0,02% 0,06% 0,04% funct 4,02% 4,48% 15,55% 10,78%
friend 0,04% 0,04% 0,15% 0,10% pronoun 1,42% 1,56% 5,57% 3,84%
cause 0,19% 0,22% 0,75% 0,52% ppron 0,93% 1,02% 3,64% 2,51%

discrep 0,27% 0,29% 1,05% 0,72% i 0,30% 0,30% 1,22% 0,81%
tentat 0,39% 0,43% 1,52% 1,06% we 0,03% 0,03% 0,11% 0,07%

certain 0,15% 0,17% 0,59% 0,41% you 0,51% 0,59% 1,94% 1,36%
inhib 0,21% 0,24% 0,82% 0,57% shehe 0,49% 0,56% 1,89% 1,34%

incl 0,56% 0,62% 2,12% 1,46% they 0,09% 0,11% 0,37% 0,26%
excl 0,32% 0,35% 1,23% 0,86% ipron 0,94% 1,05% 3,62% 2,54%

percept 0,31% 0,34% 1,21% 0,82% article 0,59% 0,68% 2,28% 1,62%
see 0,10% 0,11% 0,40% 0,27% auxverb 0,53% 0,59% 2,03% 1,43%

hear 0,07% 0,08% 0,28% 0,19% adverb 0,37% 0,42% 1,46% 1,00%
feel 0,12% 0,14% 0,47% 0,32% conj 0,70% 0,76% 4,26% 1,85%
bio 0,28% 0,30% 1,08% 0,75% negate 0,19% 0,21% 2,69% 0,52%

body 0,13% 0,13% 0,48% 0,34% Total 11,10% 12,36% 46,62% 29,92%
health 0,05% 0,06% 0,19% 0,13% Category Artisan Guardian Idealist Rational
sexual 0,08% 0,09% 0,32% 0,22% AG 
ingest 0,43% 0,48% 1,60% 1,10% verb 8,30% 9,16% 31,92% 22,11%

relativ 0,92% 1,04% 3,49% 2,41% quant 2,61% 2,92% 10,32% 7,15%
motion 0,30% 0,33% 1,12% 0,78% number 0,61% 0,69% 2,47% 1,75%

space 0,39% 0,44% 1,48% 1,02% Total 11,52% 12,77% 44,70% 31,01%
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contains functional words composed of pronouns, prepositions, articles, conjunctions,
auxiliary verbs, and some other categories, such as: “this”, “him”, “for”, “no”, “was”,
“and”. These words reflect the way people communicate and are associated with the
psychological and social world of people.

In Other Grammar the highlight occurs in the verb category with higher values for
the idealist and rational temperaments. Verbs are used to identify a focus, an intention,
display a priority and processing [8, 22].

With the values obtained in Tables 3 and 4, it is not possible to precise in which
category a particular temperament has highlight. However, in Table 4 it is remarkable
the relevance of a category within a macro-category, although it is not possible to state
in what category a temperament appears more.

The next analysis to be presented refers to the context study of words by TF-IDF.
The tweets of each temperament were read and then a tokenization was performed,
followed by the removal of stopwords and morphological affixes of the words (stem-
ming). After this pre-processing, the TF-IDF was applied. As a word selection criterion
by temperament it were chosen 10 words that have higher frequency in tweets. Table 5
shows 10 words by temperament according to what is commonly written in each
temperament.

The artisan temperament is impulsive and more daring, likes novelties, new
experiences. They have the sensory function and prefer things that cause them pleasure
[7]. Note that the relevant words of this temperament denote a writing referring to arts,
technology and disclosure.

People of the guardian temperament are focused on goals, are proud of themselves
because they are efficient in acting. They like to belong to a family or social group, are
patriotic and philanthropic [7]. The words presented by the guardians are mainly related
to politics and patriotism.

Table 5. Relevant words by temperament using TF-IDF.

TF-IDF (Artisan, Guardian, Idealist, Rational)
Artisan Guardian Idealist Rational

renovação porqu Brasil Brasil
fenomen impeach leia sempr
cachorro antagonista perplexo medio
ilustrações niterói paí casa
otima governo petista film
bolsa década obrigado vida
divulgar agora estadão unicamp
taubaté brasil palestrar galera
ipad malvadeza inovação agora
petição pt pt montevidéu
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Idealists have natural talents, such as diplomats, who make use of interpersonal and
linguistic intelligence. This temperament prefers the world of abstraction, believes in a
better future, is geared toward activities that involve people and tend to be good leaders
[7]. The most relevant words of the idealist temperament have a connection with
politics, as in the guardian temperament.

The rational temperament does not present a very clear context, being able to be
connected to education and media. This temperament often involves excellent military
and business strategists, thinkers, inventors, and engineers.

Table 6 presents the 40 most relevant words found by the TF-IDF method with all
the temperaments. It is possible to observe some words in common with Table 5
(highlighted), particularly referring to the artisan temperament.

In another analysis of the context of words, the user messages were submitted to the
LDA algorithm. A total of 3,868 files were read, each containing an average of 2,000
messages. The goal is to extract from the tweets the main words of each topic.

Therefore, it was decided to select ten words by temperament to perform the
analysis. The analysis in topics contributes to the evaluation of a text, dividing it into
topics and assigning a weight to each text of each topic. Thus, it is possible to know
which subject is more frequent in the text, discover the category of a product and, in the
case of temperament, what is being talked about in each profile.

Table 7 presents the most frequent words by temperament. The first insight in
visualizing the words of the artisan temperament is that they may present a conver-
sation writing in the future or a writing pertaining to rest. The guardian temperament
has words like work, home and will, which can denote interest in work, pleasure in
work or a context concerning home and love.

In the idealistic temperament it seems that the context is related to news, because
there is the presence of the words world, someone, week, middle, night. The rational

Table 6. 40 most relevant words considering all temperaments.

TF-IDF (Artisan, Guardian, Idealist, Rational)
trade bondosa mercado taubaté
cãozinho batalhão indulto bombeiro
sedentário pobr ações cachorro
arquiteta appl assin sorteando
assinem bovespa drugstor divulgar
arrancado ajuda renovaçao ilustrações
fabricar capit salva otima
exam batom carreira fenomen
ambientai severa bolsa petição
support aguardarei chapéu ipad
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temperament includes the words world, someone, night, happy and enjoyed, that can
demonstrate a moment of happiness, a pleasant moment, a writing referring to a good
situation.

It were defined 4 topics and 10 words for each topic in the LDA algorithm and
Table 8 presents the words with the highest frequency in each topic.

The goal of generating the topics in the LDA is to identify which subject is being
addressed in the messages. A possible interpretation of the messages in Topic 0 would
be as referring to Portugal, since the word mobile phone refers to cellular and this form
of writing and speaking occurs in Portugal, but not in Brazil. Topic 1 may denote the
publication of a message due to the occurrence of the words Facebook, published, night
and say. The words in Topic 2 may be referring to study, because of the presence of the

Table 7. Words identified by the LDA algorithm.

Tópico 1
Artisan Guardian Idealist Rational

casa casa mundo mundo
ficar ano ficar ano
dar amor alguém alguém
amanhã sabe noite fica
quer vem semana tanto
facebook quer quer noite
dias trabalho nova feliz
vontade vontade meio gostei
falando vezes falando quase
lindo dizer vontade facebook

Table 8. Relevant words by topic by LDA algorithm.

LDA (Artisan, Guardian, Idealist,
Rational)
Tópic 0 Tópic 1 Tópic 2 Tópic 3

gostei facebook amanha casa
tens publiquei indo deus
official noite segue amor
têm amor noite tanto
portugal quer sabado falando
estás menos ate feliz
demasiado pouco sonhar fico
bocado verdade facul noite
telemóvel dar música semana
teste dizer pc amiga
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word facul and pc. Topic 3 presents the words house, love, happy and friendly, which
can be interpreted as a context of friendship or a writing of great affection.

4.3 Classification

In this experiment, the whole dataset was processed. The processing was performed in
the Intel 64 architecture, which improves performance by allowing systems to address
more than 4 GB of both virtual and physical memory [23]. The experiments used a
workstation composed of one Intel® Core™ i5-3210 M @ 3.10 GHz, 3 MB smart
cache, quad-core on hyper-threading, 6 GB RAM memory, 904 GB HD @ 5400
RPM, Windows 8.1 operation system.

To perform the temperament classification, the following classifiers available in the
Scikit-learn [24] were used: KNN; SVM; and Random Forest [1, 3]. Each temperament
was divided into a binary problem, as proposed by Lima and de Castro [3]. To estimate
the generalization performance, a cross-validation with 6 folders was used, and the
accuracy, precision, recall, and F-measure were calculated. For the KNN classifier,
which uses the object classification according to the K-nearest neighbors, K = 1 and
K = 3 and the cosine similarity was used for determining the neighbors. The tests were
separated into LIWC word dictionary [8] and TF-IDF [19].

Table 9 shows the results achieved by the TECLA for a validation with 6 folders
executed 10 times. The values in bold are the best average accuracy and F-measure
results obtained by the classifiers for each temperament.

Table 9. Accuracy (Acc), Precision (Pre), Recall (Rec) and F-measure (M-F) for the four
temperaments using 6 folders and 10 iterations.

LIWC 1NN 3NN Random Forest SVM

Artisan Acc 80.44% ± 0.71% 87.62% ± 0.37% 87.95% ± 0.16% 88.37% – 0.00%
Pre 88.79% ± 0.14% 88.47% ± 0.07% 88.41% ± 0.06% 88.37% ± 0.00%
Rec 89.10% ± 0.87% 98.86% ± 0.44% 99.39% ± 0.15% 100.00% ± 0.00%
M-F 88.91% ± 0.47% 93.37% ± 0.23% 93.58% ± 0.09% 93.82% – 0.00%

Guardian Acc 78.36% ± 0.62% 85.74% ± 0.10% 86.32% ± 0.11% 86.92% – 0.01%
Pre 87.05% ± 0.07% 86.94% ± 0.04% 87.03% ± 0.06% 86.92% ± 0.00%

Rec 88.22% ± 0.76% 98.36% ± 0.09% 99.02% ± 0.11% 100.00% ± 0.01%
M-F 87.61% ± 0.43% 92.30% ± 0.06% 92.63% ± 0.06% 93.00% – 0.01%

Idealist Acc 54.97% ± 0.46% 52.57% ± 0.61% 54.27% ± 0.40% 55.61% – 0.01%
Pre 56.80% ± 0.27% 57.88% ± 0.57% 56.67% ± 0.26% 55.61% ± 0.01%
Rec 79.44% ± 0.80% 54.18% ± 0.97% 75.65% ± 1.04% 100.00% ± 0.00%

M-F 66.19% ± 0.33% 55.86% ± 0.67% 64.76% ± 0.49% 71.46% – 0.02%
Rational Acc 59.12% ± 0.58% 87.62% – 0.37% 66.62% ± 0.26% 69.09% ± 0.03%

Pre 69.72% ± 0.21% 88.47% ± 0.07% 69.74% ± 0.14% 69.10% ± 0.01%

Rec 72.17% ± 1.20% 98.86% ± 0.44% 91.38% ± 0.40% 99.97% ± 0.04%
M-F 70.85% ± 0.65% 74.78% ± 0.27% 79.09% ± 0.19% 81.71% – 0.03%
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For the artisan temperament, the KNN algorithm with K = 1 obtained an average
accuracy of 80.44% and an F-measure of 88.91%. With a better performance, that is, a
greater number of correctly labeled objects, it was the SVM algorithm with an average
accuracy of 88.37%, followed by the Random Forest with an average accuracy of
87.95%. The SVM presented a higher average accuracy and a 100% recall, whilst the
Random Forest presented a better precision than SVM.

In relation to the guardian temperament, the most assertive prediction was by the
SVM algorithm, with an average accuracy of 86.92% and F-measure of 93%, followed
by the Random Forest with an average accuracy of 86.32%. The lowest average
accuracy (78.36%) was for the KNN with K = 1. The SVM also performed better for
the idealist and rational temperaments. In general, the SVM obtained better accuracy
for all temperaments, but for the artisan and guardian temperaments the Random
Forests presented very close average accuracies to the SVM. For the classification of
temperaments using TF-IDF tests were also performed using a cross-validation with 6
folders, and the accuracy, precision, recall and F-measures were calculated. Table 10
presents the results achieved for a validation with 6 folders executed 10 times. The best
performance was obtained by the SVM algorithm with average accuracy of
88.28% ± 0.01% for the artisan temperament. The guardian temperament obtained for
the Random Forest an average accuracy of 86.63% ± 0.05%, very close to the SVM
performance, which was 86.62% ± 0.03%. SVM was superior for the idealist and
rational temperaments with a small margin in relation to the random forest algorithm.

Table 10. Accuracy (Acc), Precision (Pre), Recall (Rec) e measure-F (M-F) for temperaments
using 6 folders and 10 iterations.

6-Folders TFIDF 1NN 3NN RandomForest SVM

Artisan Acc 76.79% ± 0.37% 85.58% ± 0.25% 88.15% ± 0.07% 88.28% – 0.01%
Prec 88.80% ± 0.11% 86.64% ± 0.05% 88.27% ± 0.01% 88.28% ± 0.00%
Rev 84.37% ± 0.42% 98.57% ± 0.29% 99.84% ± 0.07% 100.0% ± 0.01%
M-F 86.49% ± 0.23% 92.21% ± 0.14% 93.69% ± 0.03% 93.77% ± 0.01%

Guardian Acc 81.87% ± 0.21% 85.58% ± 0.25% 86.63% – 0.05% 86.62% – 0.03%
Prec 86.67% ± 0.06% 86.64% ± 0.05% 86.69% ± 0.02% 86.67% ± 0.00%

Rev 93.46% ± 0.27% 98.57% ± 0.29% 99.92% ± 0.05% 99.93% ± 0.04%
M-F 89.93% ± 0.13% 92.21% ± 0.14% 92.83% – 0.03% 92.83% – 0.02%

Idealist Acc 50.86% ± 0.39% 50.22% ± 0.39% 52.66% ± 0.71% 52.92% – 0.42%
Prec 55.77% ± 0.34% 55.27% ± 0.31% 55.44% ± 0.47% 56.14% ± 0.30%
Rev 56.57% ± 0.40% 55.66% ± 0.60% 76.29% ± 0.85% 70.54% ± 0.55%

M-F 56.06% ± 0.32% 55.30% ± 0.44% 64.17% ± 0.57% 62.47% ± 0.37%
Rational Acc 56.53% ± 0.55% 61.88% ± 0.46% 67.27% ± 0.34% 68.23% – 0.21%

Prec 69.59% ± 0.40% 69.81% ± 0.29% 69.28% ± 0.16% 69.50% ± 0.10%

Rev 66.42% ± 0.60% 79.45% ± 0.44% 94.98% ± 0.38% 96.66% ± 0.24%
M-F 67.85% ± 0.45% 74.29% ± 0.33% 80.10% ± 0.22% 80.84% – 0.13%
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5 Conclusion and Future Work

Temperament influences the way we perceive and react to the world. Understanding
temperament is of crucial importance to our lives and to position ourselves properly in
the market. Normally, one’s temperament can be known by filling in tests, such as the
MBTI (Myers-Briggs Type Indicator). The hypothesis of this research is that it is
possible to identify the temperament of a person in a passive way, only by using data
obtained from the social media of the person. For this, a database of tweets containing
the MBTI result of Twitter users was employed. These data were used to generate
predictive models of temperament.

The documents (Tweets) were structured with the Portuguese dictionary LIWC that
groups words into categories. The calculation of the frequency of words was carried out
to show which category is most talked about by artisan, guardian, idealist and rational
temperaments. In this analysis it is possible to identify the writing style of the user
associated with the subject that is most identified, perception among others.

The tweets were structured using LIWC and TF-IDF. When the TF-IDF was
applied to the context analysis of the words the objective was to identify the writing of
each temperament and what they have in common. It was observed that all tempera-
ments cite proper names.

For classification the tweets were structured with LIWC and TF-IDF. Via LIWC,
the best accuracy results were obtained for the artisan and guardian temperaments
trained with SVM, followed by the Random Forest algorithm, which presented average
accuracy close to the SVM accuracy. For the binary classification the highest average
values were for the temperaments artisan and guardian, also for the SVM algorithm.
The lowest average accuracy was presented for the idealist temperament.

As a future work, we intend to carry out a case study using the TECLA framework
with a database composed of a set of volunteer users who will answer the MBTI test
form and share their social profiles so that we can use their data to train the TECLA
framework and classify their temperament. Another improvement to be made is the
study of the content of the documents to investigate why the classifiers have low
accuracy and how much the unbalanced classes interferes with this result.
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Abstract. Reading Japanese historical manuscripts is one of the first
steps for researching Japanese classical literature. It is, however, difficult
and time-consuming even for Japanese people to read such manuscripts
since they are handwritten in cursive style and may contain different
characters from those currently used. We formulated the human process
for reading Japanese historical manuscripts as a constraint satisfaction
problem, and proposed a framework to assist the process. In this paper,
we present a constraint solving Web service as a part of a system based
on the framework. To realize the Web service, we added a Web service
layer to our constraint solver previously implemented in Ruby as a UNIX
command. Thanks to the loose coupling realized by the Web service, any
programming language can be used for implementation of other parts of
the whole system. We experimentally confirmed the solver as a Web
service is faster than that as a UNIX command if both the solver and a
client are connected to a same local area network. We finally summarized
technical issues concerning the system based on the framework.

Keywords: Natural language processing · Morphological analysis
Constraint solving · Web service · Reprint · Historical document

1 Introduction

In Japan, before printing technology had spread in the 17th century, all of the
documents were handwritten. Because they were transcribed by hand, the con-
tents of the documents were sometimes altered intentionally, or by the error.
As a result, there are multiple versions of the same text at present. For exam-
ple, Kokin Waka Shu which is the first anthology edited in 905 A.D. by the
instruction of the Emperor has more than 10 different versions.

The first step of Japanese classical literature study is comparing those dif-
ferent texts to create a standard text. One has to read them to compare various
handwritten texts, but it is time consuming and requires training for several rea-
sons. First, they have different shapes of characters among texts because they are
handwritten. Second, characters used in them are different from those currently
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used. This is the reason why current automatic character recognition systems
cannot be used to read those historical texts.

To assist the human process for reading Japanese historical manuscripts,
we proposed a framework which consists of an image recognizer and a con-
straint solver [1]. The image recognizer analyzes a given document image and
outputs a constraint satisfaction problem (CSP) which specifies allowable com-
binations of character segmentation results, reading order among the segmented
characters and character recognition results. Then the constraint solver solves
the CSP. Thanks to constraint solving, we can find maximally better solutions
from all combinations of them. We experimentally implemented a backtrack-
based constraint solver for reading Japanese historical manuscripts using one
kind of Japanese characters called hiragana. The solver is a part of the whole
system based on the framework. Because of the insufficient pruning in search,
the backtrack-based constraint solver can not suppress combinatorial explosion.
We then proposed a minimum-cost-based constraint solver as a successor of the
backtrack-based solver [2], which successfully suppresses combinatorial explosion
by the A∗ algorithm.

In this paper, we present a constraint solving Web service. We added a Web
service layer to the minimum-cost-based constraint solver because the constraint
solver was implemented in Ruby as a UNIX command and there was a demand
for loose coupling between the constraint solver and the other subsystems in the
framework. Thanks to the loose coupling, suitable programming languages can
be used to implement other parts of the whole system. In addition, the constraint
solving Web service can be available to other researchers concerning reprinting
of Japanese historical text through the Internet.

The organization of this paper is as follows. We introduce hiragana in Sect. 2,
and summarize existing researches in Sect. 3. We define the constraint satisfac-
tion problem for reading Japanese historical manuscripts in Sect. 4, and briefly
explain the constraint solving process of the minimum-cost-based constraint
solver in Sect. 5. In Sect. 6, we present a constraint solving Web service. We
summarize experimental results in Sect. 7. Section 8 states concluding remarks.
In this paper, we use the word “kana” as well as “hiragana” for the sake of
convenience though hiragana is a part of kana in general.

This paper is an extended version of our paper presented at the 10th Interna-
tional Conference on Agents and Artificial Intelligence [3]. We especially enriched
Sects. 4 and 8.

2 Reading Historical Japanese Characters

2.1 Hiragana Used in Japanese Classic Texts

A set of Chinese characters called kanji was brought to Japan from China in the
4th or 5th century, and eventually in the 8th century, ways of writing Japanese
texts using kanji were thought out. This is called Man’yo-gana. There were a
couple of ways to write Japanese texts in Man’yo-gana, for example, abandoning
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the meaning of kanji and expressing Japanese phonology using its pronunciation.
In fact, more than 900 Chinese characters were used to write Japanese.

From the 8th century to the 9th century, a new method of writing Japanese
was invented. It was a way to use hiragana made by further breaking the cursive
form of Chinese characters, and it was mainly used by court women in the 9th
century to write Japanese short poem called Waka. Waka is also essential for
companionship of men and women, so men who wrote official documents in
Chinese writing also needed to write hiragana [4].

Fig. 1. A fragment of a classic Japanese text which reads (mu)-(ka)-(si)-(o)-(to)-(ko)
(adopted from [5]).

2.2 Reading Hiragana in Classic Texts

Hiragana used in Japanese classic documents, we will call “historical hiragana”
hereafter, had a big difference from what is used today as listed below:

1. Historical hiragana contains many hiragana which are not used today, and
there were several hiragana to represent one syllable.

2. A special symbol called odori-ji was used to represent the same syllable as
just above.

3. In some cases, a method called Ren-men that connects multiple hiragana
characters was used.

4. In particular, in the case of handwritten documents, even though they were
the same letters, their shapes greatly differed depending on the authors.

Because of these characteristics, reading Japanese classic texts is difficult
even for Japanese people. In fact, hiragana which is not currently used has not
been taught in elementary schools in Japan since the decision of the Japanese
government in 1900.
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Figure 1 shows a part of “Tales of Ise” [5], which is a famous Japanese classic
literature, copied in 1547 A.D. All these six characters are hiragana, the first,
third, fifth and sixth letters are still in use. They are (mu), (si), (to), and (ko).
However, the second and fourth letters are not currently used.

For example, the second character might be (tu), (ka), or (he). So, how does
the trained person read the hiragana which is difficult to distinguish like this?
By focusing at the second hiragana, the first three hiraganas are (mu)-(?)-(si).
A Japanese word (mu)-(ka)-(si) exist, but (mu)-(tu)-(si) and (mu)-(he)-(si) do
not exist as Japanese words. Therefore, these three characters are determined
as (mu)-(ka)-(si), that is “the past” in Japanese. Likewise, a trained person can
read the fourth hiragana as (o), and these three hiragana here are (o)-(to)-(ko),
that is “a man” in Japanese. By observing this small example, it is clear that
knowledge on the shape of hiragana is not sufficient and knowledge on classic
Japanese words is necessary, to read Japanese classic texts.

3 Related Work

We introduce existing researches regarding recognition of Japanese historical
kana including our former work.

Yamamoto and Osawa proposed an optical character recognition (OCR)
method for kana and kanji characters in cursive style [6]. Manually segmented
characters are recognized by a word spotting technique [7]. Word spotting is an
indexing technique, which was initially proposed in [8] according to [9]. In this
method, readings are assigned to prepared character images in advance, and dis-
tances between the segmented character images and prepared character images
are measured by the word spotting method [7] based on continuous dynamic
programming [10] to find prepared characters similar to the segmented ones.
According to the result of their experiment, the accuracy of pattern recognition
is more than 80%.

Hayasaka et al. applied a convolutional neural network (CNN) to recognition
of Japanese historical kana [11]. The accuracy of pattern recognition is more
than 91% in their experiment. They also confirmed that it takes about 0.4 s for
recognition of a character on a computer without a graphical processing unit.
They demonstrate their method as a Web application on a website [12], which
accepts a Japanese historical kana image and returns recognition results using
the CNN.

Yamada et al. combined OCR and character n-gram for reprinting characters
in debt deeds in Edo-era (1603 A.D. – 1867 A.D.) [13]. Because the debt deeds
are official documents, they are written in a style of handwriting, take fixed
format and have many fixed form representations. Given unreadable characters,
OCR outputs the results. These results are associated with prepared n-gram
information to output candidates of recognition. Even though n-gram is used, n
is at most 3.

Though characters are recognized one-by-one or at most three characters
are recognized at once in the existing researches described above, we think that
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using information on a sequence of characters is useful for getting a generality
of recognition.

We proposed a framework for assisting the human process for reading
Japanese historical manuscripts by employing constraint solving [1]. The overall
structure of the framework is shown in Fig. 2. There are two major subsystems
in the framework, which are an image recognizer and a constraint solver. The
image recognizer segments an input document image into characters, enumer-
ates hiragana candidates for the segmented characters, and determines reading
order among the segmented characters to construct a CSP called a Reprint-CSP.
Thanks to constraints, the overall sequence of characters is at least constrained
to form a sequence of words in a dictionary for historical Japanese. Then the
constraint solver solves the CSP by assigning possible reading using a word dic-
tionary. The solutions of the CSP are returned to the image recognizer to revise
recognition. This feed-back is repeated if necessary. The system finally outputs
the assigned reading.

Technical issues of the proposal are the method of document layout analysis
including text line segmentation [14] and character segmentation [15], the char-
acter recognition method, the modeling method of reprinting as a Reprint-CSP,
and the efficient constraint solving method.

We focused on the constraint solving issue and experimentally implemented a
backtrack-based constraint solver for Reprint-CSPs [1]. It targets to Japanese
historical manuscripts using hiragana, and finds maximally better solutions
according to a solution comparator. It fails to suppress combinatorial explosion
because of an insufficient branch-and-bound pruning in search.

We then implemented a minimum-cost-based solver as a successor of the
backtrack-based solver [2]. Given a Reprint-CSP, a word dictionary and an posi-
tive integer n, it finds n-best solutions according to solution cost, which are based
on both occurrence cost for words and connection cost between adjacent words,
and extracts maximally better solutions according to the solution comparator
from the n-best solutions. The solver avoids combinatorial explosion using the
A∗ algorithm when it finds n-best solutions.

Both the backtrack-based solver and the minimum-cost-based solver are
implemented in Ruby as UNIX commands.

4 Reprint Constraint Satisfaction Problem

4.1 Overview

A CSP for reading historical kana text, which we call a Reprint-CSP, consists of
finite number of variables, their domains, a dictionary, a directed acyclic graph
(DAG) which represents reading order, and constraints.

Each variable corresponds to a two-dimensional region on a historical docu-
ment image which contains one character. Because of complex shapes of historical
kana characters, the image recognizer may not be able to uniquely determine if
a two-dimensional region includes just one character or more characters. In such
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Fig. 2. System configuration (amended from Fig. 2 in [3]).

a case, the image recognizer enumerates possible cases. As a result, the two-
dimensional region of a variable may overlap the regions of different variables.

The domain of each variable is a finite set of currently used characters for the
two-dimensional region. Because it is difficult to determine a unique character
for a segmented character in a historical document image as described in the
Sect. 2.2, the image recognizer adds possible character recognition results for the
segmented character to the variable’s domain.

A constraint is a relation over the domains. Constraints are labeled with
priority levels to deal with over-constrained problems. If there do not exist any
solutions which satisfy all given constraints, we abandon constraints with weak
priority levels. In a Reprint-CSP, a constraint that a sequence of characters
forms a sequence of words in a dictionary is given by a pair of a DAG over nodes
representing variables and a dictionary of words. The DAG determines reading
order of variables and the dictionary constrains local character sequences. A
maximal path over the DAG determines a solution of a Reprint-CSP. Other
constraints are, for example, used to declare constraints of odori-ji. Satisfaction
level of constrains is boolean: satisfied or not satisfied.

Solutions are compared according to their costs and the priority levels of
constraints.

4.2 Definition of Reprint-CSP

A constraint relevant to the variables x1, . . . , xn, which is described as Cx1,...,xn
,

is defined as follows.

Definition 1. For variables and their domains x1 ∈ D1 . . . , xn ∈ Dn, a con-
straint relevant to the variables x1, . . . , xn is a subset of the product of their
domains D1 × · · · × Dn.

The following alphabet Σ is the universal set of variable domains.

Definition 2. The alphabet Σ is a union of a set of all current hiraganas and a
set of two special characters “?” and “!”. The special character “?” denotes that
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a region on a document image recognized as one character does not correspond
to any current hiragana. The special character “!” denotes that a recognition
result of a region on a document image is incorrect.

Each variable domain may include the two special characters. For example, the
character “?” is used for a region on text recognized as a Chinese character.
The character “!” will be assigned to variables whose domains do not include
any appropriate current hiragana from view point of constraint satisfaction by
a Reprint-CSP solver.

A pair of a dictionary and a maximal path on a DAG over nodes representing
variables determines a constraint such that a sequence of characters assigned to
variables on the maximal path forms a sequence of words in the dictionary.

Definition 3. A dictionary is a finite subset of strings over the alphabet Σ, that
is, a finite subset of

⋃∞
i=1 Σi.

To deal with over-constrained situations, we use constraint hierarchies [16].

Definition 4. A strength of a constraint is a priority level of the constraint. The
priority levels are integers 0 . . . m. The smaller a priority level is, the priorer
constraints with the level are. Constraints labeled with priority level 0 are required
constraints which have to be satisfied. Constraints labeled with priority level 1 . . .
m are preferred constraints which only have to be satisfied as well as possible.

Definition 5. A set of constraints with strengths forms a constraint hierarchy
H = (H0, H1, . . . , Hm) where Hi is a set of constraints labeled with priority
level i.

We define CSPs for reading historical kana text, which we call Reprint-CSPs,
as follows.

Definition 6. A Reprint-CSP consists of the following five components.

– a finite set of variables V = {x1, . . . , xn}
– finite domains D1, . . . , Dn where x1 ∈ D1, . . . , xn ∈ Dn

– a dictionary R which is a finite set of words
– a directed acyclic graph G = (V,E) where E ⊂ V × V
– explicitly-given constraints relevant to a subset of V

For each maximal path over G, a constraint is implicitly given. Let p be a k-
length maximal path (xj1 , . . . , xjk) over G. Then the implicitly-given constraint
relevant to k-variables xj1 , . . . , xjk is defined as follows.

Cxj1 ,...,xjk
= {(s1, . . . , sk) ∈ Dj1 × · · · × Djk |s1 . . . sk ∈ R+} (1)

where R+ =
⋃∞

i=1 Ri.
All implicitly-given constraints are required constraints while all explicitly-

given constraints are preferred constraints.
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We use equality constraints and non-equality constraints as explicitly-given
constraints. The equality constraints of the form xi = xj are used to declare
constraints of odori-ji or constraints among characters with similar shapes. The
non-equality constraints of the form xi �= xj are used to declare that each variable
does not take the special character “!” as its value.

In the following, we define solutions of Reprint-CSPs. If there exist two vari-
ables whose regions on text overlap each other, we need not read both of them
at the same time. In other words, if we have a solution which assigns a value
to one of such variables, we need not any value to another. For this reason, we
introduce a special value ⊥ to denote that we do not read a variable with the
special value, and regard constraints relevant to a variable with the special value
as satisfied constraints.

Definition 7. A solution of a Reprint-CSP with a set of variables V = {x1,
. . . , xn} is an n-tuple (d1, . . . , dn) ∈ (D1 ∪ {⊥}) × . . . × (Dn ∪ {⊥}) which
denotes a map {x1 → d1, . . . , xn → dn}. For a variable x of a Reprint-CSP
and a solution θ relevant to x, xθ denotes the value which the solution θ assigns
to x. A valuation xi → ⊥ denotes the segmented character corresponding to the
variable xi is not read. If a solution assigns a value except ⊥ to a variable x, we
say that the solution is relevant to the variable x.

For a solution θ and a constraint Cxj1 ,...,xjk
, Cxj1 ,...,xjk

θ denotes the boolean
result of applying the solution to the constraint such that:

– (xj1θ, . . . , xjkθ) ∈ Cxj1 ,...,xjk
if the solution θ is relevant to all of the variables

xj1 , . . . , xjk

– true otherwise

A solution θ satisfies a constraint Cxj1 ,...,xjk
if Cxj1 ,...,xjk

θ is true.

Though a solution which assigns ⊥ to all variables satisfies any constraint
according to the definition above, it is not what we expect. We want to extract
better solutions from admissible solutions defined below.

Definition 8. Let G be the directed acyclic graph of a Reprint-CSP, which can
be divided into disjoint subgraphs G1, . . . , Gm where a union of G1, . . . , Gm

is equal to G and the undirected graph of Gi is connected for 1 ≤ i ≤ m. A
promising path of the Reprint-CSP is a path over G of the form (p1, . . . , pm)
where pi is a maximal path over Gi for 1 ≤ i ≤ m.

Definition 9. A promising solution of a Reprint-CSP is a solution of the CSP
which is relevant only to all variables in a promising path of the CSP.

Definition 10. A admissible solution of a Reprint-CSP is a promising solution
of the CSP which satisfies all required constraints of the CSP.

Better admissible solutions can be selected from two different viewpoints:
solution cost and priority levels of constraints.
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An admissible solution θ is better than an admissible solution σ from a
viewpoint of cost if the cost of θ is smaller than that of σ. For example, the
minimum-cost-based solver described in Sect. 5 uses the following cost function.

cost(θ, p)

= min
w1,...,wm∈R

w1...wm=xi1θ...xik
θ

m∑

i=1

fw(wi) +
m−1∑

i=1

fc(wi, wi+1) +
k∑

j=1

fr(xij , xijθ) (2)

– θ is a solution of a Reprint-CSP
– p is a maximal path (xi1 , . . . xik) over the DAG of the Reprint-CSP.
– A function fw assigns an occurrence cost to a word: R → R.
– A function fc assigns a connection cost to two words: R × R → R.
– A function fr assigns a rank of a character in the recognition result of a

segmented character corresponding to a variable to the character: Σ → N
The better admissible solutions, which satisfy preferred constraints as well

as possible, can be selected using solution comparators which determine partial
orders over admissible solutions. Some solution comparators are introduced in
[16]. The minimum-cost-based solver described in Sect. 5 uses one of the com-
parators called locally-predicate-better defined below.

Definition 11. For two admissible solutions θ, σ and a constraint hierarchy H
= (H0, H1, . . . , Hm), a comparator locally-predicate-better(θ, σ, H) is defined
as follows.

locally-predicate-better(θ, σ,H)
= ∃k > 0 such that ∀i ∈ {1 . . . k − 1} ∀p ∈ Hi e(pθ) = e(pσ)

∧ ∃q ∈ Hk e(qθ) < e(qσ) ∧ ∀r ∈ Hk e(rθ) ≤ e(rσ)

The function e is an error function. For a constraint p and a solution θ, the
function e is defined as follows.

– e(pθ) = 0 if the solution θ satisfies the constraint p.
– e(pθ) = 1 otherwise.

4.3 Example

Figure 3 shows an image of a Japanese classic text consisting of five characters
taken from “Tales of Ise” [5], and a Reprint-CSP constructed from the text. The
DAG of Fig. 3 represents reading order among segmented characters. A variable
x1 is assigned to the first character. Similarly, variables x2, x5, x6 and x7 are
assigned to the 2nd, the 3rd, the 4th, and the 5th character respectively. Because
the segmented character corresponding to the variable x2 can be recognized as a
combination of two characters, it is divided into two characters corresponding to
two variables x3 and x4. As this example, segmented characters corresponding
to variables may overlap with each other on the document image.
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Fig. 3. A fragment of a classic Japanese text which reads (mu)-(ra)-(sa)-(ki)-(no) and a
constraint satisfaction problem constructed from the fragment (This figure is amended
from Fig. 3 in [3], and the document images in this figure are adopted from [5]).

The domain of the variable x4 includes two elements (ka) and (tu) in Fig. 3
because the segmented character corresponding to x4 can be read as (ka) or
(tu). All variables’ domains in Fig. 3 include an element “!”. We use the symbol
as a special character meaning an unreadable character. Because the segmented
character corresponding to x3 can be read as an odori-ji, the domain of x1, which
is immediately prior to x3 in the reading order, is added to the domain of x3 so
that the value of x3 can be equal to that of x1.

In Fig. 3, constraints xi �= “!” for i ∈ {1, 2, 3, 4, 5, 6, 7} are imposed not to
assign the unreadable character “!” to the variables. A constraint x1 = x3 is a
constraint for the odori-ji. An equality constraint xi = xj can be also used if
their characters have similar shapes.

In Fig. 3, there are two maximal paths p1 and p2 as follows.

p1 ≡ (x1, x2, x5, x6, x7)
p2 ≡ (x1, x3, x4, x5, x6, x7)

The following functions θ1 and θ2 are admissible solutions on the maximal
path p1.

θ1 ≡ {x1 → (mu), x2 → (ra), x5 → (sa), x6 → (ki), x7 → (no)}
θ2 ≡ {x1 → (mu), x2 → (ra), x5 → (ha), x6 → (ki), x7 → (no)}

For example, the solution θ1 can be obtained by a word sequence (a noun (mu)-
(ra)-(sa)-(ki), a particle (no)), a word sequence (a noun (mu)-(ra), a noun (sa)-
(ki), a particle (no)) and so on. Because the two solutions θ1 and θ2 do not give
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any value to x3 and x4, the two solutions θ1 and θ2 satisfy four constraints x1 =
x3, x3 �= !, x4 �= ! and a constraint that a sequence of assigned readings forms a
sequence of words.

5 A Minimum-Cost-Based Solver

In this section, preprocess of Reprint-CSPs for the minimum-cost-based solver
and the constraint solving process of the solver are explained briefly.

5.1 Resolution of Odori-ji in Reprint-CSP

The image recognizer of the system based on the framework we proposed
may add odori-ji into variables’ domains when it constructs a Reprint-CSP.
The minimum-cost-based solver, however, can not deal with Reprint-CSPs with
odori-ji. For that reason, we have to translate a given Reprint-CSP with odori-ji
to a Reprint-CSP without odori-ji before constraint solving.

Let a Reprint-CSP have a set of variables {x1, . . . , xn} and a DAG G. For
each variable xi whose domain includes odori-ji in the topological order for G,
we apply the following procedure.

1. We introduce new two variables xrest and xodori−ji. The domain Drest is equal
to Di except odori-ji. The domain Dodori−ji is equal to ∪(xj ,xi)∈EDj if there
exists an incoming edge to xi. Otherwise, the domain Dodori−ji is equal to the
alphabet Σ.

2. For each directed edge (xj , xi), which is an incoming edge to xi, we replace
the edge (xj , xi) with two edges (xj , xrest) and (xj , xodori−ji), and introduce
a constraint xj = xodori−ji.

3. For each directed edge (xi, xk), which is an outgoing edge from xi, we replace
the edge (xi, xk) with two edges (xrest, xk) and (xodori−ji, xk).

4. We remove the variable xi.

Figures 4 and 5 show the resolving process. Figure 4(1) shows a part of a DAG
where a variable xi does not have any incoming edge and its domain Di includes
an odori-ji, and Fig. 4(2) shows a result of resolving the odori-ji. Figure 5(1)
shows a part of a DAG where a variable xi has incoming edges and its domain
Di includes an odori-ji, Fig. 4(2) shows a result of resolving the odori-ji.

5.2 Constraint Solving

The minimum-cost-based solver takes a Reprint-CSP, a dictionary of words and
a positive integer n as its input, and works as follows.

1. The solver constructs a reading assignment graph with costs from a given
Reprint-CSP. It is a directed acyclic graph with a most upstream node and a
most downstream node. Each node is labeled with a sequence of variables, a
reading (a word in the dictionary) assigned to the variable sequence, a part of
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(2)(1)

Fig. 4. A resolution of an odori-ji in the domain of a variable without any incoming
edge

(2)(1)

Fig. 5. A resolution of an odori-ji in the domain of a variable with incoming edges.

speech of the word, and two costs. The two costs are an occurrence cost of the
word and the minimum cost from the most upstream node to the node. Each
directed edge represents a reading order between two nodes, and is labeled
with a connection cost.

2. The solver enumerates n-best admissible solutions over the reading assign-
ment graph with costs from a view point of costs, and extracts locally-
predicate-better solutions from the n-best admissible solutions.

In the following, an example of the constraint solving process is shown using
Figs. 6, 7, 8 and 9.

Figure 6 shows a fragment of a classic Japanese text [5] which reads (si)-(no)-
(hu)-(su)-(ri)-(no)-(ka)-(ri)-(ki)-(nu)-(wo).

Figure 7 shows a directed acyclic graph over variables of a Reprint-CSP for
the text of Fig. 6. Each node is labeled with a variable in the upper part and
its domain in the lower part. Each directed edge between two nodes represents
a reading order between the two variables.
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Fig. 6. A classic Japanese text which
reads (si)-(no)-(hu)-(su)-(ri)-(no)-(ka)-
(ri)-(ki)-(nu)-(wo) (adopted from [5]).

Fig. 7. A directed acyclic graph over
variables of a Reprint-CSP for the text
in Fig. 6.
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Fig. 8. A complete reading assignment graph with costs.

Fig. 9. A part of the reading assignment graph with costs in Fig. 8.
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Figure 8 shows a complete reading assignment graph with costs constructed
from the Reprint-CSP. The most upstream node and the most downstream node
represent the beginning and the end of the fragment of text respectively. The
graph was constructed with reference to a dictionary with 363 words, and has
74 nodes. If a dictionary with 421,896 words is used as in our experiments in
Sect. 7, the resulting graph has 507 nodes.

Figure 9 shows a part of the complete reading assignment graph. In Fig. 9, a
noun which reads (si)-(no)-(hu)-(su)-(ri) is assigned to a sequence of variables
( 01, 04, 05, 10, 11). The occurrence cost of the node is 10,985, and the
minimum cost from the most upstream node to the node is 9,600.

6 A Constraint Solving Web Service

We added a Web service layer to the minimum-cost-based solver using a Web
application framework Ruby on Rails. Thanks to the HTTP-based protocol,
it realizes loose couplings between the constraint solver and parts of the whole
system. As a result, any programming languages can be used to implement other
subsystems in the whole system. In addition, the constraint solving service can
be public through the Internet.

We designed an asynchronous Web API because constraint solving process is
time-consuming as shown in experimental results in Sect. 7. For example, it takes
a few seconds for the minimum-cost-based solver to solve a Reprint-CSP with
about 200 variables. If a Reprint-CSP and its solutions are exchanged between
a client and a server in one round trip over HTTP, it causes blocking. It means
the client has to wait for the solution in a few seconds.

Figure 10 shows a protocol sequence diagram of the Web API. To avoid block-
ing, the Web API protocol involves two round trips between a client and a server.
The following is a brief explanation of the protocol.

1. A client sends a Reprint-CSP, a dictionary name, and a positive integer n in
a JSON format [17] using the POST method of HTTP to a Web server as
follows.

POST /solver/csps
2. The server returns a URL with a randomly generated ID to the client, and

starts constraint solving.
3. The client requests solutions for the Reprint-CSP to the Web server using the

GET method of HTTP with the returned URL as follows.
GET /solver/solutions/ID

Because the ID in the URL is randomly generated, it is difficult for a client
to steal a look at solutions for other clients.

4. If solutions for the URL are available at that time, the Web server provides a
set of pairs of a solution and unsatisfied constraints in the solution in a JSON
format. If they are not available, the Web server provides an error message
in a JSON format. Unsatisfied constraints sent from the Web server will be
hints to revise the original Reprint-CSP.
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Fig. 10. A protocol sequence diagram of the Web service (adopted from [3]).

Fig. 11. A request to the solver Web service.
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Fig. 12. A result returned from the solver Web service.

Figure 11 shows an example of JSON data which a client sends to a Web
server to request constraint solving. It has a key-value structure as follows.

– The value of the key “ConstraintSatisfactionProblem” represents a
Reprint-CSP by a key-value structure as follows.

• The value of the key “vars” represents pairs of a variable and its domain.
The special character “!” is automatically added to each domain by the
solver. The order of characters in a domain represents ranks of the char-
acter in the result of character recognition. The first character has the
first rank 0, the second has the second rank 1 and so on.

• The value of the key “connectivity” represents a DAG over the vari-
ables.

• The value of the key “constraints” represents a constraint hierarchy.
Each constraint is described in prefix notation. An array ["ne", " 01",
"!"] in the example represents a constraint 01 �= ! which avoids assigning
the special character “!” to a variable 01.

• The value of the key “odoriji represents pairs of a variable corresponding
to an odori-ji and its rank. In the example, it is empty because any odori-ji
is not used.

– The value of the key “dictionary” represents a dictionary name.
– The value of the key “n best” represents a positive integer.

Figure 12 shows an example of JSON data which a Web server returns to a
client as a result of constraint solving. It has a key-value structure as follows.

– The value of the key “solutions” represents solutions.
– The value of the key “unsatisfiedConstraints represents a constraint hier-

archy consisting of unsatisfied constraints.

7 Experimental Results

In this section, we experimentally compare the minimum-cost-based solver imple-
mented as a UNIX command and the solver implemented as a Web service. In
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Table 1. Reprint-CSPs for experiments (adopted from [3]).

# of variables Average size of
variables’ domains

# of constraints

Reprint-CSP 1 211 1.22 220

Reprint-CSP 2 214 2.00 215

Reprint-CSP 3 303 1.23 318

Table 2. Average execution time (adopted from [3]).

UNIX command
(sec)

Web service

T1 (sec) T2 (sec) T3 (sec) T4 (sec) T1+T3+T4 (sec)

Reprint-CSP 1 5.538 1.258 0.044 2.576 0.002 3.836

Reprint-CSP 2 12.358 1.286 0.041 8.961 0.002 10.249

Reprint-CSP 3 7.146 1.260 0.047 3.913 0.002 5.176

addition, we evaluates the design of Web API according to the experimental
results.

We built a Linux environment on a virtual machine on OS X El Capitan,
and run our Web service on the environment on a Mac mini with 2.3 GHz Intel
Core i7 CPU and 16GB memory. We used a Mac mini with same specification
in a same local area network for a Web client (a UNIX command curl) and the
solver implemented as a UNIX command.

The two solvers use a same dictionary called UniDic for Early Middle
Japanese [18], which includes 421,896 words. Every time we invoke the solver
as a UNIX command, the command reads the dictionary, stores it as a trie tree
and use the trie tree for a constraint solving. After finishing the constraint solv-
ing, the trie tree is lost. On the other hand, when we start the solver as a Web
service, the Web service reads the dictionary, stores it as a trie tree, and keep
the trie tree for constraint solving as long as the Web service is running.

We used a classic Japanese manuscript “Tales of Ise” [5] to create three
Reprint-CSPs shown in Table 1. Reprint-CSP 1 and Reprint-CSP 2 are CSPs for
a page, and Reprint-CSP 3 is a CSP for two pages.

We gave each of the three Reprint-CSPs to the two solvers five times, and
measured their average execution time. For the solver as a Web service, we
measured four durations T1, T2, T3, and T4 in Fig. 10.

– T1 is a waiting time of a client between sending a Reprint-CSP and receiving
a URL.

– T2 is an execution time in a Web service between receiving a Reprint-CSP
and sending a URL.

– T3 is an execution time for constraint solving in a Web service.
– T4 is a waiting time of a client between requesting solutions and receiving

the solutions.
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Because T1 and T3 may overlap, a waiting time of a client between sending a
Reprint-CSP and receiving solutions is at most T1+T3+T4.

Table 2 shows the results. In the three cases, the solver as a Web service is
faster than the solver as a UNIX command by about 2 s. The execution time of
a Web service (T1+T3+T4) ranges between 69% and 84% of that of the solver
as a UNIX command. The reason is that the solver as a Web service is ready to
solve when it receives a Reprint-CSP while the solver as a UNIX command has
to read the dictionary before solving when it receives a Reprint-CSP.

In addition, T3 ranges between about 2.6 s and about 9.0 s in Table 2. It
supports the asynchronous Web API which avoids blocking.

8 Conclusion

We added a Web service layer to our constraint solver implemented as a UNIX
command for reprinting Japanese historical text. Thanks to the Web service
layer, we can use suitable programming languages to implement other parts of
the whole reprint support system based on a framework proposed by us. In
addition, we will also be able to publish our constraint solver on a Web site
as a Web service so that other researchers concerning reprinting of Japanese
historical text can use it. We conducted experiments and confirmed the solver
as a Web service is faster than the original solver as a UNIX command by about
two seconds if we use both a client and the Web server in a same local area
network. It is because the solver as a Web service can reuse a setup done at
startup of the Web service while the solver as a UNIX command has to do setup
every time it is invoked. We also confirmed the asynchronous protocol is suitable
for this application because the constraint solving is time-consuming.

Our future works involve various issues as follows. If a constraint satisfaction
problem (CSP) for the solver includes a Japanese repetition mark called odori-ji,
we have to resolve the repetition mark in the CSP before we pass the CSP to the
solver, and also have to translate obtained solutions for the preprocessed CSP
into solutions for the original CSP. We have to implement both the preprocess
and the postprocess to do them automatically. It is also one of our future works
to publish our Web service on a Web site. We are developing a graphical user
interface (GUI) application for the reprint support system. We are using C# for
the implementation because C# is suitable for building GUIs. The GUI appli-
cation successfully communicates with the constraint solving Web service. We,
however, have to create a CSP manually in the GUI application from scratch
because other subsystems in the reprint support system have not been imple-
mented yet. We plan to implement them as a set of Web services, which are
systems for text line segmentation, character segmentation and character recog-
nition. The GUI application will work as a glue among the Web services after
we implement them, and it will be able to create CSPs semi-automatically. A
graph layout problem is one of issues in the GUI application because it displays
a CSP as a graph for editing.
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Abstract. The edit distances have been widely used as an effective
method to analyze similarity of semi-structured data such as strings,
trees and graphs. For example, the Levenshtein distance for strings is
known to be effective to analyze DNA and proteins, and the Täı dis-
tance and its variations are attracting wide attention of researchers who
study tree-type data such as glycan, HTML-DOM-trees, parse trees of
natural language processing and so on. The problem that we recognize
here is that the way of engineering new edit distances was ad-hoc and
lacked a unified view. To solve the problem, we introduce the concept of
the mapping distance and a hyper-parameter that controls costs of label
mismatch. One of the most important advantages of our parameterized
mapping distances consists in the fact that the distances can be defined
for arbitrary finite sets in a consistent manner and some important prop-
erties such as satisfaction of the axioms of metrics can be discussed
abstractly regardless of the structures of data. The second important
advantage is that mapping distances themselves can be parameterized,
and therefore, we can identify the best distance to a particular applica-
tion by parameter search. The mapping distance framework can provide
a unified view over various distance measures for semi-structured data
focusing on partial one-to-one mappings between data. These partial
one-to-one mappings are a generalization of what are known as map-
pings of edit paths in the legacy study of edit distances. This is a clear
contrast to the legacy edit distance framework, which defines distances
through edit operations and edit paths. Our framework enables us to
design new distance measures in a consistent manner, and also, various
distance measures can be described using a small number of parameters.
In fact, in this paper, we take ordered rooted trees as an example and
introduce three independent dimensions to parameterize mapping dis-
tance measures. Through intensive experiments using ten datasets, we
identify two important mapping distances that can exhibit good classifi-
cation performance when used with the k-NN classifier. These mapping
distances are novel and have not been discussed in the literature.
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1 Introduction

Machine learning algorithms perform their functions totally relying on analysis
of similarity of data. On the other hand, many datasets that can be targets of
data analysis include data instances serialized in the form of vectors of feature
values. To evaluate similarity of vectors, distance measures have been a com-
mon tool, because vectors can be naturally understood as points in Euclidean
spaces, and we have multiple distance measures defined over Euclidean spaces
including as Euclidean distance, Manhattan distance, Lp-norm and Mahalanobis’
distance. We should notice that inner products (dot products) and cosine simi-
larities of vectors, which are the foundation of the kernel method and the multi-
variable analysis, can be also derived from their Euclidean distances by the cosine
formula.

On the other hand, it is also a fact that there are a variety of data that are
not represented as vectors. For example, DNA’s include crucial information to
determine physiology and diseases of the human being and are represented as
strings of letters A, C, G and T, which indicates four nucleosides, namely, ade-
nine, cytosine, guanine and thymine. Glycans (sugar chains) are also important
chemical compounds intensively studied in biochemistry, also known as the third
bio-polymer following DNA and proteins. A glycan consists of monosaccharides
(single sugars) connected in the form of tree by glycosidic bonds. Web pages are
written using Hyper Text Mark-up Language (HTML), which can represent nest-
ing structure of document components using tags, and DOM trees that associate
with Web pages represent the nesting structure of document components.

To denote a datum that consists of one or components that are related with one
another by some means, we use the term semi-structures data. It is evident that
we cannot use the conventional distance measures for points in Euclidean spaces
in a straightforward manner. To solve the issue, a set of edit distances have been
proposed as distance measures for semi-structured data in the literature and have
proven to be effective. The Levenshtein distance for strings [10] is a well-known
example of edit distance measures. Täı extended the Levenshtein distance to trees
[19]. Since computing Täı distances is heavy, a number of variations have been pro-
posed in the literature including the constrained distance [22], the less-constrained
distance [11] and the degree-two distances [24]. Their definitions are all stemmed
from the Täı distance, and they have succeeded in reducing computational com-
plexity of Täı distance. On the other hand, Wang and Zhang [20] introduced the
alignment distance to extend the concept of string alignments to trees. In fact, the
alignment distance has turned out to be identical to the less constrained distance
[9]. For graphs, a definition of edit distances is given in [13].

The common fundamental idea of edit distances is to determine a set of
primitive edit operations that transforms a datum into another datum and to
determine a distance between two data by the smallest number of edit operations
necessary to transform one into the other. Hence, with a different set of primitive
edit operations, a different distance will be obtained even for the same pair of
data.
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In fact, many different definitions of edit distances for trees have been intro-
duced in the literature, but the ways to introduce them appears ad-hoc rather
than being amenable to discipline. Therefore, we cannot deny the possibility
that we have missed instances of the edit distance measure that can have good
performance in accuracy or time-efficiency or both.

The first of the two important contributions of this paper is to introduce the
notion of the mapping distance, which generalizes the legacy edit distance with a
consistent view. We initially introduced the idea of the mapping distance in [18],
and in this paper, we introduce a hyper-parameter that controls the likelihood
that mismatch of elements can occur. The second important contribution is to
engineer new distance measures for trees, which can be reasonably parameterized
by two additional hyper-parameters, and therefore, we can identify the best
distances for specific applications through parameter search. Through intensive
experiments with ten datasets of trees, we have added one important mapping
distance to the mapping distance identified to be important in [18]. The newly
identified distance is novel and has not been discussed in the literature.

The sections that follow this introductory section are organized as follows. In
Sect. 2, we give a review over some well-known edit distance measures, including
Levenshtein distance for strings and Taö edit distance for trees. In Sect. 3, we
first describe the notion of the mapping distance initially initialized in [18]. Some
important properties of mapping distances are newly given with mathematical
proofs. Secondly, we introduce a hyper-parameter that controls the cost when
mismatch occurs in mappings. In Sect. 4, we develop our discussion focusing on
application to trees. In fact, we introduce multiple instances of mapping distance
measures for trees, three of which are well-known in the literature. In addition,
we report the results of experiments that we run to compare these mapping
distance measures.

2 Examples of Legacy Edit Distances for Strings and
Trees

2.1 Levenshtein Distance for Strings [10]

Levenshtein distance [10] is well-known and widely used to evaluate similarity
between strings. Levenshtein distance determines three primitive edit opera-
tions: substitution, deletion and insertion. For example, from a string ACGT, we
obtain AGGT by substituting G for C, AGT by deleting C, and ACAGT by inserting
A immediately after C.

Given an alphabet Σ, Σ+ denotes the entire set of non-empty strings. Letting
Σ+ be a vertex set a graph, we can determine an infinite undirected graph GΣ =
(Σ+, E). An edge of GΣ connects two strings that can be mutually transformed
by means of a singe primitive edit operation. For example, the vertex ACGT has
edges to the vertices of AGGT, AGT and ACAGT, and then, the distance between
two vertices (strings) is defined by the length of the shortest path between the
two vertices in GΣ .
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When an edge between two strings s and t is defined due to replacement of
a letter a in s with a letter b in t, we label it with (a, b). On the other hand, if
it is associated with deletion of a letter a from s or insertion of a letter b into t,
we label it with (a,⊥) or (⊥, b).

For {s, t} ∈ Σ+, a path from s to t is called an edit path and represented by
a sequence of edge labels. For example, there is a path from ACGT to GCTA that is
represented by (A, G)(G,⊥)(⊥ T). In fact, this turns out to be the shortest path
between the strings, and hence, their distance is three.

Moreover, the mapping of the path is determined as {(A, G), (C, C), (G, G)}. In
general, the mapping of an edit path determines a one-to-one partial mapping
between the letters consisting of ACGT and the letters consisting of GCTA that are
not deleted or inserted in the edit path. For mappings of Levenshtein distance,
we have

Theorem 1. The mapping of an edit path of Levenshtein distance preserves the
order of letters in the original strings.

2.2 Täı Distance for Trees [19]

In this paper, we mean rooted trees simply by “trees”. Therefore, a tree always
has a root vertex, which is a unique common ancestor of all of the other vertices.
We first define Täı distance for unordered trees, and then extend the definition
to ordered trees.

In graph theories, an unordered tree is defined as a connected acyclic undi-
rected graph. Between arbitrary two distinct vertices, there exists a unique path
from one to the other. An unordered tree can be viewed as a rooted tree by
specifying an arbitrary vertex as a root.

In addition, we can introduce an order among vertices into an unordered
rooted tree so that it becomes a partially ordered set (poset): for distinct vertices
v and w of a rooted tree with a root r, we denote v > w, if, and only if, the
unique path from r to v includes the unique path from r to w. This order > is
called a generation order, and we say that w is an ancestor of v, if v > w.

It is worth noting that we can define an unordered rooted tree as a poset as
well: A poset (V,>) is an unordered rooted tree, if, and only if, the following
two conditions are met:

1. There is a minimum element r such that r < v holds for any v ∈ V \ {r};
2. For Av = {w ∈ V | w < v}, the poset (Av, <) is totally ordered: that is, any

two distinct vertices u and w in Av, either u > w or u < w holds.

Täı distance is a straightforward extension of Levenshtein distance to trees,
and the difference from Levenshtein distance is twofold.

– Although Täı distance determines the same three types of primitive edit oper-
ations of substitution, deletion and insertion as Levenshtein distance does, the
targets of these edit operations are vertices of trees instead of letters.



Parameterized Mapping Distances for Semi-Structured Data 447

– The substitution and deletion edit operations of Täı distance are defined in
the same way as Levenshtein distance. On the other hand, to define insertion
of v immediately below w, we first specify a subset of children of w, add v
as a child of w, and then redefine the specified children of w as the entire
children of v.

In the same way as we saw for Levenshtein distance, we can determine a
graph GU = (UV , E) that represents the entire space of unordered rooted trees.
We let V be a set of vertices of trees and U be the entire set of unordered rooted
trees. Each tree has elements of V as vertices. An edge (X,Y ) ∈ E indicates a
primitive edit operation that converts X into Y . We call a path in GU by an
edit path. Then, the Täı distance between two trees is determined by the length
of the shortest edit path that connects the trees.

Figure 1 exemplifies an edit path for the Täı distance. The path is from the
leftmost tree, denoted by X = X1, to the rightmost tree, denoted by Y . We first
substitute the vertex vf , identified by the symbol f , for the vertex ve, identified
by the symbol e, to convert X into X2. Secondly, the vertex vb of X2 is deleted to
obtain X3. Lastly, we insert the vertex vg below the vertex va of X2. To perform
the insertion, we identify the set {vd, vf} and then place vg so that vg is a child
of va and a common parent of vd and vf . Thus, (ve, vf )(vb ⊥)(⊥, vg) represents
the edit path. Furthermore, this edit path is the shortest of the edit paths that
connect X and Y in GU , and hence, the Täı distance between X and Y is three.
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(ve, vf ) (vb, ) ( , vg)

Fig. 1. An edit path and a mapping (dotted arrows) of Täı distance for unordered
rooted trees.

The mapping of an edit path is also defined in the same way as Leven-
shtein distance: given an edit path from an unordered rooted tree X to another
unordered rooted tree Y , the mapping of the edit path is the canonical corre-
spondence from the vertices of X that are not deleted to the vertices of Y that
are not inserted. In Fig. 1, the mapping of the edit path (ve, vf )(vb ⊥)(⊥, vg) is
depicted by dotted arrows. The vertex vb is deleted in X, and the vertex vg is an
inserted vertex in Y . The mapping determines the one-to-one partial mapping
{(va, va), (vc, vc), (vd, vd), (ve, vf )}.

Täı proved an important property to mappings of edit paths.

Theorem 2 ([19]). A partial one-to-one mapping between vertices of two
unorderd rooted trees is a mapping of an edit path, if, and only if, the partial
mapping preserves generation order.
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For example, the mapping shown in Fig. 1 determines a partial mapping
between vertices of X and Y . It is a partial mapping, because vb in X is not
included in the domain of the correspondence. As Theorem 2 asserts, the map-
ping preserves the generation order: vc > va, vd > va and ve > va hold in the
tree X, and μ(vc) > μ(va), μ(vd) > μ(va) and μ(ve) > μ(va) hold in the tree X,
when μ denotes the mapping.

An ordered rooted tree, on the other hand, is equipped with a pre-order in
addition to a generation order. To denote a pre-order, we use the symbol ≺. A
pre-order is a total order that meets the following conditions: (1) either v ≺ w
or w ≺ v for arbitrary distinct vertices v and w; (2) if v < w, then v ≺ w; and
(3) if u > v, v ≺ w and v �< w, then u ≺ w. A pre-order determines an order
among vertices that share the same parent vertex, and we call the order a sibling
order. In reverse, if a sibling order is given for every parent vertex of the tree,
it can be uniquely extended to a pre-order. To denote a sibling order, we use
the same symbol ≺ as a pre-order. Figure 2 depicts a pre-order and the derived
sibling order: The numbers assigned to vertices represent the pre-order, and the
solid arrows do the sibling order derived from the pre-order.

1

72 6

3 4 5 8 9 10

Fig. 2. An ordered rooted tree with a pre-order and a sibling order.

To define Täı distance for ordered trees, we first define a substitution edit
operation and a deletion edit operation so that they do not change the sibling
order. On the other hand, we need some modification to define an insertion
edit operation. When we insert a new vertex v as a child of a vertex w with
children w1, w2, . . . , wk in the sibling order, we first specify a set of children
of w so that the specified set becomes an interval. That is to say, we choose
two integer a and b such that 1 ≤ a ≤ b ≤ k and specify the set W = {wi |
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Fig. 3. An edit path and a mapping (dotted arrows) of Täı distance for ordered rooted
trees.
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a ≤ i ≤ b}. Then, we replace W with v and update the sibling order under w
to be w1, . . . , wa−1, v, wb+1, . . . , wk. Finally, we let W be the children of v and
determine a sibling order so that wi ≺ wj for any a ≤ i < j ≤ b.

Figure 3 depicts an example of an edit path of Täı distance for ordered
rooted trees. (ve, vf )(vb ⊥)(⊥, vg) represents the edit path depicted. The num-
bers attached to vertex circles represents a pre-order of each tree. For the trans-
formation from X to X2, the vertex ve of X is replaced with vf , and the same
pre-order is assigned to vf as ve. For the transformation from X2 to X3, the
vertex vb of X2 is deleted, and the pre-order of the remaining vertices remains
the same. For the last transformation from X3 to Y , the vertex vg is inserted,
and vd and vf are redefined as children of vg. The sibling order between vd and
vf is the same between before and after the transformation.

Theorem 2 for ordered rooted trees is stated as follows.

Theorem 3. A partial one-to-one mapping between vertices of two ordered
rooted trees is a mapping of an edit path, if, and only if, the partial mapping
preserves the generation order and the pre-order.

2.3 Variations of Täı Distance

The most serious problem of Täı distance is its heavy computational com-
plexity. Computing Täı distances for unordered rooted trees is known NP-
hard. Although its computational complexity for ordered rooted trees is
polynomial-time, the known algorithm required too much computation in prac-
tice. Hence, much effort has been made to develop efficient algorithms to
compute Täı distances. Zhang and Shasha [23] proposed an algorithm of
O(|X||Y |min(w(X), h(X))min(w(Y ), h(Y )))-time, where |X|, w(x) and h(x)
denote the size (the number of vertices), the width (the number of leaves) and
the height (the length of the longest path from the root to a leaf) of a tree X.
According to shapes of trees, this varies between O(|X||Y |) and O(|X|2|Y |2).
Klein [8] improved the efficiency to O(|X|2|Y | log |y|)-time by taking advan-
tage of decomposition strategies [5]. Demaine et al. [4] further optimized this
technique and presented an algorithm of O(|X|3)-time. When we only look at
the asymptotic evaluations, Demaine’s algorithm looks the fastest, but it easily
lapses into the worst case. Therefore, the algorithm of Zhang and Shasha in
fact outperforms Demaine’s algorithm in many practical cases. In this regard,
RTED, an algorithm that Pawlik and Augsten [14] have developed, not only has
the same asymptotic complexity as Demaine’s algorithm but also almost always
outperforms the competitors in practice. Furthermore, the space complexity of
Zhang’s algorithm, Demaine’s algorithm and RTED is O(|X||Y |), which is prac-
tically small.

Although the aforementioned improvement in efficiency was remarkable, the
asymptotic time complexity of O(|X|3) is still too heavy for some practical appli-
cations. In the literature, several new distances have been proposed to take over
Täı distance.
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The degree-two distance [24] is one of the typical examples and imposes the
following constraint on the primitive edit operations of substitution, deletion and
insertion: roots must not be deleted or inserted; only vertices with degree one and
two can be deleted and inserted. The degree of a vertex is the number of edges
that the vertex has, and the degree-two distance is the minimum length of edit
paths under this constraint. The time and space complexity of the degree-two
distance is O(|X||Y |).
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Fig. 4. An edit path of the degree-two distance: (vd, ⊥)(vb, ⊥)(ve, vg)(⊥, vf )(⊥, vd).

Figure 4 exemplifies an edit path of the degree-two distance. (vd,⊥)(vb,⊥)
(ve, vg)(⊥, vf )(⊥, vd) represents the edit path. In X, the vertex vd is of degree
one, and hence, we can delete it under the constraint of the degree-two distance.
By deleting vd, the degree of vb has changed from three to two in X2, and hence,
we are allowed to delete it. Also, we can insert vf between va and vg, because the
resulting degree of vf in X5 is two. For the same reason, we can insert vd below
vf . The length of this edit path is five, and furthermore, this is the shortest edit
path. Hence, the degree-two distance between X and Y turns out to be five.

To show an important property of the degree-two distance, we introduce the
nearest common ancestor (NCA) of a set of vertices in a rooted tree.

Definition 1. For S a set of vertices of a rooted tree, the nearest common ances-
tor S� is the maximum element of {v | w ∈ S, v ≤ w} with respect to the
generation order.

We let v � w denote {v, w}� for simplicity of description. For a mapping μ of
an edit path of the degree-two distance, we denote the domain of μ by Dom(μ).

Theorem 4. Let μ be a mapping of an edit path of the degree-two distance. For
any {v, w} ∈ Dom(μ), v � w ∈ Dom(μ) and μ(v � w) = μ(v) � μ(w) hold.

Proof. We assume that v and w are in Dom(μ) and v � w is not a root. Then,
in the course of an edit path, v � w always has at least three edges, one to v,
one to w and the other to the root, and hence, the degree of v � w is always no
smaller than three. ��

The constrained distance, which Zhang [22] has introduced, is also impor-
tant in practice. The constrained distance is defined by imposing the certain
constraint described below on mappings of Täı distance. Zhang has also pre-
sented an efficient algorithm to compute constrained distances, whose time and
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space complexity is O(|X||Y |). Although Richter [16] independently introduced
the structure-respecting distance tailoring Täı distance to particular applications,
Bille [2] has shown the identity between the constrained and structure-respecting
distances.

To describe the constraint of the constrained distance, we have to introduce
the concept of separable vertex sets.

Definition 2. Two subsets S and T of vertices of a tree are separable, if, and
only if, neither S� < T� nor S� < T� holds.

Definition 3. A one-to-one partial mapping μ from vertices of a tree X to
vertices of a tree Y is said to be separable, when S ⊆ Dom(τ) and T ⊆ Dom(τ)
are separable in X, if, and only if, μ(S) and μ(T ) are separable in Y .

The partial mapping depicted by Fig. 5, which was also given in Fig. 1, is
not separable. In fact, when we let S = {vc, vd} and T = {ve}, S and T are
separable. However, μ(S) and μ(T ) are not separable, because μ(vc) � μ(vd) is
the root of Y .
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Fig. 5. An example of non-separable mappings.

Definition 4. An edit path of Täı distance is said to be separable, if, and only
if, the associated mapping is separable.

The constrained distance between two trees is defined as the length of the
shortest edit path that is separable.

3 Parameterized Mapping Distances

As seen in Sect. 2, the legacy edit distances are defined through primitive edit
operations and edit paths. The definitions of primitive edit operations are depen-
dent on the structures of data, and it is not always straightforward to understand
the meanings of the definitions. By contrast, as shown below, mappings of edit
operations can be characterized more clearly. Furthermore, the edit distances
can be generalized to arbitrary finite data in a consistent manner by defining
distances through mappings instead of edit operations.

3.1 Canonical Characterization of Mappings of Edit Distances

Levenshtein Distance. A string can be viewed as a totally ordered set of let-
ters. Theorem 1 implies that the mappings of edit paths of Levenshtein distance
are identical to the partial mappings between totally ordered sets that preserve
the order.
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Täı Distance. As seen in Sect. 2.2, unordered rooted trees are viewed as posets.
Theorem 2 implies that mappings of edit paths of Täı distance are nothing other
than partial mappings between posets that preserve the generation order.

Also, two orders, that is, a generation order and a pre-order, are given to
ordered rooted trees, and Theorem 3 asserts that the set of mappings of edit
paths of Täı distance is identical to the set of partial mapping that preserves the
two orders.

The Degree-Two Distance. We can also define an unordered rooted tree as an
algebraic structure. Let V be a set of vertices and � be a binary operation such
that (V,�) is a commutative semigroup: for any {u, v, w} ⊆ V , v � w = w � v
and (u � v) � w = u � (v � w) hold. The operation � will be the NCA
operation when V is organized as a tree. We further assume that the semigroup
(V,�) meets the following conditions:

1. v � v = v for any v ∈ V ;
2. |{u � v, v � w,w � u}| ≤ 2 for any {u, v, w} ⊆ V .

For distinct v and w in V , we denote v < w, if, and only if, v � w = v holds.
When we assume u � v = u and v � w = v for {u, v, w} ⊆ V , we have
u � w = (u � v) � w = u � (v � w) = u � v = u. Hence, we see that (V,<) is
a poset. Then, we have

Theorem 5. The poset (V,<) is an unordered rooted tree with a generation
order <.

Proof. By the commutative and associative properties of (V,<), V � uniquely
determines an element of V . Since (V �) � v = ((V \ {v})�) � v � v = V �,
V � < v always holds. Thus, V � is the minimum element of (V,<), and we can
determine it as a root. Secondly, we assume u � v = v and u � w = w for
{u, v, w} ⊆ V . Since the order of the set S = {v, w, v � w} = {u � v, u � w, v �
w} is no greater than two, and since u � v = v and u � w = w are distinct,
v � w is identical to either v or w Hence, it turns out that either v < w or w < v
holds. ��

When we view unordered rooted trees as algebraic structures in the man-
ner as stated above, Theorem 4 indicates that mappings of edit paths are
homomorphisms with respect to the operation �: if μ is a mapping of an
edit path from (X,�) to (Y,�), Dom(μ) is a sub-semigroup of (X,�), and
μ(v � w) = μ(v) � μ(w) holds for any {v, w} ⊆ Dom(μ).

The Constrained Distance. As seen in Sect. 2.3, a mapping of an edit path
of the constrained distance is defined as a separable partial mapping of vertices
that preserves the generation order.
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3.2 Mapping Distance

Shin and Niiyama [18] have introduced the concept of mapping distances, which
is a generalization of the legacy edit distance in the sense that a distance can be
defined for arbitrary pair of finite sets not depending on the structures incorpo-
rated into them.

Definition 5 (Length of Mapping). For a one-to-one partial mapping μ from
a finite set X and a finite set Y , its length �(μ) is determined by

�(μ) = |X \ Dom(μ)| + |Y \ μ(Dom(μ))| + |{x ∈ Dom(μ) | x �= μ(x)}|. (1)

We assume that a set MX,y of one-to-one partial mappings between X and
Y is given. Then, the mapping distance is defined by

Definition 6 (Mapping Distance). Given MX,Y , the distance from X to Y
derived from MX,Y is determined by dM (X,Y ) = min{�(μ) | μ ∈ MX,Y }.

When μ is a mapping of an edit path of any of the legacy edit distances that
we saw in Sect. 2, , �(μ) is identical to the length of the edit path, and hence,
the resulting dM (X,Y ) is identical to the edit distance between X and Y .

Different from the legacy definition of edit distances, the definition of map-
ping distances does not use information of structures in X and Y (for example,
strings, trees) and only assume that X and Y are finite sets.

3.3 Exact Match Mapping Distance

Shin and Niiyama [18] also introduces a class of mapping distances that requires
that a mapping μ meets the condition of μ(x) = x for any x ∈ Dom(μ). We call
such mapping distances exact match mapping distance.

In [17], a method to convert edit distance problems into pattern extraction
problems is shown. In particular, the author of the paper has derived Mostly
Adjusted Agreement Sub-Tree (MAAST ) problem from the degree-two distance,
which relaxes the constraint of exact match of labels of the well-known MAST
problem [7].

In the following, we briefly review the MAST and MAAST problems. We take
two unordered rooted trees X and Y and consider agreement subtrees between
them. In Fig. 6, Z is an agreement subtree with embeddings εX : Z → X and
εY : Z → Y . The embeddings are required to preserve the generation order,
the NCA relation and vertex labels. The MAST problem is a problem to find
the largest agreement subtree in size. In other words, the objective function of
optimization is the size |Y |.

On the other hand, Fig. 7 depicts the mapping μ of the edit path depicted
in Fig. 4. ε2 ◦ ε−1

1 is comparable with τ , and the only difference is that μ does
not necessarily preserve labels of vertices, while ε2 ◦ ε−1

1 preserves them. Hence,
the MAAST problem defined from the degree-two distance by the conversion
method relaxes the requirement of label preserving of the MAST problem. As a
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Fig. 6. An agreement.

result, the objective function of the MAAST problem cannot be the simple size
function of agreement subtrees but must incorporate penalties by mismatch of
labels in an appropriate manner into evaluation. To be precise, for an appropriate
penalty function p(μ), the objective function is defined by |Dom(μ)| − p(μ). For
more details, see [17].
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Fig. 7. A mapping of an edit path of the degree-two distance.

This conversion method is invertible, and hence, we can obtain a definition
of a novel mapping distance from the MAST problem. For convenience, we call
the mapping distance the MAST distance. The set of mappings for the MAST
distance is a subset of the set of mappings for the degree-two distance, and
mappings for the MAST distance are required to preserve labels of vertices.
Therefore, for a mapping μ of the MAST distance, we have

�(μ) = |X \ Dom(μ)| + |Y \ μ(Dom(μ))| + |Dom(μ)| = |X| + |Y | − |Dom(μ)|,

and it turns out that computing the MAST distance between X and Y is equiv-
alent to solving the MAST problem for the same X and Y .

This way of introducing the MAST distance can be generalized. When any
mapping in MX,Y is required to preserve labels, the resulting mapping distance
is called a exact match mapping distance. Conversely, if exact label match is
not required, we use the term flexible match mapping distance to refer to the
resulting distance.

3.4 Satisfaction of Axioms of Metrics

In mathematics, a distance or a metric must satisfy the following conditions:

Non-separability: d(X,Y ) ≥ 0;
Identity of Indiscernibles: d(X,Y ) = 0 ⇔ X = Y ;
Symmetry: d(X,Y ) = d(Y,X);
Triangle Inequality: d(X,Z) ≤ d(X,Y ) + d(Y,Z).
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Interestingly, the known edit distances do not necessarily satisfy all of these
conditions. For example, the less-constrained distance for trees [11] and the align-
ment distance for tree [20] do not support the triangle inequality.

For mapping distances, on the other hand, we have an explicit sufficient
condition for a mapping distance to satisfy the axioms of metrics. To clarify, we
let Ω denote the entire space over which a mapping distance dM is defined.

Proposition 1. If the identity idX is a member of MX,X for any X ∈ Ω, the
associated mapping distance dM supports identity of indiscernibles.

Proof. By Eq. (2), �μ = 0 holds, if, and only if, |X\Dom(μ)| = |Y \μ(Dom(μ))| =
|{x ∈ Dom(μ) | x �= μ(x)}| = 0. This indicates that μ is bijective, and μ(v) = v
holds for every c ∈ X. Such a μ is nothing other than the identity. ��
Proposition 2. If MY,X = {μ−1 | μ ∈ MX,Y } holds for any {X,Y } ⊆ Ω, the
associated mapping distance dM supports symmetry.

Proof. The assertion follows from �(μ) = �(μ−1). ��
To investigate whether the triangle inequality holds for dM , we need to define

transitivity of a mapping set.

Definition 7. A mapping system {MX,Y | {X,Y } ⊆ Ω} is said to be transitive,
if, and only if, ν ◦ μ ∈ MX,Z holds for any μ ∈ MX,Y and any ν ∈ MY,Z .

Then, we have

Proposition 3. If a mapping system {MX,Y | {X,Y } ⊆ Ω} is transitive, the
triangle inequality holds for the associated mapping distance dM .

Proof. It is easy to see that �(ν ◦μ) ≤ �(μ)+ �(ν) holds. The assertion follows. ��
Hence, in the remainder of this paper, whenever we define a mapping dis-

tance, we require that the following conditions are met:

1. idX ∈ MX,X ;
2. μ ∈ MX,Y ⇒ μ−1 ∈ MY,X ;
3. μ ∈ MX,Y , ν ∈ MY,Z ⇒ ν ◦ μ ∈ MX,Z .

As a result, the resulting mapping distance satisfies all of the axioms of metrics.

3.5 Introduction of Substitution Cost Parameter

A mapping distance between data represents the similarity of the data and can be
used for the purposes of classification and clustering, for example. For example,
the k-nearest-neighborhood classification algorithm and the hierarchical agglom-
erative clustering algorithm take matrices of distances of data as input and per-
form their function.
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To obtain better performance of classification and clustering, introduction of
adjustable hyper parameters can be effective in general. In this paper, we intro-
duce a hyper parameter γ that controls occurrence of substitution of vertices.
The range of γ is determined to be [0,∞], and we determine the γ-length of
mappings by

�γ(μ) = |X \ Dom(μ)| + |Y \ μ(Dom(μ))| + γ · |{x ∈ Dom(μ) | x �= μ(x)}|. (2)

As stated, γ controls occurrence of substitution of vertices. In fact, if γ is
small, substitution is likely to occur in the optimal solutions that yield the min-
imum length. On the other hand, as γ increases, occurrence of substitution is
suppressed more severely. In the extreme case where γ = ∞, the mapping of
an optimal solution always preserves labels, and hence, the distance obtained is
identical the exact match distance computed when only label preserving map-
pings are evaluated.

In the next section (Sect. 4), we take mapping distances for ordered rooted
trees as an example, and examine effectiveness of mapping distances.

4 Comprehensive Study of Mapping Distances for
Ordered Rooted Trees

4.1 Parameters that Describe Mapping Distances

The framework of the mapping distance also suits parameterizing mapping dis-
tances. In this section, we introduce two parameters that describe a certain class
of mapping distances for trees. Once such parameters are given, by testing all of
the combinations of parameter values, we can find the distance that fits to the
relevant application the best.

For the mapping distances that we investigate in this section, we assume the
following.

– We focus on mapping distances for ordered rooted trees. This constraint is
imposed because computing mapping distances for unordered rooted trees
can be easily NP-hard in most of cases.

– The partial mappings to investigate are supposed to preserve the generation
order and the pre-order of ordered rooted trees.

– The partial mappings to investigate meet the three conditions described in
Sect. 3.4 for the resulting mapping distances to satisfy the axioms of metrics.

The parameters that we will introduce control the shape type of domains of
mappings and whether domains of mappings can include inter-vertex gaps.

Shape Type of Domain of Mappings. This parameter is to determine
domains and ranges of partial mappings, and we determine the parameter can
take the values of Forest, Tree, Agreement, Path and Separable. These values
require a partial mapping μ in MX,Y to meet the conditions described below.
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Forest: This value specifies that Dom(μ) can be arbitrary subsets of X. Hence,
Dom(μ) turns out to be a sub-forest, that is, a sequence of ordered rooted
subtrees of X.

Tree: This value specifies that Dom(μ) includes the maximum vertex in it with
respect to the generation order. Hence, Dom(μ) becomes an ordered rooted
subtree of X.

Agreement: This value specifies that Dom(τ) is a sub-semigroup with respect
to the NCA operation. Also, we require that μ is a homomorphism of semi-
groups with respect to the NCA operator.

Path: This value specifies that Dom(τ) is a totally ordered sets with respect to
the generation order.

Separable: This value specifies that Dom(μ) can be arbitrary subsets of X, but
μ is a separable partial mapping.

Inter-vertex Gap. The parse-tree kernel [3] counts the number of so-called
co-rooted subtrees shared between two trees. The basic idea of the kernel is that,
the more co-rooted subtrees trees share, the more similar are the trees. What we
should note here is that a co-rooted subtree does not allow gaps between their
vertices: if two vertices are in the relation of parent and child in a co-rooted
subtree, they are also a parent and a child in the original tree.

By contrast, all of the edit distances for trees that we saw in Sect. 2 allow
gaps.

Figure 8 depicts a subtree that does not include any gap (left) and a subtree
that includes gaps (right). The vertices displayed in gray indicates subtrees.

Gaps are not allowed, Gaps are allowed.

Fig. 8. Inter-vertex gaps: the vertices in gray indicate subtrees.

The parameter inter-vertex gap determines whether Dom(μ) can include gaps
between their adjacent vertices. If the value is true, Dom(μ) as a substructure
of X can include gaps.

4.2 Combinations of Parameters

In this section, we investigate the mapping distances that are described
by the three parameters of Shape Type, Inter Vertex Gap and
Label Mismatch Cost. The parameter of Label Mismatch Cost is the
hyper-parameter γ introduced in Sect. 3.5, and we examine the six values of
γ = 2−1.0, 2−0.5, 20, 20.5, 21.0 and ∞.
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Table 1 shows the combinations of parameter values that we investigate in
Sect. 4.3 For convenience of expression, values for the parameters of
Shape Type and Inter Vertex Gap are displayed simply by their capitals.
ff1.41, for example, represents the combination of Shape Type = forest,
Inter Vertex Gap = false and γ = 20.5 = 1.41.

When γ = 1.0, three of the distances in Table 1 are known in the literature:
ft1.0 indicates Täı distance [19]; st1.0 indicates the constrained distance [22];
at1.0 indicates the degree-two distance [24].

In addition, for any value of γ, the mapping distances of type tf are identical
to the mapping distances of type af.

Table 1. The combinations of parameter values to investigate. In the Shape column: f
= Forest; t = Tree; s = Separable; a = Agreement; p = Path; In the Gap column:
t = True; f = False.

4.3 Experimental Results

We ran experiments to evaluate the mapping distances described in Table 1. In
this section, we describe the results of the experiments.

Datasets. In the experiments, we use ten datasets, which cover three differ-
ent areas of applications: bioinformatics (three), natural language processing
(six) and web access analysis (one). Three (Colon, Cystic and Leukemia) are
retrieved from the KEGG/ GLYCAN database ([6]) and contain glycan struc-
tures annotated relating to colon cancer, cystic fibrosis and leukemia cells. One
(Syntactic) is the dataset PropBank provided in [12]. This dataset includes
parse trees labeled with two syntactic role classes for modeling the syntac-
tic/semantic relation between a predicate and the semantic roles of its argu-
ments in a sentence. Five (AIMed, BioInfer, HPRD50 IEPA and LLL) are
the corpora that include parse trees obtained by analyzing documents regard-
ing protein-protein interaction (PPI) extraction ([15]). PPI is a problem of the
BioNLP field that is intensively studied. The remaining one (Web), used in [21],
consists of trees representing web-page accesses by users, and the annotation is
based on whether the user is from a .edu site or not. Table 2 describes the basic
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features of these datasets. The datasets of AIMed, BioInfer and Web are
reduced in number of instances included from the original datasets, because the
run-time was impractically large when we used the original datasets.

Table 2. Datasets: Number of examples, averaged sizes and averaged heights of trees.

Dataset AIMed BioInfer Colon Cystic Hprd50 Iepa Leukemia Lll Syntactic Web

Examples 200 200 134 160 433 817 479 330 225 500

Positive 42 54 87 89 163 335 177 164 112 113

Negative 158 146 47 71 270 482 302 166 113 387

Size 94.4 116.4 8.4 8.3 84.4 105.2 13.5 106.4 19.7 12.0

Height 13.5 14.1 5.6 5.0 12.7 13.6 7.4 14.3 6.5 4.3

Method of Comparison. We compare the mapping distances determined by
Table 1 with respect to the classification performance when they are used with
with the k-nearest-neighborhood (k-NN) classification. To be specific, we ran a
k-NN classifier in a ten-fold cross validation setting, and computed confusion
matrices increasing the value of k from one to 20 by one. The accuracy perfor-
mance is measured by the accuracy score, which is defined by TP+TN

TP+FP+FN+TN ,
and the F-measure, which is defined by 2TP

2TP+FP+FN : TP stands for True Positive
and indicates the number of positive examples rightly predicted to be positive by
a classifier; FP stands for False Positive and indicates the number of negative
examples wrongly predicted to be positive; FN stands for False Negative and
indicates the number of positive examples wrongly predicted to be negative; TN
stands for True Negative and indicates the number of negative examples rightly
predicted to be negative.

Comparison Between Exact Match and Flexible Match Mapping Dis-
tances. The ten charts of Fig. 9 exhibit the accuracy scores of the 16 mapping
distances whose γ values are 1 and ∞. Figure 10 compares the same distances
with respect to the F-measure scores.

Table 3 shows the mapping distances that have shown the best scores for
accuracy and F-measure for the datasets described in Table 2. We should notice
the following from the table.

1. The best tree mapping distance with respect to accuracy scores is always
identical to the best with respect to F-measure.

2. All of the best distances require the exact match of vertex labels, that is,
γ = ∞.

3. The values of k that have yielded the best scores are mostly one. In fact, 16
of the 24 values of k shown in Table 3 are one.

On the other hand, the best shape types vary across the sparse subpath (pt),
the agreement subtree (at), the sparse subforest (ft), the separable forest (st)
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Fig. 9. Best accuracy scores across 1 ≤ k ≤ 20: comparison between γ = 1 and γ = ∞.
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Fig. 10. Best F-measure scores across 1 ≤ k ≤ 20: comparison between γ = 1 and
γ = ∞.
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Table 3. The best distances for the ten datasets.

Distance AIMed BioInfer Colon Cystic Hprd50 Iepa Leukemia Lll Syntactic Web

Accuracy

Shape pt pt at,ft,st ft pt pt tt ft tt at

Match Exact Exact Exact Exact Exact Exact Exact Exact Exact Exact

Score 0.970 0.865 0.978 0.981 0.993 0.846 0.988 0.839 0.978 0.862

k = 1 1 1,1,1 1 3 1 3 1 3 5

F-Measure

Shape pt pt at,ft,st ft pt pt tt at tt at

Match Exact Exact Exact Exact Exact Exact Exact Exact Exact Exact

Score 0.923 0.718 0.983 0.983 0.991 0.830 0.983 0.843 0.978 0.633

k = 1 5 1,1,1 1 3 1 3 1 3 1

and the sparse subtree (tt). In fact, Table 4 exhibits the accuracy scores for these
five distances. Since the sparse subforest distances required too long time when
applied to the BioInfer dataset, we do not have scores for this combination. It
turns out that the accuracy scores for the distances of at∞, ft∞, st∞ and tt∞
are close to one another for all the datasets except the Syntactic dataset. This
result can be justified by the fact that the constrained distance (st1.0) and the
degree-two distance (at1.0) were introduced to approximate the Täı distance
(ft1.0) in order to improve the low efficiency of the Täı distance. Thus, we can
presume that any distance of these four shape type can be used as a substitute
of the others.

Table 4. Accuracy scores of pt∞, at∞, ft∞, st∞ and tt∞.

AIMed BioInfer Colon Cystic Hprd50 Iepa Leukemia Lll Syntactic Web

pt∞ 0.970 0.865 0.963 0.975 0.993 0.846 0.950 0.500 0.916 0.850

at∞ 0.880 0.755 0.978 0.975 0.824 0.794 0.985 0.824 0.969 0.862

ft∞ 0.860 – 0.978 0.981 0.815 0.812 0.979 0.839 0.876 0.848

st∞ 0.865 0.770 0.978 0.975 0.831 0.793 0.979 0.833 0.871 0.842

tt∞ 0.875 0.795 0.963 0.975 0.841 0.818 0.988 0.837 0.978 0.848

By contrast, the sparse subpath distance (pt∞) shows significantly better
accuracy scores than the other distances in Table 4 for the datasets of AIMed,
BioInfer, HPRD50 and Iepa, while the relation is opposite for the datasets
of Leukemia and Syntactic. Thus, the sparse subpath distance and the other
four distances cannot substitute each other.

Also, we apply Benjamini-Hochberg test [1] to investigate the differences
among the tree mapping distances tested from a statistic point view. Benjamini-
Hochberg test is a statistical test that controls the false discovery rate (FDR).
Statistical tests based on FDR are known to be less conservative than conven-
tional multiple comparison statistical tests such as Hommel test and Tukey test,
which control the family-wise error rate (FER). Benjamini-Hochberg test com-
putes certain probability-like values called q-values from p-values of more than
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two null hypothesis. In the same way as multiple comparison tests, the test
rejects the null hypotheses whose q-values are smaller than a given significance
level.

In our experiments, we calculate averaged ranks and p-values of the tree
mapping distances tested by Wilcoxon’s signed rank test, and define 15 null
hypotheses, each of which claims that the classification performance of one of
the distances tested is identical to that of the distance whose averaged rank is the
best. Table 5 shows the averaged ranks of the 16 distances, and the sparse subtree
exact match distance (tt∞) turns out to be the best. Then, we determine the
tt∞ distance as a control and compute the q-values of Benjamini-Hochberg test
computed based on p-values of Wilcoxon test. With a significance level of 0.01,
we can reject the ten null hypotheses for all the distances that are displayed to
the right of the st∞ distance. Consequently, Benjamini-Hochberg test conclude
that the tt∞ distance statistically significantly outperforms the distances of
tt1.0, ft1.0, ff∞, st1.0, tf∞, at1.0, tf1.0, ff1.0, pf∞ and pf1.0.

Table 5. Results of Benjamini-Hochberg test.

The result of the statistical test supports the aforementioned observation.
In fact, The test does not deny the possibility that the tt∞, at∞, ft∞ and
st∞ distances are mutually replaceable. On the other hand, although the pt1.0
distance was not discussed in the previous observation, the p-value of Wilcoxon
test between the pt∞ and pt1.0 distances is as large as 0.496, and hence, the
pt1.0 distance can also substitute for the pt∞ distance.

In summary, we can draw the conclusion that, if we have to focus on a small
number of tree mapping distances, and if we want to obtain good classification
results at least when using a k-nearest-neighborhood classifier, we should try
the sparse subtree exact match distance (tt∞) and the sparse subpath exact
match distance (pt∞) first. Since the time complexity of the fastest algorithm to
compute tt∞ is a cubic function of the size of input trees, to our best knowledge,
and also since that for at∞ is quadratic, it could be a good idea to try at∞
instead of tt∞.

Effect of γ. As we saw in Table 3, all the tree mapping distances that have
shown the best scores with respect to the accuracy measure and the F-measure
require exact match of vertex labels, that is, γ = ∞. This tendency holds gener-
ally. In fact, we can see in Fig. 9 that an exact match distance outperforms the
associated flexible match distance for 56 combinations of dataset and distance,
while a flexible distance outperforms the associated rigid distance for only 13
combinations. The p-value of the χ2 test turns out to be 6.8 × 10−7, and we can
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Fig. 11. Accuracy and F-measure scores for γ = 2−1 (blue), γ = 2−0.5 (yellow), γ =
20.0 (green), γ = 20.5 (red), γ = 21.0 (purple) and γ = ∞ (brown). The x axis represents
k of a k-NN classifier. (Color figure online)

conclude that this difference is statistically significant. With respect to compar-
ison in the F-measure scores, the number of combinations where exact match
distances outperform flexible match distances increases to 47 as seen in Fig. 10.
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Figure 11 shows how accuracy and F-measure scores change as the value of γ
increases for four typical datasets of Leukemia, Syntactic, Hprd50 and Web.
For the value of γ, we tested γ = 2−1.0 = 0.5, 2−0.5 = 0.71, 20.0 = 1.0, 20.5 =
1.41, 21.0 = 2.0 and ∞. We note that γ = ∞ means the exact match of vertex
labels.

Except for the combination of Hprd50 and the sparse subpath shape type,
we see that the scores increase as the value of γ increases, and the scores for
the exact match of vertex labels, that is, when γ = ∞ are the highest. For
the combination of Hprd50 and at, the best accuracy and F-measure score are
obtained when γ = 2.0, and the scores for γ = ∞ follow.

5 Conclusion

We have extended the notion of the mapping distance initially introduced in
[18] and have incorporated a hyper-parameter that controls the likelihood of
occurrence of mismatch of components. The most important advantage of the
mapping distance consists in the fact that mapping distances can be defined
for arbitrary finite sets and can be engineered within a consistent framework
regardless of structures of data. Moreover, by adding a certain hyper-parameter,
we can have a method to improve the performance of classification and clus-
tering when used with distance-based classification and clustering algorithms.
To verify the effectiveness of the mapping distance, we take an application to
ordered rooted trees as an example and have designed two parameters that con-
sistently describe tree mapping distances. Through more intensive experiments
than conducted in [18], we have identified two important mapping distances
that exhibited excellent classification accuracy in our experiments when it is
used with a k-nearest-neighborhood algorithm. These distances are novel and
have not been discussed in the literature before.
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Abstract. The present study examines the results of experiments on the
automatic classification of German verbs into five aspectual classes [1]:
An experiment within an unsupervised framework based on associations
of raters [1] and a couple of experiments within a distributional frame-
work, i.e. in window-based and in a subcategorization-frame-based app-
roach [2]. We compare the predictive power of raters’ associations against
two types of verbal cooccurrences: i. pure, unstructured co-occurrences
and ii. linguistically motivated, well defined co-occurrences which we
denote as informed distributional framework. We observed substantial
(unsupervised) and excellent (supervised) agreements with a Gold Stan-
dard classification.

Keywords: Machine learning · Classification
Aspectual verb classes · Unsupervised learning · Supervised learning

1 Introduction

This paper presents a comparison between aspectual classifications based on
raters’ associations [1] that is, user based data, and from corpus-based data in
a distributional framework ([3], see also [4–8]), i.e. usage based data. Linguistic
and philosophical point of departure is the Vendlerian quadripartition [9]. The
distributional study is reported in [2].

The primary motivation for undertaking this research is the (almost com-
plete) lack of studies on the automatic aspectual classification in typological
research on German. The motivation for utilizing raters’ associations for clas-
sification tasks are the studies of [10,11] and [12], which demonstrated the use
of raters’ associations for discriminating, albeit not aspectual, verb classes. Our
research question is thus whether human associations can be utilized in order to
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enclose aspectual classes of verbs and whether they support the results in [2],
which provide strong evidence that aspectual verb classes can be inferred from
linguistic data.

By comparing classifications both from an unsupervised and a supervised
approach, i.e. cluster analysis of raters’ associations and classification of the dis-
tributional data by a Support Vector Machine classifier [13], we aim to assess the
strengths and weaknesses of the approaches and hope to get additional evidence
for the aspectual verb classes in [1].

The distributional approach [2] is twofold, consisting of an aspectual verb
classification within a framework which utilizes subcategorization frames of verbs
(henceforth informed distributional framework), extracting classified nouns in
the argument positions of verbs [14,15] accompained by an aspectual verb clas-
sification in a purely distributional framework considering co-occurrences of all
types.

In [2] we posed the question of whether a classification in a linguistically well
grounded (or informed) distributional framework would yield better classifica-
tion results than a classification in a purely distributional framework and we
compared these results to a classification which is based on raters’ associations.
The purely distributional approach employs verb vectors of very high dimension-
ality consisting of a considerably higher amount of linguistic material than the
vectors used within the informed distributional setup or when utilizing human
associations. At a first glance, this could be a point in favor of the purely distri-
butional framework. On the other hand, the studies of [14] and [15] with sets of
35 and 95 German verbs, respectively, achieved promising classification results
within an informed distributional framework. A classification inspired by Vendler
was used as Gold Standard. This classification is the extension of the Vendle-
rian typology through the addition of one class (henceforth ‘Vendler + 1’): The
additional aspectual class accomplishments with an affected subject. The studies
mentioned above (see also [1]) provide evidence for this class. The accomplish-
ments with an affected subject class differs from the classical accomplishments in
the semantic role of the subject. Instead of exclusively assigning the agent role
to the subject, the subject in the accomplishments with an affected subject class
is assigned both a patient role and an agent role. Consider verbs such as drink,
where an agent subject also has the semantic properties of a patient since the
drinker-agent is affected and undergoes a change of state (temporarily puts on
weight, gets drunk etc.)1.

In the present study, we exclusively focus on lexical aspect that is, aspectual
properties of bare verbs (or the fundamental aspectual category in the termi-
nology of [17]). Thus, aspectual properties of sentences and VPs as results of
aspectual coercion or aspectual shift, respectively, are not subject of this study.

1 [16] refers to these semantic roles as volitional undergoers.
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It is rather our aim to predict the aspectual classes of verbs from their contexts.2

The aspectual classification of verb classes from contexts might give indications
how language learners manage to build up aspectual verb classes in their mental
lexicon. From that perspective, research on verb classes is vital due to their rel-
evance for the processing of natural language by human beings and, in addition,
for the theory of natural language acquisition (see [20–26]). Research on aspec-
tual classes is of particular relevance because it models the temporal and causal
structures of events (see [9,27–31]). Theory-driven work by [32] and experimental
studies by [33] and [17] highlight the potential of aspect for classifying linguistic
units such as verbs and documents.

2 Related Work

There are hardly any studies which address automatic classifications of the com-
plete Vendlerian typology, let alone comparing different types of distributional
approaches. By focusing on tense, [34] determined gradual state-properties of
verbs. [33] and [17] classified verbs into states and events using temporal and
modal indicators from contexts such as temporal adverbs, tense forms and man-
ner and evaluation adverbs. [35] presented an automatic classification of the
four Vendlerian aspect classes in Italian utilizing, amongst others, syntactic and
semantic features of the arguments of the target verbs and verb tense. The
authors, however, aimed at modelling aspectual shift and consequently focus
on aspectual properties of sentences, decomposing the components of sentential
event types. [36] presented an automatic classification of aspectual verb classes
in English using contextual features including tense forms, albeit only distin-
guishing between stative, dynamic and mixed type verbs.

Studies on the automatic assignment of non-aspectual verb classes within a
distributional framework from [37–42] and [43] for German verbs provide corpus
based evidence that argument frames, syntactic subcategorization information
and, in addition, aspect [39] are reliable predictors. In addition, studies by [10,
11] and [12] brought to light that plausible subcategorization frames of verbs
could be derived from the associations and, in addition that associations can
help to uncover semantic concepts and detect semantic, sometimes non-classical
relations between verbs. The conclusion is that associations of humans to verbs
provide a base for a classification of verbs.
2 As an example of aspectual coercion, consider an atelic verb such as walk, which can

be combined with a PP denoting a destination as in he walks to the store and express-
ing a telic event. The sentence walks to the store is no longer an activity, instead, it is
an accomplishment. Aspectual coercion can also be triggered by quantification [18].
A prototypical accomplishment verb such as kill can occur in a sentence expressing
an activity, as in he is killing carpet moths (note the present progressive form of
the verb) which stands classical tests of activities, e.g. he is killing carpet moths for
an hour, permanently/forever. The direct object is a bare plural, expressing cumu-
lative objects [19] which combine well with atelic verbs. With a quantized direct
object [18] however, the sentence is clearly telic: he kills two carpet moths in one
hour/*for hours.
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3 Vendler’s Aspectual Verb Classes

[9] defines four aspectual classes3: States, activities, achievements and accom-
plishments, based on the time schemata of verbs and verb phrases. He gives the
following illustrative examples [9, 149]: Activities such as A was running at time
t are true if the instantiation of t is “on a time stretch throughout A was run-
ning”. An accomplishment such as A was drawing the circle at t is true if “t
is on the time stretch in which A drew that circle”. An achievement such as A
won the race between t1 and t2 means that the time at which A won that race
is between t1 and t2; and a statement such as A loves somebody from t1 and t2
means that “at any instant between t1 and t2 A loved that person”.

In (1) below we give [46]’s description of the four Vendler classes and in
addition a description of the additional class accomplishments with an affected
subject which extends the description of the accomplishment class with a subject
variable. In line with [9,47], and [27,46] distinguished the event types process,
state and transition (see also [48,49] and [50]). The latter is a function from any
event type to its opposite. For instance, x closes the door expresses a transition
from an event type e1, the open door, to an event type e2, the closed door, by
acting of agent x and e2 is the opposite of e1 (¬e1). The combinatorial variations
within the three event types process, state and transition allows for the formal
description of the complete Vendlerian typology.

The abbreviation ‘LCS’ in (1) means the lexical conceptual structure which
gives a decomposition of predicates ([28,46,51,52]). Hence, LCS is the minimal
decomposed event structure of verbs.

(1) Accomplishments
ES : process

transition−−−−−−−→ state
LCS′ : [act(x, y)&¬Q(y)] [Q(y)]
LCS : cause([act(x, y)], become(Q(y)))

Achievements
ES : process

transition−−−−−−−→ state
LCS′ : [¬P (y)] [P (y)]
LCS : become(P (y))

Activities
ES : process
LCS′ : [act(x)]
LCS : act(x)

3 The Vendlerian quadripartition has been modified and extended: [27] added degree
achievements, [44] added semelfactices, [45] in contrast defined a tripartition con-
sisting of states, processes and events.
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States
ES : state
LCS′ : [Q(x)]
LCS : Q(x)

Accomplishments with an affected subject
ES : process

transition−−−−−−−→ state
LCS′ : [act(x, y)&¬P (x)&¬Q(y)] [P (x)&Q(y)]
LCS : cause([act(x, y)], become(P (x), become(Q(y)))

The classes Accomplishments and accomplishments with an affected subject
can be interpreted as a combination of activities and achievements. The latter
express a result, the former a result preceded by an activity. [53] gives a slightly
different description of the achievements class: he formulates a transition from
the event type point instead of process to state where point is an atomic event
whose internal temporal structure (if it may have any) is ignored.4

4 Methodology

4.1 Raters’ Associations

Our first approach of an automatic aspectual verb classification utilizes associ-
ations of raters [1]. The question was whether the “typical”, i.e. most frequent
associations are typical for the classes of the stimulus verbs.

35 undergraduates of German language studies at Münster University (Ger-
many) participated in an association test. The participants performed an online
test on 35 German verbs [1] implemented with the open source software Or-
Vis [54]. On the screen a verb was shown in its infinitive form and the partici-
pants were asked to associate five verbs to the stimulus. It was possible to type
in a ‘x’ in case a participant could not find an association. Six stimulus verbs
were presented to each participant. There was no time limit. 1100 ratings and
107 non-associations were given in total. About 71% of the associations were
idiosyncratic that is, they occurred just once, and associations were given for 30
verbs in total. Since the lowest number of associations assigned to a verb was
4, we took the four most frequent associations of each stimulus verb. In case of
ties, i.e. multiple associations with equal frequencies, we considered all of them.
Each association was manually assigned to a verb class from the classes states,
accomplishments, accomplishments with an affected subject, achievements and
activities. i.e. Vendler + 1. The manual assignment of verbs to aspect classes was
not a hard task since the associated verbs predominantly had the typical distin-
guishing properties of the five aspectual verb classes. In Fig. 1 an example from
the test with the accomplishment stimulus verb herstellen ‘produce’ is given.
4 Consider the achievement verb find. According to [53] the event of finding has a resul-

tant state, the finding itself however is an atomic event, ignoring a possible complex
event structure consisting for instance of discovering something on the ground, tak-
ing a decision to pick it up, bending down etc.
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Fig. 1. The associations of the accomplishment stimulus verb herstellen ‘to produce’.
The most frequently associated verbs (produzieren ‘to produce’, machen ‘to make’, fab-
rizieren ‘to produce’ and bauen ‘to build’) clearly exhibit properties of accomplishment
verbs.

All associations clearly belong to the same semantic area like herstellen ‘pro-
duce’ and can therefore unambiguously be classified as accomplishments.

The verbs’ vectors are constituted by the weighted values of the associations
using the TF-IDF measure [55], given in (1):

wi,j = tifj × log
N

ni
(1)

When applied to the data in the association study, tf is the frequency of
judges of an associated verb to a stimulus verb, N is the total number of verbs
and n is the number of verbs co-occurring with the associated verb. Each verb
is represented as a 35-dimensional vector providing seven positions for each of
the aspectual classes (Vendler + 1).

As a second example, Fig. 2 shows the associations for the stimulus verb
existieren ‘to exist’. The most frequent associations are sein ‘to be’, TF-
IDFvalue : .89; leben ‘to live’, TF − IDFvalue : .42; bestehen ‘to exist’,
TF − IDFvalue : .11, da sein/dasein ‘to be there’, TF − IDFvalue : .11;
vorhanden sein ‘to be available’, TF − IDFvalue : .11.

4.2 Corpus Data

In [2] we addressed the question of whether informed distributional methods
perform better with regards to the prediction of aspectual verb classes than
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Fig. 2. The associations of the accomplishment stimulus verb existieren ‘to exist’ with
ties. The most frequently associated verbs (sein ‘to be’, leben ‘to live’, da sein/dasein
‘to be there’ and vorhanden sein ‘to be available’) clearly exhibit properties of accom-
plishment verbs.

distributional methods on shallow input. In that study, we tested different work-
flows to classify a selection of 95 common German verbs taken from [56]. Schu-
macher defines seven lexical semantic macrofields: Verben der allgemeinen Exis-
tenz (‘verbs of general existence’), Verben der speziellen Existenz (‘verbs of spe-
cial existence’), Verben des sprachlichen Ausdrucks (‘verbs of linguistic expres-
sion’), Verben der Differenz (‘verbs of difference’), Verben der Relation und des
geistigen Handelns (‘verbs of relation and mental processing’), Verben des Hand-
lungsspielraums (‘verbs of freedom of action’) and Verben der vitalen Bedürfnisse
(‘verbs of vital needs’). The macrofields are split into 30 subfields. We chose the
verbs randomly from the thirty subfields, the only criterion being the inclusion
of every subfield in order to cover the complete semantic range of Schumacher’s
typology.

Figure 3 (taken from [2]) shows the different analysis workflows of our anal-
yses, starting with raw sentence data taken from the SdeWaC corpus [57] at the
top, to sets of classified verbs at the bottom. The different methods are applied
in four experiments, each employing an individual process chain combining a
different set of components. The four experiments are depicted as varying paths
in Fig. 3, all starting at the top (SdeWaC) but ending with four different sets of
verb classes at the bottom.

An overview showing which method combination is unique in each experiment
is given in Table 1 (taken from [2]).

Table 1. Combination of workflow elements.

Combination − N Cluster + N Cluster

− Parsed input 1 2

+ Parsed input 3 4
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Fig. 3. Overview of the complete workflow of all experiments performed in [2]. The
experiments were implemented via 4 process chains which can be identified by the
numbers at the bottom of the figure. Each process chain uses a different combination
of components (see also Table 1 for an overview).

We implemented each process chain on the basis of combined and config-
urable components within the workflow management tool Tesla5 so that every
experiment performed can be reproduced by other researchers.
5 Tesla (Text Engineering Software LAboratory), see http://tesla.spinfo.uni-koeln.

de is an open source virtual research environment, integrating both a visual editor
for conducting text-engineering experiments and a Java IDE for developing software
components [58].

http://tesla.spinfo.uni-koeln.de
http://tesla.spinfo.uni-koeln.de
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For the classification of the 95 verbs, we used a Support Vector Machine
classifier [13] with a polynomial kernel. For 35 verbs, we adapted the aspectual
classification as the gold standard which was validated in [1], i.e. Vendler + 1,
and we assigned 60 verbs to aspectual classes applying the criteria in [1]. We
trained the SVM using this aspectual classification as training data and tested
it with a 10-fold cross-validation: The data was randomly split into a training
and a test set (proportion: 90% training, 10% test set). The classifier was both
trained and tested on each of the 10 combinations of training and test set. Thus,
in total we obtained 10 sets of class predictions and took the mean accuracy as
final result. We used a SVM classifier with a polynomial kernel (which turned out
to outperform other kernel types) and a multiclass classifier (instead of training
a single classifier per class, we employed just one classifier for the complete set
of our aspectual classes.

In the following list we give some examples of the verb classes of the aspectual
gold standard classification below; the complete list of all 95 pre-classified verbs
used in this study can be found in the appendix.

1. accomplishments: aufbauen auf (‘build on/be based on’), herstellen (‘pro-
duce’), schneiden (‘cut’), zersägen (‘saw into pieces’), verlängern (‘extend’),
mitteilen (‘tell/inform’), übermitteln (‘communicate/forward’), verhindern
(‘prevent’), abgrenzen (‘mark off /define’), verändern (‘change’)

2. accomplishments with affected subject: untersuchen (‘examine’),
bedenken (‘consider’), erörtern (‘debate’), nachprüfen (‘ascertain/check’),
aufessen (‘eat up’), essen (‘eat’), beachten (‘note’), kaufen (‘buy’)

3. activities: laufen (‘walk/run’), eingehen auf (‘respond to so./sth.’),
hämmern (‘hammer’), sich orientieren an (‘be geared to’) ansteigen
(‘increase’), fallen (‘fall’), richten auf (‘direct towards/focus’), denken
(‘think’), stattfinden (‘take place’), wachsen (‘grow’)

4. achievements: einschlafen (‘fall asleep’), vergehen (‘go (by)/pass/
diasappear’), übersehen (‘overlook’), verlieren (‘lose’), anfangen (‘begin’),
abweichen (‘deviate’)

5. states: existieren (‘exist’), fehlen (‘lack’), müssen (‘must’), halten für (‘take
so./sth. for so./sth.’), folgen aus (‘follow from’), angehören (‘belong to’),
übereinstimmen (‘agree’), betreffen (‘concern’), sein (‘be’), vorherrschen
(‘predominate’)

4.3 Classification of Verbs Using Co-Occurrence Vectors

The first experiment (marked with 1, left side of Fig. 3) is taken as a bench-
mark for purely distributional methods: We extracted 2000 sentences for each
verb from the SdeWaC corpus and collected the most frequent co-occurrences
using the frequency-based heuristics described in [59], simply taking the k most
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frequent types of our corpus as vector features.6 The vectors were computed in
three different configurations. As a baseline, we first took the 200 most frequently
occurring elements (mostly closed class function words such as und ‘and’, zu ‘to’,
weil ‘because/since’, etc.), and a context window of size 1 (henceforth 1–200),
accepting only the direct neighbors as co-occurrences. In the second configura-
tion, co-occurrences were computed against the 2000 most frequently occurring
elements within a fixed context window of 5 items to both sides (henceforth
5–2k). In addition, we employed a positional weighting scheme using the HAL
model (Hyperspace Analogue to Language, [60]). In a third configuration, we
took the 10.000 most frequently occurring words and a window size of 10 words
(henceforth 10–10k), again using the HAL-weighting scheme. While the restric-
tion to function words within a narrow window mainly reflects grammar-related
distributional properties, the consideration of content words in combination with
a broader window and position weighting emphasizes the more semantically ori-
ented aspects of their distribution. The resulting verb vectors were normalized
and weighted with the TF-IDF measure before they were passed to the final
classification step.

4.4 Classification of Verbs Using Co-Occurrence Vectors with
Reduced Dimensionality

As a first step towards more informed methods, we restricted the vector features
to nominal co-occuurrences (tagged as NN and NE in the SdeWaC corpus). In
order to reduce the feature space and to increase the allocation density of the
vectors, we clustered all of these nominal co-occurrences. At this stage we set
foot on path 2 in Fig. 3. Here, we computed co-occurrence vectors based on the
same subset of the SdeWaC corpus that we used to determine the verb features,
again using frequency-based feature selection. The resulting vectors (10–10k)
were again weighted by the TF-IDF measure and passed to the cluster analysis.

For cluster analysis we used three different implementations from the ELKI
Data Mining API 7, namely KmeansLloyd with cluster sizes of k = 10.

6 We decided for the heuristics because of economy considerations (Ockham’s razor),
giving preference to the simpler method that performs on a par with more complex
ones: As [59] show in their paper, performance in tasks like synonym detection
is comparable to more sophisticated methods of feature selection, such as taking
the most variant elements (see [60]), the most ‘reliable’ (see [61], or to perform a
dimensionality reduction (e.g. by singular value decomposition as done in the LSA
model, see [6]).

7 The open source framework ELKI (Environment for DeveLoping KDD-Applications
Supported by Index-Structures) was developed at the LMU Munich, see http://elki.
dbs.ifi.lmu.de.

http://elki.dbs.ifi.lmu.de
http://elki.dbs.ifi.lmu.de
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4.5 Classification of Verb Vectors with Nominal Fillers and
Aspectual Features

For the remaining experiments (paths 3 and 4 in Fig. 3) we preprocessed the
sentences from the SdeWaC corpus with the Mate Dependency Parser8 [62] to
determine subjects and objects (accusative, dative, and prepositional) for each
verb and, in addition, to determine their aspectual features, which [9] suggested
as a means of distinguishing aspectual verb classes. To that end we collected
structures in the sentences such as adverbial fillers in dependent or governing
positions, which distinguish the aspectual behaviors of the verbs being investi-
gated. The aspectual features are:

1. verb in imperative form
2. verb complex with aufhören/stoppen (‘to stop/to finish’) as governing verbs,
3. verb complex with überzeugen (‘to convince’) as governing verb,
4. matrix verb with time adverbials for durations, like minutenlang (‘for min-

utes’), in einer Minute (‘in a minute’),
5. matrix verb with time units, like Minute (‘minute’), Jahrhundert (‘century’),
6. matrix verbs with seit (‘since’), combined with unit of time,
7. matrix verb with adverbials sorgfältig/mit Sorgfalt (‘careful/with care’),
8. matrix verb with adverbials absichtlich/mit Absicht (‘on purpose’),
9. matrix verb with adverbials fast/beinahe (‘almost’).

We generated vectors for each feature combination (subjects, direct objects,
dative objects, prepositional objects, and adverbials) in order to determine which
combination of fillers has the best predictive power concerning the aspectual verb
classes defined by Vendler.

4.6 Classification of Verb Vectors with Nominal Fillers and
Aspectual Features with Reduced Dimensionality

Finally (path 4 in Fig. 3), we combined the informed distributional method based
on parsed input with the dimensionality reduction based on cluster analysis. We
constructed the verb vectors as described in Sect. 4.3 and clustered the nouns
as described in Sect. 4.4. Then we reassembled the verb vectors using the gen-
erated noun classes from the noun clustering sub-workflow. The verb vectors
could then be reduced to 39 or fewer dimensions (up to nine aspectual features
complemented by ten clusters for each argument position).

5 Results

First we give the results of the classification based on raters associations. We
compared the verbs’ vectors by their cosine similarity. For the classes state,
accomplishment and accomplishment with an affected subject, mostly verbs of

8 See: https://code.google.com/p/mate-tools/.

https://code.google.com/p/mate-tools/
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Fig. 4. Verb pairs and their cosine values within the class Accomplishments.

the same class as the stimulus verbs have the highest cosine values. This also
holds (albeit to a slightly lower degree) for the achievement class. The activity
class was distracted by associations of different aspectual classes.

First, the cosine values of the verb pairs within the accomplishment class are
given in Fig. 4. The verbs inside the boxes and in italics belong to the same verb
class as the stimulus verb.

The accomplishments form a coherent group. To each target verb, almost
exclusively verbs from the same verb class are assigned. In addition, the cosine
values are mostly very high. Only the activity verb eingehen auf ‘to respond
to so./sth.’ falls out of the line of the cosine lists. Since this verb achieves high
cosine values with almost all accomplishment verbs our manual classification as
an activity verb is clearly not confirmed by the raters. Figure 5 below displays
the cosine lists of the class accomplishments with an affected subject :

Again, the target verbs show the highest cosine values with verbs from their
own class. The cosine values are constantly high, in most cases clearly above .90.
An exception is erörtern ‘to debate’. Although the highest cosine value is held
by aufessen ‘to eat up’, which is an accomplishment with affected subject-verb as



Aspectual Classifications 479

Fig. 5. Verb pairs and their cosine values within the class Accomplishments with an
affected subject.

well, the five remaining verbs with high cosine values are pure accomplishments.
This could be an indication that the raters associated erörtern ‘debate’ strongly
with pure accomplishments that is, to a verb class which does not express affect-
edness of the subject. The high cosine values of the achievement verb übersehen
‘overlook’ within the cosine lists of all accomplishment with an affected subject
verbs might indicate that an activity is associated with übersehen which affects
the subject and has an effect on the object as well. This might be the case with
an ongoing activity within a time span which includes the event of overlooking
something. The cosine lists of the achievement verbs are given in Fig. 6 below.

Verlieren ‘to lose’, vergehen ‘to go by/pass/to disappear’, anfangen ‘to
begin’, richten auf ‘to focus/direct towards’ and orientieren an ‘to be geared to’
exhibit consistent cosine lists since they consist exclusively of achievement verbs.
In addition, the cosine values are constantly high. Einschlafen ‘to fall asleep’ has
a consistent cosine list as well, however the activity verb laufen ‘to walk/to run’
has the highest value. Übersehen ‘to overlook’ has a less consistent cosine list.
The four highest values are achieved by verbs of the class accomplishment with
an affected subject, suggesting a strong associated semantic similarity of tex-
titübersehen ‘to overlook’ with that verb class (see above). However, this verb
clearly fails the test of accomplishmentship as becomes obvious by the contrast
in acceptability in *er übersah die Ampel in einer Sekunde ‘he overlooked the
traffic light in one second’ and er durchquerte den Dschungel in einem Jahr ‘he
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Fig. 6. Verb pairs and their cosine values within the class Achievements.

crossed the jungle in one year’. The latter sentence contains a typical accom-
plishment verb. The same holds for ansteigen ‘to increase/to rise’. This verb
exhibits strong similarities with accomplishment verbs in its cosine list, and is
apparently interpreted as expressing an end of state in the sense that something
is increasing to a certain degree. No achievement verb is in the cosine list of
abweichen ‘to deviate’, which clearly is assigned to the class of state verbs. The
cosines of the activity verbs are given in Fig. 7 below:

In this case, the cosine lists do not confirm our manual classification. Laufen
‘to run/walk’ just exhibits some semantic similarity with the achievement verb
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Fig. 7. Verb pairs and their cosine values within the class Activity.

Fig. 8. Verb pairs and their cosine values within the class State.

einschlafen ‘to fall asleep’ (see above). As shown above, the second activity verb
eingehen auf ‘to respond to so./sth.’ that raters’ associations assign this verb to
the accomplishments class.

The cosine values of the verb pairs within the state class are given in Fig. 8.
The highest cosine values pertain to verbs from the same class as the tar-

get verb. The cosine lists of existieren ‘to exist’ and betreffen ‘to concern’ are
closely related since the respective cosine values are far above .90 and their sets
of semantically related verbs are almost identical. Halten für ‘to believe some-
one/something to be’ has the lowest values in its cosine list. However, its list of
semantic relations is consistent since the four highest cosine values are held by
state verbs, only disrupted by the achievement verb abweichen ‘to deviate’. This
verb is within the cosine lists of existieren ‘to exist’, betreffen ‘to concern’ and
folgen aus ‘to follow from’ and müssen ‘to have to/must’ abweichen ‘to deviate’,
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too. This could be an indication for a multiple class membership of abweichen
‘to deviate’ viz. to states and achievements.

We carried out a hierarchical, agglomerative Ward clustering analysis with
the Euclidean distance metric on the matrix of cosine values. In addition, the
probabilities of the clustering were calculated by multistep-multiscale bootstrap
resampling [63] (R-package pvclust, [64]). The result of multistep-multiscale boot-
strap resampling is displayed in Fig. 9. Relevant are the AU (Approximately
Unbiased) probability values (left numbers).

Fig. 9. Hierarchical clustering using Ward’s method with the cosine values as input,
showing the probability values at each of the clustering steps.

Four clusters with high probability values can clearly be distinguished and
they correspond almost perfectly with the classes accomplishments, accomplish-
ments with an affected subject, states and achievements of the amalgamation
of Vendler’s and Dowty’s classifications. The activity class is not represented
which confirms the cosine hierarchies from above. Just four verbs are misclassi-
fications, which means that there is a high degree of agreement. The four verb
classes of the cluster analysis and their probabilities are given below (misclassi-
fications/dubious classifications are marked with an asterisk):

1. accomplishments: schneiden (‘to cut’), hämmern (‘to hammer’), mitteilen
(‘to tell/to inform’), zersägen (‘to saw into pieces’), eingehen auf* (‘to
respond to so./sth.’), verhindern (‘to prevent’), verlängern (‘to extend’),
übermitteln (‘to communicate/to forward’), p = .91

2. accomplishments with affected subject: übersehen* (‘to overlook’),
essen (‘to eat’), bedenken (‘to consider’),untersuchen (to examine’),
nachprüfen (‘to ascertain/to check’), erörtern (‘to debate’), aufessen (‘eat
up’), p = .97

3. achievements: ansteigen* (‘to increase/to rise’), orientieren an* (‘to orien-
tate’),verlieren (‘to lose’), richten auf (‘to focus/to direct towards’), vergehen
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(‘to go (by)/to pass/to disappear’), anfangen (‘to begin’), einschlafen (‘to fall
asleep’), laufen* (‘to walk/to run’), p = .98

4. states: folgen aus (‘to follow from’), fehlen (‘to lack’), betreffen (‘to concern’),
existieren (‘to exist’), müssen (‘must’), abweichen von* (‘to deviate’), halten
für (‘to take so./sth. for so./ sth.’), p = .97

A comparison of this classification against the 35 verb-Gold Standard
(Vendler + 1) in [1] and [14] yielded .81 accuracy. To determine the significance
values for the accuracy level for the classification in five classes, we calculated
Cohen’s kappa. Kappa values above .81 are characterized as almost perfect agree-
ment and therefore highly significant. The association-based classification’s accu-
racy of the association bases classification has κ = .76, which is a substantial
agreement.

The results of the classification experiments in the distributional frameworks
are given in reverse order (from path 4 on the right to path 1 on the left of Fig. 3,
because the method described in 4.6 was the starting point of our study.

5.1 Results of the Classification of Verbs Using Dimension Reduced
Nominal Fillers and Aspectual Features

The workflow is a slightly modified version of the workflow in [15]. Thus, the
results were practically the same: Feature combinations exclusively comprising
aspect features yielded high accuracy values (see Fig. 10).

Input to the classification were vectors with 39 dimensions (each 10 for sub-
jects, direct objects, and prepositional objects and 9 for the adverbial features
reflecting the aspectual behaviour). Taking the classification with five aspec-
tual verb classes as the gold standard, ten noun classes per argument position
clearly outperform the approaches with fewer features. Additionally, counting
every noun token leads to better results than counting only the noun types.
Medium length vectors (2000 dimensions), constructed on the basis of a medium
context width (window size of five elements) achieve the best outcomes; the verb
vectors of the KMeansLloyd noun clustering in particular show the best perfor-
mance. Figure 10 depicts the accuracy of feature combinations and is subject to
the following result description.

The combinations aspect/subject/direct object and aspect/ subject/ direct
object/ prepositional object outperform the remaining feature combinations with
.95 accuracy, and .94 accuracy respectively. With the two feature combinations
described above we reached kappa values higher than .90. The feature com-
binations aspect/direct object/prepositional object with .88 accuracy, κ = .84,
and aspect/prepositional object with .86 accuracy, κ = .81, also achieve almost
perfect agreements. Substantial agreements, with above .61, can be observed
with the combinations aspect/subject/prepositional object, .84 accuracy, κ = .78,
aspect/direct object, .92 accuracy, κ = .75, and aspect/subject, .82 accuracy,
κ = .75. None of the feature combinations without aspectual features achieves
a satisfactory result. The single features achieve only fair agreements: Aspect
achieves .57 accuracy, κ = .34, subject achieves .52, κ = .27, and direct object and
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prepositional object achieve .51 accuracy and κ = .24 each. Figure 10 below gives
the results of process chain 4.

Fig. 10. Results of process chain 4 (Accuracy; a= aspectual features, s = Subject fea-
tures, d = accusative object features, p= prepositional object features); see text for
further explanations (figure taken from [2]).

5.2 Results of the Classification of Verbs Using Nominal Fillers and
Aspectual Features (No Dimension Reduction)

To reduce the complexity of our workflow, we classified the verbs using feature
vectors where all nominal fillers were taken into account instead of clustering
them into groups (processing chain 3 in Fig. 3).

Instead of the 39-dimensional vectors in processing chain 4, we obtained
vectors with almost 40000 dimensions (11257 subjects, 12450 direct objects,
16196 prepositional objects, 9 for adverbial fillers).

For the most part, the results were comparable to the results of processing
chain 4 (see Fig. 11): Employing all nominal and adverbial fillers (marked as
asdp in Fig. 11), we achieved .92 accuracy. In comparison with the +cluster -
workflow we achieved the same accuracy value when we left out the adverbial
fillers (sdp), but an even worse value when we left out the objects (as). This is
not an overly surprising result because the adverbial fillers were limited to only
nine dimensions. Within very high-dimensional vectors they should lose ground.
We see here a first indication that the paradigm “the more the merrier” fits well
with our results. We consistently achieved better results when we normalized the
vectors by cosine. Without length normalization accuracy apparently decreases
(at least .07, see Fig. 11, last bar).
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Fig. 11. Results of process chain 3 (Accuracy; a = aspectual features, s = Subject
features, d= accusative object features, p = prepositional object features,
norm= normalized); see text for further explanations (figure taken from [2]).

Fig. 12. Results of process chain 2; see text for further explanations (figure taken
from [2]).

5.3 Results of the Classification of Verbs Using Dimension
Reduced Co-Occurrences

In the third experiment (path 2 in Fig. 3) we left out the parsing step. Within
process chain 2 we built verb vectors from co-occurrences of nouns that were
clustered as illustrated above. Firstly, we generated 39 clusters to provide the
same dimensionality as in process chain 4, which gave us a very poor result
(see Fig. 12, first bar). By increasing the number of clusters, the results became
better, cumulating in .90 accuracy for 500 clusters. Here again, the maxim seems
to be “the more the merrier”. Consequently, we should try to expand the number
of clusters to the number of features. That is actually what we did in process
chain 1, which will be described in the next section.

5.4 Results for the Classification of Verbs Using Pure
Co-occurrences

In the last experiment, we classified the verbs without parsing and without
clustering the noun fillers. Instead, we built the vectors by simply collecting the
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most frequent co-occurrences of a verb, irrespective of whether they are nominal
elements or not. Although this was meant to be the baseline analysis, we obtained
excellent results up to .98 accuracy, especially with higher dimensionality of the
vectors (see Fig. 13).

Fig. 13. Results of process chain 1; see text for further explanations (figure taken
from [2]).

6 Conclusion

The present study provides evidence that aspectual verb classes, i.e. a
Vendler + 1 classification, can be inferred from raters’ associations. The agree-
ment of the association-based classification with the Gold Standard from [1] was
substantial. Human associations thus to a high degree reflect the classificatory
concepts in [1] that is, the abstract semantic properties of verb aspect. We inter-
pret the results as an indication, that these abstract semantic properties seem to
be powerful criteria for a classification of verbs in the mental lexicon. Note how-
ever, that the activity class was surprisingly not represented in the classification
since this class was polluted by a couple of non-activity verbs. As an interesting
fact it turned out that the judgments of a group of 35 raters exhibited a similar
degree of agreement with the Gold Standard as the data from the approximately
880,000,000 word sDeWaC corpus. We interpret this result as an indication that
raters’ associations are pertinent for verb classification. Our study confirms in
principle the findings of [10,11] and [12] who achieved plausible verb classifi-
cations from human associations. An interesting point in the analysis in [10]
was the detection of unexpected verb-verb relations. An interesting point in [10]
analysis was the detection of unexpected verb-verb relations. In our study some
unexpected relations came to light, as well, for instance eingehen auf ‘respond
to so./sth.’ which was rated to be an accomplishment verb. This might be a hint
of multiple class membership and is a topic of future research.

Both substantial and even excellent agreements were achieved in the clas-
sifications utilizing usage based data within the distributional framework [2].
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We observed that two out of our four models outperformed the remaining ones
and achieved excellent agreements between the automatically inferred aspec-
tual classes and the Vendler + 1 gold standard classification: (i) a model within
an informed distributional framework, considering structured, language theo-
retically well grounded (and thus restricted) context material that is, clustered
nouns in the argument positions of verbs in combination with aspectual features
and (ii) a model within a non informed framework, considering large amounts of
data, i.e. completely unstructured co-occurrence material of verbs. This outcome
can be interpreted as a manifestation of the principle ‘the more, the merrier’. On
the one hand, preprocessed linguistic information, i.e. small units of linguistic
information, were used for the construction of verb vectors (informed distribu-
tional). The resulting verb vectors of the latter model have a small dimension-
ality, however a lot of preprocessing steps were necessary. On the other hand, as
much pure data as possible was included in the induction, leading to high dimen-
sional verb vectors (non informed distributional). This model needs relatively
few preprocessing steps, which means that the experiment’s workflow is easy to
design. When combining the two approaches, that is using noun clusters and
aspectual features in a (restricted) distributional framework or left out the clus-
tering of noun arguments in a (restricted) informed distributional framework,
the quality of classification decreased.

Which distributional model is preferable depends on the aims and precon-
ditions of the analysis. When a very large set of verbs has to be classified, one
might run into trouble with the very high dimensionalities of the verb vectors,
making analysis slow, if not impossible. In that case the informed distributional
method which requires preprocessing tools like parsers would be preferable. The
choice of the method thus depends, in general, on the amount of data that have
to be analyzed and on the availability of preprocessing tools for the language
which is being studied.

The results of the present study fit well into theories of language acqui-
sition. To begin with, we achieved very satisfying classification results within
an unsupervised approach, which mirrors the situation in language acquisition.
Taking [22,23] and [24] as point of departure, frame compliance is an essential
strategy in language acquisition used by young children to interpret sentences.

In order to classify verbs into classes, a task which is mastered quite late
in the acquisition process [25,26], children need to build up knowledge about
sentence types, for instance about transitivity properties of sentences, and this
knowledge is utilized to learn verb classes [65,66]. At the beginning of the acqui-
sition process knowledge of sentence types is sometimes presumed to be item
based [20] meaning that it depends on specific verbs and their contexts, while
other studies provide evidence of a linguistic maturation process: A constant
development of linguistic knowledge over time. Our study provides evidence for
Tomasello’s item based approach. Starting with unstructured contexts of verbs,
learners identify very early item based prototypical verb/arguments structures
and subsequently in the course of the acquisition process they use context mate-
rials to come to analogies. When learners recognize a context, they classify a new
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verb according to that context which is the environment of a previous learned
and eventually previously classified verb. The classification based on associations
brings to light that in order to manage the task of classifying verbs, linguistic
experience is required: The more language learners build up linguistic knowledge
and manage to identify arguments of verbs and other verb dependent elements
in the sentence, the more they build up the structural knowledge of sentences
types which in turn is a prerequisite in order to induce verbs classes from their
contexts. The association task demonstrated that aspectual verb classes are an
implicit entity in human’s mental lexicon.

In summary, the results of this study show that, for German, the Vendler + 1
typology can be inferred in a unsupervised approach from raters’ associations
and in a supervised approach from the linguistic contexts of verbs. Employing
the supervised approach, we found that both classification frameworks that is,
the informed distributional subcategorization-frame-based framework and the
non informed window-based framework performed almost on a par, while the
association based classification performed slightly weaker - and did not discrim-
inate the activity class - but performed nevertheless satisfying that is, we got
additional evidence in favor of the Vendler + 1 classification.
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Abstract. We study the presence of linguistically motivated informa-
tion in the word embeddings generated with statistical methods. The
nominal aspects of uter/neuter, common/proper, and count/mass in
Swedish are selected to represent respectively grammatical, semantic,
and mixed types of nominal categories within languages. Our results indi-
cate that typical grammatical and semantic features are easily captured
by word embeddings. The classification of semantic features required
significantly less neurons than grammatical features in our experiments
based on a single layer feed-forward neural network. However, semantic
features also generated higher entropy in the classification output despite
its high accuracy. Furthermore, the count/mass distinction resulted in
difficulties to the model, even though the quantity of neurons was almost
tuned to its maximum.
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1 Introduction

The vector representation of words, known as word embeddings or word vectors,
have shown great impact on the natural language processing tasks [1,2]. In this
representation, each word is associated with a vector in such a way that word
similarities are reflected through vector similarities [3]. Studies on word embed-
dings in natural language processing show that word similarities are captured
by word vectors, e.g., the vectors associated with similar words are clustered
together [4–6]. However, further research is required to understand which types
of linguistic information (e.g., semantic or syntactic) are encoded in these vec-
tors. Several evaluation metrics and tools are used to study the information
encoded into word embeddings [4–8]. This study investigates the presence of
deep linguistic information about the nominal classes in the word embeddings.

The nominal classification refers to how a language classify nouns of the
lexicon. In the narrow sense, the most frequent grammaticalized system of nom-
inal classification is grammatical gender [9–11], e.g., all nouns in German are
affiliated to either masculine, feminine, or neuter. However, in a broader view,
nominal classification may also refer to how nouns may be divided into categories
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according to different semantic and/or syntactic criterion, i.e., count/mass and
common/proper [12].

We further develop previous studies on Swedish and study different types of
nominal classifications with regard to the syntactic and semantic information
encoded to their word vectors [8]. A series of new experiments are done using
simulated annealing and neural network to assess the required amount of neurons
for different classification tasks. We also enforce the focus on the word embed-
ding methods and their evaluation metrics. As a research question, we aim at
evaluating the performance of word embeddings combined with different settings
of classifiers on the task of nominal classification. A linear discriminant analysis
and a feed-forward neural network tuned with simulated annealing is used for
this aim. Three binary nominal features in Swedish are selected: uter/neuter
(i.e., grammatical gender), count/mass, and proper/common nouns. These dis-
tinctions represent three different types of nominal classification in the broad
sense.

First, grammatical gender is a typically grammaticalized feature, which is
reflected in language via grammatical agreement with other elements of a phrase.
For instance, in Swedish, the article and the adjective varies in terms of form
depending on the grammatical gender (uter or neuter) of the following nouns,
c.f., ett stor-t äpple (a.sg.neut big.sg.neut apple.sg.neut) ‘a big apple’ and
en stor-∅ häst (a.sg.uter big.sg.uter horse.sg.uter) ‘a big horse’. The gram-
matical gender of a noun in Swedish is considered as a static nominal feature of
the noun. The grammatical gender of a noun in Swedish is consistently marked
within the sentence and it does not vary according to the context of the word.

Second, the categorization of common and proper nouns (proper names) is
considered as a static semantic feature. Common nouns generally refer to classes
of things (e.g., book, desk) while proper nouns designate particular individual
entities such as London, Tokyo, among others [12, p.149]. To be more precise
in terms of definition, proper nouns do not necessarily refer to only one specific
individual. For instance, the proper name Smith may be given to different people
(or even objects) which do not share any property or quality in common. On
the other hand, common nouns refers to a set of entities which share specific
properties. Common nouns may thus not be used in the same arbitrary way of
proper nouns. As an example, naming a desk as a book in English would not
be semantically valid, since the properties of a desk do not concord with the
intrinsic semantic content of the noun book (e.g., a book is something that you
can read). Nouns are either common or proper and do not fluctuate between the
two categories. Hence, the common/proper distinction is defined as semantically
static. Few exceptions of conversion are attested but they are context specific
[13, p.58], thus we do not consider them in the current paper.

Finally, the count/mass distinction is generally considered as a mix of syn-
tactic and semantic nominal features [14], as “the brain differentiates between
count and mass nouns not only at the syntactic level but also at the semantic
level” [15]. Count nouns refer semantically to objects which represent a discrete
entity and may be counted, e.g., computer, book in English. On the other hand,
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mass nouns (also named non-count nouns) commonly indicate uncountable mass
and are not specified as how to individuate or divide them, e.g., water, milk in
English. With regard to morpho-syntax, mass nouns typically cannot occur in
the plural form if a language possess grammatical number (among other crite-
ria). Yet, the category of count/mass is more versatile than static syntactic and
semantic nominal features such as uter/neuter or common/proper. First, nouns
undergo more frequently conversion between count and mass, e.g., coffee may
refer to the liquid category as a mass or as a countable entity in container, c.f.,
The coffee is good and I want one more coffee [13, p.51]. Second, overt plural
marking does not always concord with the count/mass distinction [16,17]. For
instance, the mass noun luggage in English has a count interpretation but behave
as a mass noun since it only occurs in the singular form [18].

Previous studies on nominal categories in Swedish have shown that
the count/mass distinction is harder to identify than the uter/neuter and
proper/common categories. Our study aims at further testing the performance of
different classifiers with different parameters (e.g., different amount of neurons)
and investigates if the performance of classification may be enhanced with a spe-
cific setting. The structure of this paper is as follow. Section 2 presents a litera-
ture review of the word embedding and the three nominal features approached in
our research question. Section 3 explains the architecture of the selected models
of word embeddings and classifier. Section 4 lists the setting of our experiments.
Section 5 details how the various types of classifiers performed with regard to the
three nominal features involved in our study. In Sect. 6, we provide a summary
to the performance of the classifier.

2 Literature Review

In this section, we review the literature of the word embedding and the nominal
classes such as grammatical gender, common/proper, and count/mass distinc-
tion.

2.1 Word Embedding

This section reviews the literature of word embeddings and their evaluation
methods. First, we provide a brief introduction on the word embedding methods.
Then, we study different evaluation metrics used for assessing word embeddings.

Word embedding is referred to as the process of embedding words into a vec-
tors space. Words as the most basic elements of syntax are associated with vec-
tors as the most basic elements of a vectors space. In this view, word embedding
is seen as a bridge between syntax (more generally linguistics) and linear alge-
bra (more generally mathematics). The association between words and vectors is
done in such a way that the similarities between words are reflected through the
similarities between vectors. In other words, similar words are associated with
similar vectors. The vectors associated with words are called word embeddings,
or word vectors and the vector space is called the distributional semantic space
or the semantic space for short.
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Methods. The word embedding methods can be divided into two major classes:

– the methods that are developed in the area of distributional semantics [3,7,
19–23]

– the methods that are developed in the area of language modelling [1,24]

It is shown that both classes of methods are connected to each other [25]. In
both classes, word embeddings are created through the application of dimen-
sionality reduction techniques on a high dimensional vector space that models
the contextual environments of words. The dimensions of the high dimensional
vector space correspond to a set of contextual features (e.g. words, and syntactic
categories of words) and its vectors correspond to a set of words in a language.
The word vectors in this high dimensional vector space are called the contex-
tual word vectors. The contextual word vectors are formed by accumulating the
occurrence of words with different contextual features.

Different techniques of dimensionality reduction is used for generating word
embeddings. Principal component analysis is among the popular methods of
dimensionality reduction which is extensively used to reduce the dimensional-
ity of contextual word vectors [7,20,21,23]. The other dimensionality reduc-
tion methods, used for this aim, are the restricted Boltzmann Machine [26,27],
the auto-encoders [24], the mixture models [28,29], and the non-linear meth-
ods [27,30]. GloVe [22] formulates the problem of dimensionality reduction as a
regression problem. HPCA [23] uses the singular value decomposition to estimate
the principal components of a sample matrix of the contextual word vectors.
HPCA ignores the centring step in PCA in order to take the advantage of the
data sparsity. RSV [7] uses the same approach to compute the principal com-
ponents. However, it performs the mean subtraction step to centre the column
vectors around their mean. RSV is able to generate a set of word embeddings
faster than other methods and the vectors generated by RSV are as good as
other word embedding methods. In this paper, we use RSV for generating word
embeddings.

Evaluation. Different evaluation metrics are used to asses the information cap-
tured by a set of word embeddings. The evaluation metrics used in the literature
can be classified into three groups:

– The word similarity metrics
– The word analogy metrics
– The application-based metrics

The word similarity metrics evaluate a set of word embeddings with regard to the
correlation between similar vectors and similar words. These metrics often use
a dictionary that affiliates similar words to each other. For example, the words
with the same meanings are affiliated with each other. The correlation between
the vectors associated with similar words is used as the evaluation metric. A high
value of correlation obtained from a set of word embeddings and a dictionary
indicates that the word embeddings could capture the similarities encoded into
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the dictionary. The word similarity benchmark in [4] is a tool that evaluates a
set of word embeddings with regard to several word similarity dictionaries.

The word analogy metrics are on the basis of test sets of analogy questions
of the form “a is to b as c is to d”, where a, b, and c are known words and d is
an unknown word which is asked. For example, an analogy question is “saw is
to see as returned is to d” and the word d is expected to be return. An analogy
question corresponds to an equation in a semantic vector space representing the
word vectors associated with the words in the question [5]. The analogy question
“a is to b as c is to d” corresponds to the equation

vb − va = vd − vc (1)

where vx is the vector associated with the word x. This equation suggests that
the answer to an analogy question as above is the word associated with the
vector with greatest cosine similarity to y = vb − va + vc. Given this, a set of
word embeddings is evaluated with regard to the number of analogy questions
that are answered correctly.

The application based metrics measure the meaningfulness of word embed-
dings to a task (e.g. machine translation,parsing, and part-of-speech tagging). In
these evaluation metric, a set of word embeddings is used for training a learning
model in an application. These embeddings are then evaluated with regard to
their contributions in the learning process. vceval [6] is a framework consisting
of several standard NLP tasks (applications) used for evaluating a set of word
embeddings. This framework makes use of basic neural network architectures
for the tasks. The performance of a neural network trained with a set of word
embeddings on a task is reported as the evaluation result of the word embeddings
with regard to the task.

This paper address a novel evaluation on word embeddings on the basis
of the presence of rich linguistic information such as the lexical and morpho-
syntactic features in the word embeddings. We use a dictionary consisting of
words affiliated with their lexical and morpho-syntactic features. The words in
this dictionary are replaced with their corresponding embeddings. This result in
a list of word embeddings labelled with a set of lexical and morpho-syntactic
features. This list addresses a standard classification problem in which the word
embeddings are the observations and the features are the classes. We tackle the
classification problem by a basic feed-forward neural network. The final accuracy
of the neural network on a test set is considered as the evaluation metric for word
embeddings.

The similarities and differences between evaluation metric introduced in this
paper and the other metrics are as follows. Similar to the word similarity met-
rics, we use a dictionary for evaluating word embeddings. However, unlike the
word similarity metrics that directly relates words with other, we relate words
with their lexical and morpho-syntactic features. Another difference between
the word similarity metric and the proposed metric is in the nature of the eval-
uation results. The word similarities report the correlations between the word
embeddings as the evaluation results but we report the accuracy of a classifier as
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the evaluation results. Our evaluation metric is similar to the application based
metrics in the way that the word embeddings are evaluated with regard to their
contribution to a task (i.e. the task of predicting the lexical and morpho-syntactic
features of the words associated with words embeddings). In this sense, the eval-
uation metric introduced in this paper is more close to the application-based
evaluation metrics.

2.2 Nominal Categories

In this section we provide the theoretical definition of grammatical gender, com-
mon/proper, and count/mass distinction along with examples of each category.
Furthermore, we list the difficulties predicted by the linguistic knowledge in
terms of classification task.

Grammatical Gender. Nominal classification refers to how languages classify
nouns of their lexicon. Such process reflects cognitive and cultural facets of the
human mind [31–33]. Among languages of the world, grammatical gender is
one of the most common systems of nominal classification [9]. For instance, in
German, every noun of the lexicon is assigned to either masculine, feminine,
or neuter gender. Gender languages are commonly found in Africa, Europe,
Australia, and Oceania, while their presence is attested but non-continuous in
the Pacific, Asia and Americas [34, p.78].

The formal definition of grammatical gender involves grammatical agreement
between a noun and other syntactic units within a sentence. To be more precise,
all nouns of the lexicon are assigned to certain classes. For instance, a language
has two gender classes if two classes of nouns can be differentiated by the agree-
ment they take [35]. As an example in French, bus ‘bus’ is masculine and voiture
‘car’ is feminine. Thus, the masculine and feminine gender classes are distin-
guished via the grammatical agreement on the articles, adjectives, and verbs,
c.f., un nouveau bus (one.masc new.masc bus.masc) ‘A new bus’ and une nou-
velle voiture (one.fem new.fem car.fem) ‘A new car’. Likewise in Swedish, all
nouns of the lexicon are labeled with the uter or neuter gender classes [36, p.198],
which are mirrored through grammatical agreement (see examples in Sect. 1).

The grammatical agreement of gender relates to their main functions of
facilitating referent tracking in discourse [32,37,38], as the agreement pattern
provides transparent information. However, gender assignment is considered as
much more opaque [9, p.57]. By way of illustration, it is relatively complex to
explain why bus is masculine and car is feminine in French, whereas both nouns
are affiliated to the feminine gender in Hindi. With regard to Swedish, contra-
dictory observation occur. While grammatical gender is commonly considered as
arbitrary [39,40], several semantic principles are attested, i.e., nouns referring to
human and non-human animates tend to be affiliated to the uter gender, while
inanimates are more likely to be neuter [41]. Moreover, nouns pointing at con-
crete or countable entities are generally uter while abstract or mass nouns are
favored by the neuter gender [42].
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As a summary, we expect that word embedding can easily capture the gram-
matical gender of nouns, since grammatical agreement provides consistent syn-
tactic clues within the linguistic context of nouns. Due to this reason, grammat-
ical gender is considered as a typically grammaticalized feature in our analysis.

Common/Proper Nouns. Nevertheless, not all categorization of nouns are
marked by agreement marking. For instance, the distinction between common
and proper nouns is mostly based on semantics. Common nouns indicate ref-
erents which share certain properties, while proper nouns name specific and
individual referents [12, p.149]. As an example for common nouns, one of the
inherent properties of a clock is ‘a device which can indicate time’. Proper nouns,
on the other hand, are not restricted by such intrinsic properties. By way of
illustration, any person, animal, and object may be named after Smith. The
distinction between common and proper nouns is realized via capitalization in
languages such as English. However, such marking is only represented in the writ-
ing system, which is an additional invention of language. Moreover, the rules of
capitalization of proper nouns are not consistent in a cross-language manner.
For instance, English capitalizes names of the months (e.g., December) while
Swedish does not, whereas German capitalizes nouns altogether.

Similar observations are made in terms of syntax, as no consistent criterion
is available to differentiate between common and proper nouns. As an example,
in English, proper nouns generally appear as bare forms but the same situation
may occur for common nouns, e.g., Jeff is a good man, coffee may wake you up.
Moreover, the use of definite articles may be preferred for specific types of proper
nouns, e.g., the United States. Furthermore, the use of article with proper nouns
is not universal cross-linguistically. By way of illustration, country names are
used with the definite article in French, e.g., la Chine (the.fem China), while
in English it is not required (e.g., China). These observations support the fact
that the classification of common and proper nouns is indeed a relevant issue for
machine translation [43], sentiment analysis [44], topic tracking [45], web data
search [46], case restoration [47], among others topics [48].

Count/Mass Distinction. The third main sub-categorization of nouns we
apply in this study is the contrast between count and mass nouns. Count nouns
are generally defined as entities which can be individuated and counted, while
mass nouns refer to referents whose parts are not considered as discrete units
[12, p.156]. For instance, a piece of a cake is still cake, however, a piece of a desk
is not a desk. The reflection of the cognitive principle of individuation have been
studied with regard to its connection to human cognition and how such cognitive
concept is reflected through language [14,49–51]. As an example, morphological
marking of grammatical number has been attested as one of the main linguistic
realization of count/mass marking [13,52].

In terms of syntax, in languages with grammatical number, count nouns may
bear singular and grammatical plural marking (c.f., the book is here and the books
are here in English), while mass nouns solely occur in singular (c.f., the furniture
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is new, *the furnitures are new). Moreover, only count nouns can apply indefinite
articles (c.f., a table and *a luggage), among other syntactic criteria [50]. With
regard to semantics, count and mass nouns may be distinguished on the basis of
cumulativity [49], divisibility [53], and specificity [13, p.51–53]. Mass nouns are
unspecified as how to be cumulated and divided, while count nouns are specified
for how to be cumulated or divided. For instance, coffee may be counted in
terms of cup, glass, barrel, brand, among other measure terms [54, p.9], with no
intrinsic specification. On the opposite, count nouns such as book can inherently
be counted by the mean of cardinal numbers and cannot be divided.

Nevertheless, even though both syntactic and semantic criteria are available
to differentiate between count and mass nouns, the fact that nouns may undergo
conversion (shift) and migrate to the other category represents a challenge for
classification tasks [13]. As an example, beer in English may be used as a mass
noun when referring to a type of drink, e.g., I like beer. Yet, the same word
form can also be employed as a count noun when referring to ‘a pint of beer’,
e.g., I would like to have two beers. Such conversion is extremely productive
and common within languages of the world [14, p.14] and represents one of the
major difficulty of identifying count and mass nouns in terms of computational
linguistics [55]. Thus, we expect that the word embedding model is capable of
retrieving the syntactic information of count and mass nouns to encode it into the
word vectors; but also that the conversion between count and mass nouns may
represent a source of difficulty for the classification task. For instance, previous
studies have shown that a single layer feed-forward neural network could not
interpret the count/mass feature of Swedish nouns at a high accuracy level due to
frequent cross-category conversion [8]. Our study applies a similar methodology
and further investigates the effect of neuron quantity on the performance of feed-
forward neural network with regard to the classification of nominal features such
as grammatical gender, common/proper, and count/mass.

3 Methodology

Swedish was chosen due to the contradictory observation attested on grammat-
ical gender assignment and tracking (see Sect. 2.2). For each classification task,
a classifier is trained on a set of word vectors that are labeled with their cor-
responding nominal classes, i.e., uter/neuter, common/proper, count/mass. The
process is divided into three steps: vector generation (word embedding), data
labeling, and classification.

First, a corpus of word-segmented raw sentences is fed to a word embedding
model, which assigns a vector to each word in the corpus. This process is done
in such a way that semantic similarities of words are modeled by the correlation
between their corresponding vectors, i.e., words that are semantically similar are
consequently assigned to similar vectors.

Second, a dictionary is used to associated a subset of word vectors with their
corresponding nominal classes. We combine each noun from the dictionary with
its vector extracted from the corpus. The output is a list of word vectors labeled
with nominal classes. This list is then partitioned into train, and test sets.
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Third, we train a classifier based on the pairs of word vectors and nominal
classes. The classifier takes a single word vector as input and predicts the nominal
class of its associated word. The train data obtained in the previous step is used
to train the classifier, and the test set is used to evaluate the classification model.

The evaluation of the classifier is based of the performance of word vectors on
each of the nominal classification tasks. For instance, a high accuracy of classi-
fication implies that the information about the nominal classes can be captured
into the word vectors. In the following section, we elaborate the detailed set-
tings for the three steps mentioned above: Word embedding, data labeling, and
classification.

4 Experimental Settings

The word vectors are extracted via RSV (Real-valued Syntactic Word Vectors)
model for word embedding [7]. RSV generates a set of word vectors from an
unlabeled data in three major steps: First, a co-occurrence matrix is built based
on the co-occurrence frequency of words. The components of this matrix are
the frequency of seeing words in the domain of different context words. each
column is associated with a word and the rows are associated with contexts.
Each column forms a high dimensional word vector that describes the word
with respect to its occurrence frequency in different contexts. Second, the high
dimensional column vectors are transformed to match the Gaussian distribution
with zero mean. Third, the low dimensional data is obtained from the top K
right singular vectors of the transformed co-occurrence matrix. During these
three steps, the RSV model can be tuned according to the following parameters:

– Context type: the context of a word may refer to the preceding words (sym-
metric), following words or include both directions (asymmetric).

– Context size: how many words does the system count in the context. As an
example, the most popular setting is one preceding word.

– Dimensionality: the quantity of dimensions the model may use to represent
the word vectors. The amount of dimensions is generally positively corre-
lated to the accuracy, but negatively correlated with the processing time and
memory.

Within our experiments, context type and context size are set as the immediate
preceding word [7], while the number of dimensions is set to 50.

Two types of classifiers are included in our experiments: linear discriminant
analysis, and neural network. The purpose of this selection is to assess if the
nominal classes are linearly separable. Linear discriminant analysis (LDA) is a
linear generative classifier that fits a Gaussian distributions on the training data
and predict the test data classes through the likelihood ratio of the data given
the distributions. Neural network (NN) is a non-linear discriminative classifier
that make no assumption on the data distribution. It searches for a boundary
between the data points with regard to their classes in such a way that the
classification accuracy is minimized. LDA is more simple in terms of structure
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and processing time but it may be less accurate depending on the complexity of
the task. On the other hand, neural network is a more elaborate type of classifier
but also more costly in terms of processing.

We use a feed-forward neural network, which consists of an input layer, a
hidden layer, and an output layer. The size of the input layer is as big as the
dimensionality of word embeddings, 50. The output layer consists of two neurons,
equal to the number of classes in each of the nominal classification tasks. The size
of the hidden layer is set in two ways: First, the size of the hidden layer is set to
100, regardless of the classification task. Second, the size of the hidden layer is set
with regard to the performance of the neural network on the classification tasks.
This is formulated as an optimization problem whose objective is to minimize
the errors made by the neural network on each of the classification tasks. We use
half of the training data for this purpose. We use 80% of this portion for training
the neural network and 20% for validating it. This partitioning is done in such as
way that the relative ratio of the classes in each part is equal to the overall rate
of the classes in the entire training data. Given a neural network setting with
one hidden layer consisting of 0 < h ≤ 300 neurons, the simulated annealing uses
the training data to train the neural network. It then uses the validation set to
compute the performance of the neural network. The error rate of the neural
network on the validation set is used as the objective of the simulated annealing
to be minimized. The output of the simulated annealing is the optimal number
of neurons (h∗) in the hidden layer of the neural network. The neural network
with h∗ neurons in its hidden layer (i.e. one hidden layer with h∗ neurons) is
finally evaluated on the test set used for other classifiers.

Our computational model is fed with data that originate from the Swedish
Language Bank (Spr̊akbanken) at the University of Gothenburg.1 The corpus
of raw sentences is compiled by Spr̊akbanken and includes data from Swedish
Wikipedia (available at Wikipedia Monolingual Corpora, Swedish web news cor-
pora (2001–2013) and Swedish Wikipedia corpus). The OpenNLP sentence split-
ter and tokenizer are used for normalizing the raw corpus.2 All numbers are
replaced with a NUMBER token and uppercase letters are converted to lower-
case forms. Due to the high ratio of compound nouns in Swedish [56–58], we
only involve nouns which have more than 100 occurrences in the corpus.

The information on nominal categories is extracted from the SALDO
(Swedish Associative Thesaurus version 2) dictionary. The categorization of
SALDO are rather extensive [59, p.27]. As an example, some nouns are affiliated
to neither uter nor neuter but rather to a third type vacklande due to speaker
variation. In our study, we only incorporate the relevant categories, since the
amount of tokens in these peripheral categories is minimal. Nouns that are not
in word vectors’ vocabulary set are also filtered out, which results in the overview
in Table 1.

The annotation of grammatical gender and common/proper nouns is rather
straightforward in SALDO, whereas the count/mass distinction is not a category

1 spraakbanken.gu.se/eng/resources/corpus.
2 opennlp.apache.org.

https://spraakbanken.gu.se/eng/resources/corp
http://opennlp.apache.org/
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Table 1. Nominal features in Swedish based on SALDO [8].

Category Quantity Example

Uter 13540 bok ‘book’

Neuter 5518 hus ‘house’

Count 16181 kontor ‘office’

Mass 3085 bagage ‘luggage’

Comon 18549 bord ‘table’

Proper 3142 Alyssa

transparently specified in the dictionary. We therefore follow the formal syntactic
definition and consider that only count nouns have plural inflection [50,51].

5 Results

The performance of the classifiers are evaluated based on the Rand index [60]
(accuracy) and F-score [61]. The Rand index refers to the accuracy of the model
and is calculated by dividing the total number of correctly retrieved tokens by
the total number of retrieved tokens. Moreover, we apply the rule of majority
label prediction, called Zero rule, since the investigated nominal categories are
numerically unbalanced (e.g., 84% common nouns vs 16% proper nouns). Our
baseline of accuracy for each classification task is thus equal to relative size of the
larger class, i.e., 71.0% for grammatical gender prediction, 84.0% for count/mass
prediction, and 85.5% for common/proper noun prediction. Moreover, we also
measure the detailed performance on a category-internal scale, so that we can
assess if one of the nominal sub-category represents more difficulties for the
classifier. For instance, if uter nouns are harder or easier to identify. Hence, we
generate the two values of precision and recall. Precision evaluates how many
tokens are correct among all the output of the classifier, whereas recall quan-
tifies how many tokens are correctly retrieved among all the expected correct
output. The two measures assess different facets of the output, and merged into
the F-score, which is equal to the harmonic mean of the precision and recall,
2 recall×precision
recall+precision .

Furthermore, two figures are provided for every classification task. First, we
display how the noun classes are clustered in the distributional semantic space
formed by the word vectors [8]. This representation is expected to demonstrate
visually the performance of word embedding when capturing information related
to the relevant nominal category. Second, we show the histogram of the entropy of
the neural network’s output for nominal sub-category. The entropy measures the
uncertainty involved in the neural network’s output to identify the noun classes,
it thus show how certain is the classifier when processing the classification task.
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5.1 Grammatical Gender

The results obtained from the neural networks are represented in Table 2 two
columns, NN, and SA-NN. The column NN represents the results obtained from
the neural network architecture with 100 hidden units and the SA-NN represents
the results obtained from the neural network architecture tuned by simulated
annealing. The optimal size of the hidden layer for this task is 125 (i.e. the
tuned neural network (SA-NN) has 125 neurons in its hidden layer). The neural
networks reach higher accuracies (Rand index) than LDA, as they are able to
identify correctly the grammatical gender of more than 93% of the nouns in
the test set. Such performance is conjointly higher than our baseline accuracy,
which is 71.0%. A comparison between NN and SA-NN shows that both settings
result in almost the same performance, although the SA-NN setting uses smaller
number of neurons in its hidden layer. The tuned neural network results in
relatively higher value of f-score when it faces the neuter nouns.

Table 2. The performance of LDA, the neural network (NN), and the neural network
tuned by simulated annealing (SA-NN) on the grammatical gender prediction.

LDA NN SA-NN

Accuracy 92.7 93.6 93.7

Uter recall 94.8 96.3 96.5

Uter precision 94.8 95.0 94.6

Uter f-score 94.8 95.6 95.5

Neuter recall 87.9 87.4 87.3

Neuter precision 87.9 90.1 91.4

Neuter f-score 87.9 88.7 89.4

Table 2 shows that the word vectors could encode the information about the
grammatical genders of the nouns and they are almost linearly separable with
respect to the grammatical genders of the nouns. Such statement is supported
by the semantic space of neural network in Fig. 1. The uter nouns (black) and
the neuter nouns (red) are forming two clusters which only overlap at a small
area. As expected, this intermediary zone is precisely where most of the errors
generated by the neural network (green and blue) are located. Moreover, the
classifiers had more difficulties identifying neuter nouns. For instance, neural
network could interpret uter nouns with higher f-score (95.6%) compared to
neuter nouns (88.7%).

Figure 2 shows the histogram of the entropy of the neural network’s outputs.
The top left histogram, the neuter nouns are classified as neuter, and the bot-
tom right histogram, the uter nouns are classified as uter, are skewed toward
left. This left skewness in the histograms show that the classifier predicts the
correct grammatical genders with high confidence. This confirms that the infor-
mation about the grammatical genders of the nouns are captured by the word
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Fig. 1. tSNE representation of the word vectors with regard to their grammatical
genders associated predicted by the neural network consisting of one hidden layer with
100 neurons [8]. (Color figure online)

vectors. We also see that the histogram of the entropy of the neural network’s
outputs for the erroneous items, i.e., the top right and the bottom left graphs,
are skewed toward right. This displays the uncertainty involved in the neural
network’s outputs and indicates the lack of information in the erroneous word
vectors. The analysis of the output’s entropy thus demonstrate that with regard
to grammatical gender, the neural network was interpreting the grammatical
gender of nouns with high accuracy, with exception to some outliers for which
the entropy was unusually high. Further explanation is provided in the following
Section.

Fig. 2. The histogram of the entropy of the neural network’s outputs with regard to
grammatical genders. The neural network has one hidden layer with 100 neurons [8].
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Fig. 3. tSNE representation of the word vectors associated with the proper noun and
common noun categories by the neural network consisting of one hidden layer with 100
neurons [8].

5.2 Common/Proper Nouns

The optimal size of the hidden layer obtained by the simulated annealing algo-
rithm for this task is 24. As shown in Table 3, all classifiers outperform our
baseline accuracy (85.5%). In terms of accuracy, the neural networks are more
accurate than LDA. However, most of this achievement is due to the unbalance
data distribution which biases the neural networks toward the bigger population.
In term of f-scores, we see that the results obtained from LDA are comparable
to the results obtained from the neural networks. The relatively high value of
f-scores obtained by LDA on the proper nouns show that the word vectors should
be linearly separable with regard to this nominal classification. This statement
is supported by the results obtained from the tuned neural network (SA-NN).
We see that the tuned network result in substantially higher values of f-score on
the identification of both common and proper nouns although the network has a
smaller hidden layer (24 versus 100). The higher values of f-score obtained from
a simpler neural network with a small hidden layer confirms that the data is to
a large extent linearly separable.

The above conclusion about the linear separability of proper versus common
nouns is supported by the visualisation of the word vectors with regard to their
proper noun versus common noun categories. Figure 3 represents the data distri-
bution in a two dimensional space. We see that the proper nouns are clustered in
the bottom-right area of the semantic space. A major part of this area is linearly
separable from the remaining vectors in the semantics; the vectors associated
with common nouns. A certain part of proper nouns are merged into the com-
mon nouns, thus, hard to identify. In this case, the recall of the proper nouns is
significantly improved if we use quadratic discriminant analysis (QDA) instead
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Fig. 4. The histogram of the entropy of the neural network’s outputs with regard to the
proper noun versus common noun classification. The neural network has one hidden
layer with 100 neurons [8].

of the linear discriminant analysis. However, this improvement is together with
a dramatic decrease on the recall of the common nouns. In our experiments with
QDA, we obtained the f-score of 93.3% on the common nouns and the f-score of
71.4% on the proper nouns which are smaller than LDA and the neural networks.

Furthermore, the histogram of the entropy of the neural network’s outputs in
Fig. 4 displays less confidence in the outputs of the neural network when facing
proper nouns as its inputs. In comparison with Fig. 2, we observe a higher amount
of uncertainty in the classifier’s performance which demonstrates that less infor-
mation can be captured in word vectors with regard to the common/proper noun
nominal category.

Table 3. The performance of LDA, the neural network (NN), and the neural network
tuned by simulated annealing (SA-NN) on the classification between common versus
proper nouns.

LDA NN SA-NN

Accuracy 93.4 95.2 95.1

Common noun recall 96.8 98.9 98.7

Common noun precision 95.5 93.9 95.7

Common noun f-score 96.1 96.3 97.2

Proper noun recall 73.4 62.4 74.2

Proper noun precision 79.9 91.0 90.4

Proper noun f-score 76.5 74.3 81.5
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5.3 Count/Mass Distinction

In this experiment, the neural network tuned by the simulated annealing algo-
rithm has 294 neurons is its hidden layer. This value is very close to maximum
number of the hidden layer size, 300. As shown in Table 4, the accuracy obtained
from the classifiers are below our baseline, 85.5%. As we mentioned before, our
baseline uses the Zero rule for classification which simply predicts the majority
class, i.e., count noun in this case. So, it will completely unable to predict the
minority class of mass nouns. The baseline’s recall for the mass nouns, however,
is 0.0% since all the mass nouns are classified as count noun. This is similar
to the results obtained from the neural network, resulting in the high precision
99.0% on the count nouns but very small precision on the mass nouns. This basi-
cally shows that the neural network’s prediction on the mass nouns is almost
always wrong, i.e., mass nouns are always classified as count noun by the neural
network. However we see that the LDA’s recall on the mass nouns (76.9%) is
significantly higher than the baseline’s recall (0.0%) and the neural network’s
recall (7.1%). This is because of the generative nature of LDA that always give
a chance to all classes, regardless of their size, to appear in the prediction task.
However, this might not always work well specially when the data is not properly
distributed with regard to the classes. In this case, the classifier will result in
a small value of precision, as we see for LDA’s precision on the mass nouns. In
general, the weak performance of the classifiers on the count/mass classification
task shows that the word vectors have almost no information about this feature
of the nouns. We see that a very large hidden layer also is not helpful to classify
between the mass versus count nouns. This difficult in the classification between
mass and count nouns is because of the migration of words between the two
classes (see Sect. 2.2) which allows a noun to be count or mass depending on its
syntactic environment. This dynamic behavior of nouns results in a big overlap
between the two classes of word vectors associated with count and mass nouns
and makes the word vectors ineffective for this task. The overlap between the

Table 4. The performance of LDA, the neural network (NN), and the neural network
tuned by simulated annealing (SA-NN) on the classification between count versus mass
nouns.

LDA NN SA-NN

Accuracy 74.8 82.8 79.2

Count noun recall 74.3 99.0 95.2

Count noun precision 93.7 83.2 81.2

Count noun f-score 82.9 90.4 87.6

Mass noun recall 76.9 7.2 24.9

Mass noun precision 39.1 61.4 60.7

Mass noun f-score 51.8 12.7 35.3
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two classes of word vectors is seen in Fig. 5. We see that mass nouns and the
count nouns appear everywhere in the semantic space.

Our observation in terms of general accuracy is also supported by the his-
togram of the entropy of the neural network’s outputs in Fig. 6. First of all, the
classifier is very uncertain about the identification of count versus mass nouns.
This shows that few relevant information could be found in the distribution of
word vectors and its decisions rely highly on chance. This uncertainty is seen
is the four scenarios shown in Fig. 6. We equally observe that the amount of
uncertainty involved in the classifier’s decisions on the mass nouns that are cor-
rectly classifies as mass noun is higher than the count nouns that are correctly

Fig. 5. tSNE representation of the word vectors associated with the mass nouns and
count nouns by the neural network consisting of one hidden layer with 100 neurons [8].

Fig. 6. The histogram of the entropy of the neural network’s outputs with regard to the
proper noun versus common noun classification. The neural network has one hidden
layer with 100 neurons [8].
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classified as count noun. This can be due to the fact that the likelihood of migra-
tion (shift) from mass category to count category is higher than the migration
from the count category to mass category [13, p.57–58].

6 Concluding Discussion

Through the application of a neural network tuned with the simulated annealing
algorithm, we are able to demonstrate which types of nominal features can be
captured by word embeddings and how their loading and accuracy vary between
each other. We show that both grammatical (uter/neuter) and semantic (com-
mon/proper) properties of nouns may be identified with high precision through
word embedding. Moreover, the semantic properties of words are relatively easier
to retrieve via word embeddings as the neural network trained for the classifi-
cation between proper and common nouns requires five times fewer neurons
than the neural network trained for the classification between the grammatical
properties (24 vs 125). Yet, the analysis of entropy provides opposite insights:
The entropy of the classifier was higher for common/proper categorization than
for uter/neuter distinction, even though their general performance was similar.
Further experiments are thus required to scrutinize the correlation of neuron
quantity and classifier entropy with the general performance of classification.
On the other hand, the count/mass categorization represented difficulties for
the classifiers. Setting the hidden layer size near its maximum could not improve
the performance either. We thus follow previous studies and suspect that two fac-
tors are plausible as explanation: First, the complex semantic and grammatical
aspects of count and mass nouns may create difficulty to the word embeddings’
classification. Second, the high occurrence of conversion across count and mass
nouns may also generate noise in word embeddings. Under such assumption,
the application of word embeddings would be considered as adequate for static
nominal features such as grammatical genders or semantic features, but less
appropriate for fluctuating properties such as count/mass. We speculate that
conversion is the main source of complication as the error analysis of previous
studies point out the importance of polysemy with regard to classification task,
i.e., most of the errors encountered in uter/neuter and common/proper classifi-
cations were also due to cases where a singular word form shares two (or more)
different entries that belong to two distinct nominal classes [8]. Further exper-
iments with different word embeddings structures (e.g., GloVe and word2vec)
along with different types of contexts are therefore required to verify which of
the two factors has a stronger influence on the performance of classification.
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