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Preface

The Second World War demonstrated that scientific research could be readily
translated into technology. This opened up a much larger ambit of research than
what had existed previously because of the change in its perceived value. The
launch of the Sputnik satellite in 1957 by the Soviet Union prompted a reexami-
nation of research in the West resulting in the establishment of the National Science
Foundation and the Defense Advanced Research Agency in the US, which pro-
vided, and continue to provide, significant research funding to universities. Multiple
disciplines that had not seen research as part of their activities began to view
research, and in particular scientific research, as potentially beneficial. Design was
one of these disciplines although the transfer of research to industry is not as well
developed in design as in many other disciplines.

Design, when viewed from inside a discipline, often appears to be very narrowly
concentrated within that discipline with little in common with design in other
disciplines. This limited focus has made research into design less attractive as a
field in its own right rather than being connected to any particular discipline.
Further, the claim that the products of design are unique has been used to support
claims that design cannot be studied scientifically because of its inherent lack of
reproducibility. Science is built on the notion of regularities in phenomena with its
implication of reproducibility. The regularities in designs and designing come from
the structure of what has been designed and the processes used in their design,
which make it open to scientific study. This division between designs and designing
also matches computation well with its foundational ontology of representation and
process.

The scientific study of designs and designing is often conflated with the notion
that this makes designing scientific. Design science, a term coined by Buckminster
Fuller in 1957, has come to denote three different streams of thought. Nigel Cross
has called them scientific design, design science and a science of design. All three
are represented by research in this volume, although the primary focus is on design
science as the scientific study of design.
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Design research treats designs and designing as a separate area from science and
the humanities to produce a third domain of human endeavor: designing is
designing. It borrows tools and techniques from other disciplines in the sciences
and the humanities but remains distinct from them. The three waves of approaches
to studying designing has been: formalization (through mathematics, logic and
artificial intelligence), understanding the designer’s mind while designing through
cognitive science, and most recently understanding the designer’s brain while
designing through cognitive neuroscience.

The papers in this volume are from the Eighth International Conference on
Design Computing and Cognition (DCC’18) held at the Polictecnico di Milano,
Lecco Campus, Italy. They represent the state of the art of research and develop-
ment in design computing and design cognition including the nascent area of design
cognitive neuroscience. They are of particular interest to design researchers,
developers and users of advanced computation in design as well as to design
educators. This volume contains knowledge about the cognitive behavior of
designers, which is valuable for those who need to gain a better understanding of
designing.

In these proceedings the papers are grouped under the following nine headings,
describing both advances in theory and application and demonstrating the depth and
breadth of design computing and design cognition:

New Design Methods

Design Cognition—Design Approaches
Design Synthesis

Design Theory

Design Cognition—Design Behaviors
Design Grammars

Design Processes

Design Modeling

Design and Visualization

A total of 103 full papers were submitted to the conference, from which 40 were
accepted and appear in these proceedings. Each paper was extensively reviewed by
at least three reviewers drawn from the international panel of reviewers listed on the
following pages. The reviewers’ recommendations were then assessed before the
final decision on each paper was taken. The authors improved their contributions
based on the advice of this community of reviewers prior to submitting the final
manuscript for publication. Thanks go to the reviewers, for the quality of these
papers depends on their efforts. Special thanks to Sarah Abdellahi who helped put
the volume together.

Charlotte, USA John S. Gero



List of Reviewers

Henri Achten, Czech Technical University, Czech Republic
Janet Allen, University of Oklahoma, USA

Petra Badke-Schaub, TU Delft, Netherlands

Stefania Bandini, University of Milano-Bicocca, Italy
Daniela Barattin, University of Udine, Italy

Nicolo Beacttini, Politecnico di Milano, Italy

Jose Beirao, Unibersity of Lisbon, Portugal

Eric Bianco, Grenoble INP Lucienne Blessing, SUTD, Singapore
Nathalie Bonnardel, Aix-Marseille Université, France

Yuri Borgianni, Free University of Bozen-Bolzano, Italy
Jean-Francois Boujut, Grenoble INP, France

Frances Brazier, TU Delft, Netherlands

Ross Brisco, University of Strathclyde, UK

David Brown, Worcester Polytechnic Institute, USA

Janet Burge, Wesleyan University, USA

Jonathan Cagan, Carnegie Mellon University, USA

Marco Cantamessa, Politecnico di Torino, Italy

Hernan Casakin, Ariel University Center of Samaria, Israel
Gaetano Cascini, Politecnico di Milano, Italy

Philip Cash, Technical University of Denmark, Denmark
Gabriela Celani, UNICAMP, Brazil

Amaresh Chakrabarti, Indian Institute of Science, India
John Clarkson, University of Cambridge, UK

Nathan Crilly, University of Cambridge, UK

Andy Dong, University of Sydney, Australia

Alex Dufty, Strathclyde University, UK

Chris Earl, Open University, UK

Claudia Eckert, Open University, UK

Athanassios Economou, Georgia Institute of Technology, USA
Tamer El-Khouly, The American University in Cairo, Egypt
Benoit Eynard, Université de Technologie de Compiegne, France

vii



viii List of Reviewers

Stefano Filippi, University of Udine, Italy

Dan Frey, MIT, USA

Haruyuki Fujii, Tokyo Institute of Technology, Japan
Tsutomu Fujinami, JAIST, Japan

John S. Gero, University of North Carolina at Charlotte, USA
Ashok Goel, Georgia Institute of Technology, USA

Georgi Georgiev, University of Oulu, Finland

Gabriela Goldschmidt, Technion, Israel

Kosa Goucher-Lambert, CMU, USA

Ewa Grabska, Jagiellonian University, Poland

Kazjon Grace, University of Sydney, Australia

Andrés Gomez de Silva Garza, Instituto Tecnologico Auténomo de México,
Mexico

Milene Guerreiro Goncalves, TU Delft, Netherlands

Tracey Hammond, Texas A&M, USA

Sean Hanna, University College London, UK

Armand Hatchuel, ParisTech, France

Laura Hay, University of Strathclyde, UK

Ann Heylighen, Katholieke Universiteit Leuven, Belgium
Ben Hicks, University of Bristol, UK

Ethan Hilton, Georgia Institute of Technology, USA

Hao Jiang, Zhejiang University, China

Yan Jin, University of Southern California, USA

Yehuda Kalay, University of California, Berkeley, USA

Udo Kannengiesser, eneon IT-solutions GmbH, Austria
Sonal Keshwani, IIS, India

Mi Jeong Kim, Kyung Hee University, Korea

Maaike Kleinsmann, TU Delft, Netherlands

Terry Knight, Massachusetts Institute of Technology, USA
Lauri Koskela, University of Huddlesfield, UK

Spirios Kotsopoulos, MIT, USA

Ramesh Krishnamurti, CMU, USA

Djordje Krstic, Signalife, USA

Pascal Le Masson, Mines ParisTech, France

Julie Linsey, Georgia Institute of Technology, USA

Quentin Lohmeyer, ETH Zurich, Switzerland

Ade Mabogunje, Stanford University, USA

Mary Lou Mabher, University of North Carolina at Charlotte, USA
Anja Maier, Technical University of Denmark, Denmark
Dan McAdams, Texas A&M, USA

Chris McComb, CMU, USA

Janet McDonnell, Central Saint Martins, University of the Arts London, UK
Chris McMahon, Technical University of Denmark, Denmark
Scarlett Miller, Pennsylvania State University, USA

Farrokh Mistree, University of Oklahoma, USA



List of Reviewers ix

Yukari Nagai, JAIST, Japan

Jeff Nickerson, Stevens Institute of Technology, USA
Jamie O’Hare, University of Bath, UK

Mine Ozgar, Istanbul Technical University, Turkey

Panos Papalambros, University of Michigan, USA

Rabee Reffat, Assuit University, Egypt

Monica Rossi, Politecnico di Milano, Italy

Federico Rotini, Universty of Firenze, Italy

Stephan Rudolph, University of Stuttgart, Germany
Somwrita Sarkar, The University of Sydney, Australia
Kristina Shea, ETH Zurich, Switzerland

Steven Smith, Texas A&M University, USA

Chris Snyder, University of Bristol, UK

Ricardo Sosa, Auckland University of Technology, New Zealand
Martin Stacey, De Montfort University, UK

George Stiny, Massachusetts Institute of Technology, USA
Mario Storga, University of Zagreb, Croatia

Rudi Stoufffs, National University of Singapore, Singapore
Joshua Summers, Clemson University, USA

Hsien-Hui Tang, UST, Taiwan

Toshiharu Taura, Kobe University, Japan

Megan Tomko, Georgia Tech, USA

Irem Turner, Oregon State Universiy, USA

Barbara Tversky, Columbia and Stanford, USA

Robert Wendrich, Rawshaping, Netherlands

Ian Whitfield, University of Strathclyde, UK

Andre Wodehouse, University of Strathclyde, UK

Robert Woodbury, Simon Fraser University, Canada
Maria Yang, Massachusetts Institute of Technology, USA
Bernard Yannou, Ecole Centrale Paris, France

Seda Yilmaz, Iowa State University, USA

Robert Youmans, Google, USA



Contents

Part I New Design Methods

Toward the Rapid Design of Engineered Systems Through Deep
Neural Networks . .. ... ... . . . . 3
Christopher McComb

Deep Component-Based Neural Network Energy Modelling for Early
Design Stage Prediction . ... .................... .. ... ... . ... 21
Sundaravelpandian Singaravel and Philipp Geyer

Unsuccessful External Search: Using Neuroimaging

to Understand Fruitless Periods of Design Ideation Involving

Imspirational Stimuli. . ... ... ....... . ... ... ... .. 37
Kosa Goucher-Lambert, Jarrod Moss and Jonathan Cagan

Designing with and for the Crowd: A Cognitive Study of Design

Processes in NatureNet. . . ... ... ... ... .. ... ... ... ......... 55
Stephen MacNeil, Sarah Abdellahi, Mary Lou Maher, Jin Goog Kim,
Mohammad Mahzoon and Kazjon Grace

A Comparison of Tree Search Methods for Graph Topology
Design Problems. . . . ...... ... ... . ... ... .. ... 75
Ada-Rhodes Short, Bryony L. DuPont and Matthew 1. Campbell

Part I Design Cognition—Design Approaches

Externalizing Co-design Cognition Through Immersive
Retrospection . . .. ... ... ... .. ... ... 97
Tomaés Dorta, Emmanuel Beaudry Marchand and Davide Pierini

Demystifying the Creative Qualities of Evolving Actions in Design
Reasoning Processes . . . ............ ... ... .. ... 115
Tamir El-Khouly

xi



xii Contents

The Effect of Tangible Interaction on Spatial Design Tasks. ... ... ... 135
Jingoog Kim, Mary Lou Maher and Lina Lee

Side-by-Side Human—Computer Design Using a Tangible

User Interface. . . ... ... ... . ... . .. ... 155
Matthew V. Law, Nikhil Dhawan, Hyunseung Bang, So-Yeon Yoon,

Daniel Selva and Guy Hoffman

Part III Design Synthesis

Utility of Evolutionary Design in Architectural Form Finding:
An Investigation into Constraint Handling Strategies .............. 177
Likai Wang, Patrick Janssen and Guohua Ji

Exploring the Feature Space to Aid Learning in Design Space

Exploration ... ... ... .. ... 195
Hyunseung Bang, Yuan Ling Zi Shi, Guy Hoffman, So-Yeon Yoon

and Daniel Selva

Redefining Supports: Extending Mass Customization with Digital
Tools for Collaborative Residential Design. . ... ........ ... .. ... .. 213
Tian Tian Lo, Basem Mohamed and Marc Aurel Schnabel

Voxel Synthesis for Generative Design . . . . ...................... 227
Matvey Khokhlov, Immanuel Koh and Jeffrey Huang

Part IV  Design Theory

Model-Based Abduction in Design . ... ......................... 247
Lauri Koskela and Ehud Kroll

Ekphrasis as a Basis for a Framework for Creative Design
Processes . .. ... .. 265
Udo Kannengiesser and John S. Gero

Notes for an Improvisational Specification of Design Spaces . .. ... ... 285
Alexandros Charidis

Design of Transfer Reinforcement Learning Mechanisms
for Autonomous Collision Avoidance . . .. ....................... 303
Xiongqing Liu and Yan Jin

Part V Design Cognition—Design Behaviors

Building a Social-Cognitive Framework for Design: Personality
and Design Self-efficacy Effects on Pro-design Behaviors . ... ........ 323
Hristina Milojevic and Yan Jin



Contents xiii

Cognitive Style and Field Knowledge in Complex Design

Problem-Solving: A Comparative Case Study of Decision

Support Systems. . . .. ... ... 341
Yuan Ling Zi Shi, Hyunseung Bang, Guy Hoffman, Daniel Selva

and So-Yeon Yoon

What Do Experienced Practitioners Discuss When Designing
Product/Service Systems? . . . ....... . ... ... ... ... 361
Abhijna Neramballi, Tomohiko Sakao and John S. Gero

Visual Behaviour During Perception of Architectural Drawings:
Differences Between Architects and Non-architects ... ........... .. 381
Canan Albayrak Colago and Cengiz Acartiirk

Part VI Design Grammars

On John Portman’s Atria: Two Exercises in Hotel Composition . . . . . . 401
Heather Ligler and Athanassios Economou

Monitoring China’s City Expansion in the Urban-Rural Fringe:
A Grammar for Binjiang District in Hangzhou . . . ... ... ... ... ... 421
Ruichen Ni and José P. Duarte

Composite Shape Rules .. ................................... 439
Rudi Stouffs and Dan Hou

Shape Grammars as a Probabilistic Model for Building Type

Definition and Computation of Possible Instances: The Case Study

of Ancient Greek and Roman Libraries . . . ... ............... .... 459
Myrsini Mamoli

Grammars for Making Revisited . ... .......................... 479
Djordje Krstic

Part VII Design Processes

Rule-Based Systems in Adaptation Processes: A Methodological
Framework for the Adaptation of Office Buildings into Housing . . . . . . 499
Camilla Guerritore and José P. Duarte

Using Argumentative, Semantic Grammar for Capture
of Design Rationale . ............. ... ... ... ................. 519
Raymond McCall

Identifying Design Rationale Using Ant Colony Optimization . . ... ... 537
Miriam Lester and Janet E. Burge

Biased Decision-Making in Realistic Extra-Procedural Nuclear
Control Room Scenarios. . .. ............. ... ... ... ... ... ..., 555
Emil Andersen, Igor Kozine and Anja Maier



Xiv Contents

Part VIII Design Modelling

Modeling Collaboration in Parameter Design Using Multiagent
Learning. . . ... ... ... 577
Daniel Hulse, Kagan Tumer, Chris Hoyle and Irem Tumer

Exploring the Effect of Experience on Team Behavior:
A Computational Approach . . ................................ 595
Marija Majda Perisi¢, Mario Storga and John S. Gero

An Exploration of the Effects of Managerial Intervention
on Engineering Design Team Performance. . ... .................. 613
Joshua T. Gyory, Jonathan Cagan and Kenneth Kotovsky

A Study in Function Modeling Preferences and its Variation
with Designer Expertise and Product Types. . .................... 631
Xiaoyang Mao, Chiradeep Sen and Cameron Turner

Part IX Design and Visualization

Information Visualisation for Project Management: Case Study

of Bath Formula Student Project . . .. .......................... 651
Nataliya Mogles, Lia Emanuel, Chris Snider, James Gopsill,

Sian Joel-Edgar, Kevin Robinson, Ben Hicks, David Jones

and Linda Newnes

A Visualization Tool to Investigate the Interplay of External
and Internal Processes . . .. ... ... .. .. ... ... 669
Mia A. Tedjosaputro and Yi-Teng Shih

Visual Interactivity to Make Sense of Heterogeneous Streams
of Design Activity Data . ... ............. ... ...... . ... ... . ... 687
Yasuhiro Yamamoto and Kumiyo Nakakoji

Style-Oriented Evolutionary Design of Architectural Forms
Directed by Aesthetic Measure. .. ............................. 705
Agnieszka Mars, Ewa Grabska, Grazyna Slusarczyk and Barbara Strug

Creative Sketching Apprentice: Supporting Conceptual Shifts
in Sketch Ideation ... ... ... ... ... .. .. ... ... ... ... ... 721
Pegah Karimi, Kazjon Grace, Nicholas Davis and Mary Lou Maher

Author Index. . . ... .. . . . .. 739



Part 1
New Design Methods



Toward the Rapid Design of Engineered
Systems Through Deep Neural Networks <.«

updates

Christopher McComb

The design of a system commits a significant portion of the final cost of that sys-
tem. Many computational approaches have been developed to assist designers in the
analysis (e.g., computational fluid dynamics) and synthesis (e.g., topology optimiza-
tion) of engineered systems. However, many of these approaches are computationally
intensive, taking significant time to complete an analysis and even longer to itera-
tively synthesize a solution. The current work proposes a methodology for rapidly
evaluating and synthesizing engineered systems through the use of deep neural net-
works. The proposed methodology is applied to the analysis and synthesis of offshore
structures such as oil platforms. These structures are constructed in a marine envi-
ronment and are typically designed to achieve specific dynamics in response to a
known spectrum of ocean waves. Results show that deep learning can be used to
accurately and rapidly synthesize and analyze offshore structure.

Introduction

A significant amount of the final cost of a system is committed during design. Accord-
ing to the situated function—behavior—structure design framework, design consists of
navigating from the requirements for a solution to the documentation of that solution
[1,2]. This process entails negotiating through several ontological categories, includ-
ing function, expected behavior, derived behavior, and structure. The focus of this
paper is on the tasks of analysis (deriving behavior from structure) and synthesis (gen-
erating a structure based on desired behavior). Many computational approaches have
been developed to assist designers in the analysis and synthesis of engineered sys-
tems (e.g., computational fluid dynamics and topology optimization, respectively).
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However, these approaches are often computationally intensive, taking significant
time to complete an analysis and even longer to iteratively synthesize a solution.
The current work proposes a methodology for rapidly evaluating and synthesizing
engineered systems through the use of deep neural networks.

The proposed methodology is applied to the analysis and synthesis of offshore
structures. Examples of offshore structures include buoys, oil rigs, and cruise ships.
The analysis of an offshore structure design often involves a simulation that combines
multibody dynamics with computational fluid dynamics. This makes the analysis of
solutions computationally intensive, precluding the use of design algorithms which
are often stochastic in nature and require thousands of iterations [3—5]. The objective
of the proposed work is to alleviate that problem by introducing a methodology for
achieving two goals:

1. the rapid performance analysis of an engineered system, and
2. the rapid synthesis of an engineered system given desired performance charac-
teristics.

The proposed approach makes use of deep neural networks to accomplish these
objectives. Specifically, variational autoencoders are used to perform to reduce the
dimensionality of the input and output data, making it possible to learn analysis and
synthesis in a space of reduced complexity. The remainder of the paper is organized
as follows. A background section reviews related work in machine learning and the
design of offshore structure. The next section lays out the generalizable methodology
for achieving both rapid analysis and synthesis of engineered systems. Results of
applying this methodology to the design of offshore structure are presented and
discussed. This paper concludes with a discussion of future directions for this work,
highlighting the possible role of the engineering design community as a driving force
in generative machine learning research.

Background

Neural Networks and Deep Learning

Artificial neural networks (referred to in the remainder of this paper simply as neural
networks) are computational systems that are analogous to the biological neural
networks that make up nervous tissue and animal brains. Neural networks can be
trained to accomplish a variety of complex tasks, including regression, classification,
and feature extraction. Jain et al. provide a more detailed introduction to neural
networks [6]. Deep learning, which is the focus in this work, refers specifically to
neural networks that have more than one hidden layer.

Neural networks have shown significant success in two-dimensional image recog-
nition tasks. This success has led researchers to apply similar methodology to three-
dimensional recognition tasks [7], facilitated by recent advances in computing that
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enable such tasks to be performed at scale. Seminal dataset and classification efforts
include ObjectNet3D [8], ShapeNet [9], VoxNet [10], and PointNet [11]. The auto-
mated synthesis of three-dimensional objects is still a nascent field in machine learn-
ing. Most approaches focus on creating objects with a given form and category (e.g.,
[12, 13]), rather than attempting to derive a deeper relationship between desired
functionality and requisite form.

This work also makes use of autoencoders. These are specially designed neural
networks that take an input, map it into a space with reduced dimensionality, and then
output a reconstructed version of the input [ 14]. The two halves of the neural network
(the encoder and the decoder, respectively) can then be used for specific and useful
functions. The encoder can map an input into a reduced space, essentially performing
data compression, while the decoder can take compressed values and reconstruct an
output. This work uses variational autoencoders which map the input into a space
of latent variables so that the training data are normally distributed [15]. This is
accomplished by training the network with a loss function that measures reconstruc-
tion accuracy as well as how normally distributed the parameters in the maximally
compressed layer are (typically Kullback—Leibler divergence). This ensures that the
variables in the latent space are rich in information. Variational autoencoders have
been used to compress a wide variety of different data, including human faces [16],
handwritten numbers [17], and house numbers [18].

Neural networks of many varieties have been utilized in design and engineering
to accomplish various tasks. For instance, Tseng, Cagan, and Kotovsky utilized a
neural network to learn the preferences of a customer and then utilized that neural
network as the objective function for a genetic algorithm [19]. Dering and Tucker
utilized convolutional neural networks to predict the function of a product from its
form alone [20]. The utilization of deep learning, and specifically autoencoders,
also led to the creation of a computational framework that models the curiosity of
a given user in order to provide surprising examples [21]. Neural networks have
also been utilized to automatically predict quality defects in automotive parts [22]
and to support design for additive manufacturing [23-25]. These examples, while
not exhaustive, serve to highlight potential utility of neural networks for design and
the need for a standardized approach to implementing them. The current research
utilizes a generic, voxel-based approach for describing potential design solutions,
thus ensuring significant representation flexibility.

Offshore Structures

Offshore structures are comprised of buoys, drilling platforms, and wave energy
converters (WECs). WECs are an increasingly common type of offshore structure
that are designed to extract energy from ocean waves. WECs may serve an important
role in the future of humankind, since it is estimated that approximately 3.7 TW (3.7
trillion Watts) of power can be harvested from the world’s oceans [26]. However,
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in order to access that power, several challenges in the design of WECs must be
overcome [27].

A substantial array of numerical methods have been developed for the simulation
of offshore structures, including analytical methods, empirical methods, Navier—S-
tokes equation methods, and boundary-integral equation methods [28]. Analytical
methods offer quick and rough estimates for devices with simple geometry, while
most empirical methods attempt to maintain simplicity while making use of experi-
mental values to increase accuracy. Navier—Stokes equation methods (NSEMs) can
resolve highly nonlinear phenomena, but generally do not permit closed-form solu-
tions, requiring the use of computational fluid dynamics.

Boundary-integral equation methods (BIEMs) are the focus of this work, as they
are the industry standard for design and analysis of offshore structures. BIEMs pro-
duce a potential flow solution in the frequency domain [28]. This means that the
outputs are given as spectra that indicate how much force, damping, or other quan-
tities are applied to an offshore structure for incoming ocean waves with varying
frequencies. Although they are far less computationally expensive than NSEMs,
producing a full BIEM solution for a model with a high mesh resolution can still
take hours. In addition, pure frequency-domain BIEMs are only weakly nonlinear
[28] which makes it impossible to directly implement nonlinear control strategies
within the simulation. One way to overcome this limitation is by numerically inte-
grating over several frequencies of the BIEM solution to yield a time-varying series
for different fluid phenomena [29]. These series can then be applied in an appropri-
ate 6 degree-of-freedom (6DOF) solver to produce a time-domain simulation, from
which important metrics such as average power production can be computed.

The application of the current work focuses on predicting frequency-varying wave
force spectra as a function of structure geometry (and vice versa). It should be noted
that a similar methodology could be applied directly to other frequency-varying fluid
phenomena that are produced by a BIEM solution. The results of the current work
could be integrated into software packages that utilize the BIEM + 6DOF approach
outlined above [30, 31]. This would enable rapid exploration of conceptual solutions,
either by human designers and engineers or by agent-based design algorithms [4, 5,
32].

Methodology

The approach that is proposed in this work for rapidly evaluating and synthesizing
engineered systems can be broken into three steps. This process is depicted graph-
ically in Fig. 1. First, a diverse set of examples of a given system type must be
generated, and the performance of each example must be analyzed using current
methods (finite element analysis, computational fluid dynamics, experimental test-
ing, etc.). The second step entails training two autoencoders: one for the engineered
system and one for the performance assessment. The third and final step in the pro-
posed methodology is the recombination of performance and system autoencoders
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Performance autoencoder Deep network for synthesis

; »/\/.l‘ﬁ/\/ J\/.ﬂca

O : /j\/ System autoencoder Deep network for analysis
o SodS gL
Generate data Autoencode features Synthesize and analyze

Fig. 1 Primary steps in the proposed methodology

System Performance

into two new, deep networks that are possible of accomplishing rapid analysis of
a system (encoding the system, decoding performance) as well as synthesis of a
system according to desired performance (encoding performance, and decoding sys-
tem). Both of these new networks should have one or more new layers that must
be trained between the encoder and the decoder, enabling a mapping between the
latent system space and the latent performance space (or vice versa). The use of
autoencoders is critical as it permits the learning of synthesis and analysis in the
latent space which has fewer dimensions (and thus less complexity) than the input
or output.

The current work shares the application of the above methodology to analysis
and synthesis of offshore structures. First, NEMOH, a BIEM solver, was used to
simulate thousands of different floating body geometries, deriving frequency-varying
response forces for each [35]. Next, the data generated in NEMOH was used to
train two variational autoencoders, one of which modeled key features of frequency-
varying response forces and the other modeled key geometric features of the input
geometries. Finally, these autoencoders were used to instantiate two networks: one
for predicting the force spectra of known geometries (analysis), and the other for
generating geometries for a known force spectrum (synthesis). All neural networks
were trained using the Keras neural network API [33] in conjunction with the Theano
library [34]. A full implementation of this work, including training data, is available
in the Python language under an MIT License.'

Data Generation

The dataset used in this work was generated by instantiating 5000 different common
shapes for offshore structures. These included wedges, hemispheres, cylinders, rect-
angular prisms, and cones. All shapes were generated to fit within a 10 m x 10 m x
10 m bounding box. These offshore structure shapes were then analyzed using the
NEMOH BIEM solver [35], producing frequency-varying spectra describing the

Uhttps://github.com/HSDL/WAnet/releases/tag/v1.0-beta.
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Fig. 2 Example of a force response spectra and b voxelized geometry

forces applied to the structure both parallel and perpendicular to the direction of the
incoming ocean waves (commonly referred to as heave and surge, respectively), as
well as a moment about the center of gravity of the body (referred to as pitch). An
example of these spectra is provided in Fig. 2a.

The geometry for the offshore structures was originally provided to NEMOH as
a mesh. The meshes were converted into a voxel-based format in order to make the
geometry data more accessible to the proposed neural network approach. Voxels
are a three-dimensional analogue of pixels. Specifically, the bounding box for the
offshore structure was discretized into a 32 x 32 x 32 grid, containing 32,768 voxels.
The voxel values in this grid were defined as 1 (if the structure occupied part of the
voxel) of O (if the structure did not occupy part of the voxel).

Thus, the final dataset consists of paired geometry-spectra observations. An exam-
ple of a paired observation is provided in Fig. 2. Plots of force response spectra and
voxelized geometries in the remainder of the paper will omit axis labels and scales
in the interest of clarity and concision. This dataset was randomly separated into a
training set (80% of the data, 4000 observations) and a testing set (20% of the data,
1000 observations). All accuracies reported in the remainder of this paper correspond
to measurements on the testing set.

Training Variational Autoencoders

Two variational autoencoders were trained based on the data generated with NEMOH.
The structure of these autoencoders is shown in Figs. 3 and 4. Both variational
autoencoders are designed to compress the input data into an N-dimensional latent
space, which describes the number of nodes in the smallest layer. The value of N is
identified through a parametric search, detailed in the results section of this paper.
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Fig. 4 Architecture for the voxel geometry autoencoder

Both autoencoders were trained using the root mean square propagation
(RMSprop) algorithm [36]. The primary term in the loss function of the force spec-
tra autoencoder was based on mean squared error while the primary term for the
geometry autoencoder was based on binary cross-entropy. Both training algorithms
also included a term for Kullback—Leibler divergence [37] of the values in the latent
space (the innermost hidden layer) in the loss function. The computation of the loss
functions in this way is standard for variational autoencoders.

It should be noted that the dimensionality of the latent space for both the spectrum
autoencoder and the geometry autoencoder is described by a single variable, N,
despite the fact that the force spectrum is much simpler than the structure geometry.
This is an intentional decision, as equating the dimensionality of the spaces makes
it more likely that a one-to-one mapping can be found between them.

Creating Neural Nets for Synthesis and Analysis

The variational autoencoders outlined in the previous section were recombined to
instantiate two new deep neural networks, one for synthesizing geometries and the
other for evaluating geometries. The structure for these neural networks is provided

in Figs. 5 and 6.



10 C. McComb

Example Input Example Output
i _—
B 3 g2
=] o o ~
c @ w o N
o @ = ~ ~
3 o = o~ ~
~ = g & AL
] i " N
\n 3 7/ ~
n o~ 3 p ~
hrd - ’ - -
m o o -
Y
T T

Fig. 5 Architecture for the analysis network

Spectrum
Example Input Encodar

Example Output

192 nodes
32768 nodes

64 nodes

256 nodes

3-64

323

Fig. 6 Architecture for the synthesis network

The network designed for evaluating offshore structures utilizes the geometry
encoder and the spectrum decoder (see Fig. 5). A layer of N nodes was included
between these two elements, and this interior layer was the only layer that was
trained. In essence, this network compresses the geometry of a structure into the N-
dimensional geometry latent space (using the geometry encoder), maps the geometry
latent space into the spectrum latent space (this is the trainable N-node layer), and then
reconstructs the full force spectra, producing the desired output (using the spectra
decoder).

The network designed for synthesis of offshore structure utilizes the spectrum
encoder and the geometry decoder with a trainable N-node layer in between the two
(see Fig. 6). This network compresses the spectra into the N-dimensional spectra
latent space (using the spectra encoder), maps that into the N-dimensional geometry
latent space (through trainable layer), and then reconstructs the full geometry (using
the geometry decoder).

Both analysis and the synthesis networks were trained using the RMSprop algo-
rithm [36]. The primary term in the loss function of the analysis network was based
on mean squared error (since the output was a set of real-valued curves) while the
primary term for the geometry autoencoder was based on binary cross-entropy (since
the output was a set of voxel data with values between 0 and 1).
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Results and Discussion

Results and discussion are provided in three subsections. The first subsection details
a parametric study that was used to select the appropriate dimensionality for the
latent space. The second reports the results and examples for the autoencoders (both
geometry and spectrum). These autoencoders are critical as they permit the tasks
of synthesis and analysis to be learned in a space of reduced complexity. The third
subsection does the same for the recombined analysis and synthesis networks.

Determination of Latent Space Dimensionality

In order to determine the appropriate dimensionality for the latent space, a parametric
study was conducted. All four networks used here (the spectrum autoencoder, the
geometry autoencoder, the analysis autoencoder, and the synthesis autoencoder) were
trained for increasing values of the dimensionality of the latent space, N. The results
of this study are provided in Fig. 7. The horizontal axis shows dimensionality of the
latent space and the vertical axis shows network validation accuracy (specifically,
the percentage of variance explained by the trained network).

The data for the spectrum autoencoder is relatively flat, indicating that a small
number of latent dimensions are sufficient to accurately reconstruct that data. The
geometry autoencoder, in contrast, shows consistently increasing accuracy up to
approximately 16 dimensions, at which point it begins to decrease. The analysis
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and synthesis networks (which make use of portions of the autoencoders) continue
to increase. However, training time increases substantially for larger latent spaces.
Based on this study, a latent space dimensionality of 16 was selected as all networks
are at or near maximum accuracy for this value.

Autoencoders

The force spectra autoencoder was trained for 100 epochs with a batch size of 100. The
final mean squared error on the testing dataset was 9.90 x 10°. The total variance of
the training data was 5.89 x 10'° yielding a coefficient of determination of 0.83. This
indicates that this autoencoder can account for approximately 83% of the variance
observed in the training data. Several randomly selected examples of original and
reconstructed spectra are provided in Fig. 8. Although the curves are not reconstructed
exactly, in all cases the reconstructed curves tend to share many similarities with the
original curves. These similarities include slope, range, and the location of maxima
and minima. However, some distinct differences become apparent for spectra that
have low values. For instances, in Fig. 8a, b, the green spectrum (corresponding
to pitch) is nearly flat in the original. The reconstructed version, however, shows
significantly higher values for that spectrum. A similar overestimation is observed
for the blue spectrum in Fig. 8d.

The geometry autoencoder was trained for 40 epochs with a batch size of 100.
The final binary cross-entropy on the testing dataset was 0.17. By comparing the
final binary cross-entropy of the model to the binary cross-entropy of a mean model
(where the value of every voxel is the average over all voxels in the dataset), it is pos-
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Fig. 8 Example results for force spectrum autoencoder
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Fig. 9 Example results for offshore structure geometry autoencoder

sible to compute a coefficient of determination. The binary cross-entropy of the mean
model is 3.42, yielding a coefficient of determination of 0.95. This value indicates
that this autoencoder can reconstruct approximately 95% of the variance observed in
the training data. Several randomly selected examples of original and reconstructed
geometries are provided in Fig. 9. The original and reconstructed images are practi-
cally identical in many cases. The largest differences occur near sharp features, with
the reconstructed showing a tendency to round corners and edges. In addition, flat
faces in several of the geometries can be observed to bow outwards. It is possible
that this could be corrected through the incorporation of convolutional layers in the
autoencoder to better learn features that exist across size scales.

Synthesis and Analysis

This section reports the results of the neural networks designed to accomplish analysis
and synthesis—these are the ultimate objects of the current work. These networks
utilize portions of the autoencoders trained in the previous sections. Specifically,
the network trained to perform analysis utilizes the encoder for voxel geometry and
the decoder for force spectra. Conversely, the network trained for synthesis uses the
encoder for force spectra and the decoder for voxel geometry.

The analysis network was trained for 25 epochs with a batch size of 100. The final
mean squared error on the testing dataset was 7.49 x 10°, yielding a coefficient of
determination of 0.87. Figure 10 shows several examples for the analysis network.
From left to right, each example includes the geometry provided to the network as
an input, the true spectra (the set of spectra produced by the geometry in NEMOH),
and the predicted spectra (the output from the network). The characteristics of the
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predicted spectra are similar in some ways to the reconstructed spectra in Fig. 8.
The analysis network correctly predicts qualitative aspects of the curves, accurately
producing curves with slopes, maxima/minima, and ranges that are similar to the true
spectra. However, like the autoencoder, the analysis network tends to overestimate
low values. This is evidenced in Fig. 10b, c. In addition, the true spectrum in Fig. 10c
shows a very specific cusp feature which does not appear in the predicted spectrum.
It is likely that cusp features of this type were rare in the training data, and thus are
filtered out by the spectra decoder.

The analysis network was trained for 25 epochs with a batch size of 100. The
final binary cross-entropy on the testing dataset was 0.45, yielding a coefficient of
determination of 0.90. Figure 11 shows several examples of the synthesis network.
From left to right, each example includes the set of spectra that was used as input,
the true geometry (the geometry originally used to produce the input spectra in
NEMOH), and the predicted geometry (the output from the network). In some of
these examples, the synthesized geometry shows distinct departures from the true
geometry. Sharp corners tend to be rounded off and flat faces bow outward slightly.
This is expected, since similar behavior was observed in the geometry autoencoder.

In addition, it appears that in Fig. 11c a cone-type geometry was synthesized
for what should have been a wedge. Similarly, in Fig. 11d, a square geometry was
synthesized in place of what should have been a cylinder. At this point, the reason
behind such idiosyncrasies is unclear. One possibility is that the departure from
expected performance is due to simple errors in the synthesis. On the other hand, the
synthesis network may have created a different geometry that provides force spectra
that are very similar to what was desired. This will be a subject of future work.

The analysis and synthesis networks potentially provide very real utility for
designers of offshore structure. The force spectra that are produced with the analysis
network are important for simulation of offshore structures. However, the produc-
tion of force spectra using BIEM methodology can take minutes for a simple mesh,
which precludes the direct use of the approach in many optimization algorithms
which might require tens of thousands of iterations. The use of the analysis net-
work as an approximate BIEM makes the direct use of optimization algorithms more
feasible.

Regarding the synthesis network, the ocean waves at a given location can be
characterized with a power-frequency spectrum similar to the force spectra computed
for the structure. If the peaks on the wave and device spectra align, then the device will
absorb significant energy from the waves; if the peaks do not align, energy absorption
is mitigated. Thus, many designers can estimate a desirable force spectrum for the
structure based on known characteristics of the installation location, and use the
synthesis network to directly generate a suitable geometry.
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Conclusions

The design of modern systems and products typically involves intensive computa-
tional analysis. For domains such as the design of offshore structures, these analyses
can be particularly time-consuming. Standard methods for evaluating and synthe-
sizing WECs and other offshore structure are too computationally expensive to effi-
ciently implement within modern optimization and design algorithms. This work pre-
sented an autoencoder-based methodology for rapidly synthesizing and evaluating
engineered systems in a space of reduced complexity, and applied that methodology
to the synthesis and analysis of offshore structures.

The first step in the proposed methodology is the generation of data consisting of
paired system design and performance information. In the offshore structure applica-
tion of this paper, this consisted of voxel-based geometry paired with force spectra.
The second step is the creation of two autoencoders that can compress and recon-
struct both the system design and the performance information. The autoencoder for
the force spectra achieved an overall reconstructive accuracy of 0.83, and provided
strong qualitative reconstruction of the inputs (matching approximate range and loca-
tion of maxima). The autoencoder for the voxelized geometry achieved an accuracy
of 0.95 showing a strong ability to reconstruct common offshore structures, albeit
with a propensity for rounding sharp corners. The third step of the methodology is
the construction of networks for synthesis and analysis by reusing portions of the
autoencoders. The analysis network (predicting force spectra based on geometry)
achieved an accuracy of 0.87 and the synthesis network (predicting geometry based
on design spectra) achieved an accuracy of 0.90. These results demonstrate that the
proposed deep learning methodology is a promising means for accomplishing the
rapid design of engineered systems.

Future work should investigate methods for increasing the accuracy of the autoen-
coders used here, as they are likely the limiting factor in the final accuracy of the
analysis and synthesis networks. It may be possible to increase autoencoder accuracy
through the use of convolutional layers [ 10] or the incorporation of generative adver-
sarial network constructs [38]. In addition, the inclusion of eXplainable Artificial
Intelligence (XAI) concepts [39-42] in conjunction with convolutional layers could
provide designers with voxelized features that are aligned with high-performance
solutions. Furthermore, although the geometries constructed by the synthesis net-
work only differ slightly from the true geometries, the actual performance of the
synthesized geometries is unknown. Future work should use NEMOH or another
BIEM tool to directly evaluate the actual performance of synthesized geometries. In
a similar vein, mapping differences between predicted and actual performance could
indicate regions of the space that are particularly high performance.

Extensions of this work should also test the proposed methodology in other
domains. As noted in the background section of this paper, machine learning for three-
dimensional data is still nascent, particularly for synthesis tasks (typically referred
to in machine learning as “generative” algorithms). Engineering design provides a
large quantity of structured, three-dimensional data in the form of CAD files and pro-
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totyped designs. Particularly, promising sources of training data include GradCAD
and Thingiverse, online design communities in which users contribute 3D models.
The existence of these, and other, sources of structured data positions the engineering
design community as a future driving force in the evolution of generative machine
learning methods.
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Deep Component-Based Neural Network
Energy Modelling for Early Design Stage ..«
Prediction

Sundaravelpandian Singaravel and Philipp Geyer

Developing low-energy buildings calls for low-energy design and operations. Esti-
mating operational energy of a building design supports major decisions taken at
early design stages. To support early design decisions, accurate and quick predic-
tions are required; a decision taken on predictions with poor quality can result in
a wrong decision. The paper proposes a Deep Learning Model (DLM) structure
that offers appropriate information about the dynamic thermal processes in a build-
ing to steer the design in the right direction. DLM prediction accuracy is similar
to traditional building performance simulation (BPS) (achieves an R? higher than
0.97) while computation time is ~260 times faster than BPS. This accurate and fast
feedback means decisions taken using DLLM predictions will be valid as the design
progresses.

Introduction

Our growing need to move towards a sustainable society calls for low-energy build-
ings. To design buildings meeting this requirement, building designs need to account
for interactions that take place between environment, building form, materials and
systems. Balancing these aspects aids in the development of a low-energy building
design.

20% of the design decisions taken at early design stage affect 80% subsequent
design decisions [1]. Hence, it is very important to have holistic design strategy
at the start of design and to refine it as the design progresses. Today, low-energy
design strategies are identified and validated through detailed Building Performance
Simulation (BPS). BPS provides insights on how the building would operate for a
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particular design under certain operational and environmental conditions. Energy
demand estimates from simulations are the result of the dynamic interactions that
occur between environment, heating/cooling system, occupant pattern and material’s
thermal conduction and storage properties. Insight on interactions and energy demand
allows design teams to make the right design selections. During early design stages,
BPS is used to identify building design options to meet the objectives of the low-
energy design. Upon completion of the design process, BPS serves to validate if the
design meets the targeted energy standard.

The main challenges in utilising BPS for developing holistic design strategy at
the early design stage are computation time and information required to perform
detailed energy analysis. Limited time for analysis of results in simulations limited
to a few design options by far not exploring the available design possibilities. One
workaround is to simplify the BPS model which increases the computation speed.
Depending on the simplification performed by the energy modeller, a potential bias
in the form of ‘prediction gap’ often occurs in the simulation outcomes [2]. Pre-
diction gap is the difference between energy predictions obtained from detailed and
simplified BPS. This gap could influence the reliability of a decision taken from the
predictions. Hence, it is important to evaluate alternate methods that provide appro-
priate information for early design stage without compromising the reliability of a
decision taken from an energy analysis.

Given the importance of early design decisions together with the limited amount
of information and time for detailed BPS at early design stages, machine learning
(ML) provides the ability to emulate BPS with simple input structure [3] and have
high computational speed [4, 5]. Simple input structure allows us to develop models
with abstract design element inputs like window-to-wall ratio rather than specific
window dimensions. However, ML model is limited to the training data distribution.
Hence, developing ML models with a wide set of design options is critical for its
application in design.

Figure 1 shows the process for early design analysis using ML. The objective of
early design analysis is to make the designers aware of the potential design options
for low-energy design and how each design parameters impacts energy performance.
This requires a repeated evaluation of design options, which is an iterative cycle of
design exploration, as shown in the centre of Fig. 1; such an evaluation is supported
by the developed ML approach. The ML model does not require all the detailed data
as they might be developed in CAD or building information modelling (BIM); it
requires only performance-relevant variables and parameters, which reduces mod-
elling for performance prediction to the bare necessary information exchange. Iden-
tifying potential design options starts by understanding requirements and design
variables (like window-to-wall ratio) constrained by building owner’s expectations,
architectural vision and energy efficiency regulations. One approach of examining
constraints and variables in the design exploration process is generating a design
sample matrix, for which design performance information is obtained through ML
model. This approach is very efficiently supported by ML models. Potential design
options and how design variables influence performance are identified and commu-
nicated to the design team. The design team works based on these insights.
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Fig. 1 Early design energy analysis through machine learning

A Component-Based Machine Learning Approach

To steer the design towards the right direction, designers not only rely on energy
predictions but also on other factors influencing the energy predictions. These factors
are heat flows via different elements of the building envelop, equipment gains and
so on. The current approach is to apply monolithic ML models to represent building
performance [6—10]. Limitations of a monolithic ML model are

e Absence of typical design performance information. Designers rely on differ-
ent performance parameters such as heat gains via windows, internal gains, heat
flows, etc., to make the right design changes. This information is not available
in monolithic models. Thus, designers who use monolithic model’s for energy
predictions would require domain experts to make the right design changes.

e Complex BPS parametrisation and huge volume of data are required to develop
amodel suitable for building design. No two building designs are alike. For mono-
lithic models to cover modern design trends, such as zones with different heating
parameters at one floor, would require data collection from all possible design
options and training of a complex model structure. Thus, resulting ML model
would be usable in limited situations.

To overcome these limitations, component-based ML (CBML) approach is pro-
posed in [11, 12]. Component-based ML extends the reusability of ML models and
provides the required information for a designer to support a design decision. Devel-
oping component-based ML models with appropriate information using data from
BPS, ensures not only the required representation of dynamic effects to achieve
reliable decision making but also provides the opportunity to evaluate more design
options at the same time in the design exploration. Deep learning methods have
shown better performance than traditional neural networks from modelling build-
ing energy performance through CBML approach [5, 13]. Furthermore, through
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multi-task learning [14], a single model can represent multiple design performance
indicator.

Aim and Scope of the Paper

This paper aims to show that through deep and multi-task learning, information
required for energy efficient building design can be captured effectively. This includes
ensuring

— Predictions from the ML model are similar to predictions from BPS. This simi-
larity ensures that decisions taken based on ML model prediction are valid when
evaluated with detailed performance analysis.

— Low computation time ensures evaluation of multiple design options at the early
design stage.

As the main objective of the paper is to present deep learning model architecture
developed through multi-task learning and its suitability for early design stage; design
elements presented in this paper are limited to a simple but realistic architectural
building design case.

Significance

Typical ML models developed in the domain of low-energy building design have
a single-response variable like cooling energy demand prediction. Deep learning
and multi-task learning have been successfully applied in domains like computer
vision, natural language processing. Applications of such methods are limited in
building design decision tools [15]. The concept presented in this paper can be
extended to other design stages or evaluating different performance criteria (like
thermal comfort, visible comfort and energy performance) for a building design.
Models linking different design performance criteria enable holistic building design
development. Through the presented approach multiple-response variables can be
modelled at once; making this contribution significant.

Design performance indicators used in this paper are heat flows through envelop
and energy demands. In the next section, the description of the proposed ML building
energy model (BEM) is provided. This section is followed by showing the model’s
suitability for design applications, discussion and conclusions.
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Fig. 2 Illustration of deep component-based neural network energy model

Deep Component-Based Neural Network Energy Model

A component is a representation of a building element, such as wall or HVAC sys-
tems. Deep learning model serves to represent the performance of a component or a
system. The term deep component-based neural network energy model is coined as
the proposed model represents BEM that predicts building performance and exploits
both deep learning and component-based ML approaches. Figure 2 shows the deep
component-based neural network energy models developed for early design stages.
Deep learning model developed for this paper represents a thermal zone (e.g. Zone
1 in Fig. 2) with the outdoor-exposed wall, internal/ground floor, internal ceiling
and roof. BEM is developed by aggregating predictions from different thermal zone
models. This approach offers the following benefits:

e It is easy to keep the models within training distribution while providing the
possibility to evaluate complex designs. Final energy prediction is the result
of complex interactions that take place within a building. These interactions are
linked to design, internal and external environment, confining the data collected
to the specific design case. By capturing the information at a thermal zone level,
the models can be utilized in new building design cases, while remaining under
the training distribution of thermal zone.

o It offers the granularity required for making design decisions. By having
models of thermal zones, it is easy to identify critical zones and develop design
solutions suitable for this thermal zone.

e Partial model update. Certain design decisions can influence only a particular
thermal zone in a building. Through the proposed approach, only appropriate
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thermal zone model has to be updated. Eliminating the need to calculate the energy
demand of the entire building again after small changes.

This paper limits design configurations to one thermal zone. Other types of ther-
mal zone will be developed in upcoming research exploring further the approach’s
potential to evaluate complex architectural design.

Deep Learning Model (DLM) Description

The developed DLM represents thermal zones in the ground, intermediate and top
floors of a building. Each thermal zone model outputs (1) heat gains and loses via the
thermal zone’s envelop and (2) heating and cooling demand of the thermal zone. The
design determines the number of thermal zone inputs to be provided to the DLM.
The outputs of the DLM are aggregated to obtain building energy predictions. In this
section, the thermal zone deep learning model architecture and its performance are
described.

Figure 3 shows the computational graph of the thermal zone DLM. The basic
assumption behind this computation graph is that a ML model with appropriate
inputs has high accuracy. By presenting the heat flow information together with
design information to the final layers of the model, the robustness of the thermal
zone’s energy predictions could be higher. Further research has to be done to evaluate
its benefits. The model structure comprises four parts which are

e Shared hidden layer;

Lparerac,
| Shared Km. dnmy —
| | Hidden layer i —
S - L] T —
I | wigden tayer :ann.aunun“| ~——
Auxilary - 1 e
output layer | 20 radden unas |
Qutput layer a b} .
10 readon units
10 tukden unas 10 adon unks | [ 30 tsden s [0 russen e
e e R ..__HI. -— i = m 5 R [ )
Lo : : Wall 4 - et T = 1 s T = aien= | | iation -
oeneth] || [Eoneet painioss s ) R s i
|
\,\\ — . e e
B B |
s~ e ] [ | [t
D ,I .../. | T |
Concatenation ]———"_‘f

Tharmal zone: Tharmal zona:
Cooling

onergy snargy
demand | | demand

Fig. 3 Computation graph of thermal zone DLM
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e Hidden layer;
e Auxiliary output layer;
e Output layer.

The shared hidden layers (light blue boxes in Fig. 3) are hidden layers that connect
to hidden layers of specific tasks. These layers learn the features observed within the
design input and feed their results into hidden layers. Hidden layers (dark blue boxes
in Fig. 3) in-turn learn to predict from these general features. Auxiliary outputs, in this
case, are heat gains and losses through thermal zone walls, windows, floor, roof, and
infiltration. The output layer predicts zone’s heating and cooling demand. Figure 3
shows the number of hidden units in each layer. Each hidden layer is activated through
rectified linear units. Depending on the complexity of the data, the characteristics of
the neural network layers can be modified.

Training of the model is performed through multi-task learning method [14],
where the training of all the layers is performed together. Since the accuracy of all
output variables is important, the loss function has equal weightage for all output
variables.

Description of Data

Training data is generated using parametric simulations in EnergyPlus. Table 1 shows
the list of parameters and sampling range. Using Sobol sequence method, 1000
design combinations are generated. The generated samples represent different build-
ing design options. Annual energy rate and heat flow rate data per thermal zone are
collected from the simulation models, resulting in a dataset of 3000 samples. Fur-
thermore, the design parameters are uniformly changed in building design level and
not at the thermal zone level. Major assumptions in the model are

(1) Use of ideal HVAC systems (i.e. 100% efficiency);

(2) The building is always occupied, and all equipment (i.e. lighting, equipment
and HVAC) are used when the building is occupied;

(3) Adiabatic internal floor, i.e. heat flows between zones are neglected. However,
heat stored and released from floors are considered;

(4) Fixed occupancy density of 10 m? per person.

Parametrizing these assumptions will increase the interactions within the simula-
tion model. However, for training purpose, accumulated effects on an annual basis
is used to steer the design. If these parametrized parameters are part of the input
features, ML model should be able to learn these interactions. The effectiveness of
the learning on more complex data is for future research.
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Table 1 Design space covered by the training data

Unit Min. Max.

Length (L) m 20 80
Width (w) m 20 80
Height (H) m 3 6
Window | South 0 0.95
towall N 0 0.95
ratio
(WWR) East 0 0.95

West 0 0.95
Orientation —180 180
Wall U-value Wm? K | 0411 0.776
Window U-value Wm?K |05 2.0
Ground floor U-value |W/m*>K |0.411 0.864
Floor heat storage Jkg K 900 1200
capacity
Roof U-value W/m?K |0.191 0.434
Window g-value 0.1 0.9
Air change rate h~! 0.2 1
(ACH)
Lighting power W/m? 5 12
Equipment power W/m? 8 15

Computation Environment

The deep learning model is developed in python using Keras library with Tensorflow
backend. Deep learning model computation time is estimated in a CPU with a clock
speed of 2.7 GHz.

Performance of Thermal Zone Deep Learning Model

The generated data is split into the training, cross-validation and test dataset. Cross-
validation data is used to tune the model parameters during training, while test data
is used to evaluate generalisation of the trained model. The tuning parameters, in
this case, are the parameter of the L2 regularisation for a fixed number of hidden
units in each layer. The data is split in the ratio of 70/15/15. Test data performance
is evaluated by coefficient of determination (R?) and maximum absolute error.
Figure 4 shows the average mean squared error (MSE) for all response variable.
As the MSE for both training and cross-validation (CV) error has not decreased after
300 epochs, the training of the model is stopped at epoch 300. Since both training and



Deep Component-Based Neural Network Energy Modelling ... 29

0.10 —
Training loss

Cross-validation loss

0.06

MSE

0.02

] 50 100 150 200 250 300
Epochs

Fig. 4 History of training and cross-validation data loss

CV error have not diverged the model is not overfitting. However, the performance
of the model determines the generalisation of the models.

Table 2 shows the performance of the model on training, CV and test data. Heating
demand prediction has the maximum error of 21%. The error corresponds to 1.3
kWh/annum, while the maximum heating demand in test data is 6 kWh/annum.
Figure 5 shows the predictions of heating and cooling demand from the ML model
against simulation model. Reason for high error in heating predictions is most of
the training data is concentrated in low heating demand area. However, the average
test data maximum error and average test data R? for the DLM are 11.5% and 0.98
respectively. Hence, we can conclude that the model generalises within the training
distribution.

Suitability of Deep Component-Based Neural Network
Energy Model for Early-Stage Design Evaluation

The suitability of deep learning model compared with BPS for early-stage design is
evaluated by the following criteria:

e Reliability of a decision taken based on a prediction. Evaluated by the similar-
ities of predictions generated by deep learning model (DLM) and BPS. The aim
is to ensure that decisions taken using DLM predictions will be valid when the
design team switches to detailed BPS for validating building design compliance.

e Computation time. Having low computation time provides the possibility to
explore more design options at early stages of design. High computation speed
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Table 2 Performance of the deep learning model
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Response Training R? Cross-validation | Test R? Test data
R? maximum error

(%)

Wall 1 heat flow | 0.987 0.987 0.984 16.1

Wall 2 heat flow | 0.990 0.988 0.988 7.7

Wall 3 heat flow | 0.991 0.988 0.988 8.9

Wall 4 heat flow | 0.987 0.983 0.982 17.8

Window heat 0.978 0.975 0.976 15.2

gain

Window heat loss | 0.989 0.974 0.983 10.6

Window solar 0.983 0.979 0.980 12.3

heat gain

Floor heat gain 0.997 0.995 0.995 9.2

Roof heat gain 0.997 0.995 0.996 6.4

Infiltration heat | 0.989 0.990 0.987 8.4

gain

Infiltration heat | 0.990 0.986 0.988 6.5

loss

Heating demand | 0.989 0.973 0.954 21.8

Cooling demand | 0.992 0.990 0.989 8.9

Sensible heating rate R: 0.954
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w

2 3 a
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o @
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Fig. 5 Heating and cooling energy demand prediction accuracy

opens up the possibility of applying advanced optimisation and sensitivity analysis
techniques for design space exploration.

For this evaluation, the developed method is applied to options of a building design
test case. The design options evaluated resembles an actual building design shown in
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Fig. 6 The design test case for evaluation through DML resembles EnergyVille I building in Genk
(Photo By courtesy of EnergyVille/Nathalie Belmans.)

Fig. 6 illustrating that only through a simple thermal zone component, it is possible
to evaluate real-world design cases. The design case is a new two-storey building
with ground floor has a ceiling height of 5 m while other floors have a ceiling height
of 3 m. Table 3 shows the parameter values of the design options evaluation. Option
1 and 2 have the same geometric characteristics, while the technical specifications
are different. The transition from Option 1 to Option 2 represents a virtual decision
process of improving a design option based on energy performance predictions as a
basis for DLM evaluations.

Reliability of a Decision Taken with BPS and DLM

Figure 7 shows option 1 building-level predictions from BPS and DLM. This graph
shows that predicted quantities based on the influential design parameters are simi-
lar for both prediction methods. No significant deviation occurs that could mislead
decisions. Figure 8 shows option 2 building-level predictions from BPS and DLM
and Table 4 shows the zone-level cooling energy predictions. It can be noted that
with improvements in technical specifications in design, energy consumption rate
has reduced in both BPS and DLM. The reductions observed by both the predic-
tion methods are also similar. This shows that DLM can effectively capture complex
interactions such as the effect of thermal mass on cooling demand. This also indicates
that decisions taken on predictions from DLM are valid compared to traditional BPS
predictions.
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Table 3 Design options
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Option 1 Option 2
Length (L) 40
Width (w) 40
Height (H) 5—ground floor
3—middle and top floors

Window to wall ratio | South 60
(WWR)

North 90

East 50

West 80
Orientation 0
Wall U-value 0.58 0.39
Window U-value 0.90 0.50
Ground floor U-value 0.56 0.37
Floor heat storage capacity 1000 900
Roof U-value 0.28 0.19
Window g-value 0.5 0.1
Air change rate (ACH) 0.4 0.2
Lighting power 10 5
Equipment power 14 8

50.000
45.000
40.000
35.000
E
3
£
=
o
£
T
o
g
Window Windows
Solar Heat Gain
BEM [kw] 36.756 31.418
MLM [kW]  35.123 30.481

30.000
25.000
20.000
15.000
10.000
5.000
0.000 I I

Windows

Heat Loss

12.450
12.385

wafc:ilia Infi Itution Infiltration

Wall Total Floor Sain
5.656 20.630 10.9?8 44,381 0.185
5.525 22.333 11.284 43.398 0.199

Fig. 7 Option 1: building-level predictions from (left bar) BPS and (right bar) DLM
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kW per annum

Solar Heat Gain
BEM [kw]  2.719 3.743
BEM [kw] 2.719 3.743

Haat Loss Wall Total
6.166 2.819
6.166 2.819

8.000
6.000
4.000
wa |0 BN I
0.000

Rnof,"CslIm Infiltration Infltratmn

Hoor Loss Gain
8.384 4.543 16.256 0.045
8.384 4.543 16.256 0.045

Fig. 8 Option 2: building-level predictions from (left bar) BPS and (right bar) DLM

Table 4 Zone-level cooling demand predictions

kW per annum Option 1 Option 2
BPS DLM BPS DLM

Zone 1 40.6 40.6 12.7 13.0
Zone 2 64.8 63.3 24.6 26.7
Zone 3 54.0 53.7 20.2 21.6
Table 5 Computation time BPS DLM
of option 1 and 2 —

Computation time | 9000 34-44

Computation Time

(milliseconds)

Table 5 shows the computation time to obtain results from BPS and DLM. BPS took
9000 ms for the simulating two design cases, while similar results were obtained
from DLM in 34 to 44 ms. This time includes the time to load input data, scale input
data, make predictions, rescale predictions, and aggregate predictions.
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Discussion

The paper shows that through multi-task learning, a DLM with multiple performance
indicators can be modelled through single training operation. The possibility to train
a model with multiple performance indicators reduces the need to train separate
components per indicator and thus reduces the overall model development time.
DLM also offers the flexibility to scale easily to a larger dataset by simply increasing
the size of the network. Size of the network can be increased by adding additional
hidden units or hidden layer. Since, a larger model has more trainable parameters;
giving it the ability to learn on a larger dataset. However, methods to work with large
dataset need to be researched further. This flexibility to model multiple parameters on
large dataset could result in general models that are suitable for design applications.

The paper proposes a component-based DLM structure that provides the flexibility
to model building design options that are not explicitly part of the training data. For
example, for a particular building design option within the training data, all zones
have the same height. While the evaluated design cases have a larger zone height at the
ground level than the remaining zones. However, this versatility of the model structure
needs to be further evaluated when simplifying assumptions, such as adiabatic floors,
are not present within the training data. For the adaptation to more complex models,
potential DML extensions would be the incorporation of new features and addition
of new components.

The evaluated design cases are simple. The current thermal zone model is limited
to simple architectures and performance indicators suitable for architects. This will be
extended further to cover different types of thermal zones and performance indicators.
The hypothesis is that with more types of thermal zones more complex architectural
designs can be evaluated. This will be further researched allowing to have general
DLM for energy performance prediction in building design. Furthermore, depending
on the type of thermal zone, certain components like floor or roof could be reused
from the current thermal zone model. In such cases, dDeep learning methods like
transfer learning and fine-tuning can be applied to make the model development
process more efficient. An initial study has shown through transfer learning and fine-
tuning, models with high accuracy can be developed in shorter training time [5]. In
this study, heating DLM was developed from scratch with an R? of 0.99. Through
transfer learning, another DLM that predicted cooling demand was developed with
an R? of 0.99 [5]. The effectiveness of these methods for larger model needs to be
further evaluated.

DLM is also developed on data generated from BPS with major assumptions in
HVAC systems and occupancy. Data generated from detailed BPS will incorporate
more dynamics. This will result in a model structure with more components and
features. The component could be HVAC system and occupancy characterisation
models. The required model structure and input structure for more detailed BPS
require further research.
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Conclusions

Results indicate that a DLM with multiple performance indicators for energy perfor-
mance prediction is feasible. Predictions from DLM are similar to BPS, while the
current DLM is about 260 times faster than BPS. This means that decisions taken in
DML predictions will be similar to BPS predictions but much quickly available. Pre-
diction accuracy combined with high computation speed makes DLM model suitable
for early design decisions. However, the effectiveness of covering complex architec-
tural design is still to be explored. Benefits of deep component-based neural network
energy model based on this paper are

1. The versatility to apply in design situations.

2. Data has to be feed into the DLM only once to obtain different performance
estimates for a thermal zone.

3. Prediction accuracy is similar to BPS and high computation speed compared to
BPS.

4. Simplified modelling procedures are not requiring as much information as
detailed BPS.

5. Model with multiple performance outputs can be developed at once. This makes
the development process more efficient.

Due to these advantages, DML component method is well-suited for performance
prediction replacing complex simulations in early design phases.

References

1. Attia S, Gratia E, De Herde A, Hensen JLM (2012) Simulation-based decision support tool for
early stages of zero-energy building design. Energy Build 49:2-15

2. Singaravel S, Geyer P (2016) Simplifying building energy performance models to support an
integrated design workflow. In: International workshop of the european group for intelligent
computing in engineering edition, p 23

3. Horsey H, Fleming K, Ball B, Long N (2016) Achieving actionable results from available
inputs: metamodels take building energy simulations one step further. In: ACEEE summer
study on energy efficiency in buildings

4. Van Gelder L, Das P, Janssen H, Roels S (2014) Comparative study of metamodelling tech-
niques in building energy simulation: guidelines for practitioners. Simul Model Pract Theory
49:245-257

5. Singaravel S, Geyer P, Suykens J (2017) Deep learning neural networks architectures and
methods: building design energy prediction by component-based models. Manuscr Submitt
Publ

6. Dong B, Cao C, Lee SE (2005) Applying support vector machines to predict building energy
consumption in tropical region. Energy Build 37(5):545-553

7. Chari A, Christodoulou S (2017) Building energy performance prediction using neural net-
works. Energy Effi 1-13

8. Hou Z, Lian Z, Yao Y, Yuan X (2006) Cooling-load prediction by the combination of rough
set theory and an artificial neural-network based on data-fusion technique. Appl Energy
83(9):1033-1046



36

10.

11.

12.

13.

14.
15.

S. Singaravel and P. Geyer

Widén J, Wickelgéard E (2010) A high-resolution stochastic model of domestic activity patterns
and electricity demand. Appl Energy 87(6):1880-1892

Yu Z, Haghighat F, Fung BCM, Yoshino H (2010) A decision tree method for building energy
demand modeling. Energy Build 42(10):1637-1646

Singaravel S, Geyer P, Suykens J (2017) Component-based machine learning modelling
approach for design stage building energy prediction: weather conditions and size. In: Pro-
ceedings of the 15th IBPSA conference, pp 2617-2626

Geyer P, Singaravel S Component-based performance prediction for sustainable building design
based on systems engineering and machine learning: the energy perspective. Manuscr Submitt
Publ

Singaravel S, Geyer P, Suykens J (2017) Deep neural network architectures for component-
based machine learning model in building energy predictions. In: EG-ICE, pp 260-268
Ruder S (2017) An overview of multi-task learning in deep neural networks. arXiv Prepr
Amasyali K, Gohary N (2018) A review of data-driven building energy consumption prediction
studies. Renew Sustain Energy Rev 81:1192-1205



Unsuccessful External Search: Using )
Neuroimaging to Understand Fruitless Oneck o
Periods of Design Ideation Involving
Inspirational Stimuli

Kosa Goucher-Lambert, Jarrod Moss and Jonathan Cagan

This paper uses neuroimaging to provide insight into specific cognitive processes
involved in design conceptualization with and without the support of inspirational
stimuli. In particular, this work focuses on neural activity during unsuccessful search
for a design solution. Twenty-one participants completed a brainstorming task while
undergoing functional magnetic resonance imaging (fMRI). Participants were asked
to think of concepts with and without the support of inspirational stimuli for 12 design
problems. Behavioral results indicated that inspirational stimuli were most impactful
after participants had time to begin developing solutions for a design problem. fMRI
results during periods without inspirational stimuli indicated brain regions indicative
of an impasse-based search strategy. This work elucidates cognitive mechanisms of
continued search for insight into a design problem before a solution has been obtained.
Furthermore, this work explores the meaning of distance for inspirational stimuli and
what happens when stimuli are too far from the problem domain.

Introduction

Analogical reasoning and related processes have been formally investigated as a tool
to support design ideation for over 30 years [1-9]. However, there is still a significant
amount to learn regarding the cognitive processes that underpin design ideation
involving inspirational stimuli (e.g., analogies). The overarching goal of this work is
to understand unique brain networks that are activated during concept generation with
and without the support of inspirational stimuli. Gathering insights into the neural
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activity during design ideation will allow for a more holistic understanding of how
inspirational stimuli affect cognitive strategies undertaken by design practitioners.
Uncovering this information will help design researchers to create more effective
design theories, methods, and tools.

The research presented in this paper examines a piece of this overall goal. Broadly
speaking, the analysis of neuroimaging data can be examined using either response
models or block models. Response models focus on specific moments in time around
a participant response (e.g., the few seconds surrounding when a design solution is
indicated as being generated). Block models average neural activity over longer peri-
ods of time (e.g., overall activity during a multiple minute design conceptualization
session). Examining the data in terms of each of these two mechanisms answers fun-
damentally different questions. The focus of this work is investigating brain activity
using block models over longer periods of time. Again, the task involves generating
design concepts with and without the support of inspirational stimuli. Averaging brain
activity over the entire problem-solving block (in which multiple solution concepts
may be generated) is truly capturing the “unsuccessful” search for design solutions.
This is because there is proportionally more time spent being stuck searching for
solutions than actually finding a solution for a given design problem. As discussed
within the methods section of this paper, an approach was taken to filter out times
in which ideas were successfully generated, therefore isolating the brain activity
associated with unsuccessful search.

Background

This section provides a background of important prior research findings at the inter-
section of both the design research and neuroimaging literature, with a particular
emphasis on analogical reasoning.

Design researchers have applied several neuroimaging techniques, including elec-
troencephalography (EEG) [10, 11] and functional magnetic resonance imaging
(fMRI) [12—14]. fMRI, the method of choice in this paper, is a brain imaging modal-
ity that measures changes in blood oxygen levels in short (~1 s) intervals of time.
This change in blood flow gives an indication of brain activity and allows researchers
to determine changes in activity due to specific experimental task conditions. Using
fMRYI, it is possible to gain an understanding of the cognitive processes involved dur-
ing specific design related tasks beyond what could be determined from a traditional
behavioral study. Neuroimaging techniques, such as fMRI, provide insight into what
participants are truly thinking, feeling, and desiring at the time of mental judgments.

A few examples of prior investigations at the intersection of neuroimaging and
design research include product preference judgments and design creativity. Syl-
cott et al. used fMRI to investigate tradeoffs between form and function preference
decisions [14]. More recently, work by Goucher-Lambert et al. examined the neural
signatures of product preference judgments involving sustainable design attributes
[15]. Using fMRI, the presence of a network of brain regions associated with moral
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reasoning and theory of mind (i.e., “what will other people think of my actions and
behavior”) was present during sustainable product preference decisions. In a sepa-
rate study from Alexiou and colleagues, the neural correlates of creativity in design
during an apartment layout task were examined [12, 16]. This study indicated that
the dorsolateral prefrontal cortex, a region of the brain critical to cognitive executive
functions, including working memory and cognitive flexibility, was highly involved
in design cognition during ill-structured design tasks. Finally, a study by Saggar et al.
[18] used fMRI to study creativity during concept generation using a Pictionary-like
game. Researchers found increased activation in several brain regions during con-
cept generation compared to control, including the left parietal, right superior frontal,
left prefrontal, and cingulate regions [17, 18]. Together, these prior works indicate
that fMRI is most effective by providing links between specific features of design
decisions to brain activation associated with separate cognitive tasks.

In this work, design ideation supported by “inspirational stimuli” is investigated,
which is hypothesized to encourage cognitive processes closely related to analog-
ical reasoning. Broadly speaking, the engineering design literature typically refers
to analogical reasoning as a process by which information from a source domain
or area is applied to a target through the connection of relationships and represen-
tations between the two [4, 19]. In this work, inspirational stimuli are provided to
designers (participants) and then the relational mapping from the stimuli (source)
to the problems (target) is left to the designer. Because of this key distinction, the
stimuli provided in this work are not described as analogies themselves, and instead
termed “inspirational stimuli.” However, if designers are able to construct the rela-
tional mapping from the stimuli to the problem, they are likely engaging in what is
typically considered analogical reasoning.

Analogical reasoning has been intensely studied because analogies can serve as
a powerful mechanism to assist designers in stimulating ideas more fluently, and/or
ideas that embody positive characteristics (e.g., increased novelty, quality) [2-6,
8, 20-23]. In addition to the aforementioned areas of research regarding analogical
reasoning, an additional body of prior work has centered on two fundamental features
of utilizing analogies to inspire design activity. These are when an analogy should
be presented and what analogy should be provided. In answering the when part of
this question, research has identified that analogical stimuli are most impactful when
presented after the development of an open goal (problem-solving has commenced,
but the problem remain unsolved). Research from Tseng et al. found that when distant
analogies were given after the development of an open goal, more novel and diverse
solutions were produced [8].

Research answering what analogies are most effective has focused on under-
standing analogical distance. Primarily, research on analogical distance uses the
terms “near” and “far” to discuss the distance of the analogy from the problem being
examined [5, 24]. A near analogy implies that the analogy comes from the same (or
closely related) domain, where a far analogy comes from a distant domain. Prior
work has demonstrated differing results as to whether near or far analogies are more
beneficial. For example, far analogies are usually considered to yield more novel
solutions [25], yet they have also been found to cause to increase design fixation
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[26]. In reality, it appears that the most impactful and effective analogies may reside
between being too near and too far. Work by Fu et al. converged on this idea, by
identifying the existence of a “sweet spot” of analogical distance; where analogies
were most helpful to designers [5].

From a cognitive neuroscience perspective, analogical reasoning is a relevant and
active area of research, as it is representative of some of the most unique characteris-
tics of human logic, creativity, and thinking [27]. Neuroimaging studies in this area
attempt to map the neural processes involved in analogical reasoning by breaking
the process into separate component parts and studying them one at a time. Prior
work has identified key component parts including encoding/retrieval (the source
of the analog is identified and retrieved in memory), mapping (information from
the source is matched or applied onto a target), and response [27]. Encoding and
retrieval primarily depend on the type and complexity of the analogy being studied.
The study presented here uses word-based inspirational stimuli. Prior work using
word-based stimuli for analogical reasoning tasks of the form A:B::C:D has been
shown to activate a temporal maintenance network associated with processing the
words associated with the task [28]. Typically, the complexity of analogical stimuli
has been controlled using text-based semantic approaches, such as latent semantic
analysis [29]. The retrieval of the analogy from memory calls upon anterior parts of
the prefrontal cortex (PFC) [29-32]. In addition, the rostrolateral prefrontal cortex
(RLPFC) has been identified as brain region, which supports higher level cognitive
functions including analogical reasoning and episodic memory retrieval [33]. Whar-
ton et al. implicated the left prefrontal and inferior parietal cortices as playing an
important role in mediating analogical mapping [34]. These prior studies provide
insights into the brain activation networks that may be observed in this work.

Methodology

An open-ended concept generation task using crowdsourced inspirational stimuli
was used to investigate the cognitive processes involved in design ideation. While
inside of an MRI machine, participants were asked to freely generate concepts for
twelve different design problems from the literature. During problem-solving blocks,
participants were presented with additional inspirational stimuli at varying distances
(e.g., near vs. far). Using a combination of behavioral and neuroimaging data, an
understanding of the ways in which inspirational stimuli impact design cognition was
able to be determined. Of particular interest here was the overall neural activation
patterns occurring over longer time periods, which was hypothesized to be consistent
with the unsuccessful search for design solutions.
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Participants

Twenty-one participants (13 male/8 female, mean=27 yrs, SD=5.4 yrs) were
recruited to complete the fMRI study. Each of the participants provided informed
consent in accordance with protocol approved by the Institutional Review Board at
Carnegie Mellon University. In addition, all participants had design domain knowl-
edge and experience as demonstrated by being an upper division student in Mechan-
ical Engineering, or a Master’s level student focusing on Design, Human—Computer
Interaction, or Product Development. For their time, all participants were compen-
sated monetarily and received a digital image of their brain.

Session Overview

The concept generation experiment that participants completed within the MRI
machine was partitioned into three separate experimental conditions. Two of these
conditions utilized inspirational stimuli at varying distances (“Near” or “Far”), and
the third was a control condition in which words were reused from the problem state-
ment. Each participant saw one condition per problem, and a total of twelve problems
in the 1-hr session. The orders of these problem-condition pairs were presented in
three separate counterbalanced groups.

The problems, as well as the inspirational stimuli used in this experiment, were
identified in prior research from the authors, where a method was introduced to obtain
useful inspirational stimuli with a crowdsourcing approach [35]. The motivation of
this prior work was in part to address the difficulty in obtaining relevant and useful
inspirational stimuli for wide varieties of design problems. The results of this work
yielded an agnostic approach that utilized the naive crowd to identify words, assessed
analytically for their “distance”, as inspirational stimuli for designers. Over 1300
crowd workers generated solutions. Near inspirational stimuli represented roughly
the top 25% most used words, while the far stimuli sets were words that were only
used once. The inspirational stimuli in this experiment were a subset of the extracted
words from that prior experiment. The specific problems and words (inspirational
stimuli) used for the fMRI experiment presented here are shown in Table 1.

The experiment consisted of a 1-hr brain scan, where participants generated ideas
to various conceptual design problems. All experimental stimuli were presented in
the MRI using the E-Prime Software package [44]. Subjects lay supine in the scanner,
and viewed stimuli displayed using a monitor with a mirror fixed to the head mounted
coil. Using a response glove strapped to their right hand, participants indicated a new
response (including each time they had thought of a new idea) by pressing a button.

The timing of each trial is described in Fig. 1. For each problem, participants
first read the problem statement for the given trial. Next, they began conceptualizing
ideas for a 1-minute continuous block. During this period (WordSet1), participants
were given a random subset of three words from the specific condition associated
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Table 1 Problem statements and examples of inspirational stimuli from each experimental condi-

tion
Problem Near words Far words Control words
1. A lightweight Pull, push, band, Roll, tie, sphere, exert, | Lightweight, exercise,
exercise device that resist, bar convert device, while,

can be used while
traveling [36]

traveling

2. A device that can
collect energy from
human motion [5]

Store, charge, shoe,
pedal, step

Beam, shake, attach,
electrons, compress

Device, collect,
energy, human,
motion

3. A new way to
measure the passage
of time [8]

Light, sand, count, fill,
decay

Crystal, drip, pour,
radioactive, gravity

New, way, measure,
passage, time

4. A device that
disperses a light
coating of a powdered
substance over a
surface [6]

Spray, blow, fan,
shake, squeeze

Rotor, wave, cone,
pressure, atomizer

Light, coating,
surface, powdered,
substance

5. A device that allows
people to get a book
that is out of reach
[37]

Extend, clamp, pole,
hook, reel

Pulley, hover, sticky,
voice, angle

Device, allows,
people, book, reach

6. An innovative
product to froth milk
[38]

Spin, whisk, heat,
shake, chemical

Surface, pulse, gas,
gasket, churn

An, innovative,
product, froth, milk

7. A way to minimize
accidents from people
walking and texting
on a cell phone [39]

Alert, flash, camera,
sensor, motion

Emit, react, engage,
lens, reflection

Minimize, accidents,
walking, texting,
phone

8. A device to fold
washcloths, hand
towels, and small bath
towels [40]

Robot, press, stack,
table, rotate

Deposit, cycle, rod,
funnel, drain

Fold, wash, cloths,
hand, towels

9. A way to make
drinking fountains
accessible for all
people [41]

Adjust, lift, hose, step,
nozzle

Shrink, catch, attach
hydraulic, telescopic

Way, drinking,
fountains, accessible,
people

10. A measuring cup
for the blind [26, 42]

Braille, touch, beep,
sound, sensor

Preprogram,
recognize, pressure,
holes, cover

Measuring, cup, for,
the, blind

11. A device to
immobilize a human
joint [25]

Clamp, lock, cast,
harden, apply

Shrink, inhale, fabric,
condense, pressure

Device, to,
immobilize, human,
joint

12. A device to
remove the shell from
a peanut in areas with
no electricity [43]

Crack, crank, blade,
squeeze, conveyor

Melt, circular, wedge,
chute, wrap

Device, remove, shell,
peanut, areas
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Directions Read Word Set 1 1-Back Word Set 2 Ratings | , o
(self- Problem i Concept Generation (22sec) Concept Generation (self- (22sec)
paced) (7 sec) (60sec) (60sec) paced)

P Repeat x12

Fig. 1 Trial timing outline

with that problem (near, far, or control). A simple 1-back memory task was used to
break up periods of concept generation, as prior research has determined that tasks
lasting longer than approximately 1 min can have temporal frequencies that overlap
with typical MRI signal drift [45]. After the 1-back task, participants continued gen-
erating design concepts for another 1-minute block (WordSet2). During this time,
participants were shown the original set of three words (WordSetl), as well as an
additional set of two new words (WordSet2). Following concept generation, partici-
pants provided ratings on a scale from 1 (low) to 5 (high) for four questions regarding
the (1) usefulness and (2) relevancy of the inspirational stimuli, as well as (3) the
novelty and (4) quality of their design solutions.

Data Analysis

JMRI Data Preprocessing

The raw neuroimaging data collected during the experiment were preprocessed and
analyzed using the Analysis of Functional Neurolmages (AFNI) software package
(March 1,2017 version 17.0.11) [46]. A custom automated Nipype (Python language)
preprocessing script was used to complete the preprocessing of the neuroimaging data
into a form suitable for data analysis [47]. Preprocessing steps within this pipeline
included slice scan-time correction, 3D rigid-body motion correction, high-pass tem-
poral filtering, and spatial smoothing. Slice time correction aligned all slices within
a brain volume to the first slice in that volume. Next, data from the functional image
acquisitions were realigned to the first image of each run, and then again from this
image, to the first run of each subject. The rigid-body rotation, translation, and three-
dimensional motion correction algorithm examined the data to remove any time
points where excessive motion occurred from the analysis. A high-pass Gaussian
filter was used to remove low-frequency artifacts in the data. To reduce signal noise,
the signal from each voxel was spatially smoothed using a Gaussian kernel (7 mm
FWHM). Smoothing reduces the impact of high-frequency signal and enhances low-
frequency signal. This causes more pronounced spatial correlation in the dataset.
An anatomical image from each subject was co-registered to his or her correspond-
ing functional images. The structural and functional images were transformed into
Talairach space with 3 mm isometric voxels using AFNI’s auto_tlrc algorithm.
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JMRI Data Analysis

In this work, the brain activity present during design ideation over long time scales
is of interest. Here, the brain activity is averaged over the entire problem-solving
period (WordSetl and WordSet2). To do this, a mixed block model was utilized,
which combined response regressors and the block regressors. The process of using
response regressors (around the time of idea generation) in the block-level model
has shown to be an effective way to measure sustained activity during task-level
processing [48]. This allowed for an examination of widespread brain activity that
is active across the whole concept generation period, while simultaneously filtering
brain activity during idea generation.

At a block level, the resulting activity between contrasts is representative of the
unsuccessful search for a design solution. By removing periods of productive idea
generation captured in the response models, the block-level analysis captures brain
activity representative of searching for a solution and not finding one. Neural activity
at the block level was explored using the brain activation data from both WordSet1
and WordSet2 combined (2 x 60 s), as well as separately (60 s). The GLM block
regressors were 1-parameter models with fixed shapes constructed using the AFNI
BLOCK hemodynamic response type. The response regressors utilized the AFNI
TENT (piecewise linear) and SPMG 2-parameter gamma variate models. The details
of the implementation of how these models were executed can be found in companion
work from the authors [49].

Behavioral Data Analysis

As mentioned previously, participants provided ratings across four metrics: the (1)
usefulness and (2) relevancy of the inspirational stimuli being presented to them, as
well as the (self-rated), (3) novelty and (4) quality of their design solutions. These
scores were collected from participants after each problem during the fMRI experi-
ment using the response glove provided to them. Repeated measures ANOVAs were
used to determine whether there was a significant effect across the three experimen-
tal conditions (near or far inspirational stimuli, control) for any of these four rating
areas.

Results and Discussion

This section introduces and discusses the behavioral and neuroimaging results from
the fMRI design ideation experiment discussed previously. First, behavioral results
are presented, as they help to better frame and interpret the results from the neu-
roimaging analyses. Results from a block-level fMRI analysis are presented, where
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brain activation from within an entire problem-solving period (i.e., Near Condi-
tion, WordSet2) is averaged. Together, behavioral and neuroimaging analyses help
to uncover the characteristics of design ideation involving inspirational stimuli, and
in particular, periods of unsuccessful search during problem-solving.

Behavioral Results: Participants’ Self-Rating Metrics

Mean values from participant self-reported ratings are shown in Fig. 2. Each value
in the figure represents the mean rating (scale from 1-5) across participants for
each of the three conditions. There were a total of 84 averaged responses for
each metric. This amounted to the four problems of each condition that all of the
21 participants who completed the study saw (participants rated measures from
each problem as a set). Using a repeated measures ANOVA, it was determined
that there was no effect between conditions seen for how novel participants felt
their solutions were (F(2, 40)=0.43, p =0.43), or the overall self-rated qual-
ity of their solutions (F(2, 40)=0.46, p =0.63). Prior work from the authors
using these inspirational stimuli found that while participants did not self-report
a difference in the novelty and quality of their design solutions, expert evalua-
tors did perceive a statistically significant difference between the various conditions
[35].

In addition to questions about their developed solutions, participants also pro-
vided ratings for the relevancy and usefulness of the inspirational stimuli. For each
of these metrics, a highly significant effect was observed. For example, there was
a strong correlation between participant ratings for the relatedness of the inspira-
tional stimuli and its distance from the design problem. For this metric, partici-
pants rated all conditions to be significantly different from one another (F (2, 40) =
9.37, p < 0.01). Near stimuli (mean=3.7, SD=0.97) were rated as being more
relevant to the design problems than far stimuli (mean=3.29, SD=1.12) across
all participants (F(1, 20)=25.22, p « 0.01). Similarly, there was a significant
trend for participant judgments of the usefulness of the inspirational stimuli. The
mean usefulness of the three conditions was different with a high degree of statis-
tical significance (F(2, 40)=76.73, p <« 0.01). Not surprisingly, participants rated
the control stimuli (reused words from the design problem statement) as not use-
ful (mean=1.56, SD=0.84). In addition, participants rated near stimuli (mean=
3.68, SD=0.87) as being more useful than far stimuli (mean=3.13, SD=1.10).
Finally, a separate contrast between the near and far conditions for the useful-
ness metric confirmed the significance of this difference (F(1, 20)=11.12, p K
0.01).
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5 Mean Stimuli Relevancy Rating 5 Mean Stimuli Usefulness Rating

Mean Self Rating Value (0-5)
Mean Self Rating Value (0-5)

0
Control Near Far Control Near Far

Mean Solution Novelty Rating 5 Mean Solution Quality Rating

Mean Self Rating Value (0-5)
Mean Self Rating Value (0-5)

0
Control Near Far Control Near Far

Fig. 2 Mean £ 1 S.E participant self-ratings for relevance and usefulness of inspirational stimuli,
and novelty and quality of design solutions (N =84 per bar—21 participants * four samples of each
condition)

Neuroimaging Results

Block Models: Brain Activation Patterns During the Unsuccessful Search
for Design Solutions

Behavioral data provides insight into aspects of how design ideation is impacted
by inspirational stimuli, but not why. This level of depth can be obtained using neu-
roimaging methods. As discussed in the methods section, a mixed event-related/block
design was used to examine brain activity over the course of the entire problem-
solving period. This gives a more holistic sense of brain activity while ideating about
solutions, as the sharp areas of increased productivity during idea generation are
masked by other forms of brain signal that are present throughout the duration of
the block. In a sense, conducting a block-level analysis over the entirety of the 60-
s block provides insight into brain activity when people are unsuccessful and are
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struggling to develop a new solution. This is because the mixed model incorporates
the response-level regressors. As a result, fine-grained activation patterns associated
with successful ideation and mental search are modeled, and the resulting brain signal
is consistent with the unsuccessful search for ideas.

Contrasts were completed for all Condition (Near, Far, Control) and WordSet
(WordSet1, WordSet2) combinations. From this analysis, only one contrast yielded
significant group-level results: the Near—Control WordSet2 contrast. There is empiri-
cal evidence from this work that demonstrates that the impact of inspirational stimuli
only truly takes effect in the second problem-solving block. This is consistent with
prior research regarding open goals [50]. Research from Tseng et al. found that
analogies were more helpful after an open goal already existed for the problem [8].
Therefore, one explanation for inspirational stimuli only having an impact during the
second block of problem-solving is that the first block was needed to develop open
goals for the problem, and having versus not having inspirational stimuli did not make
a difference. This is a heuristic supported by the lack of significance in block-level
contrasts involving WordSet1. For the Near—Control WordSet2 block-level contrast,
the significant resulting brain activity clusters are all “negative”. This means that
activity during the Control WordSet2 condition was greater than the Near Word-
Set2 condition. As mentioned previously, the significant areas of activation from this
contrast are likely to represent areas associated with the unsuccessful search for a
design solution during concept generation. From this analysis, it appears that this is
occurring most when inspirational stimuli are not present and after an open goal has
been established for a given problem (Control WordSet2 block).

All significant clusters of activation from this contrast are shown in Table 2 and
Fig. 3. At the block level, increases in brain activity are seen in the primary visual
cortex (V1), such as the bilateral lingual and calcarine gyri, as well as both posterior
and anterior regions of the cingulate gyrus. This robust activation in the occipital
gyrus (cluster 1) during the control condition points to increased time examining the
problem statement when people are engaged in unsuccessful search. Prior research
has linked increased visual activation to solving by analysis (as opposed to solving
with insight), because participants have not yet found a source for insight [51]. In
addition to visual processing-related brain regions, other areas of activation for this
contrast were found in the posterior cingulate cortex (PCC). Research in cognitive
neuroscience has still not reached a consensus regarding the exact role of the PCC.
However, a comprehensive review of the role of the PCC in neuroimaging studies
found that it may play a role switching between internal and external attention [52]
(though to be fair, not much is generally known about switching between internal
and external attention [53]). This type of activity makes sense, as switching between
attention states would be necessary for participants as they continue to search for
inspiration.

One explanation for the activation network established here (centered on the
unsuccessful search for design solutions) is that participants are experiencing design
fixation. Here, design fixation is defined as the impasse or mental block that occurs
during the search for insight during a design problem, based upon the counterpro-
ductive impact of prior knowledge [54, 55]. Prior research demonstrates fixation is
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Table 2 Near—control contrast for WordSet2 block. Individual voxels corrected to p <0.005

Region B.A X y z k Z-max | Alpha

1 R/L lingual | 18, 19 4.5 67.5 2.5 798 —4.58 <0.01
gyrus,
calcarine
gyrus
2 R/L 8,9,32 |45 —37.5 35.5 157 —-3.74 | <0.02
superior
medial
frontal
gyrus

3 R/L 31,24 | -15 22.5 31.5 72 —4.2 <0.08
posterior
cingulate
gyrus,
paracentral
lobule

Fig. 3 Near—control contrast for WordSet2 block. Cluster numbering corresponds to Table 2

inversely related to the quantity of ideas being generated [54]. As the only signifi-
cant brain activation occurred during WordSet2, it is possible that participants remain
fixated on the initial ideas that they generated. Furthermore, not having additional
inspirational stimuli in the control condition prevents participants from having a
starting point to generate new insights into the problem space.

Further Identification of Brain Regions Indicative of Unsuccessful
Search Using an Ancillary Block Modulation Analysis

The key result from the neuroimaging analyses was that there appeared to be a consis-
tent network of brain regions (most notably areas in the occipital lobe including the
lingual gyrus, cuneus, and calcarine gyrus) that seem to be linked to the unsuccessful
search for a design solution. This was evident at the block level when contrasting
Near WordSet2—Control WordSet2. To determine whether there was support for this
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connection directly within the empirical data, an ancillary modulation analysis was
completed.

The modulation analysis combined features of the block models and behavioral
response data by modulating the amplitude of the block regressors based upon the
number of responses participants made in a given block. Said otherwise, this analysis
assumed that there was proportionality between the level of brain activity and the
number of solutions the participant came up with during a given block. So, if a
participant came up with fewer ideas during a block, then there would be a higher
level of activity within regions associated with unsuccessful search.

This analysis indicated that unsuccessful search was present in all three of the
experimental conditions. This in and of itself is not particularly surprising, due to the
fact that unsuccessful periods are reasonably expected to occur when attempting to
solve a difficult conceptual problem. Because the resulting values from this analysis
are unweighted, it was not possible to directly compare the associated brain regions
in one condition against another. To make this comparison, a region of interest (ROI)
mask was created for the most statistically significant subset of these unsuccessful
search regions. Following this, the mean brain activity for each condition during
WordSet2 was sampled within each ROI to see whether there was a statistically
significant difference between the conditions.'

The extracted ROIs are listed in Table 3 and displayed in Fig. 4. The mean activity
values from these ROIs were not statistically different, except for ROI 2. For this
ROI, the mean activation was highest in the control condition (F(2, 62)=3.10, p
=0.052). When comparing the mean activation for the near and control conditions
within the extracted ROIs, the difference is highly significant (F(1, 41)=6.23, p
=0.017). This shows that there was significantly more brain activity inside of the
“unsuccessful search ROI” during the control condition. This ROI encompasses much
of the same brain regions identified previously as being related to unsuccessful search
these are occipital regions (for example lingual gyrus) and a portion of the posterior
cingulate. The modulation and ROI results here, along with the distributive results
from the block-level contrasts, lend strong support for the presence of an unsuccessful
search region in these brain areas. This unsuccessful search region is most strongly
correlated with the control condition, implying that solution search is more difficult
in the absence of inspirational stimuli.

Put together with the previously presented results, in the absence of inspirational
stimuli, participants engage in a unique search strategy. This strategy is represented
by a specific brain activation network and is also present in the far condition (com-
pared to the near condition). We call this network of brain regions and resulting solu-
tion search strategy unsuccessful external search. An increase in activity in primary
visual processing-related brain regions, which make up the center of an identified
unsuccessful search brain network, indicates that participants continue to explore

11t should be noted that this method of ROI mask generation and sampling is similar to the analyses
conducted in work by Goucher-Lambert et al. using the external neuroimaging database—Neu-
rosynth. However, here the ROI mask was created based on a specialized analysis of the empirical
data [56].
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Table 3 Regions of interest for unsuccessful search modulation analysis

Region B.A X y b4 k

1 L mid- 9,32 315 —40.5 -35 881
dle/superior
frontal
gyrus

2 R/L lingual |30, 19,18 |19.5 67.5 —18.5 508
gyrus,
posterior
cingulate

3 R medial 9,32 —16.5 —46.5 8.5 267
frontal

gyrus,
anterior

cingulate
4 R N/A —43.5 52.5 —42.5 219
cerebellum
5 R 5,6 —10.5 —46.5 50.5 154
postcentral
gyrus,
paracentral
lobule

6 L angular |39, 40 345 67.5 11.5 129
gyrus,
middle
occipital
gyrus

Mo Vo Mgl la RO

HNear Far Control

Fig. 4 Unsuccessful search ROI from modulation analysis—control condition shows highest level
of activity



Unsuccessful External Search: Using Neuroimaging to Understand ... 51

the design problem space for clues and insight. Prior research has also linked an
increase in visual processing with participants being unable to solve problems with
insight [51]. Furthermore, behavioral data from this experiment support the notion
that individuals are less successful at generating ideas without inspirational stimuli.

Conclusion

The work presented in this paper used a neuroimaging experiment to investigate the
neural correlates of the unsuccessful search for solutions during design problem-
solving. Of particular interest were the impacts of design ideation with and without
inspirational stimuli over longer time periods (minutes, compared to instances when
participants generated new solution concepts). Investigating behavioral data and neu-
ral activity at this level provides insight into characteristics of unsuccessful search,
which may be representative of design fixation. Inspirational stimuli at varying dis-
tances were compared against a control condition in which words were reused from
the problem statement. Behavioral data gathered from participants self-reported rat-
ings revealed that near-field inspirational stimuli are more useful and relevant com-
pared to more distant stimuli. However, there was no significant difference in how
participants rated the novelty and quality of their design solutions. Neuroimaging
analyses provide insights into the mental processes during design ideation that partic-
ipants are unable to verbalize. Mainly, fMRI data suggest that participants are more
unsuccessful when not provided inspirational stimuli, or provided stimuli that are too
distant. This leads to a specific brain activation network, which we term unsuccess-
ful external search. Unsuccessful external search shows increased activation in brain
regions associated with visual processing and directing attention outward. While the
highest level of unsuccessful search was found in the absence of inspirational stimuli
(control condition), distant stimuli show features of this search strategy. This suggests
that when inspirational stimuli are too distant from the problem, participants continue
to search through the external world (design problem and given words) in search of
insight. Further work is needed to accurately characterize when a far inspirational
stimuli (e.g., analogies) become too far and exhibit characteristics of unsuccessful
external search. Taken together, this work demonstrates the effectiveness of inspi-
rational stimuli on a neural level, opening the door for further advancements in the
development of new design theory and methods.

Acknowledgements The authors would like to thank the staff at the Carnegie Mellon University
Scientific Imaging and Brain Research Center for their assistance with fMRI data acquisition. This
material is based upon work supported by the National Science Foundation Graduate Research
Fellowship under grant DGE125252, the National Science Foundation under grant CMMI11233864,
and the Air Force Office of Scientific Research under grant #FA9550-16-1-0049.



52

K. Goucher-Lambert et al.

References

10.

13.

14.

15.

16.

17.

18.

. Findler NV (1981) Analogical reasoning in design processes. Des Stud 2(1):45-51. https://doi.

org/10.1016/0142-694X(81)90029-6

. Chan J, Fu K, Schunn C, Cagan J, Wood K, Kotovsky K (2011) On the benefits and pit-

falls of analogies for innovative design: ideation performance based on analogical distance,
commonness, and modality of examples. J Mech Des 133(8):81004. https://doi.org/10.1115/
1.4004396

. Dorst K, Royakkers L (2006) The design analogy: a model for moral problem solving. Des

Stud 27(6):633-656. https://doi.org/10.1016/j.destud.2006.05.002

. Moreno DP, Herndndez AA, Yang MC, Otto KN, Holttda-Otto K, Linsey JS, ... Linden A (2014)

Fundamental studies in design-by-analogy: a focus on domain-knowledge experts and appli-
cations to transactional design problems. Des Stud 35(3):232-272. https://doi.org/10.1016/j.
destud.2013.11.002

. Fu K, Chan J, Cagan J, Kotovsky K, Schunn C, Wood K (2013) The meaning of “near” and

“far”’: the impact of structuring design databases and the effect of distance of analogy on design
output. ] Mech Des 135(2):21007. https://doi.org/10.1115/1.4023158

. Linsey JS, Wood KL, Markman AB (2008) Modality and representation in analogy. AlEDAM

22:85-100. https://doi.org/10.1017/S0890060408000061

. Murphy J, Fu K, Otto K, Yang M, Jensen D, Wood K (2014) Function based design-by-analogy:

a functional vector approach to analogical search. J Mech Des 136(10):1-16. https://doi.org/
10.1115/1.4028093

. Tseng I, Moss J, Cagan J, Kotovsky K (2008) The role of timing and analogical similarity in

the stimulation of idea generation in design. Des Stud 29(3):203-221. https://doi.org/10.1016/
j.destud.2008.01.003

. Sternberg RJ (1977) Component processes in analogical reasoning. Psychol Rev

84(4):353-378. https://doi.org/10.1037/0033-295X.84.4.353

Nguyen TA, Zeng Y (2010) Analysis of design activities using EEG signals. In: Volume 5: 22nd
international conference on design theory and methodology; special conference on mechanical
vibration and noise, pp 277-286. https://doi.org/10.1115/detc2010-28477

. Hu W-L, Booth JW, Reid T (2017) The relationship between design outcomes and mental states

during ideation. J Mech Des 1-16. https://doi.org/10.1115/1.4036131

. Alexiou K, Zamenopoulos T, Johnson JH, Gilbert SJ (2009) Exploring the neurological basis

of design cognition using brain imaging: some preliminary results. Des Stud 30(6):623-647.

https://doi.org/10.1016/j.destud.2009.05.002

Goucher-Lambert K, Moss J, Cagan J (2017) Inside the mind: using neuroimaging to understand
moral product preference judgments involving sustainability (IDETC2016-59406). ASME J
Mech Des 139(4):1-12. https://doi.org/10.1115/1.4035859

Sylcott B, Cagan J, Tabibnia G (2013) Understanding consumer tradeoffs between form
and function through metaconjoint and cognitive neuroscience analyses. J Mech Des
135(10):101002. https://doi.org/10.1115/1.4024975

Goucher-Lambert K, Cagan J (2015) The impact of sustainability on consumer preference
judgments of product attributes. J Mech Des 137(8):1-11. https://doi.org/10.1115/1.4030271

Gilbert SJ, Zamenopoulos T, Alexiou K, Johnson JH (2010) Involvement of right dorsolateral
prefrontal cortex in ill-structured design cognition: an fMRI study. Brain Res 1312:79-88.

https://doi.org/10.1016/j.brainres.2009.11.045

Saggar M, Quintin E-M, Bott NT, Kienitz E, Chien Y-H, Hong DW-C, ... Reiss AL (2016)
Changes in brain activation associated with spontaneous improvization and figural creativity
after design-thinking-based training: a longitudinal fMRI Study cerebral cortex advance access.
Cerebral Cortex 1-11. https://doi.org/10.1093/cercor/bhw171

Saggar M, Quintin E-M, Kienitz E, Bott NT, Sun Z, Hong W-C, ... Reiss AL (2015) Pictionary-
based fMRI paradigm to study the neural correlates of spontaneous improvisation and figural
creativity. Sci Rep 5(5):10894. https://doi.org/10.1038/srep10894


https://doi.org/10.1016/0142-694X(81)90029-6
https://doi.org/10.1115/1.4004396
https://doi.org/10.1016/j.destud.2006.05.002
https://doi.org/10.1016/j.destud.2013.11.002
https://doi.org/10.1115/1.4023158
https://doi.org/10.1017/S0890060408000061
https://doi.org/10.1115/1.4028093
https://doi.org/10.1016/j.destud.2008.01.003
https://doi.org/10.1037/0033-295X.84.4.353
https://doi.org/10.1115/detc2010-28477
https://doi.org/10.1115/1.4036131
https://doi.org/10.1016/j.destud.2009.05.002
https://doi.org/10.1115/1.4035859
https://doi.org/10.1115/1.4024975
https://doi.org/10.1115/1.4030271
https://doi.org/10.1016/j.brainres.2009.11.045
https://doi.org/10.1093/cercor/bhw171
https://doi.org/10.1038/srep10894

Unsuccessful External Search: Using Neuroimaging to Understand ... 53

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

Gentner D (1983) Structure-mapping: a theoretical framework for analogy. Cogn Sci
7(2):155-170. https://doi.org/10.1016/S0364-0213(83)80009-3

Linsey JS, Markman AB, Wood KL (2008) WordTrees: a method for design-by-analogy. In:
Proceedings of the 2008 ASEE Annual Conference

Stern PC (2000) Toward a coherent theory of environmentally significant behavior. J Soc Issues
56(3):407-424. https://doi.org/10.1111/0022-4537.00175

Damle A, Smith PJ (2009) Biasing cognitive processes during design: the effects of color. Des
Stud 30(5):521-540. https://doi.org/10.1016/j.destud.2009.01.001

Cross N (2004) Expertise in design: an overview. Des Stud 25(5):427-441. https://doi.org/10.
1016/j.destud.2004.06.002

Visser W (1996) Two functions of analogical reasoning in design: a cognitive-
psychology approach. Des Stud 17(4 Special Issue):417—434. https://doi.org/10.1016/s0142-
694x(96)00020-8

Wilson JO, Rosen D, Nelson BA, Yen J (2010) The effects of biological examples in idea
generation. Des Stud 31(2):169-186. https://doi.org/10.1016/j.destud.2009.10.003

Jansson DG, Smith SM (1991) Design fixation. Des Stud 12(1):3—11. https://doi.org/10.1016/
0142-694X(91)90003-F

Krawczyk DC, McClelland MM, Donovan CM, Tillman GD, Maguire MJ (2010) An fMRI
investigation of cognitive stages in reasoning by analogy. Brain Res 1342:63-73. https://doi.
org/10.1016/j.brainres.2010.04.039

Cho S, Holyoak KJ, Cannon TD (2007) Analogical reasoning in working memory: resources
shared among relational integration, interference resolution, and maintenance. Memory Cogn
35(6):1445-1455. https://doi.org/10.3758/BF03193614

Green AE, Cohen MS, Raab HA, Yedibalian CG, Gray JR (2015) Frontopolar activity and
connectivity support dynamic conscious augmentation of creative state. Hum Brain Mapp
36(3):923-934. https://doi.org/10.1002/hbm.22676

Green AE, Fugelsang JA, Kraemer DJM, Shamosh NA, Dunbar KN (2006) Frontopolar cortex
mediates abstract integration in analogy. Brain Res 1096(1):125-137. https://doi.org/10.1016/
j-brainres.2006.04.024

Gonen-Yaacovi G, de Souza LC, Levy R, Urbanski M, Josse G, Volle E (2013) Rostral and
caudal prefrontal contribution to creativity: a meta-analysis of functional imaging data. Front
Human Neurosci 7(8):465. https://doi.org/10.3389/fnhum.2013.00465

Kowatari Y, Hee Lee S, Yamamura H, Nagamori Y, Levy P, Yamane S, Yamamoto M (2009)
Neural networks involved in artistic creativity. Hum Brain Mapp 30(5):1678-1690. https://doi.
org/10.1002/hbm.20633

Westphal AJ, Reggente N, Ito KL, Rissman J (2015) Shared and distinct contributions of
rostrolateral prefrontal cortex to analogical reasoning and episodic memory retrieval. Hum
Brain Mapp 912:896-912. https://doi.org/10.1002/hbm.23074

Wharton CM, Grafman J, Flitman SS, Hansen EK, Brauner J, Marks A, Honda M (2000)
Toward neuroanatomical models of analogy: a positron emission tomography study of analog-
ical mapping. Cogn Psychol 40(3):173-97. https://doi.org/10.1006/cogp.1999.0726
Goucher-Lambert K, Cagan J (2017) Using crowdsourcing to provide analogies for designer
ideation in a cognitive study. In: International conference on engineering design. Vancouver,
B.C.,pp 1-11

Linsey JS, Viswanathan VK (2014) Overcoming cognitive challenges in bioinspired design
and analogy. Biologically Inspired Des 221-244

Cardoso C, Badke-Schaub P (2011) The influence of different pictorial representations dur-
ing idea generation. J Creat Behav 45(2):130-146. https://doi.org/10.1002/1.2162-6057.2011.
tb01092.x

Toh CA, Miller SR (2014) The impact of example modality and physical interactions on design
creativity. ] Mech Des (Trans ASME) 136(9):[np]. https://doi.org/10.1115/1.4027639

Miller SR, Bailey BP, Kirlik A (2014) Exploring the utility of Bayesian truth serum for assess-
ing design knowledge. Human-Comput Interact 29(5-6):487-515. https://doi.org/10.1080/
07370024.2013.870393


https://doi.org/10.1016/S0364-0213(83)80009-3
https://doi.org/10.1111/0022-4537.00175
https://doi.org/10.1016/j.destud.2009.01.001
https://doi.org/10.1016/j.destud.2004.06.002
https://doi.org/10.1016/s0142-694x(96)00020-8
https://doi.org/10.1016/j.destud.2009.10.003
https://doi.org/10.1016/0142-694X(91)90003-F
https://doi.org/10.1016/j.brainres.2010.04.039
https://doi.org/10.3758/BF03193614
https://doi.org/10.1002/hbm.22676
https://doi.org/10.1016/j.brainres.2006.04.024
https://doi.org/10.3389/fnhum.2013.00465
https://doi.org/10.1002/hbm.20633
https://doi.org/10.1002/hbm.23074
https://doi.org/10.1006/cogp.1999.0726
https://doi.org/10.1002/j.2162-6057.2011.tb01092.x
https://doi.org/10.1115/1.4027639
https://doi.org/10.1080/07370024.2013.870393

54

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

K. Goucher-Lambert et al.

Linsey JS, Markman AB, Wood KL (2012) Design by analogy: a study of the WordTree method
for problem re-representation. J Mech Des 134(4):041009. https://doi.org/10.1115/1.4006145
Goldschmidt G, Smolkov M (2006) Variances in the impact of visual stimuli on design problem
solving performance. Des Stud 27(5):549-569. https://doi.org/10.1016/j.destud.2006.01.002
Purcell AT, Williams P, Gero JS, Colbron B (1993) Fixation effects: do they exist in design
problem solving? Environ Plan 20(3):333-345. https://doi.org/10.1068/b200333
Viswanathan VK, Linsey JS (2013) Design fixation and its mitigation: a study on the role of
expertise. ] Mech Des 135:51008. https://doi.org/10.1115/1.4024123

Schneider W, Eschman A, Zuccolotto A (2002) E-Prime reference guide. Psychol Softw Tools
3(1):1. https://doi.org/10.1186/1756-0381-3-1

Chein JM, Schneider W (2003) Designing effective fMRI experiments. Handb Neuropsychol,
2nd edn 9:299-325

Cox RW (1996) AFNI: software for analysis and visualization of functional magnetic resonance
neuroimages. Comput Biomed Res Int J 29(3):162-173

Gorgolewski K, Burns CD, Madison C, Clark D, Halchenko YO, Waskom ML, Ghosh SS
(2011) Nipype: a flexible, lightweight and extensible neuroimaging data processing framework
in python. Front Neuroinformatics 5:13. https://doi.org/10.3389/fninf.2011.00013

Petersen SE, Dubis JW (2012) The mixed block/event-related design. Neurolmage
62(2):1177-1184. https://doi.org/10.1016/j.neuroimage.2011.09.084

Goucher-Lambert K, Moss J, Cagan J (2017) An fMRI investigation of near and far analogical
reasoning during design ideation. Des Stud (submitted)

Moss J, Kotovsky K, Cagan J (2007) The influence of open goals on the acquisition of problem-
relevant information. J Exp Psychol Learn Mem Cogn 33(5):876-891. https://doi.org/10.1037/
0278-7393.33.5.876

Kounios J, Frymiare JL, Bowden EM, Fleck JI, Subramaniam K, Parrish TB, Jung-beeman M
(2006) Subsequent solution by sudden insight. Psychol Sci 17(10):882-890

Leech R, Sharp DJ (2014) The role of the posterior cingulate cortex in cognition and disease.
Brain 137(1):12-32. https://doi.org/10.1093/brain/awt162

Burgess PW, Dumontheil I, Gilbert SJ (2007) The gateway hypothesis of rostral prefrontal
cortex (area 10) function. Trends Cogn Sci 11(7):290-298. https://doi.org/10.1016/j.tics.2007.
05.004

Moss J, Kotovsky K, Cagan J (2011) The effect of incidental hints when problems are suspended
before, during, or after an impasse. J Exp Psychol Learn Mem Cogn 37(1):140-148. https://
doi.org/10.1037/a0021206

Vasconcelos LA, Crilly N (2016) Inspiration and fixation: questions, methods, findings, and
challenges. Des Stud 42:1-32. https://doi.org/10.1016/j.destud.2015.11.001
Goucher-Lambert K, Moss J, Cagan J (2016) A meta-analytic approach for uncovering neural
activation patterns of sustainable product preference decisions. In: Design computing and
cognition conference 2016, pp 1-20


https://doi.org/10.1115/1.4006145
https://doi.org/10.1016/j.destud.2006.01.002
https://doi.org/10.1068/b200333
https://doi.org/10.1115/1.4024123
https://doi.org/10.1186/1756-0381-3-1
https://doi.org/10.3389/fninf.2011.00013
https://doi.org/10.1016/j.neuroimage.2011.09.084
https://doi.org/10.1037/0278-7393.33.5.876
https://doi.org/10.1093/brain/awt162
https://doi.org/10.1016/j.tics.2007.05.004
https://doi.org/10.1037/a0021206
https://doi.org/10.1016/j.destud.2015.11.001

Designing with and for the Crowd: )
A Cognitive Study of Design Processes check o
in NatureNet

Stephen MacNeil, Sarah Abdellahi, Mary Lou Maher,
Jin Goog Kim, Mohammad Mahzoon and Kazjon Grace

NatureNet is a citizen science project that, in addition to collecting biodiversity
data, invites end-users to contribute design ideas to guide the its future design and
development. This paper presents the NatureNet model of crowdsourcing design,
then compares an analysis of the design process to published analyses of traditional
face-to-face design processes. The protocol analysis approach is used to segment
and code the design ideas submitted to NatureNet. We use the Function-Behavior-
Structure ontology as a basis for comparison across the crowdsourced design data
and design data collected in face—face sessions. The primary finding of this paper is
that crowdsourced design results in a different distribution of cognitive effort when
compared to traditional design processes.

Introduction

NatureNet is a citizen science project that encourages non-designers to contribute to
its continual redesign. Society is now facing design challenges on a much larger scale
as we become increasingly global and technological. Design solutions must not only
respond to the needs and desires of their users, but must also be environmentally
sustainable, attractive to multiple cultures, adaptable as technology changes, and
intuitive to potential users. Tim Brown from IDEO proposes that designers cannot
meet all of these challenges alone. The amount of problems to which design might
contribute far exceeds the number of designers in the world, despite the continued
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best efforts of design schools. There is a need to rethink design, and one avenue is
democratization: extending the capability and responsibility of design to all [1].

Crowdsourcing is a term used to describe situations where an open call is made to
a large number of self-selected individuals to provide input to a process [1, 2]. Often
associated with micro-tasks, such as labeling images or transcribing audio recordings,
crowdsourcing may also help designers leverage greater cognitive diversity, among
other potential benefits for the design process [3]. For instance, crowd-collaborative
innovation platforms such as Quirky.com and OpenIDEO.com provide opportunities
for expert and non-expert designers to contribute to design.

These crowd-collaborative innovation platforms and crowdsourced design in gen-
eral have received more attention over the past years [4], but the majority of this work
has focused on integrating the crowd into existing design processes or on modifying
the design process and its organizational structures to improve the quality or hetero-
geneity of the design artifacts [5-9]. This has resulted in a variety of crowdsourced
design models which often rely on either selecting the best design out of many com-
peting designs or iterating between phases of design generation and design evaluation
[10]. Consequently, few of the crowdsourcing design models afford opportunities for
individual crowd members to be involved in all aspects of a single design.

This prior work provides a strong practical foundation for accomplishing crowd-
sourced design; however, they do not include cognitive studies of how the crowd
designs. The design process that arises from the crowd is surely different from that of
traditional design teams, but exactly how has yet to be explored. The question of how
best to utilize and optimize crowdsourced design can benefit from an evidence-based
understanding of it. In this paper, we describe the NatureNet model for crowdsourced
design, present a protocol analysis of the design process followed by NatureNet’s
users, and compare that process to cognitive studies of small, co-located design
teams.

NatureNet: Crowdsourcing Science and Design
Contributions

NatureNet is a citizen science system designed for collecting biodiversity data from
parks, creeks, backyards, and other natural settings (https://www.nature-net.org).
Users are encouraged to participate in the design of the system in addition to collecting
data about the environment at the park [11]. NatureNet is developed as a platform
spanning both desktop and mobile devices, including a website, iOS app, and an
Android app. Supporting these systems allows people to contribute regardless of the
devices that they have available. The website and mobile apps provide four major
functions (see Fig. 1).

Explore: map-based observations, this screen displays observations posted by
users (e.g., a mushroom photo).


https://www.nature-net.org
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Fig. 1 The four major functions of NatureNet as shown on the android mobile app

Projects: project list, this screen provides a project list and each project displays
the project description with observations (e.g., pond water project).

Design Ideas: design idea list, this screen display design ideas posted by users
(e.g. an idea about adding hashtags).

Communities: user and group lists, this screen provides a list of users and groups
with their contributions (e.g., “Reedy Creek”, a local nature center).

NatureNet as a Citizen Science Platform

As a citizen science platform, NatureNet allows users to contribute to ongoing envi-
ronmental projects. To contribute to the projects, users take a mobile device into a
park or other natural environment to gather photographs and notes. A submission or
observation can include a photo, location, project, and comments with information
such as water temperature, air temperature, and water pH. Alternatively, the user can
submit a pdf with more detailed project information.

As an example of a NatureNet citizen science usage, a user may find the project
“Planting for Pollinators” in the app, as shown in Fig. 2. The description of this
project asks contributors to take a photo of a plant or pollinator. They then take
a photo of a flower with a hummingbird pollinating it, add a description and then
submit it. Their observation is shown on a map of submissions to the project, with
the location detected automatically from the mobile device. Other users can engage
with this new observation from their own apps or on a desktop by commenting on or
liking it. Over time the project will elicit many contributions, allowing the scientists
to get a better sense of the distribution of pollinators and plants.
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Fig. 2 Observations displayed on the android mobile app: explore (left), a single observation (mid-
dle), and a project (right)

NatureNet as a Crowdsourced Design Platform

As a crowdsourced innovation platform, NatureNet allows end-users to shape the
design and development of NatureNet. End-users contribute through “design ideas”,
which they can submit when they identify an issue with the existing design, have
suggestions for a new feature, or want to do something new that is currently not
supported. Users can also contribute by commenting and voting on existing design
ideas. While these ideas can include new workflows and ways of using the platform,
many contributions are based on the users’ direct experience with the visual design,
information design, and/or interaction design of the platform.

To draw an example from our data, one user submitted the idea “I suggest allow-
ing users to upload data from low-cost environmental sensors (Water quality, air
quality).” This idea was submitted to the Design Ideas page as a “new feature.” This
idea might require a significant change to the platform but also changes the types
of projects that can be carried out. Other ideas, such as “Can I take a picture of a
plant from multiple angles [as] part of one single observation”, might make the user
experience more seamless but not fundamentally change what NatureNet does. Once
these ideas are submitted, users can comment or vote on the idea. NatureNet team
members can also comment on the idea. The interface for submitting and reviewing
design ideas can be seen in Fig. 3.
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Fig. 3 Design ideas as shown on the NatureNet Android app: Adding a design idea (left), listing
existing design ideas (middle), and viewing details of an existing design idea (right)

Crowdsourced Design in NatureNet

Crowdsourcing design is a way to quickly get a variety of design ideas. This process
has been used with varying success. For instance, there are examples of the crowd
outperforming experts [12], and examples of the crowd proposing obvious and redun-
dant ideas [13]. Consequently, there are many techniques for boosting the creativity
of the crowd such as combining crowd ideas [14]. Another technique for improving
the quality of crowdsourced ideas is to guide design ideas by giving the crowd feed-
back about their contributions or explicit training [15]. Crowds generate many ideas,
and given their potential for similarity [13], many crowdsourcing ideation platforms
implement affordances for voting and for filtering ideas [16]. Through these many
techniques, crowdsourced ideas can provide companies with many designs that have
reasonable quality at relatively cheap prices. This balance between cost and quality is
often made as an argument for and against crowdsourcing. In NatureNet, the crowd is
not compensated monetarily but instead through the satisfaction of seeing their ideas
implemented, through community reputation, and a voting system. This lessens the
need for quality control mechanisms that are typically associated with crowd-work
such as test questions.

In NatureNet, users can post ideas, comment on ideas to improve them or modify
them, and vote. Throughout this process, the design and development team (refer-
enced from here on as the NatureNet team) tracks new ideas, discusses the ideas,
provides feedback about feasibility. The NatureNet team has been made up of one
designer, one design idea moderator, and one to three developers. As the NatureNet
team integrates users’ ideas they often combine multiple related ideas or create fea-
tures that solve more than one problem, to address more design ideas, and save time.
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Fig. 4 Design process model shows how designs are contributed and implemented

This creative combination may lead to new and interesting solutions that are different
but related to the individual ideas proposed by end-users.

The role of the NatureNet team is to manage the process, evaluate comments and
contributions, and then implement the crowd’s designs. We conceptualize this as a
cyclical process of ideation, discussion, and implementation, one cycle of which leads
to a new version of the design. This process allows for the synthesis of crowdsourced
perspectives and the selection of strong ideas by the NatureNet team for integration
into the next version [17]. A design idea can have any of the following status labels,
indicating its progress

Discussing: submitted ideas (this is the initial status of each idea)
Developing: selected ideas for the implementation

Testing: implemented ideas before release

Done: implemented and released ideas,

Figure 4 illustrates the transition from submitting a design idea to implementing
adesign idea in NatureNet. The crowd generates and contributes new design ideas in
the current iteration of the design. The new design ideas can be tagged by the crowd
or the NatureNet team for categorization using hashtags. In addition, the crowd can
choose from a dropdown of the following idea categories when submitting their
idea: new feature, project idea, community idea, and improvement. Design ideas are
searchable by content and tag, which helps the NatureNet team track categories of
design ideas over time.

The NatureNet team oversees the progression of these ideas through the process,
communicating with the crowd throughout. To select an idea, the NatureNet team
considers several aspects such as the idea type, number of likes, number of com-
ments, difficulty of implementation, and priority. Once a design idea is selected for
implementation, the NatureNet team develops prototypes, and evaluates them by
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communicating with the crowd. Once a prototype is implemented, the new version
gets feedback from the crowd and this process iterates to create subsequent versions.

This process leads to a model of design that is very different from traditional co-
located small-team design. The crowdsourced design model adopted by NatureNet
is different from traditional design methods in the following four ways:

Communication (direct, indirect): In a traditional design meeting, designers com-
municate with each other directly. In crowdsourced design, participants communicate
indirectly, typically through a discussion forum.

Synchronicity (synchronous, asynchronous): The discussions in a traditional
design meeting occur at the same time. Contributing design ideas in a crowdsourced
design is asynchronous: they occur at any time.

Proficiency (qualified, unqualified): In a traditional design session, the participants
are selected based on their qualifications for the design problem. In crowdsourced
design, the participants need not be and typically are not qualified in the area of the
design problem.

Optionality (required, volunteer): In a traditional design session, the participants
are required to contribute to the design process. In crowdsourced design, the partic-
ipants volunteer to participate.

A Protocol Study of Crowdsourced Design in NatureNet

In this section, we describe a protocol study of the NatureNet crowdsourced design
process. This study investigates the cognitive processes adopted by the crowd design-
ers, and explores how the four differences above impacted the distribution of cognitive
activities in the design process. Protocols are records of designers’ communications,
usually verbal but increasingly text-based where online technology is involved. Pro-
tocols can be segmented to enable analysis, and this segmentation is based on a
coding scheme. Function-Behavior-Structure (FBS) [19] and Level of Abstraction
[18] are examples of coding schemes for design protocol analysis.

The FBS ontology provides a set of categories of cognitive issues that can be
used to characterize what designers are thinking about during the design process
[19]. In a typical design process, designing an artifact involves a series of elementary
steps which transform, first, the desired “function” of the artifact into its “expected
behavior”; then the expected behavior into a “structure” intended to enable the artifact
to exhibit the expected behavior. After further steps of analyzing the structure for its
“actual behavior” the structure is finally transformed into a design description from
which an artifact may be produced. Reasoning about the function (F) refers to the
manner in which the design object fulfills its purpose, i.e., the designer is working
with the functional aspects of the problem domain. Reasoning about the behavior (B)
concerns the description of the object’s action or process in given circumstances and
often deals with a response to some user action, i.e., the designer is concerned with the
behavioral aspects of the problem domain. Behavior is either derived (Bs) or expected
(Be) from the structure. Reasoning about structure (S) involves the consideration of
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visual and conceptual elements, such as “Pond water”, search-bar, or mobile app.
In addition to these main categories, requirements (R) represent intentions from the
client that come from outside the designer. The FBS coding scheme categorizes
the designer’s behavior based on his/her concentration of Function, Structure, or
Behavior at each stage of the design [19].

The FBS coding scheme provides a standardized vocabulary which applies to
design activity regardless of context. Gero states that “foundations of designing” are
independent of the designer, their situation, and what is being design. Accordingly, all
designs could be represented in a comparable way, as could all records of designing
[20]. The FBS framework makes these uniform representations possible. As such,
FBS allows us to compare synchronous and asynchronous protocols. It allows us to
analyze crowdsourced and non-crowdsourced designs using the same coding scheme.

In traditional design, there are commonalities of process that can be observed
regardless of the design context. Gero et al. [21] surveyed a set of thirteen design
sessions and observed that the design issues that the designers are thinking about as
they are designing, as coded by FBS had many similarities despite design contexts.
They also present “empirical evidence of commonalities across designing indepen-
dent of the designers’ geographical location, expertise, discipline, the specific design
task, the size and composition of the design team, and the length of the design session”
[22].

In the FBS coding scheme, issues can be categorized into problem-focused and
solution-focused. Problem-focused issues are Functions (F), Requirements (R), and
Expected Behaviors (Be). Solution-focused issues are coded as Structure (S) or
Behavior derived from structure (Bs). P-S index is a concentration indicator defined
by Gero et al. [23]. It is calculated as the ratio of number of issues in the problem
space divided by the number of issues in the solution space.

> (F,R, Be)

P-S index =
index (S, Bs)

A design session with a P-S index larger than 1 is a problem-focused designing
style, and a session with a P-S index value less than or equal to 1 is a session with
solution-focused style. We have used the P-S index to understand whether the crowd
moves from a concentration on problem-focused design to solution-focused design
as the usability of the NatureNet platform improves.

There have been several design studies looking at different aspects of design from
creativity to technique and discipline based on FBS ontology [23-25]. Hence, basing
our study on FBS in addition to providing the possibility of achieving comparable
results regardless of the design topics makes the output cognitively comparable with
other more common forms of design.
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Fig. 5 A screenshot of some of the design ideas that were posted by NatureNet users (from www.
nature-net.org)

Design Data Collected from NatureNet

We include 183 design ideas that were submitted to NatureNet by 74 different contrib-
utors in our analysis. These design ideas were collected from the NatureNet website,
mobile apps, and the tabletop version of NatureNet. We did not include data about
voting and comments in the corpus that we analyzed. These 183 ideas were collected
between April 24, 2016 and October 5, 2017. All ideas are included in the analysis,
regardless of whether they were chosen for implementation.

Users could see and interact with all the ideas that were previously contributed by
other users. Figure 5 shows several design ideas captured from the web interface to
demonstrate what end-users would see as they contribute new ideas. Ideas were often
repeated because end-users did not search through previously submitted design ideas
to see if their idea had already been proposed. This is consistent with previous work;
BlueSky shows that crowdsourced ideas often repeat concepts and do not typically
cover the design space [13].

Hypotheses

Considering different characteristics of NatureNet design model compared to tradi-
tional design processes, we hypothesize that the following patterns will be observed
in the crowd data:


http://www.nature-net.org
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e Crowdsourced design ideas from end-users will have a stronger focus on Function
than traditional design contexts because end-users have specific functional needs
that are not provided in the current implementation.

e Crowdsourced design ideas will not focus as much on expected behavior because
users are not experts in user experience design and lack an appreciation of expected
behaviors.

e Similar to traditional design, we expect crowdsourcing design ideas to have a strong
focus on structural aspects of the design. Previous studies of design activities show
that design teams tend to have a larger percentage of time or issues related to the
structure of the design when compared to function or behavior of the design [23,
26, 27].

e We expect NatureNet to oscillate between focusing on the problem and on the
solution. Problems inspire solutions and new solutions may lead to new problems
if the solution is incomplete or ineffective. In design, it is common for the problem
and solution to co-evolve [28].

e The distribution of contributions among participants will be similar to behavior
in online communities. In traditional design sessions, one person can “hold the
floor”, thereby dominating the design session. We expect to see a small portion
of the crowd exhibit similar behavior by submitting a substantial fraction of the
ideas.

Analysis

To analyze the results, we used three coders in a group coding session. Before group
coding, two coders coded independently to calibrate their codes. Their agreement
as measured by Cohen’s Kappa was strong (0.62). An analysis of these codes show
aspects of the crowd design data that was not present in traditional synchronous
verbal protocols of designers and design teams. The crowd participants were often
unaware of design ideas that preceded their own. This lead to a lot of repetition
and re-hashing of the most common design suggestions. We even observed users
repeating their own ideas in cases where some time had passed. This informed the
way that we coded segments in design ideas, leading us to treat each design idea as
being independent of all other design ideas. This is different from traditional design
contexts where each team-member can be considered to be aware of what other team
members or doing and saying.

Results

To provide context for our results, we compare them with empirical results [22, 23]
and a review of prior studies that have analyzed traditional design sessions [21].
To do this, we explored our results in three different ways: (1) the distribution of



Designing with and for the Crowd: A Cognitive Study ... 65

& 45%

8

§ code
5 30% |
%} . Be
= B
§ 15% W

R F Be Bs s D
FBS Code

Fig. 6 The distribution of FBS codes across all of the design ideas received in the NatureNet
platform. See Fig. 7 for a comparison with traditional design

FBS codes, (2) patterns in how users contributed ideas, and (3) temporal trends
in the problem—solution index. We compared crowdsourced design to traditional
design sessions in each of these aspects, providing insight into the differences and
similarities between the two design contexts.

Distribution of FBS Codes in Design Ideas

The distribution of design issues is shown in Fig. 6. This distribution appears to
largely replicate the results of [22], in which three design sessions each employing
a different concept generation technique were coded, shown in Fig. 7. As shown in
Fig. 7, Structure (S) is most common, followed by Analyzed Behavior (Bs), Expected
Behavior (Be), and Function (F); in that order. Our data contains did not contain any
requirements (R) or descriptions (D), so we omit those from our comparison.

The major difference between the crowd and the traditional design contexts is the
frequency of Function (F), which was more common than Be and almost as common
as Bs. We might expect that the lack of D in our dataset would cause all the other
codes to increase proportionately, but the increase has gone almost entirely to the S
and F categories. The higher occurrence of F is mostly likely either related to the
way design ideas were obtained, or the fact that the data is from end-users rather
than designers and therefore tend towards suggestions for new functions.

Obtaining design ideas asynchronously means that each idea occurs independently
of the ideas that appear before it. As a result, there may be less shared context to
reference when suggesting new ideas, and thus less “progress” from F to B to S.
Instead we found that the crowd’s new ideas do not directly reference previously
posted ideas. Since our crowd consists of primarily end-users, who may be motivated
to submit design ideas based on immediate problems stemming from their use of the
platform. Unlike traditional design processes where new ideas are considered within
the broader scope of the design, end-users often suggest ideas independently. This
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Fig. 7 The distribution of design issues (FBS codes) using three different concept generation
techniques [22]. Error bars indicate the variation along each aspect between multiple design sessions
in the review

might reflect a focus on immediate need with little additional context and without
considering the larger scope of NatureNet.

We also explored potential relationships between the design issues that appear
in each design idea. Correlations were computed using Pearson’s Chi Squared Test.
Significance was determined by applying a t-test to the individual correlations and
Holm correction was used to correct for multiple comparisons. Three correlations
were minor but significant: F-S (—0.21), F-Bs (—0.17), and S-Bs (0.31). F likely has
a negative correlation with other design issues because it regularly appears alone in
short design ideas, often those that describe a desired feature in a single sentence.
Some of these ideas did not provide sufficient detail for the NatureNet team to
understand the user’s intent. This may stem from the fact that end-users are not
designers. In contrast, ideas that discussed both Bs and S tended to be analyses of
current features. For example, one idea described a new feature but did not indicate
whether it corresponded to the mobile or web version of NatureNet. More scaffolding
could help non-expert designers be aware of what context is relevant, but this presents
adifficult interaction design problem: users often do not notice or ignore scaffolding.
For example, most contributors did not use the provided dropdown list to indicate if
the idea was a new feature, an improvement, a new community, or a new project.

Given both observations, we can see some initial evidence that F might take on a
more significant role in crowdsourced design where end-users make up a significant
portion of the crowd.
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In traditional design settings, one designer can dominate a conversation by not provid-
ing opportunities for other designers to contribute. This happens when one designer
talks longer and more frequently or when they interrupt others. This behavior may in
turn demotivate and disincentivize participation by others. In asynchronous design
contexts interruption is not possible and the conversation is parallel and distributed.
Regardless, we still observed analogous conversational dominance, as some users
contributed disproportionate numbers of ideas, shown in Fig. 8.
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We analyzed the sequence of submitted design ideas for “streaks”: patterns of
submissions by a single user with no interruptions by others. We also observed many
cases where a large number of ideas were contributed by one user but with brief
interjections from other users. In this analysis, we observed that there were 17 “2-
streaks” (pairs of ideas submitted by a single user), 6 “3-streaks” (trios of consecutive
submissions), one 4-streak, five 5-streaks, and an impressive 11-streak. Submitting
as much as 6% of our data in a row with no interruptions can be considered equivalent
to a designer “holding the floor”. Our interface privileges recently submitted design
ideas, meaning that after a long streak all immediately visible design ideas will come
from a single user.

Participation online is known to be uneven, with “superposters”, users who post
much more than others, often making up a substantial portion of total posts in a
discussion forum [29]. We speculate that, like in discussion forum contexts, super-
posting and sequential posting may be discouraging for new NatureNet users who
have not yet contributed. Investigating superposter behavior and how it is interpreted
by other contributors is an interesting area for future research, as is designing systems
to encourage equitable participation in crowdsourced design.

P-S Index and Temporal Trends

We plotted the P-S Index for the first and second halves of our “design session”, shown
in Fig. 10. The problem—solution index remained relatively consistent throughout the
design session. This consistency is most similar to traditional brainstorming sessions
which also have little variation over time, as shown in Fig. 9. In comparison, the anal-
ysis of the TRIZ and Morphological sessions shows that the first half of the session
is more problem-focused while the second half is solution-focused. NatureNet more
strongly resembles unstructured brainstorming, with new problems and solutions
emerging continually. This does not imply that individual users of NatureNet are
more balanced throughout their design sessions. We can see ideas as micro-design
sessions and the unit of analysis here is the aggregate of those sessions. This analyzed
macro-session was balanced over time. Ideas do not often build on previous ideas;
instead, they are generated independently, and are often not immediately evaluated.

Discussion

In this paper, we compare crowdsourced design and traditional design by analyzing
the design ideas that were contributed to the NatureNet citizen science platform.
Crowdsourced design is different to traditional design sessions in synchronicity,
temporality, expertise, and communication modality. These factors affect the way
that end-users contribute to the design process. The analysis of the crowdsourced
design ideas featured three main aspects: the FBS coding of ideas, user ideation
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behaviors, and temporal trends. These aspects were compared with more traditional
design sessions (i.e., small, co-located design teams) based the review of design
protocol studies in Gero et al. [21]. The differences between crowdsourced and
traditional design include

e Participants in crowdsourced design post more ideas that contain references to
functions than participants in traditional design.

e In crowdsourced design ideas containing function are often presented without
much context, instead focusing on a single new feature.

e Crowdsourced design involved end-users in the design process and end-users do
not usually know what information to include in design ideas for a design team
to make sense of the idea, which suggests that scaffolding to obtain context from
users must be carefully designed.

e In crowdsourced design attention does not oscillate between problems and solu-
tions over time, instead problems and solutions are proposed continually through-
out.

e In crowdsourced design a small portion of users post disproportionately and often
in rapid succession.

One possible explanation for a significant number of ideas coded as Function is that
many end-users have specific things that they want to be able to do with NatureNet.
This would help explain why proposed new Functions frequently appeared by them-
selves as short idea such as “I want to be able to post audio clips.”

In another departure from traditional design, Expected Behavior (Be) appeared
less frequently. We hypothesized that Be would be less frequent in crowdsourced
design because new functions and structures could be explained in terms of existing
behaviors, structures, and functions. On the few occasions that end-users described
expected behaviors they did so from their own personal perspective, often without
considering how it might affect others.
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Due to these findings, future developments in crowdsourced design can include
scaffolding to help users to think more broadly about their design ideas and to include
more relevant information. In our current implementation, scaffolding has had mixed
success. Suggesting hashtags does appear to increase their usage, but on the other
hand our dropdown list of design categories was mostly ignored. It is difficult to
conclude from this single study whether users’ reticence to indicate the category of
their submission reflects the behavior of the crowd or a usability issue.

Design ideas in NatureNet were more focused on solutions than problems. This
focus did not vary much over time, which contrasts with the transition from problem-
focused to solution-focused thinking observed in most design activities. An exception
to this is brainstorming, which also tends to focus on solutions throughout the design
session. Our crowdsourced design appears to be similar to brainstorming in this
respect, although the balance between problems and solutions is different.

We observed that a small portion of users were responsible for a large proportion
of design activity. While these behaviors were not meant to discourage others or
dominate the design, their behaviors may have that effect on other users. If we refine
the design of NatureNet based on the design ideas of the crowd, and 50% of the
crowd’s design activity is made up by just a few contributors, then we are designing
NatureNet for those few people. The intent of crowdsourcing is to democratize par-
ticipation, but this would more strongly resemble an oligarchy. Understanding how
ideation patterns affect other contributors is an area for future research. End-users
are a community and so the interactions between members and aspects such as equity
and inclusion need be considered.

In summary, users’ ideas are rooted in their experiences and they express solutions
from their own perspective without considering the broader context in which the
solution exists. This is to be expected since they are not designers. Furthermore,
users did not appear to be aware of the ideas of others, often posting duplicate or
highly similar solutions. Like brainstorming, the focus on problems and solutions
did not change much over time, but with a slightly higher emphasis on solutions
compared to brainstorming.

Limitations

We have presented the results from an extended crowdsourced design session; how-
ever, the results may not be representative of all crowdsourced design contexts.
Crowdsourced design often integrates the crowd at discrete points in time such as
during idea generation, evaluation, or modification. In those contexts, the crowd is
may not be aware of the overarching design problem, goals, and solution. In our
context, end-users have the option to be involved throughout most parts of the design
process. They can suggest an idea, discuss the underlying problem, and actively
develop solutions with other users and the design team. Although these things are
possible, we observed that users did not always receive feedback, they often were not
aware of other similar ideas, and they may not share a collective vision for the design
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of NatureNet. Our notion of design is more similar to traditional design settings than
discrete micro-task-based crowdsourced design. Our results compare the crowd to a
design team, even though individual cognitive processes may differ. Finally, while
design fixation is possible in any design setting, our crowd consists of end-users that
are familiar with the existing system and its features. It is likely that this led to some
amount of design fixation.

Conclusion

In this paper, we explore the design ideas that were submitted to the NatureNet apps
by its end-users. These crowdsourced ideas are intended to improve the NatureNet
platform, and can be considered a multitude of “micro design sessions”. We analyzed
183 design ideas and compared their content, distribution, and temporal trends with
those of traditional design settings.

We have found that functions appear more frequently in this context, that prob-
lems and solutions appear consistently throughout the design lifecycle, and that a
few users produce a large percentage of ideas. These findings have implications for
crowdsourced ideation platforms and for systems that accept design ideas from their
end-users. Further research includes: evaluate the quality, diversity, and creativity
of the design ideas, and to develop affordances for a broader range of end-users to
contribute and to consider the ideas of others on the platform.
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A Comparison of Tree Search Methods )
for Graph Topology Design Problems

updates

Ada-Rhodes Short, Bryony L. DuPont and Matthew I. Campbell

In this paper, we discuss the relevance and effectiveness of two common methods for
searching decision trees that represent design problems. When design problems are
encoded in decision trees they are often multimodal, capture a range of complexity
in valid solutions, and have distinguishable internal locations. We propose the use of
a simple Color Graph problem to represent these characteristics. The two methods
evaluated are a genetic algorithm and a Monte Carlo tree search. Using the Color
Graph problem, it is demonstrated that a genetic algorithm can perform exceptionally
well on such unbounded and opaque design decision trees and that Monte Carlo tree
searches are ineffective. Insights from this experiment are used to draw conclusions
about the nature of design problems stored in decision trees and the need for new
methods to search such trees and lead us to believe that exploitative methods are
more effective than rigorously explorative methods.

Introduction

Al tree searches are a common method for the creation of generative designs. This
requires the problem to first be represented as a decision tree. Problems represented
as decision trees have a benefit over conventional numerical optimization because
the design space can have arbitrary complexity as opposed to being limited to a fixed
vector of decision variables as in optimization.

Therefore, in this paper, we are exploring tree search methods for finding the best
solution to a design problem. It is our conjecture that the design decision trees we
define in this paper are different from typical tree search spaces explored by computer
scientists. For example, the majority of tree search problems can be defined as path-
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planning problems or game trees. Path-planning trees are distinguished by the fact
that the tree terminates at easily discernible goal states and the tree often contains
monotonicities in approaching that goal. Game trees also terminate in goal or end-
game states despite the fact that two or more agents control the decision making and
are typically operating under counterproductive utility functions.

Design decision trees are marked by four unique qualities. First, they are often
multimodal. There is rarely a monotonicity in the metrics that can be used to guide us
toward a solution. Second, the solutions are of unbounded complexity meaning that
nonterminal states in the tree can be a valid solution even though additional decisions
can be made on them to make more complex solutions. As result, there is no clear
sense of a valid goal state, and in some cases, even the starting seed may be seen as a
valid solution. Third, because design decision trees are often comprised of a structure
(in this paper we use a graph structure), the design has locations within it that can
be leveraged in the subsequent decision making. For example, if a generative graph
grammar [1] is used to define transitions in the decision tree, then the mapping of
the left-hand side of grammar rules through the recognition process may be reasoned
about with some independence from the application or change produced by the rule
(as indicated by the right-hand side of the rule). Finally, design problems often
contain states that are not evaluable. This means that the effect of each decision
cannot be readily determined if the resulting state does not update the defined metric
of quality. As a result, sometimes multiple cascading decisions are required to arrive
at an evaluable state. For example, the comfort, dynamic response, or aesthetics of
a bicycle cannot be determined without completing decisions on all relevant parts
such as the drive-train, frame, wheels, and suspension. Sometimes predictions can
be made but within an automated process, the effort to make such predictions would
be significant over merely invoking a few more decisions to arrive at an evaluable
state. We refer to this final quality as opaqueness.

Typically, deterministic methods like best first search (e.g., A* [2]) are used in
path-planning algorithms, but these are rarely useful for the generic class of “design”
trees that are described here. G for searching trees—also known as Genet [3]—has
stagnated in recent decades in favor of the more generic concept of Monte Carlo Tree
Search (MCTS) methods [4—-6]. However, the capabilities of these methods for prob-
lems portraying the four characteristics above (multimodality, unbounded, location,
and opaqueness) is not well studied. This paper is a first attempt at exploring these
methods to understand which are most applicable to design problems represented as
decision trees.

Aims

This paper aims to establish an easily evaluable test problem to explore how different
tree search methods perform as applied to graph topology design problems. In this
paper, an emphasis was placed on the clear description of the implementation and
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methods for the purpose of repeatability, and to lay a foundation for future work that
uses other methods and approaches to study the Color Graph design problem.

Significance

This work has profound potential significance in the field of automated design for
three reasons. First, it describes a class of problem that is rarely studied in the abstract.
Second, it establishes a standard evaluation metric for unbounded opaque topological
design problems. Finally, it presents findings that are widely generalizable to many
real-world automated design problems.

Problem Definition

The unbounded opaque design decision tree problem has three unique qualities. They
are (1) multimodal and non-monotonic, (2) unbounded, and (3) contain multiple
internal locations.

Multimodality complicates the design and analysis of a system. This is because
the design cannot be evaluated until it is complete, as early choices may be a good
in the beginning but lead to complications later on. An example of this would be
constructing a multistory building to minimize cost. If a choice is judged by its
value before the building is completed, then it will likely not have a foundation can
sufficiently support later levels. However, if the whole building is designed first and
then evaluated, the designer will be able to determine if the foundation was sufficient.

The arbitrary complexity of the unbounded opaque design decision tree creates
further complications. Traditional tree search methods are capable of finding an
optimal solution in a bounded tree, but because this class of design decision tree can
have a potentially infinite number of choices the problem become intractably large
and no state can be described as globally optimal.

Multiple internal locations make the problem more complex. A new location is
added to the system as it is constructed, resulting in a factorial branch factor. This
means that the problem can become intractably large very quickly, and it becomes
impossible to significantly sample the space.

Potential Applications and Generalization

While the exploration of unbounded opaque design decision trees is academically
interesting for their own sake, this work is broadly generalizable to many applications.
Including Automated Metallic—Organic Framework [7] design (directly inspired this
work), architectural design [8], mechanical structures [9-12], piping systems like
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HVAC [13], and truss design [ 14—16]. It should be noted that Color Graph is capable
of being feasibly represented as a binary GA which may not be true for all design
problems, however insights gained should still be generally applicable.

Method

In this paper, we present the results of two methods applied to the same design
problem. A simple design problem was created that can be evaluated in a very short
amount of time, roughly 0.001243 s on the machine that was used for this experiment.

The Color Graph Design Problem

A Color Graph is a directed graph composed of a seed node, ng, to which red, orange,
yellow, green, blue, or violet colored nodes are added. In addition to the seed node,
colored nodes can be added to other colored nodes already existing in the graph.
Figure 1 shows three examples of Color Graph candidates found in the search tree.

The design decision tree for a Color Graph alternates between location decisions
and color decisions. There are six branches coming off the root representing the six
potential colors for the added node. From each of those six color options, there are
two branches representing potential locations in the Color Graph to add the next
node. One for the Color Graph seed node, ng, and one for the first node added, n;.
From each of those location options the design decision tree branches again with the
six color options. The design decision tree continues to repeat this way between color
and location, with the number of location options increasing every time a node is
added to the Color Graph. Figure 2 shows the design decision tree and corresponding
Color Graph for the first four nodes added.

The edges of a Color Graph design determine its quality. The edge’s scores are
determined by the source node and target node of each edge. For the case study
presented in this paper, the edges have three arbitrary properties:«, §, and y, with a

B o ®

Fig. 1 Three examples of a color graph
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range of —5 to 5. These edge properties are independent and are randomly generated.
When a completed Color Graph is evaluated, the scores for each edge are summed
giving a three-dimensional score [Za, 2B, Ey]. Then, the design is rated on its
proximity to a target score, which was [0, 0, 0] for this paper. Table 1 shows example
edge scores for a Color Graph, and an example Color Graph is scored based on its
edges in Fig. 3.
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Figure 3 shows an example of how a Color Graph is scored using the edge prop-
erties from Table 1. The edge between ng (the seed node) and n; (the orange node)
has an « value of —0.22, a § value of —3.98, and a y value of —4.52. We sum these
with the edge scores from the remaining four edges and get totals of « = —2.72,
B = —2.10, and y = 3.04 or as a three-dimensional coordinate in a design space
[—2.72, —2.10, 3.01]. We compare this to our target design score of [0, 0, 0] and
determine the quality of the design by its proximity to the target. This can be found
by calculating the distance between the two points using Euclidean distance, giving
the design a final quality score of 4.59. A perfect score would be a 0 meaning that
the design perfectly recreated the target design.

The Color Graph problem exhibits all of the properties of interest of the design
decision tree. The design objective function for evaluating solution quality is mul-
timodal and non-monotonically related to the number of nodes present in the Color
Graph. For example, if the Color Graph in Fig. 3 was only the first four nodes of a
larger design and a designer added a red node to n, then the design quality would
improve, but if a designer added a violet node to n; the quality of the design would
decrease. This problem is compounded by the opaqueness of the design decision tree.
The Color Graph design process is opaque as the final design performance cannot
be determined from the performance of an incomplete Color Graph design. In many
real-world cases, opaqueness exists in designs that are not immediately or intuitively
obvious to a human, due to a large number of sensitive design variables and multi-
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modality of the design. The Color Graph design decision tree is unbounded because
it has no set limit on the number of nodes that can be added to the Color Graph.
Last, it possesses an increasing number of internal locations, as the locations where
nodes can be placed increases with the number of nodes already present in the Color
Graph. This gives the design decision tree for the Color Graph a branching factor of
n x 6, making its growth both geometric and factorial. Figure 4 shows a subsection
of the Color Graph design decision tree with nine levels (selecting node color five
times and node location four times).
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Fig. 4 A section of the design tree for a color graph
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Algorithms Evaluated

Two algorithms were evaluated on their ability to design a Color Graph. The chosen
algorithms were a genetic algorithm [17] and a Monte Carlo tree search [4]. We
implemented both methods in the 2017 edition of MATLAB [18].

Genetic Algorithm

A Genetic Algorithm (GA) is a metaheuristic design algorithm inspired by natural
selection. GA is one of the larger class of bioinspired algorithms called Evolutionary
Algorithms (EA). For the Color Graph problem, the individual graph designs are
represented by a set of chromosomes representing the location where a node is
added, and the color of the added node. For example, a chromosome could be [red,
seed; blue, node-1; green, seed; yellow, node-2; blue, node-3] as shown in Fig. 5,
additionally, we can say the length of the set of chromosomes is itself defined by
an additional chromosome that was not varied during these trials. The effect of
modulating the length though can be explored in future work.

The algorithm starts by randomly generating 100 parent solutions. The algorithm
then rates each solution with a fitness function, in this case, the Color Graph edge eval-
uation. The 10 top-performing individuals are copied into the next generation. The
remaining 90 spots in the next generation are filled with the offspring of two parents
randomly selected from the previous generation. Next, there is a small probability
that a node color will randomly mutate. The GA is performed for 20 generations,
and the final design is recorded.

Node Color | Location
Added | Added
1 Red S
2 Blue 1
3 Green S
4 Yellow 2
5 Blue 3

Fig. 5 Example color graph with chromosome [red, seed; blue, node-1; green, seed; yellow, node-2;
blue, node-3]
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Algorithm1: GeneticAlgorithm

Input: Number of nodes N, and edge properties a, 8, and y, target
properties t, generation size b, and number of generations G.

Output: A color graph design

Randomly generate b offspring
2. Compute offspring’s «, B, y properties
3. Compute offspring on proximity to ¢
Loop Process
4 forg=2: Gdo

5. Clone top 10 offspring to new generation
Loop Process
6. for offspring 11: b
7. Select random parents biased to stop
sconng of last generation
8. Select chromosomes randomly from parents
9, Randomly mutate chromosomes

Fig. 6 The genetic algorithm

The GA’s greatest advantage is not its ability to search a tree in the traditional
sense, but instead, they generate a constantly improving set of completed solutions.
This has two advantages: (1) GAs find completed solutions, and (2) they do not have
to follow a traditional search path and can make large moves to completely new
branches. One potential weakness of the GA is that while it can quickly find a good
solution, it is highly stochastic and there is no guarantee that the GA will converge on
a globally optimal solution. Genetic algorithms have a tendency to become fixated on
aregion and never explore beyond it unless a serendipitous mutation should arise to
introduce new regions of improvement. So, one could prescribe a level of quality that
is considered good enough and running the GA until the level of quality is reached.

Each of the 100 solutions in all 20 generations was evaluated and had its design
and the quality score recorded in a cell array. When a new generation was created,
the top 10 offspring in the previous generation were copied into the new generation.
Next, a normal distribution with ¢ = 8 and © = 0 was used in a Cumulative
Density Function (CDF) to select two parents. Two random values between 0 and
1 were generated and used to look up the inverse value in the normal CDF. These
numbers would correspond to the rank of the two parents. The chromosomes of the
offspring were randomly selected from the two parents, with equal frequency. Next,
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the random mutation would occur. For each added node, there was a probability of
0.05 that it would randomly mutate to a different color. This would preserve the
overall structure of the Color Graph while switching the design decision tree to a
different, but a similar branch. The best scoring design was recorded into the final
results, along with the number of generations needed to reach the design. The GA
algorithm is shown below in Fig. 6.

Monte Carlo Tree Search Algorithm

A Monte Carlo Tree Search (MCTS) is a type of heuristic search algorithm that is
often used in the analysis of games. MCTS consists of four basic steps: (1) selection,
(2) expansion, (3) simulation, and (4) back-propagation. During selection, MCTS
uses a policy to select the best option currently available. A policy is a set of rules
developed by MCTS that dictate what decisions should be made. Starting from the
root node, the seed in a Color Graph, the search traverses until a leaf is reached in the
decision tree. When a leaf is reached, MCTS begins expansion. During expansion,
MCTS adds the next round of potential choices to the branch. MCTS then performs
simulation, consisting of selecting a leaf node that was just added and randomly
sampling the potential branches beneath it until completed designs have been gen-
erated. The completed designs are then scored on quality. Finally, quality scores are
back-propagated through the branch and back to the root, expanding on the previous
policy by adding one more level of informed decision. This is performed for all the
adjacent leaves at this level.

One reason for interest in MCTS is that it has been successfully applied to similar
problems trees in game theory before [19], however, when applied to problems that
could be classified as unbounded opaque design decision trees, MCTS has been
shown to have inferior performance. A motivation for studying and publishing this
work is to better understand and describe why MCTS underperforms on unbounded
opaque design decision trees, such as Color Graph.

The best implementation found to store the quality scores of nodes was inside
a digraph object (a graph with directed edges) in MATLAB directly [20]. Starting
at the root location (the Color Graph seed), the design decision tree was expanded
to add the six possible color choices. A sample of 100 random designs was taken.
The sample size of 100 was selected after performing a parameter sweep on sample
sizes to determine what generated a policy the most effectively. To compare MCTS
more directly to the GA, parallelization of the search was not used. This was to
create a baseline for comparison showed the general feasibility of the method, not
the computer’s ability to brute force the problem. In order to keep MCTS from
running for an infeasibly long time, a time was implemented that stops MCTS after
20 min has elapsed and records the current best quality score and policy. The MCTS
algorithm is shown in Fig. 7.
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Algorithm2: Monte Carlo Tree Search

Input: Number of nodes N, and edge properties a, 8, and y, target
properties t, samplesizes.

Output: A color graph design

INITIALIZATION
1. Select the root node
SELECTION
Loop Process
While design policy has not reached length n
While design policy exists
Select branch with the best score
End while
EXPAND
If terminal leafis alocation in the color graph
Add six new leaves representing color options
Elseifterminal leaf is a color decision
Add a number of leaves equal to the number of nodes in the
color graph
10: Endif
SIMULATION
Loop Process
11:  While new unexplored leaf exists

bk

D 00~ O

12: Generate s random completed design branches
15: Calculate the average score for decision tree leaf
14:  End while
BACK PROPAGATION
15 While current node= root
16: Select node back one level in the branch
7 Compute the average score for that node based on
SIMULATION

Fig. 7 Monte Carlo tree search algorithm

Experimental Setup

For both the GA and MCTS method, we conducted an experiment in which Color
Graphs with 3, 5, and 10 added nodes are designed. Each algorithm explores graphs
of variable sizes because the unbounded nature of the design decision tree means
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that more choice could always be made, therefore it is important to study how each
method behaves as the size of the decision tree grows.

For each method and size of Color Graph 10 trials were performed. Ten sets of
random edge properties were generated prior to performance of the experiment, one
for each trial. This was to ensure that the results would not be biased due to of a
single set of properties, and enables comparison across methods and graph sizes.

The metrics of interest are the quality score of the designed graph, the length of
time needed to reach the solution, and the number of graph designs analyzed during
the process. Additionally, we recorded the number of generations before the solution
was discovered (for the GA), the depth of the policy (MCTS). This allowed us to
gain additional insight on the capability of the methods, even if they fail to generate
a completed design within the allotted 20-minute limit. The best Color Graph from
each trial is stored in a cell array for later review.

In addition to the GA- and MCTS-generated Color Graphs, purely random Color
Graphs (consisting of randomly chosen colors placed in random locations) will be
generated for each trial as a control, and analyzed as a baseline for comparison.

Results

The entire experiment took approximately 7 h and 45 min to run on an ordinary
desktop computer with a 3.4 GHz Intel Xeon CPU [21] and 16 GB of RAM. A
summary of the mean algorithm scores (with 0 being the best possible score) is
shown in Fig. 8.

Mean Score of Algorithms
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Fig. 8 Summary of mean scores
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Three-Node Color Graph

In the first test, each method was used to generate a Color Graph with three added
nodes, and we performed 10 trials for each of the methods. The methods were scored
on their ability to improve Color Graph quality, with a best possible score of 0.
Table 2 shows a summary of the results.

The best performing method was the GA with a mean score of 1.044, and a standard
deviation of 0.457. MCTS had a mean score of 6.6296 and a standard deviation of
2.453. For this size, MCTS was only marginally better than the control and was 1.84
standard deviations away from a purely random design. The purely random control
had a mean score of 7.945 with a standard deviation of 0.712.

Five-Node Color Graph

Again, the best performing method was the GA with a mean score of 0.9843, and
a standard deviation of 0.413. MCTS had a mean score of 6.9008 and a standard
deviation of 3.89. This significantly outperformed the purely random control, with a
mean score of 10.59 and standard deviation of 0.929, but still performed much worse
than the GA. Table 3 shows a summary of the results.

Another notable result is that for the five-node Color Graph, only three of the
10 MCTS trials successfully developed a full five-step design decision tree policy
during the allotted 20 min. The other seven trials were only able to develop a four-
step design decision tree policy, meaning that the final node’s location and color are
indeterminate and the final score was based on expected value if the branch were to
be randomly completed. For comparison, the run that took the longest only lasted
11.6s.

Ten-Node Color Graph

As in the first two tests, the best performing method was the GA with a mean score
of 0.9290, and a standard deviation of 0.393. MCTS had a mean score of 9.774 and
a standard deviation of 5.54, which is worse than the five-node test, still better than
the control. The purely random control had a mean score of 16.07 with a standard
deviation of 1.29. Table 4 shows a summary of the results.

During the ten-node test, MCTS completely failed to generate a completed policy
within the allotted 20 min. In four of the trials, MCTS developed a five-node design
decision tree policy, in five trials it developed a four-node design decision tree policy,
and in one trial it only developed a three-node design decision tree policy. The longest
the GA took to complete was 21.3 s.
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Discussion of Results

Analysis of the results leads to several interesting observations.

The first and most obvious observation is that the GA significantly outperformed
MCTS in both quality score and runtime with a p-value of 0.0001 or less in all three
cases. This was likely related to the branching factor of the design decision tree being
n x 6 resulting in a tree that rapidly becomes too large to feasibly search. MCTS
struggles with this because it must search through the actual tree in order to find good
design solutions. The GA avoids this problem by not relying on the design decision
tree structure, and instead, working directly on designs.

It is expected that this observation is broadly generalizable outside of these two
methods. For example other Evolutionary Algorithms (EA) that work directly on the
Color Graph without considering the design decision tree would likely be able to
find a solution relatively quickly, on the other hand, algorithms that search through
the design decision tree directly, such as an Ant Colony Optimization (ACO), are
likely to fail to find particularly good solutions.

A second notable result is the usefulness of MCTS was very sensitive to the size of
the Color Graph. For the three-node Color Graph, MCTS did not significantly perform
better than random (p-value of 0.1205), because it was not able to find a particularly
good node due to how large the design decision tree becomes. However, as for the
five-node Color Graph test, MCTS performs significantly better than random (p-value
of 0.0091). This appears to be because MCTS is capable of finding an okay solution,
but as the problem grows larger pure random selection performs increasingly poorly.
However, the capability of MCTS is limited as the problem size continues to grow
because the runtime needed quickly becomes infeasible.

Conclusion

Based on the results of the experiment, it can be concluded that a Genetic Algorithm
(GA) is much better suited than a Monte Carlo Tree Search (MCTS) to the problem
of designing systems with design decision trees that are multimodal, unbounded, and
contain multiple internal locations. In future work, we hope to explore this further
and validate that it is a result of how the methods utilize the design decision tree
different.

Additionally, it has been shown that the Color Graph design problem serves as a
good benchmark for the study and comparison of various forms of automated design
methods in real-world unbounded problems. The designs of Color Graphs can be
evaluated at a rate of approximately 1000 graphs per second on commonly avail-
able desktop computers while preserving characteristic multimodality, unbounded
complexity, and multiple internal locations.
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Future Work

Future work will focus on further exploration of the Color Graph design problem
using a wider variety of methods. Additionally, experimentation will be performed to
explore questions of option design complexity, the complexity of design properties
and behavior, and the development of new and novel methods for automated system
design.
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Externalizing Co-design Cognition )
Through Immersive Retrospection

updates

Tomas Dorta, Emmanuel Beaudry Marchand and Davide Pierini

This paper presents an insightful explanation of designers’ experience over time
during immersive co-design sessions. The data was collected through immersive
retrospection interviews here used to assess a co-design activity. Three teams of
two proficient designers individually self-evaluated their perceived experience by
observing an immersive video unfolding their respective co-design sessions inside a
social virtual environment (Hyve-3D). Pinpointed shifts in these experiences guided
subsequent individual immersive retrospection interviews, sparking the externaliza-
tion of covert aspects of participant’s co-design cognition. Analysis of these verbal
accounts resulted in interesting insights about how designers’ cognition proceeds
during co-design activities, further pointing to the scaffolds of their evaluation of
design ideas. Findings suggest that there frequently are parallel processes occurring
in individuals’ minds. We observed that internal ideation was mostly associated with
optimal experience.

Introduction

With today’s advent of virtual reality as consumer product, a lot of former usages
of this technology are now being updated. Different uses have been developed, for
example for training purposes (surgery, aviation, etc.) or for psychological inter-
ventions (phobias, PTSD, etc.). Of course, in the domain of computer-aided design,
virtual reality represents a stepping-stone to help architects, designers and stakehold-
ers to design and be inside their projects. The immersion places the users within their
virtual realms. However, for researchers the ‘cognitive realm’ of what happens in the
designers’ mind remains concealed.

T. Dorta (X)) - E. Beaudry Marchand - D. Pierini
Hybridlab, University of Montreal, Montreal, Canada
e-mail: tomas.dorta@umontreal.ca

© Springer Nature Switzerland AG 2019 97
J. S. Gero (ed.), Design Computing and Cognition ’18,
https://doi.org/10.1007/978-3-030-05363-5_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05363-5_6&domain=pdf
mailto:tomas.dorta@umontreal.ca
https://doi.org/10.1007/978-3-030-05363-5_6

98 T. Dorta et al.

This paper presents the results of our endeavour to unveil designers’ covert mental
processes, using a social virtual reality (VR) design tool as a strategic device to access
their cognition. This way, we wish to explore what were to happen if this technology
was used not only for assisting the design process, but also o place the users within
their own inner realm along with the researchers. Pairs of professional designers co-
realized an ad hoc project in a virtual environment that was then instrumentalized for
digging into co-ideation mechanisms through designers’ experience. We collected
data about affective states and shifts in affective experience in order to identify the
moments during which something relevant occurred. We used these key moments to
explore designers’ cognitive activity through retrospectives interviews.

The results unveiled internal processes occurring parallel to overt information
exchanges concerning ideation and self-evaluation activities; these aspects were
often observed when designers were in an optimal experience. Furthermore, we
explained some unspoken repercussions between participants’ experience. The find-
ings shed new light onto internal evaluation processes taking place simultaneously
during idea propositions, even before the representation, going beyond the appraisal-
after-exteriorization of Schon’s model of reflection-in-action. The study generates
new shades to be addressed in further research related to the source of the pleasant
aspects of ideation, motivated either by internal process or sketching.

Previous Work

Accessing Designers’ Cognition

In design, cognitive activity underlying idea generation (ideation) has mostly been
studied through the analysis of verbal reports: interviews, dialogues analysis and
protocol analysis, often used in design cognition research [1]. The latter is based on
the think aloud technique, which requires designers to “speak their thoughts” during
the activity of designing; meanwhile, their verbalizations are collected often along
with a video recording showing their overt behaviour. Then, such verbalizations are
segmented and analyzed as objective data from which cognitive activity is inferred
[2]. Since verbalizations are collected during the activity (concurrent protocol anal-
ysis), designers have to tell what is in their minds (contents) as well as what they are
mentally doing (process) in the very moment when this happens; therefore, memory
biases and subjective interpretations are avoided. Yet, a part of designers’ mental
activity can remain covert: while thinking aloud designers seem to deeply cogitate
during the silences in between the verbalizations [3]. In fact, during ideation sudden
insights [4, 5], visual-spatial as well as perceptive processes [6—8] could be active and
might not be compatible with (slow) verbalizations possibly requiring full attentional
resources.

Another way to obtain verbal reports about design thinking is to ask designers how
they built their design retrospectively, i.e. after an ideation session [9—11]. In order to
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support memory recall, video recordings of the session can be presented. The major
drawbacks of retrospection rely on that people could forget and not report something
that was in their working memory and, because of designers’ interpretation of the
situation, they could report something that did not actually occur [2]. It seems that
concurrent and retrospective protocols give similar results when analyzed using a
process-based coding scheme [12]. However, in another study, concurrent protocols
seemed to reveal mainly data related to the procedure used to carry on the activity at
hand (i.e. what I am doing), while retrospective protocols, beside information about
the procedure, allowed to access the reasons behind people’s behaviour (i.e. why I
did something) [13].

Co-design

During collaborative ideation, part of the thinking processes might be naturally ver-
balized because designers need to share knowledge about the project, explain their
solutions, ask questions, and express opinions about the solution [14]. However, the
need for communication with teammates is likely an additional task rather than an
externalization of designers’ thoughts. For example, explaining the idea I have in
my mind could not reflect the cognitive activity that generated such specific idea,
but rather the need of finding a way to transmit it to the teammates. Moreover, non-
performance related inner speech (such as self-criticism, self-rewarding and social
assessment) can still occur as a result of the appraisals processes without being exter-
nalized during conversations [15]. Therefore, a part of the cognitive activity can still
remain hidden.

Designer’s Experience

Comparably to visual-spatial and perceptive processes, appraisals of the on-going
design situation and the related affective states specifically related to non-verbal com-
munication and potentially driving designers’ behaviour are barely represented in the
language [16]. This is why we chose to directly use the assessment of the designer’s
subjective perception of the unfolding activity, namely their experience. Safin et al.
[17] developed a high-granularity (i.e. high sampling rate) designers’ experience
evaluation coined Design Flow 2.0 based on retrospective self-observations in order
to avoid interruptions of the design activity. This framework stands on the notion of
optimal experience [18] measured using a two sliders interface enabling the contin-
uous assessment (1-second resolution) of the perceived challenges and skills levels.
The different balances between these levels result in a characterization of four gen-
eral experience states, namely, stress (high challenges and low skills), flow (high
challenges and high skills), control (low challenge high skills) and disengagement
(low challenge and low skills) [17]. The state of flow is considered being an optimal
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experience because it has been associated with better performance and with a positive
affective state [18].

However, the limitation of this framework resides in the fact that participants are
required to remember what happened, yet without providing an insightful explanation
(rationale) of what was the cause of different experience states and their transitions.
For example, if one participant rated a sequence of events as stressful, researchers
have to interpret the cause of such state.

Immersive Retrospection to Access Experience Rationale

To overcome this shortcoming as well as to access covert cognitive activity, we used a
twofold approach previously implemented [19]: (1) an immersive retrospective self-
observation and (2) an immersive retrospective interview. In order to support the recall
of previously lived events, we placed participants in an immersive video. This offers
a viewpoint similar to that of the direct observation of the scenes occurring when
the original activity was conducted [19]. By using virtual reality for immersion in
past events, we intended to go further than traditional video self-observations (using
conventional flat displays) by taking advantage of improved spatial awareness and
embodiment in supporting the recall of the events. Such immersive videos were
obtained using a 360° camera, pan-tracking the subject’s position or their line of
sight in post-production before the self-observations. It is also possible to use a
recording of the immersive viewport itself, giving the same perspective(s)-taking
during the sequence of events occurred in the virtual environment. Based on this
twofold approach, it is possible to first immersively collect high-granularity data of
the participant’s experience and then to gather rich explanations of its underlying
covert mental activity through a semi-structured immersive retrospective interview.
In this study, we used a social virtual reality co-design system (Hyve-3D™) [20] not
requiring VR glasses in which each user has a tablet for sketching and interacting
(Fig. 1). During the interviews, we asked designers what they were thinking and what
caused changes in their experience state.

Methodology

The study was conducted with six professional designers/architects paired in three
teams of two (three females and three males). Each designer had worked with his/her
teammate on occasions prior to the studied co-design sessions. Following a design
brief of an ad hoc project (5 min.), namely proposing a new concept for a self-
sufficient eating area of a campus building, each team was given a 20-minute period
in the virtual reality collaborative sketching environment to proceed freely with the
design activity. We here opted for a co-design setting to make straightforwardly
observable exchanges (verbal and graphical not analyzed in this study), content that
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Fig. 1 Immersive co-design sketching system (Hyve-3D) used during the co-design sessions (left)
and the immersive self-observations experience assessment (right)

would ultimately serve as a reference to support the participants’ recall of events
during the retrospection process. Further analysis in future studies could put findings
in perspective with considerations of overt behaviours.

Within the hour following each session, each participant underwent a 20-minute
high-granularity experience assessment through immersive self-observation taking
place in the same immersive co-design system. Using the Design Flow 2.0 method
[17], designers were called to evaluate the evolving levels of their perceived chal-
lenges and skills in dealing with the design sessions. They faced an immersive record-
ing of the team’s co-design session’s unfolding in the virtual environment along with
a synchronized audio recording of their conversations.

After collecting this time-mapped experience data, preliminary visualizations of
the fluctuations in designers’ experience state (i.e. stress, flow, control, and disen-
gagement) were produced and analyzed to extract key moments that would serve to
frame the immersive interviews (Fig. 2). The selection of these key moments stood
on the assumption that changes in experience state indicated subjectively impor-
tant moments, and thus would provide relevant anchors that could act as the starting
point for recollection on events of interest. This way, in the weeks following the orig-
inal sessions, researchers conducted an immersive retrospective interview structured
accordingly to these key moments, in order to obtain an insightful explanation of
participants’ experience during the co-design activity. Last, two additional questions
were asked during brief exit interviews regarding the immersive retrospection tech-
nique concerning: (1) how well they remembered the co-design activity (extent and
depth of memories) and (2) the embodiment and the gestures looking at the immersive
video (vigour of experience). Qualitative content analysis of the interview reports in
the form of in vivo, descriptive and simultaneous coding lead to the generation of a
set of codes used to describe a variety of co-design-related elements (such as intents
and events) namely here as aspects, explicitly evoked by the participants (Fig. 3).
Those aspects were associated with them in term of co-occurrences (i.e. simulta-
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w o n 2 B w 1B ® 17 1w 1w 2A

Fig. 2 Sample (participant P4) of experience states assessment and key moments selection (in red)

Flow Control
In my mind Usability (positive) ses—
Sketching Inmy mind  se—
Ideation Location e
Good idea Explaining se—
Clear idea Clear idea e—
Proposal Discussing sem—
Self-criticize Time pressure s

Understanding
Usability (positive)
Dimensioning
Decision making
New location

Other's representing

Stress

Self-criticize
Usability (problematic)
Lost

Disengagement

Usability (problematic)
Self-criticize
Waiting

In my mind
Other's proposal
Time pressure
Sketching
Criticize @ Design activity
® Communication
® Tool

Proposal

Misunderstanding

Fig. 3 Occurrences of aspects (design-related tasks) for each experience state classified according
to three different activities (three colours)

neous appearance of two or more aspects during the interview). Time mapping the
instances of such codes provided us with multi-dimensional data that was then used
for various visualization crossing different factors (see figures in the results section).
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Table 1 Distribution of experience states among participants

States P1 (%) P2 (%) P3 (%) P4 (%) P5 (%) P6 (%) Overall
Stress 31.5 355 38.1 14.9 19.6 28.8 28.1
Flow 224 16.3 17.3 47.6 374 323 28.9
Control 32.6 374 28.3 18.6 16.2 21.7 25.8
Disengaged | 13.5 10.8 16.3 18.8 26.8 17.2 17.2

Following research regulations of our institution, all the participants consented to
be part of this study by signing a consent form accepted by the ethical committee of
the University of Montreal: Comité plurifacultaire d’éthique de la recherche (CPER).

Results

Design Experience

Overall, except for disengagement (17.2%), the states of flow (28.9%), stress (28.1%)
and control (25.8%) were almost equally rated by the participants (Table 1). However,
mostly (three occurrences and up), participants’ reports were associated to design
ideation aspects while in the optimal experience (Fig. 3, Flow state). Also, those
aspects were contextually associated to design activities (green).

Internal Cognition

Five from six participants directly reported (stating literally) to be in their minds while
in flow, showing the highest rate among the psychological states (11 occurrences).
This aspect was also frequently reported in other states, ranked second in control
(four occurrences) and fourth in stress (six occurrences). This, otherwise, hidden
aspect seems to indicate the internal cognition of the design activity.

In more detail, as shown in Fig. 4 (two co-occurrences and up), all participants
associated to be in their minds only with aspects regarding an ideation process of
proposing and evaluating design ideas. In particular, we highlight the fact that the
self-critic process is intrinsic to this internal thinking, placing the self-criticism at the
top of the co-occurrences (six times). On the other hand, there were three instances
of quality judgements that ideas were good (Good idea) (Fig. 4).
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In my mind co-occurences *Criticize co-occurences Ideation co-occurences
Seli-criticize (6] —— Inmy mind (7] ——— Inmy mind (6] ———
Ideation (5) e———— Proposal (5] ee— Sketching + *Representing (5] we—

Clear Idea (4) ee— Time pressure (3] e— Self-criticize (2] —
Proposal (3] e— Usability (3] se——
Representing (3) e— Good idea (2] ee—

Good idea (3] e—

Discussing (2] se—

Fig. 4 Co-occurrences of aspects evoked at the same time of in my mind (left), variants of criticize
(centre) and ideation (right). *Including criticize + self-criticize or representing + self-representing

Design Evaluation

Conversely, participants during the retrospective interviews remarkably brought up
evaluations mostly related to their own ideas (proposal) rather than others’. When
evoking criticism-related aspects of the design activity, the claim of being in their
minds was the most frequent co-occurrence (seven times) (Fig. 4, centre). Moreover,
the criticism was perceived mostly as a stressful dimension including both criticize
and self-criticize (Fig. 3, Stress state). There were three occurrences of self-critic in
the state of disengagement: two related to design activities (green) and one concerning
the tool (red) when it was put aside for too long (Fig. 3, Disengagement state). Overall
self-criticism was for the most contextually associated to design activities (Fig. 3,
green).

Sketching and Ideation

The aspect reported as ideation by five of the six participants show a close relation
to internal activity (in my mind), but also to the process of graphically externaliz-
ing design ideas (Sketching, Representing and Other’s representing) (Fig. 4 right).
Furthermore, this sketching activity was perceived by all the participants as pleasant
(Fig. 3, Flow state, 10 occurrences). Also, four occurrences of sketching appeared as
stressful for three participants: one relating it to a design activity trying to resolve a
shape; two to the communication activities, to represent the idea enough (quantity)
and ‘appropriately’ (quality); and one towards the end of the session for the speed of
sketching using the tool (Fig. 3). The ideation aspect was most referenced in relation
to the optimal experience, standing among Good idea, Clear idea and (self) Proposal
(Fig. 3). The characterisation of ideas made by the participants themselves during
the interview, as clear (ten times), good (six times), or new (two times) was for the
most associated to the flow state (Fig. 5).
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Fig. 5 Occurrences of Characterisation of ideas

aspects characterizing ideas
related to the experience

states Clear idea (10)
Good idea (6)
New idea (2)
Flow
Control
Stress

Using the Tool

Participants reported on the use of the immersive co-design tool during the activ-
ity, showing a positive assessment while in the Control or Flow state and negative
(problematic) while in Stress or Disengagement. The use of the tool caused stress
(Fig. 3, second rank of occurrences, red colour) for five of six participants, even if
they had different levels of familiarity with the tool (two very familiar, three famil-
iar not recent users, and one novice). Another five of six participants were at some
point disengaged from the activity because of the tool (first rank) for various rea-
sons, ranging from how to use it to waiting on the collaborator’s mastery during the
activity. However, four of six participants reported to be in control of the situation
related to the tool during the sessions (Fig. 3, Control state), with three occurrences
related directly to others’ participation (Other’s usability, other’s control and other’s
representing), placing it as the top referred aspect during the control state. Finally,
only two participants reported about the tool while in flow, one person concerning the
usability aspect, the other while using spatial references in the virtual environment.

Temporal Relationship of Participants’ Co-design Cognition

We illustrated the reported aspects from each co-participant of the same team, map-
ping them onto the different experience states through time as obtained during the
experience assessment. Then, we associated those aspects with the ones they likely
affected, as reported during the interviews (Figs. 6, 7 and 8 for all participants).
The aspects that affected other participants’ experience were mostly associated with
design (green) and communication (blue) activities (Figs. 6, 7 and 8). Table 2 synthe-
sizes the repercussion of one’s psychological state over the other’s and shows only
those that were identified as occuring in at least two teams.
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Fig. 6 Participants 1-2
Depiction of how one
designer’s aspects affected
the other participant’s
experience over time as
indicated by the arrows
colour-coded according to
the three different activities
(green: design; blue:
communication; red: tool)

T. Dorta et al.
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Fig. 7 Participants 3—4
Depiction of how one
designer’s aspects affected
the other participant’s
experience over time as
indicated by the arrows
colour-coded according to
the three different activities
(green: design; blue:
communication; red: tool)

107
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Fig. 8 Participants 5-6
Depiction of how one
designer’s aspects affected
the other participant’s
experience over time as
indicated by the arrows
colour-coded according to
the three different activities
(green: design; blue:
communication; red: tool)

T. Dorta et al.
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Table 2 Repercussions of psychological states for two or more teams

109

Team 1 2 3
Flow D: Dimensioning — | D: Rep. planning — | D: Ideation — Lost
N Lost Other’s criticize — Good idea —
Stress D: Self-proposal — Misunderstanding
Other’s proposal
D: Sketching —
Other’s proposal
Flow D: Ideation — C: Explaining — C: Com. planning —
J Concept selection Decision making Others’ control
Control C: Representing —
Discussing
Control D: Clear idea — D: Usability — C: Com. planning —
N Dimensioning Others’ representing | Others’ representing
Flow
Flow D: Self-proposal — C: Com. as intended
N Others’ representing | — Understanding
Flow
Flow D: Decision-making | C: Good idea —
J — Design completed | Self-repetition
Disengagement
Disengagement T: Usability — C: Resetting —
N Planning collaboration | Listening
Control
Stress D: Decision making C: Understanding —
N — Lost Misunderstanding
Stress C: Time pressure —
Representing

D—Design; C—Communication; T—Tool

Only the optimal experience of flow emerges as the origin of all four of its possible
repercussions through two teams or more. More precisely, for the three teams we
observed that the flow-induced stress and control. For only two teams flow provoked
flow and disengagement. Control is the only other state having an effect in all teams,
inducing a flow state (Table 2). Moreover, others’ state of flow induced the aspects
of being lost and seeing other’s proposal as stressful, both of which were twice
related to design activities. The state of control provoked twice an optimal experience
while others were representing, for design and communication activities (Table 2,
underlined aspects).

Multitasking

In addition, participants reported certain of the aspects as occurring in parallel with
other tasks. Three participants mentioned such multitasking during the sessions, all
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including ideation among parallel tasks such as sketching concerning the use of the
tool, representing vis-a-vis the design activity and explaining regarding communi-
cation, all happening during a flow state.

Exit Interview

Concerning the question of how they remembered the co-design activity, participants
generally reported short spans of immersive recordings (around 10 s.) as sufficient to
gain recall and get re-contextualized, and for most of them, to “feel”” again and rebuild
the sequence of events and memories beyond the displayed content (pointing in real
space). One participant was even able to pinpoint (feelings) when the experience
changed.

On the other hand, to the question concerning the embodiment and the gestures
looking at the immersive video, participants reported they remembered the gestures
and their original positions regarding the screen. One participant referred to the
missing information from the use of the tablets. Some others claimed the Hyve-3D’s
3D cursor (3D interactor’s avatar) and the appearing sketches allowed for a projection
of themselves in the virtual space. One stated that the perspectives they took in the
virtual space gave cues to remember.

Moreover, participants brought up other comments during the exit interviews in
regard to the experience states. The flow was described while focusing on ideas
that were in their minds and the collaboration as expected (the acceptance of their
proposals), as one stated: “I think internally, and I need to focus. So, when he talks
and his ideas are different, I go away of that...” and “Flow was more collaborative-
driven (team work) than ideation-driven” .

Discussion

The short span (20 min.) of the ad hoc projects potentially made participants concen-
trate mostly towards design ideation related aspects, with limited wandering around
other steps of extended design process (context analysis, resolving technicalities,
etc.). This could explain the amount of contextually design-related reports (green).
However, even when bearing in mind that the flow state was barely the most frequent
state (flow 28.9% vs stress 28.1%), (Table 1), a large part of the aspects was related
to its fluctuations (while in that state or shifting from or to that state), interestingly
related to ideation (Fig. 3).

One important finding of this study is that when describing their experience state,
participants often spontaneously recalled being in their mind (attentional focus ori-
ented towards internal activities) during the design activity, even in such a collab-
orative setting. We see this claim as a gateway to their co-design cognition, exter-
nalizing their internal processes otherwise invisible during the activity. We chose
in this study the co-design setting to make straightforwardly observable verbal and
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graphic interactions calling them hereinafter first-order exchanges. Yet, the ideation
and evaluation aspects happening in their minds had different concerns than what
was said and done during the activity. Their occurrence indicates a gap with the
first-order exchanges, explaining their (design) thinking, their reasoning, in short,
the rational of designing according to their felt experiences. Moreover, as shown in
Fig. 4, the results suggest that there are parallel processes lying in proposing ideas
(mostly their own), representing and evaluating them at the same time as partic-
ipating in the first-order exchanges. More importantly, the evaluation in terms of
self-criticism appears as intimately weaved with the development of ideas and their
characterization (appraisal), in accordance with the reflection-in-action of Schon [6],
nevertheless not necessarily triggered by the external representation. For example,
in parallel to communications with the teammate, one designer reported having an
evolving idea in his mind which was never exteriorized neither by talking nor sketch-
ing, finally dropped after judging it not relevant. Even if having clear ideas comes
up not only in connection to a pleasant experience, graphically externalizing them
by sketching was considered pleasant and accompanied to the aspect of ideation.
One can ask why ideation was considered as an optimal experience: because of the
sketching, the collaboration-driven activity or being in their mind?

As introduced earlier, traceable relationships between co-participants’ cognition
timelines (Figs. 6, 7 and 8) open the door to a second-order exchanges analysis.
One’s flow caused stress in their teammate under the aspects of other’s proposal
and being lost. This could refer to the fact that the perception of other’s new ideas
could engage stress because of possible confusion (lost). Moreover, one’s control
(of representing) induced a flow state in the corresponding teammate reporting the
other’s representing. This could mean that ideation by representing is appropriate in
co-design and points towards a need to master the externalization medium to better
support the collaborators’ optimal experience. In this regard, during the study we
noted different levels of familiarity with the immersive tool, potentially affecting the
co-design activity at different levels, as shown above: sometimes explicitly waiting
for the other’s mastery or sometimes provoking flow. Furthermore, we eventually
have to point out that the features of this co-design tool could orient the retrospection
strongly towards sketching aspects, hindering the emergence of other facets which
can occur using other representation tools (e.g. 3D modelling or parametric design
tools).

In relation to the latter as reported in the exit interviews, during the retrospection
participants evoked that the appearance of sketches and the viewpoints constituted
cues helping them to reconstruct an extended sequence of events. Moreover, the
immersive retrospective interview was considered as a successful approach to help
them remember the causes of their experience during the activity. Some participants
expressed living and feeling again what happened during the key moments, hinting at
insights on the particular nature of memorable events. On this matter, some exclaimed
interjections like “I remember; I know; I remember well; Ah this is an important
moment for me” (black boxes in Figs. 6, 7 and 8). Furthermore, several participants
anticipated specific moments which we note are mostly related to stress and flow
(black boxes in Figs. 6, 7 and 8).
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Conclusions

For the first time, we have access to the hidden reflections that explain the changes
in designers’ experience. We found that the processes of proposing, representing
and evaluating design ideas internally can occur parallel to first-order (observable)
exchanges. The immersive retrospective interviews gave us access to these paral-
lel processes by further externalizing participants’ co-design cognition through the
glasses of their perceived experience. This technique was the trigger of the collected
reports, using the immersive co-design tool (Hyve-3D) also as a research device sup-
porting retrospective data collection. Despite the limited number of participants and
their familiarity with the tool, the results of the study allow us to draft new explana-
tions of the co-design dynamics hinting at second-order exchanges, between-designer
links of experience states. Also, the internal self-evaluations seem to be related to the
participants’ own ideas before representing them, offering an update and refinement
to Schon’s model of reflection-in-action.
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Demystifying the Creative Qualities )
of Evolving Actions in Design Reasoning ..«
Processes

Tamir El-Khouly

This paper detects the levels of contribution to design creativity of critical moves
and sudden insights and identifies the syntheses the creative process may take. Using
architecture case studies, designing situations are analysed as sketching episodes
that reflect the structural units of reasoning to deduce common characteristics for
the emergence of critical moves and sudden insights. Ethnographic observations are
conducted on two architects where two factors are examined in an empirical study:
creative actions emerge either through incremental improvement and emphasising
the prevalent concept, or through non-incremental reasoning restructuring the design
problem. Creative qualities are distinguished as actions that either accept or reject the
prevailing paradigm or attempt to integrate multiple paradigms and form syntheses
between different concepts. Sudden creative insights are likely to emerge in the
latter case. A creative insight is particularly investigated when an unprecedented
idea emerges to solve an intricate problem that is impossible to solve with the usual
frame of reference. It comes with a proposition to ease the problem landscape to be
solved. A creative solution is related to the quality in solving an intricate problem; the
extent to which it meets the functional, structural and configurational requirements.

Introduction

Two main viewpoints describe design in the research arena: hierarchical or transfor-
mational. In a hierarchical process, ideas usually evolve ‘top-down’; the emergent
products are outcomes of a structured thinking process and design decisions are prob-
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ably ‘process-oriented’ (the structuralists, e.g. [1]). The goals and problem definition
are pre-determined in the preliminary stage before the design process proceeds, and
execution and evaluation follow to assess the solution. This view holds that creative
insights are created out through sequential cumulative syntheses of ideas (e.g. con-
cepts that refer to the architect’s own experiences, or to the collective experiences of
designers working in collaboration). Another view defines design as a transforma-
tional process, where ‘good’ design ideas emerge from reflection-in-action on the
interim artefacts of mental representations; unexpected discovery evolves in practice
and decisions are probably ‘action-centric’ (the constructivists, e.g. [2]). Here, the
design problem, brief and solution co-evolve together, affecting each other iteratively
[3]. The depth of an inter-relational design path can be tested in the context of exam-
ining the relations between ideas (including insights or intermittent actions) and the
resulting products.

The dilemma lies in how to interpret the role of critical moves and sudden mental
insights in the design creative process. Do sudden insights impose a particular struc-
ture of executional steps on the subsequent design actions and consequently drive the
concept to certain levels of contribution to design creativity in an incremental rea-
soning process? Or do randomness and chance play a vital role in creativity, leading
to novel variations in thinking and syntheses processes? It was argued that sudden
insights impose a rigid structure of actions on the subsequent design moves to exe-
cute the occurring idea and conceptual form through procedural steps—the Simonian
positivism view [4]. Others suggest that newly emerging products of sudden insights
are subject to a series of developments and assessments when the designer looks
at the whole picture and addresses contextual components of the design idea—the
Schonian constructivism view [5]. Thus, ideas evolve and transform from one state
to another while the designer considers pros and cons while the design is in progress.

References [6] and [7], however, introduced an interesting study on structured
imagination, in which the argument on sudden mental insights was framed while
posing the question: ‘are creative insights normally derived from existing cognitive
structures and representations, or are they chanced upon arbitrarily?’ [7]: 208. While
explaining the creative cognition approach, the point was clearly made that ‘creative
discovery’ is not a type of ‘either/or’ question. Rather, an emphasis should be put
on the methods that permit one to determine the relative roles that ‘randomness’
and ‘structure’ play in creative discovery. Hence, the contribution of this paper is a
methodological development to detect the context behind the emergence of critical
moves and evolving actions to identify the levels of contribution to design creativity. It
describes an ethnographic observational study conducted on two architectural design
cases to investigate how creative insights evolve.

Consequently, the research question is: how the emergence of critical moves, and
on the other hand, the levels of contribution to design creativity of the evolving
actions and sudden insights can be distinguished?

Such evaluative methods look at the progress of proposed design under test and
provide the designer, and particularly the architect, with necessary information upon
which the reframing of a solution or restructuring of a problem take place and may
affect subsequent steps. The paper suggests a descriptive approach that adopts the
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epistemology of practice to understand the evolution of ideas in the design reasoning
process. In its contribution in the field of design research, the level of contribution to
design creativity for each design move is detected and described, models of synthesis
creativity and diversity and originality are identified in empirical architectural study,
amethod is proposed to segment the design process into structural units of reasoning
via sketching episodes, code the dependency relationships among design moves to
construct linkography patterns. The conclusions are twofold: first, creative quali-
ties are distinguished as actions that either accept or reject the prevailing paradigm
or attempt to integrate multiple paradigms and form syntheses between different
concepts, and second, creative moves are most likely to emerge from unintended
syntheses.

On the Nature of Design and Creative Insights

Two main opinions formed this debate on the nature of creative insights around which
research efforts are clustered. According to one position, creative discovery is sys-
tematic and organised and is based on highly structured processes [8—10]. According
to the other, randomness and chance play a vital role in creativity, leading to novel
variations in thinking and syntheses processes [11—13]. The former opinion affirmed
that insights are retrieval from memory, acting as ‘stimulus responses’ to a prob-
lem with an endorsed structured method of trial-and-error in order to develop a
creative solution [10, 14]. The latter opinion stated that sudden insights result from
rapid cognitive restructuring process of the design problem that distinguishes the
problem-solving process in terms of a series of insightful processes; once an insight
is perceived and realised, the problem solver can quickly implement its solution (the
Gestalt view). A controversy has arisen between the two views, specifically enquir-
ing: how would an insight help to solve the problem? In their explanation, Finke
et al. [6] pointed at two positions: while the memory position states that an ‘incre-
mental’ approach is the way to retrieve good ideas. Thus, insights are structured in
the design process [15], the restructuring position states that an ‘unconscious’ way
of thinking acts beyond our awareness where the design problem is to be restruc-
tured along the design process. Thus, sudden breakthroughs occur unconsciously and
discontinuously [16, 17]. It was also debated that unexpected discovery and disconti-
nuity of ideas are a driving force for creative discovery [18]. Sudden mental insights
are hypothesised as occurring in the event of reformulating the design brief, and/or
restructuring the entire design problem [19]. All these phenomena are of ‘creative
cognition’ and are matters of investigation in this study.

A design move is an action of reasoning; a design ‘step’ transforms the design
situation relative to the state it was in before that move, while a critical move is a
key frame in the thinking process that are associated with the novelty of design [20].
A design state relies on what has been delivered by the series of sketching episodes;
whether incremental (continuous evolution of the prevalent paradigm), transforma-
tional (bringing new elements to the concept under development) or changeable
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(directing the design concept to totally new one). The transformation of ideas in the
design process takes two types: vertical transformation develops the initial concept
by adding more details to it; lateral transformation changes the existing concept to
explore new ones, leading to a divergent style of thinking [21]. A sketching episode
is defined as a transformation in perception from one state to another while marking
out drawings before designing begins and as interim reflection when the sketch is still
in progress [22, 23]. It is a depiction of an idea through sketching stated to deliver
an eloquent role in the development of the concept. Any sign that the designer has
decided to move from one frame of reference to another is considered an insight (as
defined by [24]). A creative insight moves the perception to a completely different
state that is independent of the current design situation. A sudden mental insight is
a stimulus response that occurs in the mind suddenly when an unexpected idea is
flashed [20]. It occurs to break out a frame of reference and shifts the design intention
to a new one when a fixation effect is experienced causing blockage while solving
the problem and generating the solution [24]. A creative leap was first proposed
by [25] to indicate the effectiveness of creative insights on fostering the solution
to overcome an experienced problem. The occurrence of sudden mental insights by
which novel solutions become possible is considered a ‘situation-based’ event [24].
In our proposition, a synthesis process is the combination of more than one idea to
arrive at an innovative solution to an intractable problem. Experimenting synthesis
of various conceptual elements through sketching episodes may lead to the discovery
of unpredicted creative solutions.

The Methodology Approach: Identification of Sketching
Episodes

This study proposes an inductive approach based on wide data collection, moving
from specific ethnographic observations to broader conclusions. From these obser-
vations, patterns can be identified and a hypothesis developed. The challenge is to
understand the transformation of ideas from one state to another in the design pro-
cess in order to judge the level of creative contribution. The key elements in the
evolving actions where the design concept is shaped, reshaped or reconfigured are
looked at across several design processes. By comparing interim consecutive arte-
facts (sketching episodes), two ways to describe the transformation of ideas from
one state to another can be defined: ‘reframing the existing solution’ or ‘restructur-
ing the pre-formulated problem’. This demonstrates whether there is a drastic change
occurring in the flow or merely the introduction of new elements.

The aim is to show how stimuli responses help the designer to break away from
one frame of reference to a new one. The pivotal moments where an unprecedented
creative contribution occurs are highlighted and considered ‘aha’ events: creative
hinges in concept reasoning development. False aha events might also occur, but
later rejected.
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This approach has two specific objectives: (1) to identify the beginning and ending
of a design move; and (2) to disclose the mutual reflections with instantaneously
externalised design artefacts between different means of representation (e.g. interim
products, sketches, 3D models, etc.).

It is important to distinguish the gradual transformation of mental imagery from
the view of design as perception-in-action (mental representation) through the sketch-
ing process. When mental imagery reflects ideas from the subconscious to the present
situation, perception is instantaneous and deals with the synchronic designing situ-
ation in progress. Unintended discovery is more likely to happen in this case.

In this context, the ‘dialectics of sketching’ (as coined by [26]) can be identified,
where two types of sketching episodes can be distinguished in reflection-in-action:
in type 1 sketching from imagery is transformed into new combinations and is con-
sidered to be a rational mode of reasoning, whereas in type 2 sketching generates
new imagery of forms in the mind and is a non-rational form of design thinking. The
rational mode of type 1 is characterised by the systematic exchanges of conceptual
or figural outcomes of sketching, while the non-rational mode of type 2 causes inter-
active manipulation with imagery. Examples of identifying the start and end points
of the sketching episodes and the dependency relations among them to construct a
linkograph are shown in detail in the empirical study.

The Empirical Study

Two experienced architects from two different countries were asked to design indi-
vidually an ‘expo-pavilion’ for their own country. The brief was left open-ended, with
no specific requirements or constraints. The architects could present their concep-
tual ideas through any means, without specific drawings or projections and without
interference from the researcher. The design process lasted for one hour and all the
design activities and verbalisations were video-recorded. The architects were asked
to comment subsequently on the concept development and transformation of ideas
for the serial order of sketches.

Architect A

Qualitative Description of the Design Process

Architect A chose to design an expo-pavilion to represent Greece. Her concept was
based on the congregation of five pavilions. Design began bottom-up by setting up key
conceptual elements of Greece, such as ‘sunlight’, ‘rocks’, ‘blue sky’, ‘water’, ‘Greek
key patterns’, ‘olive and lemon trees’, ‘cubic forms’ and ‘shadows’. The architect
proceeded to synthesise the concept of each pavilion around these elements. Some
elements were repeated across pavilions but with different treatments, for example,
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by using both natural skylights or light wells, and artificial lighting and interactive
installations. Pavilion 1, for instance, took the concept of the synthesis of ‘sunlight’
and ‘central patio’. Pavilion 2 took the concept of the synthesis of ‘cubic stepped
and linked forms’, with an ‘olive tree’ in the centre. The idea was transformed
and developed by switching back-and-forth three times between two sketches with
different projections: 2D plan and 3D perspective section. At pavilion 3, a lighting
tunnel was introduced to the flow of reasoning. At pavilion 4 (episodes 71-78), an
unprecedented novel idea interrupted the flow and restructured the whole design
situation. At pavilion 5, the concept reinforced one of the predefined conceptual
elements: the interlocking and stepped forms. Identifying the sketching episodes and
dependency relations among them depends on examining the levels of contribution
to creativity of critical moves and insights.

Creative Qualities for the Critical Moves and Sudden Insights

Concept initiation began with an insightful thinking process. The architect set up key
elements that represented the nature of life in Greece. Some elements emerged by
surprise, causing sudden changes in the prevailing concept of sketching. Representing
the image of the Greek pavilion according to the architect’s subjective interpretation
resembles a series of lateral transformations in concept initiation and development
of which some ideas of sketching episodes suddenly evolved—taking the form of
sudden flashes during transformation. Design episodes 28, 11 and 15 are conceptual
ideas that appeared in one sketching medium independently of each other; see Fig. 1a.

The architect moved to another sketching medium and designed the first pavilion,
the ‘Greek key forms’. Sketching episodes 17, 18 and 19 are incremental actions that
retained the prevailing concept. Each episode represents a different architectural treat-
ment: 3-D perspective (episode 17), 3D section (episode 18) and 2D plan (episode
19). However, the sketching process did not travel in only one direction across the
three drawings. It switched back and forth to add masses and refine details. Episodes
17, 18 and 19 are creative moves that contribute to reframing the prevalent solution
through advanced incremental actions; see Fig. 1b.

In the third sketch, referring to Fig. lc, episodes 25, 27 and 31 are three drawings
that make complete switches to another prevailing concept: pavilion 2, ‘the olive tree’.
These actions are vertical transformation of the idea from one projection drawing
to another and constitute incremental reasoning in the structure of design process.
Episode 52 is a back reflection action in the mind, echoing one of the two sketching
processes defined by [26] (the irrational mode that generates unprecedented ideas).
The architect added a new conceptual element—a detail of ‘irrational openings and
balconies’ typical of the architecture of Greece. However, episode 55 shows a sudden
major shift from the preceding concept. The architect switched to sketching pavilion 3
to introduce a new concept different from the irrational openings. The lighting tunnel
is an artificial installation centred on the concept of lighting and fading. Episode 55
is a sketching episode for a 3D perspective, while episode 60 is an entire switch: a
vertical transformation to design a 2D longitudinal section. Episode 55 redefines the
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Fig. 1 (continued)

problem. Sketching episode 71 is a sudden mental insight. A paradigm shift occurred
with the introduction of an unprecedented concept about ‘Greek emigration” around
the world. Pavilion 4 was an interactive installation for ‘cities and links’, which the
architect said was inspired by the 2011 Serpentine Pavilion in London designed by
Swiss architect Peter Zumthor, ‘which has everything to do with light’. The design
then continued through another projection of 3D section at a complete shift at 72.



122 T. El-Khouly

- ’-‘[ . jracs &
'i L TM;E:Z:

52-54 5

A Sudden Change A Sudden Change

Fig. 1 (continued)

In summary, a sudden paradigm shift took place outlining unprecedented concepts:
one on the light-tunnel experience and second on the links installation.

In summary, the transformations in concept development are taking shape from
an episode to another; either reflecting the main set of conceptual elements, adding
new ones and completing the design parti (conceptual artwork), reframing the solu-
tion and advance forward incrementation, or restructuring the design problem and
reformulating the entire configuration. In the following, Fig. 2 introduces a method
of coding the dependency relationships among the design sketching episodes to con-
struct a linkograph, while Fig. 3 illustrates the linkograph of this design process.

Architect B

Qualitative Description of the Design Process

Architect B began by proposing conceptual ideas to express the diversity of society
and life in the UK as ‘multi-ethnic, multicultural and multifaceted’ society such as
a ‘user-generated sound disorder’ pavilion, reflecting the riots of 2011; ‘empire’ in
history, science and industry; an amateur sports day event, e.g. ‘cheese-rolling’; sci-
ence and discovery represented by a ‘chemical plant’; a ‘roulette wheel” representing
entertainment. The last concept was ‘empty box: the UK is what you make it’, allow-
ing visitors to build their own image from different materials to express the UK’s
eccentricity and continuing evolution and thus create their own understanding of the
activities undertaken in the pavilion. The early stage of concept initiation reflected a
divergent insightful thinking process, paving the way for a variety of syntheses and
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Fig. 2 Identifying the dependency relations between design segments (architect A)
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Fig. 3 The linkography protocol for the design process (Architect A)

hybridisation between the conceptual elements. This in turn increased the likelihood
of designing several solutions throughout the process. A significant shift occurred
in the transition from the middle to the final stage that led to exceptional ideas. The



Demystifying the Creative Qualities of Evolving ... 125

decision was made to centre the ‘empty box’ as the prime element in the congrega-
tion. The remaining concepts were considered supplementary, but the architectural
forms of the concepts remained similar to their definitions in the preceding phases.
In the final stage, concepts were based on the earlier ideas and the end result did not
produce any new unprecedented designs. Nevertheless, the variations in formulat-
ing the precedence of concept fluctuated throughout the process. The dependency
relations between the design episodes were transcribed and coded to construct the
linkograph. Reading the linkograph of this process is characterised by the long back-
and fore-linking, divergence and convergence zones; see Fig. 5.

Creative Qualities for the Critical Moves and Sudden Insights

After reading the design brief at episode 1, a set of conceptual elements for pavil-
ions emerged: ‘user-generated sound disorder’ (episode 2), ‘empty box’ (episode 6),
‘sports day—uphill cheese throwing’ (episode 9), ‘chemical plant’ (episode 11) and
‘roulette wheel” (episode 14). Although those concepts express an image of the UK,
they have no relation to any keywords in the design brief. However, the architect
stated his aim at episode 3: ‘I am taking from the brief to make as many different
ideas and sketches as possible’. The key concepts shifted the flow of sketching from
one episode to another. Within the context of the prevailing concept, each action
framed a new solution in relation to the whole configuration. All reflected the lateral
transformation from one state to another to explore different ideas. At episode 16,
the design converged the preceding ideas in one configuration. This action reflected
the incremental mode of reasoning that directed the following designing actions
constructively way until the designing episode (sketch 2-1) ends.

At episode 25, the final product was designed for sketch 3-1. A new 3D per-
spective depends on building synthesis with the preceding sketch 2-1 and with the
conceptual elements. This action reflects the multiple exchanges of information and
ideas with the preceding sketches creating back- and fore-linking. However, episode
16 remains the prime bridging point of convergence that directs the actions of design
and synthesis in this medium. Episode 25 resembles advanced incremental action.
Nevertheless, the decision to centre the ‘empty box’ pavilion in the congregation dis-
tinguishes this sketching episode (3-1) from what was designed earlier at episode 16
(sketch 2-1). Figure 4 illustrates the annotation of sketching episodes and contents.
Figure 5 presents the linkograph of this design experiment.

Results

With reframing, we mean the events that preserve the prevailing design concept.
The reframing events in the two cases are immense, acting to preserve the original
concept and the flow of reasoning through the series of incrementation and reflec-
tions on the interim artefacts. The restructuring events, however, in cases A and B
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show discontinuity in the flow of design reasoning that shifts the process from a
state to an entirely different one. A sudden insight is perceived structuring the subse-
quent design steps to achieve a goal that has not been defined before, redefining the
design problem. The unintended combination of different ideas is important in the
emergence of unprecedented high-quality solutions provided that responses to the
functional, conceptual and configurational requirements. The next sections look at
the aspects of synthesis and creativity that have formulated and structured the design
concept in each case.

Models of Synthesis and Creativity: Diversity and Originality

El-Khouly [27] presented an empirical study on the role of the procedural and con-
textual components in creative discovery in architectural design processes. The fol-
lowing models are taken from [27: 269].

Architect A

e Early phase of initiation: a variety of conceptual elements are outlined.
e Designing phases: five different conceptual forms, where each form was devel-
oped through operational and finalisation stages.
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Fig. 6 An illustration of the divergence model

e Model 1: Divergence model based on building synthesis between different con-
ceptual elements is achieved through; refer to Fig. 6:

e Bottom-up process: initiating the concept is based on independent units of con-
ceptual elements and building synthesis.
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Fig. 7 An illustration of the convergence model

e Randomisation and shuffling elements: creating high variation and diversity
between concepts of the final products.

e Proposals are developed based on high uncertainty (uncertainty is the motivation
for exploration and creativity).

Architect B

e Early phase of initiation: different conceptual elements.

e Designing phases: one prime conceptual form, followed by operational and final-
isation stages.

e Model 2: Convergence model is achieved through; refer to Fig. 7.

e Design process: initiating the concept is based on independent concepts and cre-
ating convergence into one conceptual form.

e Convergence into one framed design problem.

e Proposal is developed with less uncertainty.

The difference between both architects can be easily distinguished through their
designing styles where architect A created back- and fore-linking between the vari-
ety of design episodes at earlier and later events, architect B adopted a convergent
approach by integrating the conceptual episodes into one configuration at the end.
Both styles are reflected on the linkography patterns, while the pattern looks struc-
tured by long back and fore linkages in the first case; see Fig. 3, it reflects two
converging events in the second; see episodes 16 and 25 in Fig. 5 where most con-
ceptual elements are brought into one composition.

From the linkographs that were constructed for the design experiments, two poles
can be identified to distinguish linkography patterns: diversification and integra-
tion. While diversification reflects divergence and distinctiveness of design ideas,
integration reflects articulation and convergence.
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Identifying the Level of Contribution to Creativity of Design
Episodes

The results of the observed study reflect three main categories for the levels of
contribution to design creativity of critical moves and sudden insights:

(1) Paradigm-preserving actions that reframe the solution, subcategorised as incre-
mental advancement, replication or redefinition of the design situation.

(2) Paradigm-rejecting actions that restructure the design problem. Actions move
the field in a new direction from an existing or pre-existing starting point and are
subcategorised as redirecting or reconstructing the situation. The actions might
also move the field in a new direction from a totally new starting point—reini-
tiation.

(3) Paradigm-integrating actions that attempt to ‘integrate’ multiple current
paradigms. Creative design moves and sudden unprecedented solutions are most
likely to emerge from the unexpected combination of synthesis. Actions are cat-
egorised as convergence or integration.

These results confirm those of Sternberg [28]; however, from the empirical study,
some contributions may be added to his taxonomy. In some design cases, there are
actions that move the situation from one idea to two different options: regenerating,
reproducing various forms of solutions. Rather than initiating an action that moves
the design towards a different direction from its current position (as in redirection),
the designer might suggest moving to a different direction from a different point in the
multidimensional space of design. Creative architects often question their original
assumptions and begin again from a point that may stimulate different assumptions.
This creative quality may lead to a paradigm shift in the design process.

Types of Evolving Actions and Creative Insights

Two prime types of design actions can be observed from the enclosed empirical
study—as also confirmed in a previous work [29]:

1. Bridging actions: transfer information from one idea (design episode) to the next,
which might cause collision between an old thought and the current situation
leading to the emergence of unintended creative solution. The highlighted events
in yellow in the linkography protocols Figs. 3 and 5 show traces of conceptual
sketching elements that have been recalled to subsequent design situations to
develop the concept in both design cases.

2. Disconnecting actions: the emergence of sudden insights could result in shift-
ing the flow to a completely different state. In this situation, the new paradigm
radically shifts the process, leading to disconnection of the pattern of design
synthesis. Two or more separate chunks appear in the linkograph, embracing
disconnection nodes within its pivotal structure; see Fig. 3.
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The Architect’s Idiosyncrasy and Identification of Design
Actions

According to our ethnographic observations on both architects, a design episode can
be inferred when the concept is crystallised through the presentation of a functional
or conceptual element, the emphasis on a component on the design composition,
or the projection to study a new dimension to the idea or the architectural configu-
ration; whether functional or form composition, through the triadic drawings (plan,
section, elevation), or the situations where the designer flips the tracing sheet over and
rearranging the configurational relationships among the functional and composition
elements. More on these idiosyncrasies will be presented in a separate study.

Length of Incubation Period in the Evolution of Ideas

To understand the context behind the emergence of creative insights, it is important
to look at the length of incubation period (incubation of ideas) versus length of exter-
nalisation period (externalisation and drafting—execution). Incubation occurs when
the design problem is set aside temporarily after an impasse is reached, and helps to
achieve the sudden unconscious realisation of ideas. Sudden insights reflect a sub-
conscious process, whereas incremental insights reflect conscious actions. Conscious
actions are reflected by the interrelated chunk of patterns in the linkograph appearing
as a direct dialogue with the sketch. Sudden insights emerge when the unconscious
action collides with the conscious state and a longer period of incubation makes the
collision more effective in disconnecting the linkograph.

From the case studies, it appears that incubation time produces better coherence to
synthesise the conceptual elements in this phase. The relation between the length of
incubation period and externalisation and operational phases of design, e.g. drafting,
sketching or detailed drawing, can be outlined in three models:

1. Concept initiation has a short incubation time: the architect rapidly externalises
the idea and design drawings.

2. Concept initiation has a long incubation time: the architect spends more time
thinking of possible concepts before executing the idea.

3. The design process alternates between incubation and execution phases owing
to emergent creative insights.

The design process becomes more structured as more insights emerge and stimu-
late the exploration of different options. Setting the goals in advance and descending
through the process to achieve them makes the process hierarchical. Bottom-up
design process makes it transformative. However, a cascade of unrelated, indepen-
dent insights might cause hyper-stimulation, where the architect shifts from one state
to another without developing the original concept.
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Discussion

Two modes of reasoning can be identified from the case studies: rational top-down
and non-rational bottom-up. In the rational top-down approach, the early phase of
concept initiation often produces one original idea that is probably dependent on the
instructions in the design brief. The attempt to solve the design problem relies on the
functional programme. The designer who adopts a rational approach takes actions
that break down the main problem into subsets and configures the design from the
whole to the parts. Subsets of problems are related to the generic relation between
form and function; once laid down, it is difficult to rearrange the matrix of relations
for the overall configuration of form and function. In this way, the evolution of ideas
probably results from the incremental reasoning of procedural components to execute
predefined goals. In the non-rational bottom-up approach, the relationships between
various conceptual ‘seeds’ are designed together to create the design configuration
early in concept initiation. The unexpected discovery of ill-defined syntheses may
result from trial-and-error attempts leading to critical moves. Unexpected creative
insights may lead to redefining the goals, reformulating the whole configuration; this
might even lead to restructuring the design problem and exploring the design space
to generate the best solution. In one approach to find a ‘good’ concept, the designer
may create various combinations between the sketching episodes of conceptual ele-
ments, achieving unexpected combinations of design configurations. Shuffling and
reshuffling the matrix of relations between the functional elements and morphology
of forms could lead to sudden creative insights.

The process of generating creative ideas is linked to understanding the context of
the design situation and attempting to build on it by, for example, introducing modern
vocabulary elements or innovative concepts for functional or morphological features,
or synthesising prototypes of solutions for the type of building. The designer tries
to generate ideas for creative solutions, which may lead to reliance on procedural or
contextual components depending on the objectives of this stage.

Procedural components are the subsets of solving the design problem for syn-
chronic concept development or implementation. Contextual components relate to
the whole design problem for concept synthesis of back- and fore-linking between
the diachronic stages of the design process. It may be concluded that sudden men-
tal insights are likely to occur in a non-rational reasoning process of creative dis-
covery based on unexpected syntheses. Variation in their sketching skills affected
how the participating architects interpreted the resulting artefacts at each stage. The
reflection-in-action, perceptions and gradual transformation differed for each archi-
tect: one might rely on a single sequence of sketching while another might move the
flow from one idea to another to generate as many ideas as possible. Discontinuity
while sketching is a drive for creative thinking: the unexpected discovery depends on
the architect’s rational or non-rational reasoning, reflected in how he or she sketches
and transforms ideas from one stage to another.
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Conclusion

The design process differs according to how it is affected by procedural or contextual
components. Design is a hierarchical process when the problem-solving depends
on significant involvement of procedural components to execute the concept and
generate the solution through systemic actions. Each emergent act of reasoning is
visited only once to execute a particular entity or form linear thinking and execut-
ing. Procedural components are stage-based and problem-oriented. Regardless of
the design situation, the solution is generated according to certain actions in the
designer’s mind. Procedural components are based on the abstraction and analysis
of the problem structure leading to the generation of various solutions from which
a choice is made. Based primarily on the formulation of a solution-neutral problem
statement, the reliance on procedural components suggests that the final design will
be dependent more on logical deduction than on previous experience. In contrast,
design is a transformational process when the generation of ideas is based on con-
textual components and the environment, and take into account reflection-in-action
to transform mental imagery from one state to another. Contextual components are
‘action-centric’, design the situation from ‘content-based’ decisions, and affect how
designers perceive and experience the problem. Addressing the designer’s perception
of the emerging problem (to identify the interim goal and generate a potential action
for the next step) reveals the core nature of design activity, which exposes a shortfall
in procedural components.

This paper has proposed an analytical method to identify the degree of influence
of creative moves and sudden mental insights on the evolution and development of
ideas in the design process by studying how two architects design for the same design
brief. It was possible to identify the basic structural units in the reasoning process
across the freehand sketching process for what was going on in each architect’s mind
in relation to practical ideas, and then capture the gradual transformation from each
sketching episode to another and classify the design moves into two major categories:
one in which the prevailing idea is preserved; and one that resists the prevailing idea
by producing a new situation for an entirely new idea or by restructuring the design
problem and generating an alternative solution in a different context.

The degree of influence and effect for the emergent actions in the reasoning process
(creative quality) is determined by the value added to the evolution of the design
concept to produce subsequent interim products. In the first category, which accepts
the prevailing concept, one type of creative quality may be the displacement of the
concept, known as ‘forward incrementation’. Another, known as ‘redefinition’, may
redefine the present situation but from another perspective, while still preserving the
original prevailing concept; and a third type replicates the same idea: ‘replication’.

Three types of creative qualities belong to the category of actions that reject the
prevailing concept and attempt to replace it: one redirects the concept towards a
different direction: ‘redirection’; a second attempts to move the field of reasoning to
where it once was—a reconstruction of the past—so that the flow may move onward
from that point but in a different trajectory from the original one: ‘reconstruction’;
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and a third type reinitiates the design concept by shifting the field of reasoning to a
different starting point and then moves the design from that point: ‘reinitiation’.

There is a third category of actions that attempt to integrate, merge two ideas
and build synthesis between different seeds of conceptual elements: integration.
While agreeing with [28] that human cognitive production cannot be limited to the
reductionist view of being either ‘creative’ or ‘non-creative’, the research outlined in
this paper contributes empirical proof for Sternberg’s propulsion theory of creative
contribution, which adopts a viewpoint that every mental product has a degree of
creativity to some extent; a design move makes a creative contribution in the design
reasoning process. The results outlined here are based on only a few cases, but further
research has been extended to other design experiments, which could not be presented
here for reasons of space and will be presented in subsequent studies.
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The Effect of Tangible Interaction )
on Spatial Design Tasks

updates

Jingoog Kim, Mary Lou Maher and Lina Lee

Tangible user interfaces (TUIs) enable physical affordances that encourage the spatial
manipulation of multiple physical objects to interact with digital information. We
claim that the affordances of tangible interaction can affect design cognition on spatial
tasks. While many researchers have claimed that TUIs improve spatial cognition,
there is a lack of agreement about what improve means and a lack of empirical
evidence to support the general claim. While most cognitive studies of TUIs focus
on a comparison of tangible and traditional GUI keyboard and mouse interaction,
we focus on comparing the use of TUIs on spatial versus nonspatial design tasks to
validate the claim that tangible interaction specifically affects spatial design tasks.
The results show that TUIs encourage users to perform more epistemic actions, leads
to unexpected discoveries, and off-loads spatial reasoning to the physical objects. We
conclude that the positive impact of tangible interaction is more dominant in spatial
design tasks than nonspatial design tasks.

Introduction

Tangible user interfaces (TUIs) have significant potential to support problem-solving
during design tasks due to the physical and spatial characteristics of graspable inter-
action. In this paper, we focus on how the affordances of tangible interaction influence
design cognition and support creativity when performing spatial design tasks, while
combining spatial elements using tangible user interfaces. Spatial problem-solving
involves acknowledging and accounting for the characteristics relating to the posi-
tion, area, and size of things. These spatial characteristics in spatial problem-solving
can be projected onto physical objects through the affordances of TUISs, thereby facil-
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itating the consideration of alternative spatial characteristics during design. There is
evidence that gesturing with our hands aids thinking [1-3]. With this basic premise,
this paper is concerned with understanding how tangible interaction effects users’
creative cognition in different design contexts, what kinds of design problems are
more affected by the use of tangible interaction, and how tangible interaction affects
design cognition.

In this paper, we report on a study of how the affordances of tangible interaction
have different cognitive effects in spatial tasks and nonspatial tasks. We claim that
the use of tangible interaction in a spatial design task may be positively associated
with creative design processes.

Tangible Interaction Studies

In TUIS, the user interacts with the system with multiple tangible objects, which
are graspable by hands, and accordingly, the manipulation of these objects causes
changes to the state of the digital system. There have been numerous studies of the
differences in TUIs and non-tangible interaction. Fjeld and Barendregt [4] studied
epistemic actions using three spatial planning tools with different degrees of physi-
cality: no physical interaction, some physical interaction, only physical interaction
as well as the potential relations between the three traditional measures of usability:
efficiency, effectiveness, and satisfaction. This research shows that physical interac-
tion offers a great deal of support for epistemic actions in the physical world [4].
Fleming and Maglio [5] compare tangible and non-tangible letter combinations and
show that physical activity effectively complements internal, cognitive activity, pro-
viding a reliable way to simplify a search, explore the space of letter combinations,
and identify potential words.

Tangible interaction provides physical affordances that are associated with spatial
reasoning. Antle et al. [6] investigated the similarities and differences between how
children solve an object manipulation task using mouse-based input versus tangible-
based input. They provide evidence that direct physical manipulation of objects in
a spatial problem-solving task supports children’s ability to mentally solve the task
through iterations of exploratory (largely epistemic) and direct placement actions.
Machigashi et al. [7] studied the influence of 3D images and 3D-printed objects on
spatial reasoning. The study indicated that using a 3D-printed object produced more
accurate task performance and faster mental model construction. Johannes et al.
[8] show that tangible 3D molecular models help students develop a deeper under-
standing of core concepts in molecular biology. Smithwick and Kirsh [9] studied
the cognitive role of tangible objects for architects engaged in design thinking. They
show that the effects of tangible interaction influence the design space as it expands;
leading architects to more divergent thinking and the physical interaction broadens
the basis of creativity.

While many researchers have claimed that TUIs improve spatial cognition, there
is a lack of research on comparing spatial and nonspatial tasks within a creative
context. Although the precedents show potential impact of tangible interaction on
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spatial tasks, questions arise concerning the differences when engaged in spatial and
nonspatial design contexts. Therefore, this study investigates the impact of TUIs
when the user is engaged in creative tasks, comparing spatial design tasks with
nonspatial design tasks. Two previous studies [10, 11] influenced our experiment
design are described in the following section.

Effect of TUIs and GUIs on a Spatial Design Task

Kim and Maher [10] studied how TUIs affect design cognition and found that tangible
interaction affects the design process by increasing participants’ “problem-finding”
behaviors, a characteristic of creative design. Kim and Maher [10] compared partic-
ipants engaged in a design task in two conditions: using TUIs on a tabletop system
with 3D blocks to designers using GUIs on a desktop computer with a mouse and
keyboard. These conditions are illustrated in Fig. 1. The participants were asked to
perform a spatial configuration task by locating furniture and wall objects in a multi-
purpose living and working space. They approached the study of spatial cognition in
designing from three different perspectives: action, perception, and process. Based
on these perspectives, they hypothesized about epistemic actions, gesture actions,
spatial relationships, and design process as follows:

e HI1: The use of TUIs can change designers’ 3D modeling actions in designing—3D
modeling actions may be dominated by epistemic actions.

e H2: The use of TUIs can change designers’ gesture actions in designing—gesture
actions may serve as complementary functions to 3D modeling actions in assisting
in designers’ cognition.

e H3: The use of TUIs can change certain types of designers’ perceptual activi-
ties—designers may perceive more spatial relationships between elements, create
more, and attend to new visuospatial features through the production of multiple
representations.

e H4: The use of TUIs can change the design process—the changes in designers’
spatial cognition may increase problem-finding behaviors and the process of re-
representation, which are associated with creative designing.

Fig. 1 Kim and Maher [10] experimental conditions: GUI with mouse and keyboard manipulation
of objects (left) and TUI with 3D blocks manipulation of objects (right)
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Through the validation of hypotheses using a protocol analysis, the study found
that TUIs change designers’ spatial cognition and these changes are associated with
creative design processes. Specifically, the study shows the following:

1. The TUI condition produced more epistemic actions revealing information that
is hard to compute mentally.

2. The TUI condition produced more immersive gestures using large hand move-
ments assisting in designers’ perception.

3. The TUI condition improved designers’ perceptive ability for new visuospatial
information on spatial relationships.

4. The participants using TUIs spent more time reformulating the design problem
by introducing new functional issues.

5. During the TUI condition, the participants experienced “unexpected discoveries”
and the process of re-representation.

In conclusion, the affordances of TUIS, such as direct manipulability and physical
arrangements, when compared to the GUI condition, may reduce cognitive load
associated with spatial reasoning, resulting in enhanced spatial cognition and creative
cognition.

Effect of TUIs and Pointing on a Nonspatial Design Task

Maher et al. [11] and Clausner et al. [12] explored hypotheses on the effects of
tangible interaction on creativity by comparing tangible interaction to non-tangible
interaction while performing a word combination task. In their analysis, creativity is
associated with ideas that are new, surprising, and valuable. Maher et al. [11] describe
an experiment to measure differences between gesture and problem-solving actions
in two conditions: a poster condition (no tangible interaction) and a cubes condi-
tion (tangible interaction) as illustrated in Fig. 2. In their experiment, participants
are asked to make word combinations from a set of six nouns and give them mean-
ing. They compared the participants’ gestures and actions such as pointing in the
two conditions. They explored the following hypotheses on the impact of tangible
interaction on creative cognition.

e HI: Tangible interaction increases epistemic actions when compared to pointing
interaction.

e H2: Tangible interaction encourages more fluid body movement than pointing
interaction.

e H3: Tangible interaction encourages more collaborative actions than pointing inter-
action.

e H4: Tangible interaction elicits more functional and behavioral exploration than
pointing interaction.

e HS5: Tangible interaction induces use of both hands.
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Fig. 2 Maher et al. [11] experimental conditions: non-tangible poster condition (left) and tangible
cube condition (right)

Their analysis shows that tangible interaction encourages more epistemic actions,
fluid body movement, and the use of both hands; meaning the cubes condition encour-
aged more gesture and action than the poster condition.

1. Tangible interaction encourages more epistemic actions.
2. Tangible interaction encourages more fluid body movement.
3. Tangible interaction encourages the use of both hands.

However, the two hypotheses that relate to collaboration (H3) and abstract thinking
(H4) are not strongly associated with tangible interaction when compared to pointing
interaction. The results of this study show that TUIs encourage more epistemic actions
but not necessarily more creativity, when engaged in a word combination task.

The Effect of TUIs on Spatial Versus Nonspatial Design

In developing our experiment design, we extend the previous studies [10, 11] because
the studies compared tangible and not tangible conditions within either a spatial or
nonspatial design task. They do not provide insight into the comparative effect of
TUIs on spatial versus nonspatial tasks. The most common issues that the previous
studies discussed were the effect of tangible interaction on encouraging epistemic
actions, gestures, and new functional issues that can influence the design process.
This leads one to question whether the effects of tangible interaction on design
cognition depend on the nature of the task: spatial or nonspatial task. Our goal in this
paper is to identify the effect of tangible interaction in different creative tasks through
the comparison of a spatial and nonspatial task. A comparison of the previous two
experiment designs with the experiment design in this paper is shown in Table 1.
We assert that the affordances of TUIs encourage more cognitive actions associ-
ated with creativity in spatial design tasks than in nonspatial design tasks. Spatial
thinking is dependent on the capacity to understand and remember the spatial relation-
ships between objects [13]. A spatial design solution is synthesized by constructing
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Table 1 Comparison of experiment designs

J. Kim et al.

Kim and Mabher [10]

Maher et al. [11]

This paper

Comparison Different condition Different condition Same condition and
and same task and same task different task

Condition TUI versus GUI (3D | Tangible versus Tangible (graspable
blocks versus mouse | pointing (cubes versus | shapes and letters)
and keyboard) poster)

Task Spatial design (spatial | Nonspatial design Spatial versus

planning)

(word combination)

nonspatial (shape

combination versus
letter combination)

and restructuring the spatial configuration of elements. TUIs enable the spatial think-
ing associated with synthesis to be transferred to physical objects in the environment.
By off-loading to the environment, we claim that spatial interactions with tangible
elements will affect the search process, encourage creativity, and facilitate spatial
problem-solving. We have developed the following hypotheses about the effect of
tangible interaction on creative spatial tasks.

e HI: Tangible objects encourage more epistemic actions in spatial design tasks than
in nonspatial design tasks.

Epistemic actions are an exploratory motor activity to uncover information that is
difficult to compute mentally. In contrast, pragmatic actions are a motor activity that
directs the user closer to the final goal [14]. We are interested in the argument that
epistemic actions can be used to reduce the memory, time, and probability of error
of internal computation [14]. According to Kim and Maher [10], tangible objects
facilitate a spatial design search process. A search process which finds a possible
configuration of design elements is a major problem-solving activity relying on the
spatial representation.

e H2: The affordances of TUIs facilitate more unexpected discoveries in spatial
design tasks than in nonspatial design tasks.

Creativity in the design process is often characterized by an event occurring as a
sudden insight which the designer immediately recognizes as significant [15]. TUIs
provide more opportunities to externalize representations through ease of manipu-
lation. This characteristic can affect the occurrence of sudden “insight” to find key
concepts for a creative design. If the spatial design task involves more unexpected
discoveries, we argue that tangible interaction affects the creative design process.

e H3: The affordances of TUIs facilitate more epistemic actions when speech pro-
duction stops in spatial design tasks than in nonspatial design tasks.

People communicate and externalize their thoughts by speech production and
action. If the spatial task is dominated by epistemic actions when speech production
is stopping, we argue that TUIs encourage off-loading the spatial reasoning onto the
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physical objects. There is evidence that gesturing with our hands promotes learning
[16], and aids problem-solving [17]. When a problem occurs during the process of a
design, the user will show more body movements in spatial tasks than in nonspatial
tasks.

Experiment Design

Our experiment is a within-subjects design that compares pairs of participants
engaged in two different tasks performed in a tangible interaction condition: a spatial
design and a nonspatial design task. We collected video data during task performance
and performed a concurrent protocol analysis: We include our observations of the
participants in our analysis to augment the video data. The protocol including the
informed consent document has been reviewed and approved by the UNCC institu-
tional review board (IRB) and we obtained the informed consent from all participants
to conduct the experiment.

The experimental task is a design task of combining prescribed graspable compo-
nents. The spatial design task is to design a logo for a housing community mobile app
by combining a given set of shapes. Participants are given seven geometric shapes.
The nonspatial design task is to design a name for a new recipe app by combining a
given set of letters. Participants are given five keywords which consist of individual
letters printed on blocks. This task requires a selection and ordering of letters for
making a meaningful name for an app.

For participants, we recruited architecture students because they are exposed to
design tasks in their design studio courses and are familiar with the spatial reasoning
skills required by the tasks. The experiment is a within-subject design with n =11.
We recruited 22 participants for 11 pairs.

The procedure consisted of a training session followed by two design task sessions.
In the training session, the facilitator explains the spatial design and nonspatial design
tasks to the pair of participants and shows a simple example for each. After the
training session, the two design tasks are performed with a counterbalanced order.
Participants were asked to think aloud and were naturally speaking during the task
since the task is performed in pairs of participants. Participants were given 5 min
to perform each design task. The facilitator does not interfere in the design process
except to remind the participants to verbalize their thoughts if the participants do not
think aloud for over 1 min (Figs. 3 and 4).

Segmentation and Coding

Segmentation and coding of protocol data are determined as a consequence of the
hypotheses. Since our hypotheses are based on a claim about actions using tangi-
ble objects, a primary consideration is the percentage of time the participants were
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Fig. 3 Spatial design task (left) and nonspatial design task (right)
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Fig. 4 Design tasks: spatial logo design (left) and nonspatial name design (right)

engaged in actions of interest, such as epistemic versus pragmatic actions. Accord-
ingly, we segmented the video stream into equal time segments before coding the
segments. After observing the typical duration of an epistemic action, we decided to
segment the video data into equal 2 s segments. When an action is not maintained for
the entire 2 s interval, the action that occurred for more than 1 s is coded. Our basic
coding scheme is “action,” recorded as epistemic, pragmatic, or no action. After this
code is applied to each segment, we coded the segments again to identify unexpected
discoveries and whether the participants are talking versus not talking. Two of the
authors performed the coding together for three of the sessions, to ensure agreement
on the coding scheme. Then a single author coded all sessions twice, separated by
a period of several days, followed by an arbitration process to identify and resolve
differences in coding.

Kim and Maher [10] and Maher et al. [11] coded their data as epistemic versus
pragmatic actions. These two studies describe epistemic and pragmatic actions as
follows. “An example of epistemic action is the way novice chess players find it
helpful to physically move a chess piece when thinking about possible consequences.
Epistemic actions offload some internal cognitive resources into the external world
by using physical actions. In contrast, pragmatic actions are motor activity directly
aimed at a final goal” [11].

We distinguish epistemic actions and pragmatic actions in this study as follows.
Epistemic actions (E) are counted as the total number of segments in which the
participant is moving pieces to find a possible design. Pragmatic actions (P) are
identified when the participants use tangible objects to show an intended design with
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goal-directed actions. For example, if the pair of participants decides on “Foodie”
as a name, then made the arrangement of letters without any change, the duration of
action was coded as P. If the pair of participants only discussed without any action,
we coded the duration as no actions (NA). We coded other gestures and actions
not directly associated with making a design as NA. Examples include touching,
grasping for, and pointing at pieces, because the intention of this coding scheme is
to distinguish the pragmatic and epistemic actions.

We coded unexpectedness as a creative event. Creative events emerge as key
concepts from a sudden insight in the design process [15]. The intention of this coding
is to identify the creative events and actions leading to an unexpected discovery
and sudden insight, which the participant immediately recognizes as significant. We
associate unexpected discoveries with creativity in the design process.

Unexpected discoveries in this study are identified in two ways: emergent designs
(ED) and unexpected spatial arrangements (US). Emergent designs (ED) are iden-
tified from the analysis of the verbal transcript and are associated with words like
“Oh! Do you see that?” The duration of the design session in which the participants
are seeing ED is the duration of speech production time that is derived from the total
number of segments in which the participant is talking about an emerging concept.
When a design idea emerges from an exploration of moving pieces, we coded the
actions as ED. An example of an emergent design is when the participants discovered
“mood” from arranging “doom” as a name. We considered both speech and actions
as the basis for a duration of ED.

Unexpected spatial arrangements (US) are identified when the participants use
the tangible objects in unexpected ways, such as stacking or making a shadow. US
can occur by either a sudden insight during exploration of moving pieces, that is
during epistemic actions, or from the participant’s thoughts, and the arrangement is
made as a pragmatic action. We intentionally coded for ED and US, then coded the
remaining segments as expected behaviors (EX).

We coded each segment as talking (T) which is when the participant talks alone
or to the partner, and no talking (NT) which is when the participant does not talk
more than 5 s. There are two types of external representations while the participants
are performing the design tasks: speech productions and actions. A TUI allows
participants to externalize a representation of the solution onto physical objects,
which Alibali et al. [ 18] claims facilitates interaction and reduces cognitive load. The
purpose of this coding scheme is to record the participants’ actions on the tangible
objects when they are not producing speech. We then compare the actions during the
no talking segments to analyze the differences in epistemic and pragmatic actions
for spatial and nonspatial design tasks.
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Fig. 5 The total percentage of segments; epistemic actions, pragmatic actions, and no actions

Analysis and Interpretation of Coded Data

In this section, we report the analysis of the coded data that are relevant to each
hypothesis for the 11 pairs of participants. We interpret our analysis with respect to
our hypotheses and provide examples of participant behaviors from our observations.

H1: Tangible objects encourage more epistemic actions in spatial design tasks than
in nonspatial design tasks.

InFig. 5, we show the average across all sessions for the epistemic, pragmatic, and
no action coded segments in the two conditions: spatial design task and nonspatial
design task. In the spatial design task, the largest amount of the total time (61.64%)
is coded as “epistemic” action. In the nonspatial design task, the largest amount of
the total time (65.03%) is coded as “no action.” In the spatial design task, epistemic
actions are dominant, and the participants generate design alternatives while utilizing
tangible objects: the participants engage in epistemic actions a larger amount of time
in the spatial design task and they engage in pragmatic actions a larger amount of
time in the nonspatial design task, as shown in Table 2.

The total percentage of time the participants are engaged in epistemic actions is
61.6% during the spatial design task. Participants try to find the solution for the given
task by changing or realigning the positions of the tangible pieces. The participants
were given a set of shapes, from which they were asked to design a logo. Various
design alternatives emerged, in part, from the spatial characteristics and arrangements
of the shapes. Among the 11 sessions in which participants were engaged in spatial
design tasks, pragmatic actions did not occur for pairs P6, P7, P8, and P9, as shown
in Table 2.

In contrast, the total percentage of time the participants are engaged in epistemic
actions during the nonspatial design task is 13%. The nonspatial design task is to
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Fig. 6 The total percentage of segments; unexpected discovery, unexpected spatial arrangement,
and expected spatial arrangement

design a new application name by creating a new word from the letters contained
in existing words. Participants created possible word combinations in their heads,
instead of moving their hands. From our observation, it was found that users distinc-
tively think about a letter combination in advance, and merely express the outcome,
instead of exploring possible alternatives of letter combination resulting from directly
manipulating the given tangible letter pieces. Among the 11 sessions in which par-
ticipants were engaged in nonspatial design tasks, epistemic actions did not appear at
all for pairs P1, P3, and P11, as shown in Table 2. Goal-directed actions dominated
in the nonspatial design tasks: participants combined words by moving each letter
object in order to present the design alternative that the participant had identified by
thinking about the task and looking at the letters.

A two-sample #-test was conducted to determine the significance of our results
that tangible objects encourage more epistemic actions in spatial design tasks than
in a nonspatial design task. Participants in spatial design task (M =0.61, SD=0.13)
show more epistemic actions than nonspatial design task (M =0.12, SD=0.11), ¢
(20)=-9.11, p =0.000000014. Participants in spatial design task (M =0.22, SD=
0.11) take less pragmatic actions than nonspatial design task (M =0.22, SD=0.11),
t (14)=—4.30, two tail p =0.00072. The percentage of time the participants were
showing nonaction in the nonspatial design tasks is greater than in the spatial design
tasks (spatial design task: M =0.33, SD=0.10; nonspatial design task: M =0.65,
SD=0.18; #(16) =4.93, two tail p =0.00015).

H2: The affordances of TUIs facilitate more unexpected discoveries in spatial design
tasks than in nonspatial design tasks.

As seen in Fig. 6, the total ratio of segments coded as emergent designs (spatial
design task: 4.06%, nonspatial design task: 0.97%) and unexpected spatial arrange-
ments (spatial design task: 8.18%, nonspatial design task: 1.58%) is higher in the
spatial design tasks than the nonspatial design tasks.
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An emergent design in the case of the spatial design task is shown in Fig. 7.
The participant moved the tangible objects without any goal. On reflecting on the
shape configuration, the participant combines shapes into the form of a box rolled
into one by chance, and comes up with the “Home, Safe, Secure” concept from
it. The participant said “Yeah could put a space between them. Then it becomes
a community, and it can be all kinds of houses in the community.” By leaving a
gap between figures, the participant develops the configuration into a community
concept.

When examining the case of emergent design performed in a nonspatial design
task, a participant associates “rice-cipe” with “king dicer.” By removing “R” from
“Dicer” and replacing “Dice” which is the first letter with “R,” the participant comes
up with a new word of “rice,” as shown in Fig. 8. As such, the case that a user came up
with a new design idea based on the existing word without intention was discovered
only twice (P2, P8) in 22 experiments in total, as shown in Table 3.

Figure 9 shows examples of unexpected spatial arrangements: stacking shapes
(P2), placing shapes in 3D arrangements (P5), and the discovery of the shadow as
an emergent property (P2).

Figure 10 shows examples of unexpected spatial arrangements in the nonspatial
design task: the case of arranging letter pieces in the cross shape for P4 and a new
character, T, was created by P1. The participant came up with unexpected design
solutions when there were not enough letter pieces or no alphabet letters.

Our results show that the affordances of TUISs facilitate more unexpected discov-
eries in spatial design tasks (M =0.12, SD=0.12) than in nonspatial design tasks
(M =0.02,SD=0.03), 1(12) = —2.43, two tail p =0.01). However, due to the small
number of unexpected discoveries in both conditions, further research is needed to
validate H2.

H3: The affordances of TUIs facilitate more epistemic actions when speech produc-
tion stops in spatial design tasks than in nonspatial design tasks.

As shown in Fig. 11, the amount of time the participants are talking and not talking
are similar in both of the design tasks. When we examine the use of epistemic, prag-
matic, and no action during the non-talking segments, there are significant differences
in the two conditions. During spatial design tasks, the percentage of epistemic action
was very high at 71.02%. During nonspatial design tasks, the percentage of time for
no action is 80.8% as shown in Fig. 11. From our observations through the video
data, a participant becomes quiet for these reasons: (1) the participant cannot think

VST
-«

7 o

Fig. 7 Examples of emergent designs in spatial design task
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Fig. 8 Examples of emergent design in nonspatial design task
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Fig. 9 Examples of unexpected spatial arrangement in spatial design task
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Fig. 10 Examples of unexpected spatial arrangement in nonspatial design task
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Fig. 11 The total percentage of segments; talking and no talking (left), the total percentage of
segments in no talking; epistemic, pragmatic, and no actions (right)

of any new design alternatives or improvements on the current design alternative, (2)
the participant is trying to understand the design of the other participant, or (3) the
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participant is evaluating the quality of the current design alternative. Therefore, the
non-talking section is closely related to the process of resolving the design.

With Hypothesis 1, we show that tangible objects facilitate the spatial design
search process. Substituting this in H3, we investigated the frequency of the use
of epistemic actions in the non-talking section, that is, in the process of resolving
the design problem. Figure 12 shows the distribution of data values and central
values in a total of 22 sessions. The box plot on the left shows the distribution of
actions for all segments while the box plot on the right shows the distribution for
only the non-talking segments. The overall flow and pattern of the two box plots are
very similar. In other words, epistemic actions are prominent in spatial tasks and no
actions are prominent in nonspatial tasks. Judging from much greater data variability,
the lowered median value of epistemic actions and the higher median value of no
actions in spatial tasks in the box plot on the left, it is noted that the user tries to find
a design solution through various movements using tangible objects. The reason for
examining the “No Talking” zone is significant because when design progress was
being resolved, participants worked in silence and the tangible objects facilitated the
participants’ spatial thinking.

In Table 4, we can see that in the case of P2, epistemic actions are the only action
code for the non-talking segments regardless of engaging in a spatial or nonspatial
design task. When seeing that epistemic action never appeared in the non-talking
segments of five pairs (P1, P3, P7, P10, and P11) in nonspatial design tasks, it can
be interpreted that tangible objects, in the case of letter pieces, encourage less spatial
thinking during the search process. On the other hand, in the spatial design task, all
the experiments show epistemic actions during the non-talking segments.

The affordances of TUISs facilitate more epistemic actions when speech production
stops in spatial design tasks (M =0.75, SD=0.19) than in nonspatial design tasks
(M =0.17,SD=0.31), t(20) = —5.21, two tail p =0.00004. We conclude that TUIs

Epistemic Pragmatic No Epistemic Pragmatic No
i Actions (E) Actions (P) Actions (NA) ok Actions (E) Actions (P) Actions (NA)
0% 90% +
80% ] ] 80%

70% l 70% + I
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30% - | W% |
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Fig. 12 Distribution of total segment by tasks type and actions; epistemic, pragmatic, and no actions
(left), distribution of no talking segments by tasks type and actions; epistemic, pragmatic, and no
actions (right)
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facilitate spatial problem-solving by off-loading cognition for spatial reasoning onto
the physical objects.

Conclusion

This paper presents the results of an experiment to determine the effects of tangible
interaction on creative spatial design tasks. The goal of the experiment is to compare
the effect of tangible objects on problem-solving behavior in spatial and nonspatial
design tasks. While other studies have shown that TUIs increase epistemic actions
while performing tasks; in this paper, we focus on the relative impact of TUIs on
spatial versus nonspatial design tasks. We explored three hypotheses relating gras-
pable objects to the occurrence of epistemic actions and unexpected discoveries in
spatial and nonspatial design tasks. We collected video data during task performance
and coded the protocol data by the coding schemes based on actions and speech
productions. Our results show that the participants in the spatial design task pro-
duced more epistemic actions (H1), more unexpected discoveries (H2), and more
epistemic actions when speech production stops (H3). We conclude that TUIs are
more effective in encouraging problem-solving behaviors associated with a creative
design when the tasks require spatial reasoning.
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Side-by-Side Human-Computer Design )
Using a Tangible User Interface

updates

Matthew V. Law, Nikhil Dhawan, Hyunseung Bang,
So-Yeon Yoon, Daniel Selva and Guy Hoffman

We present a digital-physical system to support human—computer collaborative
design. The system consists of a sensor-instrumented “sand table” functioning as a
tangible space for exploring early-stage design decisions. Using our system, human
designers generate physical representations of design solutions, while monitoring a
visualization of the solutions’ objective space. Concurrently, an Al system uses the
vicinity of the human’s exploration point to continuously seed its search and suggest
design alternatives. We present an experimental study comparing this side-by-side
design space exploration to human-only design exploration and to Al-only optimiza-
tion. We find that side-by-side collaboration of a human and computer significantly
improves design outcomes and offers benefits in terms of user experience. How-
ever, side-by-side human—computer design also leads to more narrow design space
exploration and to less diverse solutions when compared to both human-only and
computer-only searches. This has important implications for future human—computer
collaborative design systems.

Introduction

A useful formulation of early-stage design is viewing it as an exploration of the space
of possible designs [5]. This can be formalized as a search through the solution space,
proposing and evaluating solutions in pursuit of some possible world [44]. This is
a particularly tractable model of design in symbolically represented state spaces
[16]. Given that search is also a core capacity of Artificial Intelligence (AI) [33] and
[48], researchers were able to develop intelligent tools to aid in design problems
through a variety of computational search methods [45] and [31]. In most cases of
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design-as-search, both when a human designer and when a computer design tool
are employed, the process is modeled as one of an individual designer [18]. Some
researchers, however, have suggested that exploring a design space can be more
powerful when designers work with others. Fischer calls design social by nature [15].
Indeed, collaborative design can transcend the capacity of the individual, leveraging
specialized expertise across “symmetries of ignorance” to enable designs that address
complex problems and spaces [2]. The usefulness of collaboration in design has
engendered a strong interest in systems and tools that support collaborative design,
precipitating the field of Computer-Supported Collaborative Design (CSCD) [42].

Beyond CSCD, the potential of design as a collaborative activity also suggests
human—computer collaborative design, which is the focus of this paper. While many
approaches to human—computer collaborative design either pose agents as support
tools for humans [31, 37], and [14] or position humans as inputs to a computational
process [7, 13, 26], and [4], research in human—computer teamwork suggests merit
in a more balanced partnership between human and computer designers, modeling
the interaction as a true collaboration [17].

In this paper, we present a system to support a side-by-side model of human—com-
puter collaborative design using a digital-tangible “sand table” interface in combi-
nation with an Al search agent and a visualization of the design problem’s objective
space (Fig. 1). In our model, the user searches the design space using a physical
one-to-one mapping of the solution space, while the Al search algorithm uses the
user’s designs as seeds to search the design space alongside the human designer, and
subsequently presents the human with a visualization of the search process.

Our motivation to use a Tangible User Interface (TUI) stems from the fact that
tangible and tabletop interfaces have been found to be particularly well suited for
collaborative exploration of design spaces. On its own, a TUI affords designers
the ability to employ senses and manipulations they are familiar with in the physical
world to interact with virtual models [21]. TUIs have been found to promote learning
[6] and [47], and interaction with physical media to drive innovative exploration in
design spaces [28, 46], and [32]. Tangible interfaces can also impact the nature of
collaborative design processes, and hence outcomes, e.g., the effect of a TUI on spatial
cognition in groups can increase “problem-finding,” leading to higher creativity [28].

TUT’s have been extensively evaluated vis-a-vis graphical or screen-based inter-
faces [49, 52], and [35], including with respect to design tasks [27], so this is not the
focus of this work. We instead set out to use the TUI as a collaborative platform for
evaluating side-by-side exploration with an agent in a design space.

In this vein, we present an experimental study that compares side-by-side human—
computer collaborative design with two baseline conditions: human-only design
search and human observation of computer-only search. Dependent variables include
the quality of the generated designs and user experience. The design problem we use
to illustrate our approach is the EOSS Sensor—Orbit Design Problem, a real-world
space mission design problem with multiple competing objectives.

The core contributions of this work are: (a) a digital-physical system that sup-
ports side-by-side human—computer collaborative exploration of a design space; (b)
support for our hypothesis that this system results in better designs than either the
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human or the computer working alone; (c) insights into the user-experience benefits
of side-by-side human—computer collaborative design; and (d) limitations and design
implications related to the effects of side-by-side exploration on the coverage and
diversity of the design solutions explored.

The EOSS Sensor—Orbit Design Problem

Designing sensor configurations for Earth-Observing Satellite Systems (EOSS) is
a real-world multi-objective design problem in Aerospace Engineering. The design
of such systems has become increasingly difficult and important to space organiza-
tions planning satellite missions due to increasingly stringent mission requirements
without the necessary budget increases to fully meet the increased demands [40].
Specifically, we engage the problem of deploying sensors on a climate-monitoring
satellite constellation to optimally satisfy 371 measurement requirements (e.g., air
temperature, cloud cover, and atmospheric chemistry) defined by the World Mete-
orological Organization (www.wmo-sat.info/oscar) at minimal cost [19]. A design
in this space consists of assigning up to 12 different kinds of sensors to satellites
in five different orbits around the Earth. Each sensor has different capabilities that
address different measurement requirements to varying degrees, dependent on the
orbit in which it is deployed. The cost of deploying various sensors is also highly

Objective Space

Tangible User Interface Configuration Space

Fig.1 Conceptual schematic of side-by-side human—computer collaborative design using a tangi-
ble interface. The human designer and Al search algorithm explore different designs simultaneously
and affect each other’s position in the solution space. The human generates tangible physical rep-
resentations of design solutions, while monitoring a visualization of the objective space. The Al
search uses the human’s exploration to continuously seed its search and suggest design alternatives
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orbit dependent, insofar as it affects the choice of launch vehicle and supporting sub-
systems, among other considerations. The cost and scientific benefits of a specific
sensor configuration are further complicated by synergistic or deleterious effects that
sensors deployed together can exert on each other.

Research Questions

The described system and study are elements of an ongoing project to both understand
and realize novel forms of human—computer collaboration in physical design spaces.
In this particular work, we explore the following research questions:

e RQ1: How do design solutions produced by a human and design agent working
side-by-side compare to either human-only or algorithm-only generated solutions?

e RQ2: How does collaborating side by side with an intelligent agent affect user
experience while exploring a design space?

The Collaborative Design Sand Table Tangible User
Interface

Overview

Inspired by the affordances of TUIs for design and collaboration, we developed a
tangible sand table interface to study collaborative design (Fig. 2).

Our mixed reality system consists of an interactive tabletop, a visualization, and
a set of blocks. The blocks, which are mapped to sensors from the design problem,
can be placed in regions designated as different orbits on the tabletop. The science
benefit and cost associated with a particular block configuration are calculated using
a custom simulation engine [41] and plotted on a visualization above the table. Points

Fig. 2 A user working
collaboratively with an Al
design agent using the
presented digital-tangible
sand table interface
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on the visualization are color coded to indicate recency and whether they are user or
agent generated.

The most recent point is plotted in red, the second most recent in pink, and all
other points in various shades of purple such that a dark shade indicated a more
recently generated point. All points on the plot are user selectable; the configuration
used to generate any selected point is overlaid on the orbits in the tabletop workspace
(Fig. 3).

Independent and Collaborative Design Agents

We developed two computational design agents to explore the sensor—orbit configu-
ration design space, one that operates independently without user input, and one that
explores the design space collaboratively with a human.

Cost (in Milliens USD) Tabletop Interface
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Fig. 3 This figure illustrates the tabletop (top right) and visualization interfaces. As users arrange
sensor blocks into orbits, the system evaluates and plots the corresponding total cost and science
benefit of the design on the scatterplot. The current design (in this case, instrument H in Orbit 1,
I in Orbit 2, etc.) is plotted in red, the next most recent in pink. All other user-generated designs
are plotted in a purple that fades over time. When a design agent generates a configuration, the
system plots the corresponding output in gray. Finally, users can select an outcome to project its
configuration on the table (in this case, instruments B, E, F in Orbit 1, etc.)
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The “independent” design agent employs a Non-dominated Sorting Genetic Algo-
rithm (NSGA-II) [9] to explore the design space. Evolutionary and genetic algorithms
have long been associated with design exploration and NSGA-II is a conventional
approach to exploring both design and multi-objective optimization spaces [8, 10,
22,25, 38], and [30].

Inspired by recent work demonstrating the effect of simple local behavior on global
outcomes in collaboration [43], the second, “collaborative,” design agent employs
a simplistic version of local search modified to continuously orient its search space
around the sensor—orbit configurations being explored by the human user. It does
so by evaluating random one-block perturbations of the current table configuration.
This allows the human and design agents to monitor one another while exploring
the space in parallel, with the user choosing when to interact and cross search paths

(Fig. 1).

Technical Specifications

Our tabletop TUI (Fig. 4) is designed in the tradition of the reactable [23]. An
internally housed projector displays images on the 36" x 30" tabletop where an
infrared camera detects objects placed on the surface. Blocks representing sensors
are fitted with unique fiducial markers and tracked across the table surface using the
camera and reacTIVision [24]. The NSGA-II agent was implemented via the jMetal
optimization library [12].

Experimental Setup

We compare our side-by-side approach with two baseline methods, which are effec-
tively “subsets” of the proposed approach. We ran a three-condition within-user
study, which asked participants to explore the EOSS design problem on their own,
by passively observing the NSGA-II agent, and side by side with the collaborative
local-search design agent (Fig. 5).

Each study lasted roughly an hour and involved three treatment sessions. During
each session, participants were asked to explore the design space through our inter-
face, after which they were given up to 30 seconds to construct what they considered
the “best” design based on what they had learned during exploration. They then com-
pleted a questionnaire assessing affect and user experience for that round. Following
the study, users completed a post survey ranking the conditions and reflecting on
their choices.

In the following, we describe the three conditions in detail:

1. HUMAN-ONLY (HUM): Participants were instructed to explore the design space
through the sand table interface on their own. They were given a set of blocks
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Fig. 4 The sand table projected a workspace onto a surface where a camera tracked blocks identified
by fiducial markers. As the blocks move between regions on the surface, a simulation engine
evaluates the associated configurations and plots them on a screen. All plotted points in the objective
space can be selected and projected back onto the tabletop surface

for each instrument and explored using the tabletop and visualization without
any assistance from a design agent. As described in the system description,
participants could click on previously generated designs of their own to reflect
on their design exploration at any time.

2. OBSERVE-AGENT (OBS): Participants followed along as the NSGA-II design
agent explored the space in real time, with all evaluated configurations plotted
on the screen. Again, participants were able to select cost points as they were
explored to see the corresponding configurations on the tabletop, and we allowed
them to move around blocks on the table as well, although the system did not
evaluate any block configurations.

3. SIDE-BY-SIDE (SBS): Participants worked alongside the local-search design
agent. As in the HUM condition, the system would evaluate and plot evaluations
for the block configurations that users placed on the table. The local search agent
would continuously explore minor variations of the current block configuration,
which the system would evaluate and visualize for the user as well. For simplicity,
we defined the local search neighborhood as any configuration at an edit distance
of one from the current configuration (e.g., add or remove one instrument in any
orbit). Users were free to monitor the agent’s search path and adjust their own.
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Fig. 5 The three design space search interactions studied: human-only search, human observation
of agent search (NSGA-II), and side-by-side collaborative search

The instruments and orbits were randomly remapped between conditions with
users informed in order to prevent knowledge carryover. The conditions were also
randomly and uniformly counterbalanced against ordering effects due to fatigue or
increased familiarity with the interface or task.

The study was exempted by the Cornell University Institutional Review Board
(IRB) for Human Participants, based on the board’s criteria of data collection and
risk. Any images in this work (e.g., Fig. 2) are not of participants, but are reenactments
of the study by associates of the research team who consented to their image being
used.

Hypotheses

Through our study, we examined the following hypotheses!

e H1: Design Quality: The user—agent collaboration (SBS) will generate better
designs than the user (HUM) or computer alone (OBS) will generate. While “bet-
ter” is often difficult to quantify in a design problem; in this case, we will evaluate
designs relative to a baseline Pareto front generated by a conventional genetic
algorithm used in this domain—NSGA-II.

We initially intended to explore a third hypothesis addressing learning outcomes but were unable
to do so due to an error in data collection.
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e H2: User Experience: Users have a better experience when collaboratively explor-
ing with an agent (SBS) compared to exploring on their own (HUM) or following
the agent as it explores (OBS).

Results

Thirty-one subjects (13 females, ages 18-37) participated in our study. To attain a
more diverse population sample, we recruited participants from a large city both
through mailing lists and flyers at local universities and via ads on related social
media groups and online bulletin boards. The resulting participant set came from a
varied educational background: six had completed high school or a GED, 18 had a
bachelor’s degree, and seven had a master’s degree, advanced graduate work, or a
Ph.D. We describe our findings with regard to our hypotheses around design quality
and user experience.

Design Quality

Given the multi-objective nature of the sensor—orbit problem, there is no clear single
metric to objectively compare designs, a matter complicated by the unknown nature
of the true Pareto frontier in this real-world problem.

For each participant and condition, we had a single design solution produced from
ablank slate at the conclusion of the condition to compare within-user. Following [20,
50], and [36], we calculated the generational distance for each of the designs using
their normalized Euclidean distance from a reference, empirically derived Pareto
frontier. We constructed this reference Pareto frontier from the configurations gener-
ated by running NSGA-II over 80 iterations with a population size of 200 (Fig. 7). For
reference, the NSGA-II agents in OBS evaluated an average of 267.6 unique designs
in addition to the initial population of 200 over the course of the treatment. User
designs were then compared relative to their distance from this reference frontier.?

One-tailed paired sample z-tests were conducted to evaluate the difference in
quality of designs produced in the SBS condition, compared to each of the baseline
conditions, HUM and OBS. The SBS condition produced significantly closer designs
(M=0.114, SD =0.086) in comparison to both HUM (M = 0.167, SD = 0.138, ¢
= —1.920, p = 0.032) and OBS (M =0.155, SD =0.124, r = —1.827, p = 0.039),
see Fig. 6a. These results suggest that participants tended to produce better designs
after exploring the space with the collaborative agent, relative to the reference Pareto
optimal front, supporting H1.

2In the case that user-generated designs dominated any configurations on the reference frontier, they
were assigned the negation of this distance. Overall, we acknowledge that this choice of reference
may limit the validity of our finding to a small time or a small number of function evaluations
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Fig. 6 Mean design quality and user experience scores across the three conditions

User Experience

Participants’ enjoyment was measured using the Positive and Negative Affect Sched-
ule (PANAS) [51], and user experience via the User Experience Questionnaire (UEQ)
[29]. Following the study, participants also ranked the treatments in order of helpful-
ness and enjoyment, and provided qualitative comparisons of the treatments in terms
of helpfulness and enjoyment.
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Participants displayed stronger positive effect in the SBS condition (M=32.85,
SD =8.964) compared to HUM (M=30.97, SD=8.677, t=1.455, p=0.078), and
compared to OBS (M =29.56, SD=28.677, t=3.117, p=0.002). One-tailed paired
sample z-tests indicate that only the latter difference is significant, thus only par-
tially supporting H2. No significant difference was found in participants’ negative
affect after the SBS condition (M=13.13, SD=3.784) compared to either HUM
(M=13.26,SD=3.838,t=—0.295,p=0.385) or OBS (M =13.71,SD=5.172,t=—
0.668, p=0.255) (Fig. 6b).

Participants scored the system more positively via aggregate UEQ scores after SBS
design (M=4.664, SD=4.117) than either HUM (M =3.858, SD =4.553, r=1.301,
p=0.102) or OBS (M=3.339, SD=4.929, t=1.717, p = 0.048), although one-tailed
paired sample ¢-tests indicate that only the second was barely significant and effect
sizes were small (Fig. 6¢). We employed a subset of the full UEQ scale, including the
complete scales for attractiveness, efficiency, stimulation, and novelty. Interestingly,
users rated OBS higher than HUM or SBS in terms of efficiency, but lower than the
others in terms of attractiveness and the hedonistic scales of stimulation and novelty
(Fig. 6d).

Finally, users overall ranked the treatments as (1. SBS, 2. OBS, and 3. HUM)
in terms of helpfulness and (1. SBS, 2. HUM, and 3. OBS) in terms of enjoy-
ment (Table 1). The rankings were aggregated using an extended Borda system
[3], whereby each user’s ranking was scored with three points for their first choice,
two for their second, and one for their third choice.

Discussion

To summarize, we found that participants produced better designs after exploring
the design space side by side with the collaborative design agent than after explor-
ing on their own or observing and querying the NSGA-II algorithm visualization.
Participants exhibited marginally higher effect and user experience when working
side by side than either of the other modes. They also overwhelmingly rated this
design method higher than the other two. In the following, we discuss implications
of our findings, qualitative insights from user comments, and possible explanations
that could lead to trade-offs when constructing collaborative design agents.

Qualitative Insights on Designing Side by side

Participants’ post-study reflections provide some insight on why so many preferred
exploring with the collaborative design agent (abbreviated as DA below) and how
they perceived the DA. Several users pointed out complementary advantages they
inferred in the DA, from speed to the ability to explore with more blocks at the same
time. Others simply appreciated the experience of working together: “Exploring with
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Table 1 Participants ranked and reflected on the three treatments at the conclusion of the study in
terms of helpfulness and enjoyment

Treatment

Helpfulness
rank (score) n =
31

Enjoyment rank
(score) n =27

Comments

SBS

181)

1 (70)

Positive

I liked the fact that I
was being assisted
along [...] It felt like
as if two brains were
working
simultaneously

Negative

It was distracting to
see the agent coming
up with points around
me that weren’t
always improvements,
and this made me feel
less productive

OBS

2(55)

3(43)

Positive

It felt like watching
the agent exploring by
itself allowed me to
see different trends
without having to
move the blocks
myself [...] I was
arriving at a better
solution more quickly

Negative

Observing the agent
exploring was
dreadful. Way too
much information,
and I couldn’t control
the variances in
sequences to help
myself understand the
impacts of various
instruments

HUM

3(50)

2 (49)

Positive

Exploring alone
makes it easier and
enjoyable because it
allows me to follow
my own logic of
exploration

Negative

Exploring with blocks
is too inefficient and
make me feel
frustrated. I felt lost
without help from the
computer

The rankings were aggregated using an extended Borda system (scores listed next to rank in paren-

theses). Four users did not respond for the enjoyment ranking
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the DA felt more like a collaborative effort, rather than working alone or watching
someone else work on something” or saw the back-and-forth with the design agentas a
way to reduce the randomness of their search. Some participants derived confidence
from working with the design agent: “It felt like as if two brains were working
simultaneously and there was a hope to achieve optimal configuration”.

On the other hand, some expressed annoyance with the agent: “It would have been
better if the computer gave better suggestions alongside working withme...”. Atleast
one user saw the design agent as a playful antagonist: “I enjoyed exploring with the DA
at the same time because I almost felt like I was competing against the DA.” Several
developed ad hoc strategies for collaboration, e.g., splitting up the objectives: “After
DA determined points from my selection, I rearranged the blocks to the DA point
with the highest benefit. Then, I switched blocks to determine the lower cost”. The
experiences described by participants in the side-by-side condition, whether positive
or negative, suggest that users are capable of seeing such agents as collaborators
and not just tools. In particular, the variety of implicit choices and ad hoc strategies
users made in interacting with the design assistant while exploring the design space
mirror observations prior work has made about human-to-human collaboration using
TUIs, e.g., [52], including turn-taking, dominant—submissive pairs, and independent,
parallel exploration. This supports the potential of intelligent agents acting as true
collaborators in the design search process.

Does Working Side by Side Lead to Broader Search?

In order to gain intuition about why users generated better designs after SBS explo-
ration, we examined the solutions they encountered during search under the different
conditions (Fig. 7). Using one conventional way to compare sets of solutions, we
found that the set of configurations considered by participants in the SBS condition
tended to dominate more of the objective space, in terms of hypervolume [53] (M =
0.626, SD =0.134), than those explored in HUM (M =0.561, SD =0.145), (Fig. 8a).
This difference was significant via a one-tailed paired ¢-test (r = 2.45, p = 0.010).
Designs explored by participants in the OBS condition also tended to dominate less
hypervolume than in SBS (M =0.603, SD=0.091), although this difference was not
significant (t = 1.07, p = 0.146).

To our surprise, however, users appeared to explore less broadly in the SBS con-
dition than in either the HUM or OBS conditions. To quantify this, we define the
coverage of the exploration as the number of possible sensor—orbit pairings that
appeared in at least one evaluated configuration during the exploration. Similarly, to
[34], we also use the normalized entropy of explored configurations as a measure of
diversity. We calculate entropy as

1 n
HX = -1y Y pxlog p(xi)
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where X is the configurations explored, N is the number of configurations in X, x; is a
possible sensor—orbit pair, p(x;) is the probability of x; appearing in a configuration
in X, and n is the number of possible sensor—orbit pairs.

We find that participants tended to cover more of the orbit—sensor pairings when
searching the solution space in the HUM condition (M=44.93, SD=13.03) and
the OBS condition (M=39.89, SD =12.79) than in the SBS condition (M =32.97,
SD=10.53). Both of these differences were significant via paired one-tail z-tests
(t=5.357, p<0.001 and t+ =2.428, p=0.011 for HUM and OBS, respectively). We
also find that the human’s search tended to be more disordered when either exploring
alone (M =1.482, SD =0.502) or passively observing (M =2.326, SD =0.672), again
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Fig. 7 This figure shows an example of all the evaluated configurations explored by a single user
during the exploration phase in each study condition. The outputs used to generate the reference
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Fig. 8 In the SBS condition, participants tended to consider more Pareto optimal designs as mea-
sured by the overall hypervolume dominated by the non-dominated Pareto frontiers in each condition
(a). Nonetheless, the search spaces explored by human participants when collaboratively exploring
in the SBS condition tended to cover fewer possible sensor—orbit pairings (b), and exhibit lower
information entropy (c) than in the other two conditions
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both significant via paired one-tail z-tests (r =3.093, p =0.002 and r =8.414, p <
0.001, respectively).

Participants’ post-study reflections suggest that working with the design agent
encouraged them to converge more confidently and quickly to a more focused region
of the configuration space. For example, “I could immediately see some sort of
direction to move in instead of randomly guessing,” and “when we both (computer
and 1) are exploring together, less time is wasted, and productive results are easier
to discover.” Indeed, as one user put it, “I felt lost without help from the computer.”

However, as others observed, collaboration “might have led to a bias in what
order to use and I resulted in a lower science benefit than I had on my own,” and
“exploring on my own gave me more freedom to try something completely different,
and potentially get a more helpful combination.” Participants appreciated this free-
dom, saying, “it was really useful learning through trial and error,” and “exploring
alone makes it easier and enjoyable because it allows me to follow my own logic of
exploration.”

This raises an important conundrum for the design of collaborative agents, insofar
as the processes for achieving better designs through collaboration may not coincide
with those that best encourage broader exploration of the design space or generate
more creative designs. Some work with TUIs found similarly that rapid design explo-
ration enabled by physical interfaces could actually reduce the degree to which users
reflect in the design process [11]. This result also evokes prior work suggesting con-
versely that leveraging humans as a search heuristic can reduce the diversity of algo-
rithmically generated solutions [39]. Insofar as a key benefit of collaborative design
is its potential to foster broader exploration and emergence, future research should
explore how interactions with collaborative design agents might expand, rather than
contract, human designers’ exploration.

Limitations and Future Work

Our findings are somewhat constrained by the complexity and domain-specific nature
of the design problem we chose in contrast with the relevant sophistication and exper-
tise of our users. The resultant abstractness of the problem made it very demanding for
our users, and could have added to the variance in our results, although we attempted
to account for this with a within-user design.

TUIs are especially useful for co-present collaboration in a shared physical
workspace. Although our agent interacted with the user through the tabletop interface
and display, it did not do so physically. This study is part of an ongoing project in
which we plan to study collaborative exploration between a human and a physically
embodied design agent in a shared workspace. Observing interactions between a
virtual agent and a human through our TUI sand table is a first step toward this end.

This work also does not empirically compare the human—agent collaborative
exploration to collaboration between humans. While some participants reported inter-
acting with the agent in similar ways to what we see in the literature on co-present
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human—computer collaborations, future work should directly examine these similar-
ities in order to lay the groundwork for designing better collaborative agents in this
vein.

Finally, while we adapted a design-as-search model, there are other potentially
richer formulations (e.g., design-as-exploration) that may better model real-world
design processes. Future work should consider other formulations of design which
allow for important processes like problem reframing.

Conclusion

Humans and algorithms have different strengths and limitations in searching design
spaces. Algorithms can quickly explore a large space and precisely compare solu-
tions, while humans are adept at fast pattern recognition, generalization, and context
integration. Egan and Cagan note the importance of both human intuition to han-
dle difficult-to-translate qualitative processes and the objectivity and consistency
of computation at scale [13]. This suggests benefits to be reaped by systems that
model the human-machine interaction as a collaborative activity, building on the
complementary skills of each agent, e.g., flexible and conversational mixed initiative
collaborations or adjustable autonomy for different contexts [1].

In this paper, we described a new tabletop tangible sand box interface in order to
study real-time collaboration between humans and design-search algorithms. Such
side-by-side human—computer collaborative exploration of a design space via a phys-
ical one-to-one mapping of the solution space has not been studied before, despite
the potential it offers designers to capitalize on benefits of both collaborative and
Al-supported design.

In an experiment, we find that the proposed model of side-by-side design col-
laboration can lead a human designer to generate better designs than when working
alone or observing an agent in terms of their selected final design’s distance to a ref-
erence Pareto front, and, in the former case, to explore more hypervolume-dominant
designs. We also find marginal benefits to user positive effect and user experience. In
particular, side-by-side design positively overcomes some of the trade-off between
efficiency and stimulation that exists when weighing human-only and computer-only
designs.

However, we also find that this sort of collaboration might lead to lower solu-
tion space coverage and less diversity in the solutions explored. As we do not want
human—machine collaborative design to reduce the creativity and open-ended explo-
ration that early-stage design requires, these concerns should be considered in the
development of such agents and future research.

This caveat notwithstanding, our work supports the feasibility of treating design
agents not just as tools, but as peer collaborators in the exploration of possible
solutions during early-stage design.
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An Investigation into Constraint

Handling Strategies

Likai Wang, Patrick Janssen and Guohua Ji

Evolutionary design allows complex design search spaces to be explored, potentially
leading to the discovery of novel design alternatives. As generative models have
become more complex, constraint handling has been found to be an effective approach
to limit the size of the search space. However, constraint handling can significantly
affect the overall utility of evolutionary design. This paper investigates the utility
of evolutionary design under different constraint handling strategies. The utility is
divided into three major factors: search efficiency, program complexity, and design
novelty. To analyze these factors systematically, a series of generative models are
constructed, and populations of designs are evolved. The utility factors are then
analyzed and compared for each of the generative models.

Introduction

In the last decade, the use of evolutionary design (ED) has been gaining popularity
in architecture as a strategy for architects to improve building designs. By defining
generative models (GM) for the building design and evaluative models (EM) for the
building performance, designers are able to use evolutionary algorithms to explore
complex design search spaces and discover design alternatives for different objectives
[1]. In some cases, novel design alternatives can be discovered that not only break
conventional rules of thumb but also lead to innovative solutions that are able to
resolve complex design challenges [2, 3].
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Among the three major components in ED (the evolutionary algorithm, the GM,
and the EM), the GM has the most direct impact on outcomes of ED as well as the
overall utility of the ED. This research focuses primarily on GMs for generating
building geometries with a specific emphasis on constraint handling.

In architecture, GMs have become an important subdomain within ED research.
Various innovative form-finding approaches have been explored by Frazer [4], Bent-
ley and Kumar [5, 6], and others. Following these pioneers, other researchers have
explored GMs with wide-ranging diversity [1]. Theoretically, the ED based on such
GMs is useful for architects to explore design space and find solutions with excellent
performance.

However, when such EDs are applied to real-world architectural designs it is often
inapplicable to use since viable solutions are difficult to be found within reasonable
time frames or deadlines set by practice. On the one hand, the process of ED is
often prolonged by detailed performance simulations, the time cost by which can
range from seconds to hours per design solution [7]. On the other hand, as GMs have
become more complex to describe a detailed building design, the associated number
of parameters and the resulting dimensions of the search space have also increased
rapidly, which leads to an exponentially expanding size of design search spaces [8, 9].
Since there is usually a high proportion of invalid solutions in the search spaces [10],
the expansion of the search spaces may also result in an increase in the number of
invalid design solutions [11]. Therefore, the convergence of the evolutionary process
is hindered due to the need to exclude large numbers of invalid design solutions.

Detailed simulations and large search spaces directly result in long running times
of the evolutionary process which can severely weaken the utility of ED. Aside from
the performance simulations which is out of designers’ control, the search space is a
critical factor in reducing the running times. Therefore, when constructing the GM for
complex building designs, designers can incorporate constraint handling strategies
in the GM in order to compress the search space [2, 12]. Such strategies can improve
search efficiency by preventing computational resources from being spent on invalid
design solutions.

In general, constraint handling can be categorized into two major classes: indi-
rect and direct approaches. The main difference is that the indirect approach embeds
constraints in the EM, while the direct approach embeds constraints in the GM [12].
These two approaches have different impacts on the evolutionary process. With indi-
rect constraints handling, invalid solutions are identified and downgraded by the EM,
which will lead to them becoming excluded during the evolutionary process. Direct
constraint handling, in contrast, uses the GM to filter out invalid design solutions by
including explicit or implicit rules [2, 13].

In general, the direct approach is preferred due to its ability to reduce the size
of the search space, thereby improving the overall search process. However, with
regard to overall ED utility, three main drawbacks have been identified, relating to
search efficiency, program complexity, and design novelty.

First, search efficiency may be negatively impacted due to the introduction of
disruptive nonlinearities into the genotype-to-phenotype mapping, which will result
in a more irregular fitness landscape. The irregular change in fitness will make the
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evolutionary search process more difficult to extract information to predict promising
design subspaces [14].

The second drawback of embedding constraint handling into GMs is that it results
in more complex control flows, which makes the program implementation and main-
tenance more difficult [5]. These characteristics are particularly demanding for archi-
tects who are mostly not good at programming.

The third drawback of embedding constraint handling into GMs is the fact that
it may reduce design novelty. For architects, design novelty is a critically important
factor. GMs must be able to generate designs that vary significantly in terms of their
form and configuration.

Direct constraints handling, therefore, is a double-edged sword for ED. The result-
ing conflict between search efficiency, program complexity, and design novelty is a
complex trade-off. However, current understanding of these factors and the trade-off
between them in the field of ED is not well understood. Taking this as the point
of departure, this study investigates the relationships between constraint handling
and the three abovementioned factors. A series alternative GMs based on different
constraints are constructed and populations of designs are evolved. The quality of
these factors for each GM is then analyzed and compared.

Method: A Framework for Analyzing Utility

The aim of this study is to develop approaches that can help designers to evaluate
which GM constraint handling strategies are suitable for design scenarios in terms
of the three proposed utility factors. Even though absolute metrics are hard to come
by, there are still various relative measures that can be used.

Search Efficiency

Search efficiency refers to the extent to which the GM enables the evolutionary search
process to converge on viable design solutions. In practice, the search efficiency is
typically one of the most pragmatic factors.

The search efficiency of alternative GMs can be objectively compared by ana-
lyzing the evolutionary search process. It is closely related to the size of the search
space. Smaller search spaces will typically result in evolutionary processes that are
able to find viable solutions in the short term and converge rapidly.

As additional constraints are embedded into the GM, the search space will con-
tinuously shrink, and search efficiency may be progressively improved. However,
the negative impact of the more irregular fitness landscape also needs to be taken
into account. Therefore, the overall effect of constraint handing on search efficiency
remains an open research question.
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Program Complexity

Program complexity refers to the complexity of the control flow of the GM code.
In practice, the coding of complex constraint handling control flows can present
significant technical difficulties for architects who are not good at programming.

The rising complexity of a program and the associated degradation of its maintain-
ability cannot be measured by reference to the number of lines of program code. An
alternative approach to measuring code complexity is cyclomatic complexity [15].
By counting the numbers of nodes and edges in the control flow graph of a pro-
gram, the cyclomatic complexity measures the number of all linearly independent
paths. This index has a close relationship with maintainability of programs. As the
cyclomatic complexity increases, the control flow becomes more complex. This will
typically result in extra coding effort and time that have to be spent on debugging
and refactoring.

Lower program complexity, however, cannot ensure that the overall effort for ED
implementation will be reduced. Since simple control flows are usually unable to
avoid invalid solutions being generated, the more coding effort may have to be spent
on implementing indirect constraint handling strategies, such as penalty functions,
in the EM for downgrading undesired design solutions. As the result, coding effort
saved by the simple GM control flow will, in many circumstances, be offset by
additional coding effort in the EM.

Design Novelty

Design novelty refers to the ability of the GM to generate viable solutions that are
unexpected. Discovering novel design alternatives is one of the main aims of ED.
Therefore, the significance of design novelty may outweigh the search efficiency and
the program complexity when it comes to the overall utility [16].

In most architectural design cases, the potential to discover novel design solutions
has a close relationship with the formal variability of the phenotype space. If the
phenotype space is overly restricted by constraints, it becomes more difficult for the
evolutionary search process to find novel design solutions. Thus, although search
efficiency can be improved by constraint handling, the overall utility may still be
weakened, or even exhausted if fewer or no novel design solutions can be found.

Design novelty, however, is hard to evaluate objectively. Some measures have been
developed [3, 17, 18], but these are themselves somewhat subjective and are hard to
implement. In general, the degree of design novelty is highly subjective and largely
determined by the needs of architects and projects. However, a visual appraisal of
formal variability can provide a rudimentary way of differentiating the amount of
design novelty from the architectural perspective. In reverse, GMs with low design
novelty usually generate solutions that are visually very similar.
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Case Study

In order to systematically investigate the evolutionary design utility factors for archi-
tectural designs, a case study high-rise office building design with an atrium and
vertical gardens is introduced. The combination of atriums and vertical gardens is
widely used as an effective strategy for improving environmental performance in
many regions, from tropical to temperate climate zones. Examples include Com-
merzbank Tower in Frankfurt, Germany, and the Tongji University Multi-Functional
Building in Shanghai, China [19].

In recent years, many GMs representing such building designs have been con-
structed for various design optimization problems. Based on these GMs, ED then
can be used to explore possible configurations of these vertical gardens. The con-
figuration of vertical gardens can be categorized as a subdomain of facility layout
problem, which mainly addresses the various layout problems from the perspective
of material handling costs, spatial efficiency, etc. [8, 20, 21]. However, in most cases,
the adopted generative rules controlling combinations and allocations of vertical gar-
dens are not properly constrained to avoid invalid solutions being generated. Thus,
finding an appropriate trade-off between conflicting performance criteria requires
atriums and vertical gardens to be carefully controlled and configured within the
building volume [20].

Different constraint handling strategies can be incorporated in GMs to regulate
the configurations of vertical gardens. In order to investigate the impact of constraint
handling strategies on overall utility, four alternative GMs were implemented and
tested. Each GM incorporated incrementally more constraint handling.

A GM with basic constraints was first constructed, referred to as the naive GM (N-
GM) and represents an elementary approach for generating the building. To compare
the effects of constraint handling on evolutionary designs, three GMs with incre-
mentally more constraints were constructed based on the same structure frame as in
the N-GM. These three GMs, respectively, referred to as the constrained GM (C-
GM), the constrained-repaired GM (CR-GM), and the constrained-confined GM
(CC-GM), literally reflect their constraint handling strategies.

Figure 1 presents the random sampling generated by these four GMs. In general,
the formal variability decreases with more constraints embedded. The distinct formal
variability will result in significant effects on different utility factors of the ED.

For the case study, a fixed structural frame is used, consisting of a rectangular plan
office floor with an open atrium in the center rising up through the whole building,
flanked by two structural cores on both sides. The core-column structure is taken
as the structural prototype as it has been widely applied in practice for its spatial
and constructional efficiency. The size of each column grid is 8.4 by 8.4 m, which
is proved can achieve a desirable balance between spatial and structural efficiency
[22].

A modular approach is applied in the GMs, which partitions the floor plan into
multiple fixed-size modules [20, 21]. Thus, each floor is divided into 11 cells based
on this structural frame (Fig. 2). Except for the cells representing the structural cores
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Fig. 1 Random sampling (not evolved) based on the presented GMs
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Fig. 2 The structural frame

(#8 and #9 in Fig. 2) which are fixed under all circumstances, all perimeter cells (#0-7
in Fig. 2) can be switched from solid to void, thereby creating complex patterns of
interlocking indoor and outdoor spaces. In the presented case study, the tower is
assumed to be 40 stories tall.

The evaluation model will first be briefly introduced, followed by the alternative
generative models, each with varying levels of constraints.
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Evaluation Model

A detailed simulation of environmental performance is beyond the scope of this
study, and running relevant simulations would be also too time-consuming. In order
to evaluate the generated solutions, a simplified EM based on an economic index is
used. This index has the advantage that it is fast to calculate.

For each floor, the fitness function calculates the potential profit that can result
from the rentable floor area and subtracts three construction cost factors: the core
cost, the slab cost, and the facade cost.

e Potential profit: Rentable floor area multiplied by a factor that gives preference to
south facing spaces and spaces on the upper or lower floors (due to the better view
or accessibility).

e Core cost: The area of the structural cores in plan multiplied by a factor that
increases with the rise of the floor level (due to the difficulty of construction on
high).

e Slab cost: Slab area (excluding core but including outside spaces) multiplied by a
factor that increases with the rise of the floor level (due to the same reason as the
core cost).

e Facade cost: Facade area multiplied by a constant cost factor (due to fagade cost
mostly related to the material).

In reality, the gross area of buildings is regulated by urban planning codes. As the
result, the EM also defines an upper limit of the gross area for the whole building.
A solution whose gross indoor floor area surpasses a predefined limit (70,000 m?
in this EM) will have its potential profit proportionally scaled back according to the
excess area.

Based on the above EM, every design solution will have a distinct fitness. An
analysis of randomly generated designs confirmed that the solutions that intuitively
seem to be desirable also received high fitness values.

Unconstrained GM

As a comparative baseline for the four presented GMs, a GM called unconstrained
GM (U-GM) is first introduced. This GM is not actually implemented and also not
evolved for testing. No constraints are implemented in this GM, so the number of con-
straints is 0. The constraint-free mapping allows all possible solid-void combinations
to be generated. The number of combinations (search space) is 8"40~1.329¢e+36.
This search space is actually impossible to be searched through under current com-
putational capacity. This GM represents the simplest way of generating the target
design solutions; therefore, it can be used as the baseline to reveal the impact of
different constraint handling strategies has on compressing the design space.
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Naive GM

As to N-GM, floors are grouped into ranges with 2-to-5 consecutive floors, and each
group has the same layout of the vertical garden (solid-void patterns). Applying floor
groups is not only for reducing the number of parameters but also for the reason that
single-floor vertical gardens are uneconomic and too dark.

The tower is divided into 10 groups. As the ten groups will each have variable
floors, it may result in either too many or too few floors. Some simple rules are
therefore applied in order to ensure that the correct number of floors is achieved. If
the total floors are less than 40, then the topmost floor layout will be taken to fill the
rest floors. If the total floors are greater than 40, then extra floors will be culled.

In this GM, the solid-void condition of every cell is defined by a binary switch. This
results in a genotype—phenotype mapping that is straightforward (without conditional
statements, iteration, or subroutines). This simple control flow is easy to implement
and often applied to these types of optimization problems.

The genotype defines the layout for ten floor groups. For each group, the genotype
contains two parameters. The first parameter is an integer between 2 and 5, defining
the number of floors in that group (pl in Fig. 3). The second parameter is a string
containing 8 binary switches, defining the solid-void pattern for the eight perimeter
cells in that floor group (p2 in Fig. 3). As a result, the design space of this GM is
(4 x278) "10~1.268e+30. The constraint handling strategies of floor groups and
numbers of floors within one group impart N-GM with two constraints compared
with the U-GM.

At the same time, the simple mapping process results in N-GM having the most
regular fitness landscape compared with the other GMs (aside from the U-GM). The
independent binary combinations allow a wide range of possible design solutions to
be generated. However, this unrestricted diversity also allows many invalid design
solutions to be generated as stochastic combinations of vertical gardens can result in
unbuildable designs. For example, solutions may have very large or disproportionate
voids or many separated small voids on the facades, or, in some other cases, suspended
or large overhanging cells (see the first line in Fig. 1). Such problematic features will
result in the expensive construction cost or make it hard to rent due to poor spatial
accessibility or connectivity [20].

[...3, 11101001, 2, 01011001, 4, 10011110...]
Vo e—— Y - N

pl p2 pl p2 pl p2

Fig. 3 Example of genotype data structure of N-GM
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Constrained GM

The C-GM limits the number and size of vertical gardens. First, the number of vertical
gardens is limited to one per floor, as multiple small vertical gardens result in a huge
facade area which is costly in building materials. Second, the size of a vertical garden
should be controlled and should not be significantly larger than that of the indoor
space for the rental profitability. In addition, vertical gardens should be connected to
the atrium to facilitate natural ventilation [19].

For C-GM, the genotype still defines the layout for ten floor groups. However, in
order to constrain the GM to the above rules, certain modifications were introduced
into the mapping process. For each floor group, the genotype now contains three
parameters on different decision levels. The first parameter is the same as the N-GM
and defined the number of floors in that group (p1 in Fig. 4).

The second and third parameters (p2, p3 in Fig. 4) replace the binary string (p2 in
Fig. 3). These parameters are used to create voids through a mapping process with
conditional statements. Since there are only two cells directly connecting the atrium,
the vertical garden must include one of these two cells. Thus, the second parameter
(p2 in Fig. 4) is either O, 1, or 2. If the value is 0, then it indicates that there will be
no void, in which case the third parameter can be ignored. If the value is 1 or 2, then
it indicates which one of the two cells adjacent to the atrium will be included in the
vertical garden. Finally, the third parameter (p3 in Fig. 4) is an integer that assigns a
solid-void pattern from a predefined set for the vertical garden. To restrict the size of
the vertical garden, the number of cells in each void pattern is limited to a maximum
of 5, which results in a total of 13 unique patterns (Fig. 5). As the result, the search
space of this GM is (4 x 3x13) "10~8.536e+21. The two extra constraints on floor
layouts make the C-GM with two more constraints compared with that of N-GM
(totally four constraints).

By excluding most stochastic combinations of small voids in the building volume,
the rationality of the generated design solution of C-GM is improved considerably
(see the second line in Fig. 1). At the same time, there is a significant compression
of the design search space compared with that of N-GM.

However, the explicit constraint rules also result in a more irregular fitness land-
scape, due to the introduction of conditional statements into the mapping. These
statements result in discontinuities and neutral mutations in the genotype—pheno-
type—fitness mappings. Neutral mutation refers to genotypic mutations that have
no effect on the phenotype and the fitness. (For example, in Fig. 5, p2 is a higher
order decision level that will have a more significant impact on the design fitness.
p3 becomes neutral when p2 defines that no vertical gardens are generated.) Such
neutral mutations introduce many-to-one mappings in the GM, resulting in numerous
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l:l vertical garden

. vertical core

D indoor floor
atrium

index=9 index=10 index=11 index=12

Fig. 5 Floor layout patterns

Table 1 The frequency of neutral mutation of the presented GMs

GM N-GM C-GM CR-GM CC-GM
Rental profit 7 30 35 20
Constructional 6 30 34 22

cost

Gross profit 6 27 32 14

fitness plateaus. Such plateaus can trap the evolutionary process into subspaces with
local optimals, thereby resulting in premature convergence [14, 23].

To analyze the frequency of neutral mutations in the presented GMs, 100 pairs of
randomly sampled solutions from separated neighboring genotype subspaces were
selected and evaluated, and pairs sharing the same fitness values were then counted
(Table 1). As shown in Table 1, the additional constraints of the conditional statement
result in a significant rise in the frequency of neutral mutations of C-GM compared
with that of N-GM.

Although the configuration of the vertical gardens with C-GM has become more
rational, the independence between floors layouts can still create certain types of
voids that may be problematic. Two key types of problematic voids are identified:
oversized voids in cases where two voids meet above one another and become merged,
or cross-diagonal voids in cases where two voids meet at a point on the diagonal.
Such voids are hard to avoid within the mapping process of C-GM.
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Fig. 7 Example of the first and the second repair operators

Constrained-Repaired GM

The CR-GM uses the same control flow as the C-GM. However, in order to correct
the oversized voids and cross-diagonal voids generated by the C-GM, implicit repair
operators are added. The repair operators will fix the oversized voids and cross-
diagonal voids by switching cells on selected floors to become non-void.

In the case of the oversized void (larger than five floors), floors are iteratively
removed from the top and the bottom of the void, until a suitable height is reached
(a-d' in Fig. 6). In the case of the cross-diagonal void, all cells on the floor in the
middle will be assigned non-void, so that the two voids become disconnected (b-b'
in Fig. 6).

These repair operators may, however, result in additional problematic conditions
being generated. In particular, inserting non-void floors in certain groups can result in
many single-floor pendulous cells which are hard to rent or construct. Hence, an extra
repair operator is defined in order to correct these conditions. This repair operator
will identify isolated or pendulous cells and will switch them to the opposite solid-
void condition (Fig. 7). Due to the fact that additional problematic conditions can
continuously emerge after the execution of the first and the second repair operators,
these operators are run in a loop until all infeasible conditions have been eliminated
or the number of iterations reaches a predefined limit. The number of 30 is set as the
limit in this GM.

These repair operators are able to filter out most invalid design solutions from the
C-GM by further restricting the variability of vertical garden combinations (see the
third line in Fig. 1). Including the first and the second repair operators, three more
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constraints are implemented in the CR-GM compared with that of the C-GM (totally
seven constraints). However, as the implicit rule has no effect on the data structure
of the genotype, the genotype space remains intact.

With more constraints being embedded, the fitness landscape of CR-GM is further
degraded, as the repair operators lead to additional neutral mutations in the phenotype
space (Table 1), which makes the fitness landscape more irregular [24]. However, the
number of possible combinations can be reduced remarkably by these neutral muta-
tions. Lastly, a significant additional coding effort was required for implementing
the more sophisticated mapping process.

Constrained-Confined GM

The CC-GM also uses the same control flow as the C-GM, but compared to the CR-
GM, the search space is further compressed by only keeping parameters that have
a mostly positive impact on overall fitness. (See the CC-GM solutions in the fourth
line in Fig. 1.)

For CC-GM, vertical gardens are only allowed to be inserted in middle to upper
floors, and there is a terrace on the roof. To ensure these features can be fully repre-
sented, CC-GM only has three floor groups (as opposed to the C-GM, which has ten
floor groups).

The first two groups are assigned to floors ranging from 15 to 30 stories, and
the third one defines the terrace on the roof. Therefore, the regularity of the fitness
landscape of CC-GM is similar to that of C-GM, but the size of the genotype space
is much smaller, which is (4 x 3 x 13) "3~3.796e+6. Compared with C-GM, seven
more constraints are defined to disable the change of the remaining seven floor groups
(totally 11 constraints).

Evolutionary Run

In order to further investigate the impacts of different constraint handling strategies
on search efficiency, program complexity, design novelty, and overall utility, the
evolutionary search processes based on the four presented GMs were run.

The evolutionary algorithm was executed using the Rhino—Grasshopper environ-
ment, and the standard genetic algorithm in the Galapagos was applied [25]. The
population size was set to 100. Due to the large genotype space for some of the pre-
sented GMs, the population of the initial generation was raised to 1000. Meanwhile,
to avoid the premature convergence, a higher mutation rate and a lower selection
pressure were used. (In Galapagos, the settings are 25% for maintain and 25% for
inbreeding.) At the same time, the number of 25 consecutive generations without
new improvement solutions is set as the terminated threshold for the evolutionary
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process. Last but not the least, in order to reduce the impact of stochastic variation,
the evolutionary process based on each GM was repeated five times.

Results

For the presented case study, different constraint handling strategies impart each GM
with distinct constraint numbers and genotype search space. Table 2 summarizes the
number of constraints and the size of the design search space for all five GMs.
In general, the size of search space decreases along with more constraints being
embedded. Compared with the size of the search space of U-GM, the effect of the
constraint handling strategies of C-GM on compressing the search space is more
significant than that of any other GM.

Figure 8 shows the fitness progression trend lines of the evolutionary processes.
For each GM, five trend lines are shown. The graphs show the best two solutions
over time. The reason for recording the best two is that focusing only on the best
solution can conceal the overall progress of the whole population. By recording the
best two solutions, the improvement of the population can be revealed more subtly
and precisely.

The tendency of the trend lines corresponds to the regularity of the fitness land-
scape. The smoother the landscape (such as N-GM), the more gently and smoothly
the trend line grows, which visually reveals the correlation between the constraint
handling and the utility of the evolutionary process. Except for N-GM, the fitness
landscapes of the other three GMs are irregular to different extents. As a result, the
trend lines also become correspondingly more irregular.

From the graph, it can be found that smoothness of the fitness progression trend
lines has a strong correlation with the frequency of neutral mutations. The result in
Table 1 shows that the frequency of the neutral mutations of both the C-GM and
CR-GM are very high. Around or over 30% of the samples share the same fitness
values, followed by CC-GM with about 20%, and N-GM with about 7%. As neutral
mutations become more frequent, the trend lines grow more irregularly.

Aside from the neutral mutations, the repair operators also have significant impacts
on the evolutionary process. Despite the fact that the search space of CR-GM is much
bigger than that of CC-GM, the sophisticated repair operators of CR-GM not only
facilitate the evolutionary process to converge faster but also result in the discovery

Table 2 The number of constraints and the size of design search space

GM U-GM N-GM C-GM CR-GM CC-GM
The number |0 2 4 7 11

of constraint

Design search | 1.33e+36 1.27e+30 2.06e+14 2.06e+14 3.796e+6
space
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Fig. 8 Fitness progression trend lines for the alternative GMs. The number of generations is plotted
along the x-axis, and fitness values on the y-axis

of better solutions. As the result, it can be assumed that the actual size of phenotype
space s of CR-GM, which is compressed by the repair operator, is similar to that of
CC-GM.

Search Efficiency

As demonstrated in Fig. 8, the search efficiency of the four presented GMs varies
significantly. In general, adding more constraints both reduces the number of gen-
erations required to find viable solutions and improves the quality of the solutions
that are found. The conclusion that can, therefore, be drawn is that, for this case
study, the positive effects of a smaller search space outweigh the negative effects of
an irregular fitness landscape.

Program Complexity

Constraint handling did not result in significant expansion in the programs’ physical
sizes of the GMs in this study (500-900 lines). However, the actual increase in the
coding effort and time spent on the more complex control flows were considerable.
By analyzing the cyclomatic complexity (M) based on the below formula [15], the
latent effects brought by the complex control flows are revealed more precisely.

M=E—-N+2
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Table 3 The cyclomatic complexity of the presented GMs

GM N-GM C and CC-GM CR-GM
Nodes 2 6 11
Edges 2 8 16
Complexity 2 4 7

where E is the number of edges in the control flow, and N is the number of nodes.

As shown in Table 3, the complexity of the four GMs roughly increases expo-
nentially, and the numerical differences of the values generally match the actual
differences between the amount of coding effort and time spent. As the control flow
becomes more complex, much more effort on debugging and refactoring has to be
spent to maintain the program. However, the complex control flow and the associ-
ated effort can be offset or even outnumbered by the time saved in the evolutionary
process.

Design Novelty

Figure 9 lists the results from the evolutionary processes. Similar to Fig. 1, the solu-
tions become more rational as more constraints are embedded in the GM. However,
improper use of constraint handling can make the evolutionary results suffer from
poor design novelty. The design solutions generated by CR-GM and CC-GM are
mostly predictable and lack design surprise which means that “the design is unex-
pected for the domain given previous experience [9, 10].”

In contrast, the solutions generated by N-GM have greater formal diversity but
still cannot be regarded as having the desirable design novelty since they cannot be
seen as being feasible architectural solutions. This is reflected in their low fitness
values, which suggest that these solutions are not economical.

The results from C-GM suggest that there is a possible balance between the need
for design novelty and design fitness. Although the designs are topologically similar
to that form CC-GM and CR-GM (with similar locations and numbers of the vertical
gardens), the less stringent constraint handling allows more unexpected solutions to
be discovered. Furthermore, the regularity of the fitness landscape also facilitates the
evolutionary process to search the design space more thoroughly, allowing a greater
number of alternative design solutions to be evaluated. As the result, the C-GM
solutions have more distinct formal features than the CR-GM and CC-GM solutions.
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Fig. 9 Evolved design solutions based on the presented GMs

Table 4 Overall qualitative description of the presented GMs
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GM Constraint Search Design Program Utility
handling efficiency novelty complexity

N-GM Loose Low Very high Low Low

C-GM Medium Fair High Fair High

CR-GM Tight Very high Fair High High

CC-GM Very tight High Low Fair Low

Utility

By summarizing the utility factors of the four presented GMs, a qualitative conclusion
is drawn, as shown in Table 4. Due to the extremely poor search efficiency or low
design novelty, it is fair to consider that N-GM and CC-GM are least useful for
real-world scenarios.

The utility of the other two GMs, in contrast, is recognized as much better, but it
is also affected by external conditions. For CR-GM, the ability to quickly discover
viable solutions minimizes the number of evaluations that are required. This allows
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it to be used in ED systems incorporating computational expensive simulations.
However, the limited design variability may make this GM only effective for well-
defined design problems.

On the contrary, if the simulation is relatively inexpensive or the design problem
is ill-defined, C-GM is likely to be the better choice. The relatively regular fitness
landscape of the C-GM facilitates the evolutionary process to search the design space
more completely, and the potential to discover novel design alternatives is also higher.

Conclusion

In this study, the utility of constraint handling in GMs has been researched. For
the case study investigated in this research, utility factors vary significantly when
different constraint handling strategies are applied in the GM. On the one hand, con-
straint handling has a positive impact on both the search efficiency and design fitness.
However, on the other hand, overly stringent constraint handlings can significantly
weaken the other utility factors, especially design novelty.

Exclusively focusing on search efficiency by embedding evermore constraints
in the GM is unlikely to be an effective strategy, as it will result in low design
novelty and complex control flows which are hard to implement and maintain. As
the result, a more balanced approach to constraint handling is critical to achieving
effective and efficient evolutionary processes. For architects, in order to ensure that
the resulting ED system is applicable for the purpose, the different utility factors
should be carefully considered before constructing a GM.

Last but not the least, the impacts of constraint handling on the utility of ED
may vary considerably across different GMs, and it is therefore not possible to draw
generalized conclusions until more research under different design scenarios has
been conducted. However, the importance of the overall utility is clearly revealed
in this study, and further research will facilitate architects to carry out ED more
efficiently and effectively in the future.

Acknowledgements This paper was supported by the National Natural Science Foundation of
China (51378248) and the China Scholarship Council (201706190203).

References

1. Caldas L (2008) Generation of energy-efficient architecture solutions applying GENE_ARCH:
an evolution-based generative design system. Adv Eng Inform 22:59-70

2. Eiben AE, Smith JE (2004) Introduction to evolutionary computing. New York

3. Gero JS (2006) Computational models of creative designing based on situated cognition. In:
Hewett T, Kavanagh T (eds) Creativity and cognition 2002. ACM Press, New York, NY, pp
3-10

4. Frazer J (1995) An evolutionary architecture. Architectural Association, London



194

5.

10.

11.

12.

13.

15.
16.

17.
18.

19.
20.

21.

22.
23.

24.

25.

L. Wang et al.

Bentley P, Kumar S (2003) Three ways to grow designs: a comparison of embryogenies for
an evolutionary design problem. In: Proceedings of the 1st annual conference on genetic and
evolutionary computation, vol 1, pp 3543

. Kumar S, Bentley P (2003) Computational embryology: past, present and future. Adv Evol

Comput:1-16

. Zhou L, Haghighat F (2009) Optimization of ventilation systems in office environment part II:

results and discussions. Build Environ 44:657-665

. JoJH, Gero JS (1998) Space layout planning using an evolutionary approach. Artif Intell Eng

12:149-162

. Chen S, Montgomery J, Bolufé-Rshler A (2015) Measuring the curse of dimensionality and

its effects on particle swarm optimization and differential evolution. Appl Intell 42:514-526
Rasheed KM (1998) GADO: a genetic algorithm for continuous design optimization, Ph.D.
dissertation, Rutgers University, New Jersey

Rasheed K, Ni X, Vattam S (2005) Comparison of methods for developing dynamic reduced
models for design optimization. Soft Comput 9:29-37

Banzhaf W (1994) Genotype-phenotype-mapping and neutral variation—a case study in genetic
programming. Parallel Probl Solving Nat III 866:322-332

Janssen P, Kaushik V (2014) Evolving Lego, rethinking comprehensive design: speculative
counterculture. In: Proceedings of the 19th international conference on computer-aided archi-
tectural design research in Asia:523-532

. Rothlauf F (2006) Representations for genetic and evolutionary algorithms. Springer, Berlin,

Heidelberg

McCabe TJ (1976) A complexity measure. IEEE Trans Softw Eng SE- 2:308-320

Rebhuhn C, Gilchrist B, Oman S, Tumer I, Stone R, Tumer K (2015) A multiagent approach
to identifying innovative component selection. In Des Comput Cogn 14:227-244

Brown DC (2015) Computational design creativity evaluation. Des Comput Cogn 14:207-224
Grace K, Maher ML, Fisher D, Brady K (2015) Modeling expectation for evaluating surprise
in design creativity. Des Comput Cogn 14:189-206

Wood A, Salib R (2013) Guide to natural ventilation in high rise office buildings. Routledge
Liggett RS (2000) Automated facilities layout: past present and future. Autom Constr
9:197-215

Dino IG (2016) An evolutionary approach for 3D architectural space layout design exploration.
Autom Constr 69:131-150

Aysin SEV, Ozgen A (2009) Space efficiency in high-rise office buildings. Metu Jfa:2
Vanneschi L, Clergue M, Collard P, Tomassini M, Vérel S (2004) Fitness clouds and problem
hardness in genetic programming. Genet Evol Comput GECC02004 Part 11 3103:690-701
Rothlauf F, Goldberg DE (2003) Redundant representations in evolutionary computation. Evol
Comput 11:381-415

Rutten D (2013) Galapagos: on the logic and limitations of generic solvers. Archit Des
83:132-135



Exploring the Feature Space to Aid )
Learning in Design Space Exploration

updates

Hyunseung Bang, Yuan Ling Zi Shi, Guy Hoffman,
So-Yeon Yoon and Daniel Selva

In this paper, we introduce the concept of exploring the feature space to aid learning
in the context of design space exploration. The feature space is defined as a possible
set of features mapped in a 2D plane with each axis representing different interest-
ingness measures, such as precision or recall. Similar to how a designer explores the
design space, one can explore the feature space by observing how different features
vary in their ability to explain a set of design solutions. We hypothesize that such
process helps designers gain a better understanding of the design space. To test this
hypothesis, we conduct a controlled experiment with human subjects. The result sug-
gests that exploring the feature space has the potential to enhance the user’s ability to
identify important features and predict the performance of a design. However, such
observation is limited only to the participants with some previous experience with
design space exploration.

Introduction

Over the last two decades, the “design by shopping” paradigm [1] has become a
popular approach to tackle early-phase (conceptual design or system architecting)
engineering design problems. An important step in this approach is called design
space exploration (a.k.a. tradespace exploration), where the designer analyzes the
structure of the design space and learns about the trade-offs in the system, sensitivities
of design criteria to design decisions, couplings between design decisions, etc. For
the remainder of this paper, “learning” in tradespace exploration refers to gaining
knowledge about these parameters, and more generally about the mapping between
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design decisions and design criteria. Through the process of design space exploration,
designers can make a more informed decision for the selection of the final design.

However, design space exploration presents us with the challenge of information
overload. The problem of information overload becomes more prominent in design
tasks involving many design decisions, multiple objectives, and intricate couplings
between them. It has been shown that as design problems get more complex, designers
are overwhelmed by the size and the complexity of the data, thus leading to the
degradation of their ability to understand the relationships between different variables
[2-4].

To address this issue, various data visualization methods and tools have been
developed for design space exploration [5—14]. Most of these tools focus on providing
different views of designs defined in a multidimensional space, in some cases coupled
with unsupervised machine learning methods such as clustering, feature selection,
and manifold learning. However, due to the knowledge being implicit in visualization,
these methods require an additional step for the humans to visually inspect the result
and make interpretations. Therefore, the knowledge obtained through visualization
can be ambiguous and subjective. Moreover, visually inspecting and finding patterns
may be challenging without sophisticated rearranging strategies [15, 16].

Another complementary approach to learn about the design space is to extract
knowledge using data mining algorithms that mine knowledge explicitly in the form
of logical if-then rules [17-20]. These methods can be used to extract driving fea-
tures, i.e., the common features (specific values of design decisions, attributes, or
combinations thereof) that are shared by a group of designs that exhibit similar objec-
tive values [21]. For example, Watanabe et al. use association rule mining to analyze
hybrid rocket engine designs, and find that 83% of all non-dominated (Pareto opti-
mal) solutions had a similar initial port radius [22]. The major advantage of such
knowledge is that it can be expressed relatively concisely and unambiguously through
a formal representation [23].

While having been used successfully in the past to analyze design spaces, these
methods are not without limitations. One of the limitations of the current methods
is that they impose a rigid structure in the mined features (the conditional “if”” parts
of the rules); indeed, all features are represented as predicates (i.e., binary features)
joined by logical conjunctions (i.e., “and” operator). From a mathematical point of
view, this does not reduce expressivity, as any logical formula can be converted into
a disjunctive normal form or DNF (i.e., a disjunction—OR—of conjunctive clauses)
[24]. Therefore, any Boolean concept (a concept whose membership is determined
by a combination of binary features [25]) can be represented using a set of rules
(disjunction of rules). However, from a human learning point of view, the conversion
to DNF often results in longer features, and thus harder to understand by humans.

Another limitation of the data mining methods is that they generate a large set of
features without an easy way to identify the most useful and informative one [26].
Identifying a single feature that best explains the region of interest of the design space
while staying compact could improve learning. One approach to select a single feature
is to sort all features using one measure such as confidence or lift [27]. Intuitively,
these interestingness measures provide a quantitative metric of the predictive power
of the feature. However, selecting a single metric from a large list of alternatives
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can be arbitrary, and may not necessarily be the right measure for the given design
problem [28, 29].

In this paper, we present a new method, feature space exploration, to aid human
learning in design space exploration, and a tool to use with the method. The aim of
this method is to improve the designer’s ability to identify important features and
generate new insights. In order to foster learning, we enable designers to explore
various forms of features and get immediate feedback on how well these features
explain a certain region of the design space (e.g., a cluster, or the Pareto front). This
is done by defining a space of all possible features (called the feature space), visu-
alized on a 2D plane. Each axis in the plane represents one of the interestingness
measures of features used in classification (e.g., precision and recall [29]) or asso-
ciation analysis (e.g., confidence, lift, and Gini index [28]). If one selects conflicting
goodness measures such as precision and recall [30], the Pareto front of the feature
space can also be defined. The designer can then use the visualization to observe
how the goodness measures change in response to a change in the feature, and elicit
his or her preferences among those two important measures. Due to its similarity to
how a designer explores the design space, we refer to this process as “exploring the
feature space”. Exploring the feature space helps the designer identify the driving
features that shape the structure of the design space. The process takes advantage of
the intuitive and fast nature of exploring options through visualization, as well as the
ease of learning through formal representations that are clear and concise.

To demonstrate the effectiveness of this new method to improve learning, we
conduct a controlled experiment with human subjects. The experiment tests whether
exploring the feature space improves the designer’s learning, which is measured as
his/her ability to predict whether a given design will exhibit desirable performance
and cost. The result shows that exploring the feature space may indeed improve
learning about the design space but only under certain conditions—for subjects who
have received some formal training in design space exploration.

Example Design Problem: Architecting Earth Observing
Satellite System

Before explaining how the proposed method works, we first introduce an example
design problem to help explain the methodology in the remainder of the paper. It
should be noted that the proposed method is not specific to a type of design problem.
However, there are some implementation details that are tailored to the structure of
this problem. This point will be elaborated on after the design problem is outlined.
The design problem is a real-world system architecting problem previously stud-
ied in [31]. The goal of the design task is to architect a constellation of satellites
to provide operational observations of the earth’s climate. There are two objectives:
maximizing the scientific benefit and minimizing the lifecycle cost. The scientific
benefit is a function of an architecture’s satisfaction of 371 climate-related mea-
surement objectives, generated based on the World Meteorological Organization’s
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OSCAR (Observing Systems Capability Analysis and Review Tool) database.! The
level of satisfaction of each measurement objective is quantified based on the capa-
bilities of each design and then aggregated to obtain a number that represents how
much scientific benefit each design brings to the climate scientific community.

The design problem has been formulated as an assignment problem between a
set of candidate measurement instruments (space-based sensors related to climate
monitoring) and a set of candidate orbits (defined by orbital parameters such as
altitude and inclination). Given a set P of candidate instruments and a set O of
candidate orbits, the design space is defined as a set of all binary relations from P
to O. Each instrument in P can be assigned to any subset of orbits in O, including
the empty set. Therefore, the size of the design space is 27191, where |P]| is the
number of candidate instruments and | O| is the number of candidate orbits. In this
work, we considered 12 candidate instruments and 5 candidate orbits, making a total
of 2% possible designs. Each design is represented by a Boolean matrix M of size
5 x 12, where M (o, p) = 1 if instrument p is assigned to orbit o, and M (o, p) =0
otherwise. Graphically, this can be displayed by a figure similar to Fig. 1. Here,
each row represents a mission that will fly in each orbit, and the columns represent
the assignment of different instruments. Note that in the examples that will follow
throughout this paper, we replace the names of the actual orbits and instruments with
numbers (e.g., 1000, 2000) and alphabetical letters (e.g., A, B, C) to simplify the
presentation of the examples.

Once the design decisions and the corresponding objective values are provided in
a structured format, the proposed method mostly considers the design problem as a
black box. At the implementation level, however, there is one critical step necessary
in order to run data mining, which is formulating the base features. The base features
are predicates used to construct more sophisticated Boolean concepts related to the
design space. In its simplest form, a base feature can be a single design decision

orbit Inst 1 Inst 2 Inst 3 Inst 4
LEO-600-polar AERO_POL AERO_LID CHEM_SWIRSPEC
SS0-600-AM CPR_RAD VEG_LID CHEM_UVSPEC SAR_ALTIM
S$S0-600-DD VEG_INSAR | HIRES_SOUND
S$S0O-800-DD VEG_LID
SSO-800-PM CPR_RAD CHEM_UVSPEC

Fig. 1 An example architecture representation. Each row represents a single spacecraft flying in
a certain orbit. For example, a spacecraft carrying the cloud and precipitation radar (CPR_RAD)
and the UV/VIS limb spectrometer (CHEM_UVSPEC) will fly in a sun-synchronous orbit at an
altitude of 800 km, and an afternoon local time of the ascending node

Thitp://www.wmo-sat.info/oscar/.
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Table 1 Base features

Name of the feature Arguments Description

Present I; Instrument /; is present in at
least one of the orbits

Absent I; Instrument /; is absent in all
the orbits

InOrbit Oi, I, (I, I) Instrument /; (and I, I;)
is/are present in orbit O;

NotInOrbit Oi, I, (I, I) Instrument /; (and I, I;)
is/are not present in orbit O;

Together Ii, I, (Ix) Instruments /;, I; (and Ij) are
present together in any orbit

Separate Ii, 1, (Ir) Instruments /;, I; (and I;) are
not present together in any
orbits

emptyOrbit O; No instrument is present in
orbit O;

numOrbits n The number of orbits that have

at least one instrument
assigned is n

set to 0 or 1. However, we introduce more complex base features to prespecify the
structure of the patterns to be searched, thus biasing the search toward more promising
regions in the search space. The base features used for the current system architecting
problem are shown in Table 1. The formulation of such base features requires some
domain-specific knowledge and insights obtained by observing the structure of the
design problem. Based on those insights, we can speculate which form of features
may drive the performance of a design.

For example, Present is a base feature that describes whether an instrument i is
used in at least one of the orbits. This feature is equivalent to a disjunction of five
base features (instrument i being assigned to each one of the orbits). Present may
potentially speed up the search, since the decision whether to use an instrument or
not has a bigger influence in the objective value compared to the decision of which
orbit it should be assigned to. While such decision may or may not be useful in
capturing the driving features, introducing the predicate Present helps searching that
hypothesis space effectively. In the remaining sections of this paper, we will use this
predefined set of base features to build more complex features.

Exploring the Feature Space

In this paper, we propose exploring the feature space as alearning aid for design space
exploration. We define the feature space as a set of all possible features, visualized
by mapping features in a coordinate system where each axis represents a different
measure of the goodness of a feature (e.g., precision, recall, F score, confidence,
lift, and mutual information [28, 29]). In the following sections, we introduce the
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graphical user interface that enables visualizing and exploring the feature space and
explain how a designer can use it for insight generation and learning.

iFEED

The capability to explore the feature space is built as an extension to the interactive
knowledge discovery tool called iFEED [21]. Its goal is to help engineering designers
learn interesting features that drive designs toward a particular region of the objective
space as they interact with the tool. A user of iFEED can select a group of target
designs, and run data mining algorithms to extract the common features that are
shared by those designs. The main interface of iFEED is shown in Fig. 2. It consists
of an interactive scatter plot, which shows the design space populated by thousands
of alternative designs. When the user hovers his or her mouse over one of the points in
the scatter plot, the information about that design is displayed below the scatter plot.
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Fig. 2 The main graphical user interface of iFEED, which consists of a scatter plot showing the
objective space and a display of the design that is currently viewed. Dots highlighted in cyan
represent the target region selected by the user
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The displayed information includes values of the objectives and design decisions of
a design.

The scatter plot can help the user select a region of interest in the objective space.
When the user drags the mouse over the scatter plot, designs in the selected region
are highlighted, and they are considered as target solutions when running the data
mining process.

The data mining process is based on the Apriori algorithm, which is one of the
earliest and most popular algorithms developed for association rule mining [32]. The
algorithm has been extended to mine classification association rules, which follow
the structure X — C. Here, X is a feature that describes a design, and C is a class
label that indicates whether a certain design belongs to the target region (cyan area in
Fig. 2) or not. The data mining returns a list of features that are shared by the target
designs. For more details on the data mining algorithm, readers are referred to [21].

Visualization of Feature Space

The features extracted by running the data mining algorithm have varying level of
“goodness” in explaining the target designs. Such measures can be defined using
various metrics used in binary classification and association rule mining [28, 29]. In
this work, we use two measures of confidence defined as follows.

U

CO >

U: All possible designs
S: Designs within target region
F: Designs with the feature

conf(S — F) = SpSNE)
supp(S)

conf(F — §) = —supp(S ne)
supp(F)

Here, S is the set of all designs that are in the target region, and F is the set of
all designs that have the particular feature that is being considered. supp stands for
support, which is defined as

|X|
supp(X) = U

where U is the set of all designs in the database and |-| indicates the cardinality of
the set. Confidence is often used in association rule mining to represent the strength
of arule [32]. conf (S — F) represents how complete the feature is in terms of the
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fraction of the target region that exhibits the feature, while conf (F — §) represents
how consistent or specific the feature is in explaining only the target region (fraction
of designs with the feature that is in the target region). In fact, because we extract
only binary classification rules, conf (S — F) and conf (F — S) are equivalent to
recall and precision, respectively.

After we calculate both confidence measures for the extracted features, we can map
them in a two-dimensional plane with each axis representing one of the confidence
measures, as shown in Fig. 3. This visualizes the feature space as we defined at the
beginning of this section. In the figure, each triangle is a feature obtained from the
data mining algorithm. The general trend in the mined features shows that there is
a trade-off between the two confidences, consistent with the relationship often seen
between recall and precision.

The scatter plot displaying the feature space is also implemented as an interactive
plot. When the user hovers the mouse over a feature in Fig. 3, the designs that have
the feature are highlighted in the scatter plot as shown in Fig. 4. From these figures,
the user can get a quick and intuitive sense of how the feature is distributed within the
design space. For example, Fig. 4a shows a design space, and it highlights a feature
whose conf (S — F) is high and conf (F — S) is low. This feature explains most
of the target designs, but it is too general, such that it also covers many other designs
that are not in the target region. In contrast, the feature highlighted in Fig. 4b has low
conf (S — F)andhighconf(F — S).The designs that have this feature fall mostly
inside the target region, but only a small portion of the target region is explained by
this feature.
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Fig. 3 Feature space plot, where each axis is one of the confidence measures. Each triangle repre-
sents one feature. The red star (upper-right corner) represents the utopia point of the feature space
(Color figure online)
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U: All possible designs
5: Designs within target region
F: Designs with the feature

o0 om

Fig. 4 Design space highlighting different features. a Designs that have the feature with high
conf(S — F) and b another feature with high conf(¥ — S) are highlighted. The cyan dots are the
target designs. The pink dots are the designs that have the feature. The purple dots are the overlap
of those two sets of designs. The Venn diagram depicts the proportions of the highlighted designs

Representing and Modifying Features

When the user hovers a mouse over a feature in the feature space plot, a tooltip
appears with the name of the feature. For example, the following text represents a
feature that consists of two base features linked with a conjunction. *

absent(I) AN D present(K)

In natural language, this can be interpreted as, “Instrument / is not used in any
orbit, and instrument K is used in at least one of the orbits.” However, in our tool,
such representation can only be used to view the extracted features and cannot be
used to modify the given feature or input a new one.

In order to enable the user to modify and explore other features, we implemented
a graphical representation of the feature as shown in Fig. 5. This representation uses a
tree structure, consisting of two types of nodes. A leaf node represents a base feature,
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Fig. 5 Representation of a
feature using a graph. The
displayed feature consists of
five base features linked
using both conjunctions and
disjunctions. The feature can
be interpreted in text as
“absent(I) AND present(K) AND
AND notInOrbit(4000, K, G,
B) AND (inOrbit(1000, L)
OR inOrbit(1000, G, A))”

present[:K;]

notInOrbit[4000;K G B;]

inOrbit[1000;L;]

inOrbit[1000;G,A;]

and a logical connective node represents a logical connective (logical conjunction or
disjunction) that links all its children nodes. Therefore, the feature shown in Fig. 5
can also be written in text as: “absent(I) AND present(K) AND notInOrbit(4000, K, G,
B) AND (inOrbit(1000, L) OR inOrbit(1000, G, A)).” This graphical representation
allows the user to easily see the hierarchical structure within a logical expression
when both conjunctions and disjunctions are used. Moreover, the user can modify
the structure of a feature by changing the location of nodes through a simple drag-
and-drop. Being able to modify and test different features is important in order to
quickly explore the feature space and gather information.

Search in Feature Space

While the user can explore the feature space by modifying and testing individual fea-
tures, we also implement a local search method to speed up the exploration process.
The local search extends a given feature by adding an additional base feature either
using a conjunction (AND) or a disjunction (OR). The possible set of base features is
set by the user during the problem formulation step, and its size is limited to a small
number. Therefore, the system can test the addition of all possible base features, and
return the new set of features that improve one of the goodness metrics.

To run the local search, the user has to select a feature from Fig. 3 by clicking on
it. Then the user can choose to use either a conjunction or a disjunction in linking
the new base feature to the selected feature. When a conjunction is used, the feature
becomes more specific (the feature covers fewer designs), most likely leading to
an increase in conf (F — §). On the other hand, if a disjunction is used instead,
the feature becomes more general (the feature covers more designs), thus increasing
conf (S — F). The newly generated features are compared with the existing set
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of features and only the non-dominated ones are added to the visualization. This
provides a quick and easy way for the user to explore the feature space effectively,
advancing the Pareto front of the feature space.

Evaluation

To test the efficacy of exploring the feature space as a way to improve the user’s
learning, we conduct a controlled experiment with human participants.

Hypothesis and Experiment Conditions

The aim of the experiment is to examine whether exploring the feature space improves
learning, compared to when the user interacts only with the design space. Learning is
defined here as learning the mapping between design decisions and objective values.
Therefore, we set our hypothesis as the following:

— HI1: Exploring the feature space improves a designer’s ability to predict the per-
formance of a design.

To test this hypothesis, we use a within-subject experiment design and compare the
learning in two different conditions: design space versus feature space exploration.
The capabilities of the tool in these two conditions are summarized in Table 2.

In the first condition, called the design space exploration condition, we provide
only the parts in the graphical user interface that are related to the design space. For
example, the user can inspect each design shown in the design space (see Fig. 2)
and observe the values of design decisions and objectives. The user can also modify
each design by adding/deleting/moving instruments through drag-and-drop. After
modifying the design, the new design can be evaluated to get the corresponding

Table 2 The capabilities provided in each condition

Capabilities Design space exploration Feature space exploration
Inspect designs J J

Modify and evaluate designs | /

Local search in the design J

space

Run data mining and inspect
features

Modify and evaluate features

AR

Local search in the feature
space
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objective values. In addition, a local search in design space has been implemented
to mimic the local search in feature space. The local search is done by randomly
sampling four neighboring designs from the currently selected design, evaluating
them, and displaying the newly added designs to the scatter plot. A neighboring
design is defined as a design that can be reached by changing a single design decision
from the currently selected design.

The second condition is called the feature space exploration condition. Here, the
user is still able to inspect individual designs in the design space. However, other
interactions in the design space (evaluate new designs, local search) are not allowed.
Instead, the user can run data mining to obtain an initial set of features visualized
in a similar manner to Fig. 3. Modifying, evaluating, and inspecting each feature is
also enabled through the interface shown in Fig. 4. Moreover, the user can run a local
search to quickly explore the feature space.

The conditions are designed to make the types of interactions as similar as possible
in both conditions. The user can modify, evaluate, and inspect designs/features, and
run local searches in the respective spaces.

Experiment Protocol

Participants are first provided with an interactive tutorial that explains the design
problem as well as all the capabilities of the tool. The tutorial is designed to take
around 20-30 min to finish. After the tutorial, each participant is given two different
tasks within the same system architecting problem described above (architecting
a constellation of climate-monitoring satellites). The two tasks differ in the set of
capabilities provided (two experimental conditions). For each task, the participant is
asked to find and take notes of the features that would be useful to identify whether
an arbitrary design will be in the target region or not. The tasks are designed to
be representative of a designer’s effort to find patterns within a group of designs.
Different target regions are specified and given to the user to investigate in each task.
The two treatment conditions are presented in a random order, and a 10 min time
limit is applied to each task to control how much time each participant spends in
learning.

After each 10 min session, the participants are given a short quiz to measure how
much they have learned during the interaction. For each question, a figure similar to
Fig. 1 is given, and the user is asked to predict whether a given design will be located
inside the target region or not. A total of 25 YES/NO questions are given.

Participants

We recruited 38 participants, all of whom are university students. The study was
approved by the Cornell University Institutional Review Board. Written informed
consent was obtained from all participants. The average age of the participants is 23.0,
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Table 3 Descriptives: all subjects. The mean score shows the percentage of questions answered
correctly out of 25 questions in each test

N Mean SD SE
Design space 38 72.95 10.86 1.762
exploration
Feature space 38 74.95 11.22 1.821
exploration

with a standard deviation of 4.05. There were 21 male participants and 17 female
participants. 26 students identified themselves as majoring in the STEM field, and
12 students identified themselves as having majors other than STEM.

The recruitment was done through two different channels. First, we recruited
from the general student population on campus and offered $15 Amazon gift cards
as compensation. 23 participants were recruited using this method.

Second, we recruited students who were taking a graduate-level course on Systems
Architecture. These students were offered a small amount of extra credit for the class
as compensation. The reason for recruiting from this second group of students was
our previous experience running a pilot experiment and with other experiments with
similar interfaces. We have observed in the past that participants who had not been
exposed before to some basic concepts in design space exploration—such as design
decisions, objectives, features, recall, and precision—often struggled to understand
the task they were asked to perform and did not utilize all the capabilities of the tool
that was provided. In addition to our main hypothesis, we also wanted to test if the
participants’ formal training in some of the important concepts has any interaction
effect with their performance in each condition. 15 participants were recruited from
the class.

Result

The test scores of all participants are summarized in Table 3. The average scores
shown in the table represents the percentage of questions that were answered correctly
out of 25 questions asked in each problem set. It shows that the average scores for
both conditions are effectively the same. Running a paired samples one-tailed z-test
gives a p-value of 0.209.

A more interesting result is observed when the participants are grouped based
on whether they had the formal training (a first-year graduate course on system
architecture) or not. We ran two-way repeated measures ANOVA to compare the
difference in the mean scores of the two conditions while also considering the effect
of the formal training of the subjects. Table 4 shows the within-subject effects, and
Table 5 shows the between-subject effects. The result shows that there is no statistical
significance when we only consider either the experiment condition or the formal
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Table 4 Within-subject effects

Sum of df Mean square | F' P
squares
Exploration 14.33 1 14.331 2.580 0.117
strategy
Exploration 61.81 1 61.805 11.128 0.002
strategy *
formal
training
Residual 199.94 36 5.554

Table 5 Between-subject effects

Sum of df Mean square | F' P
squares

Formal 2291 1 22.907 2.950 0.094
training

Residual 279.58 36 7.766

Fig. 6 The test scores for 90 -
each exploration strategy, Formal Training
factored by whether 2 ?
participants received formal

training in system
architecture design. The error
bar shows the standard error

Test Score (%)

70-
- 1
Design Space Exploration Feature Space Exploration

training (taking the System Architecture class or not) separately. However, there is
a significant interaction effect between the two factors (the p-value is 0.002).

Figure 6 shows the average test scores after the participants have been divided
into two groups (received formal training or not). These two groups of participants
exhibit opposite trends in the scores. Those who have not received any formal training
scored better in the quiz (one-tailed paired samples ¢-test: t = 1.261, p =0.890) when
they explored the design space (M =74.09, SD = 12.41) than when they explored the
feature space (M =70.26, SD =11.11). On the other hand, those who received formal
training performed better (one-tailed paired samples #-test: t=3.759, p <0.001), when
they explored the feature space (M =82.13, SD =6.906), compared to when they
explored the design space (M =71.20, SD =8.029).
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Discussion

From the experiment, we find that there is an interaction effect between the explo-
ration strategy and the formal training. While the participants who had no formal
training performed equivalently in both tasks, the participants who received formal
training performed significantly better in the feature space exploration condition
than in the design space exploration condition. This suggests that those who had
previously been exposed to the basic concepts in engineering design and tradespace
analysis found the feature space exploration more useful. A possible explanation for
such observation is that the tool to explore the feature space is less intuitive and
difficult to learn. Exploring the feature space requires reasoning at a higher level of
abstraction, as it deals with what groups of designs have in common, rather than indi-
vidual designs. Moreover, it requires understanding how features are represented (as
shown in Fig. 5) as well as the basic concepts of interestingness measures in binary
classification (e.g., precision and recall). While each subject is given a 30 min tutorial
prior to the actual tasks, he or she may not be able to grasp all the concepts needed
to make full use of all capabilities. This is also reflected in the qualitative feedback
that we obtained from the participants after each session. Many participants reported
that they had difficulty in understanding how to effectively use the capabilities to
explore the feature space. Most of the participants thought that manually inspecting
each design was more helpful.

While some of the participants who received formal training also made similar
reports, others thought that exploring the feature space was more practical and useful
in answering the questions in the quiz. It is possible that having received formal
training helped them to better understand the tool. In the Systems Architecture class,
the lectures cover a wide range of topics related to tradespace analysis including
decision space, objective space, Pareto dominance, driving features, and sensitivity
analysis among others. While this does not ensure a student’s understanding of these
subjects, we can assume that they have been exposed to, and thus familiar with, these
topics.

The current experiment result supports our hypothesis that exploring the feature
space improves learning, with a condition that the user has to be familiar with the
key concepts of design space exploration and have been trained to reason in an
abstract space. We believe that this is a promising result since the proposed method
is mainly intended for professional engineering designers and systems engineers who
are familiar with design space exploration.

Conclusion

This paper introduced a new concept in design space exploration, namely, that of
exploring the feature space, where the feature space is defined as a set of pos-
sible features (combinations of values for various design decisions). The feature
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space is visualized in a 2D plane, with each axis representing conf (S — F) and
conf(F — S)—two measures that are equivalent to recall and precision, respec-
tively. The designer can explore the feature space by modifying and testing different
features and receiving immediate feedback on how the values of the goodness of
features change in response. Such interaction provides a chance to learn and com-
pare how well different features explain a selected region of the design space. This
is in contrast to the conventional ways of presenting and selecting features in data
mining, where the mined features are usually sorted by a single goodness metric and
only a handful of them are inspected by the user. By inspecting the feature space, the
designer can easily identify the major features that drive the performance of design
and how well they explain the data.

The result from a controlled human subject experiment showed that the partici-
pants who received formal training in the key concepts of design space exploration
performed better when they had a chance to explore the feature space, as opposed to
when they explored only in the design space. This shows that feature space explo-
ration has the potential to enhance designer’s learning about the important features,
which is reflected in their ability to predict the behavior of a design. For the purpose of
this study, feature space exploration was tested separately from design space explo-
ration. However, it is designed as a supplementary tool that helps the engineering
designers to learn and gain new insights about what features constitute good designs.
The designers can then leverage this knowledge to explore the design space more
effectively.

A limitation in the result presented in this paper is that only the participants who
received formal training performed better under the feature space exploration con-
dition. While we obtained unstructured qualitative feedback after each experiment,
how their previous exposure to design space exploration influenced the result is not
clear. This will need to be investigated further in the future with a larger sample size
and ways to measure how effectively each participant used feature space exploration.

There also exist other limitations with the current method to explore the fea-
ture space. The local search method to create and test new features is very simple
and intuitive, but at the same time greedy and prone to overfitting. Using the local
search, the users can easily generate features that have very high confidence metrics
conf(S — F) and conf (F — §), but they are often too complex (large number
of literals in a complex nested structure of disjunctions and conjunctions). When a
feature becomes too complex, it becomes very difficult to comprehend and learn any
insights from it. To resolve this issue, the authors are currently investigating new
ways to populate the feature space.
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Redefining Supports: Extending Mass )
Customization with Digital Tools et
for Collaborative Residential Design

Tian Tian Lo, Basem Mohamed and Marc Aurel Schnabel

Fluctuating economies and changing family demographics have increasingly com-
plicated the spatial requirements of contemporary housing. Advancements in digital
design and communication technologies enable housing companies globally to move
toward mass customization in response to market demands. This paper explores mass
customization within the context of high-rise housing, where the shift lags behind
new approaches in detached house design. We propose a comprehensive system
based on the analysis of current housing trends and industry applications. A col-
laborative design model is then advanced for a collective design approach. Derived
from game design concepts and implemented through a web-based application, our
model enables the intuitive operation and visualization of design outcomes. Existing
systems focus largely on individual houses; others fail to provide for collaborative
design among users. This paper illustrates the importance of communication between
users and architects within the system and demonstrates system integration by means
of a computational method to enable efficient customization of high-rise housing.

Introduction

In urban centres, population growth has transformed housing into a high-rise mass
housing typology in which individual families live in apartment units. To accommo-
date increasing demand, apartment blocks have been simplified to mass-produced
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‘containers’ for shelter and living. Such models, however, lack individuality; a cru-
cial quality for successful housing developments. Individuality is commonly held
to encompass varying factors of value and need; factors that differ widely among
sociodemographic groups. These can have a remarkable impact on spatial require-
ments. According to recent reports by the Organization for Economic Co-operation
and Development [1], household structure in modern society is changing and the
typical ‘two parents, two children’ family becoming less common. This results in
changing patterns of family living, education, work, entertainment and technology.

With globalization, variations in lifestyle and household structure are seen most
clearly in developed cities. These variations result in mass housing designs ineffective
for multi-faceted social needs; ‘forcing’ people to live in identical units designed
and built on concepts of mass production for efficiency and affordability. Today, as
a result of new socio-economic realities, homebuyers are becoming more selective
in their demand for change. The ‘one model fits all’ approach seems to have run
its course [2]. In response, a new strategy providing resilience for high-rise housing
is necessary. While the viability of mass production techniques fluctuated in other
economic sectors over time, in the 1970s a sharp increase in demand for personalized
goods and products contributed to the call for a new production model. Termed ‘mass
customization’ by Stanley Davis in his 1987 book ‘Future Perfect’, this process was
formally systematized by Joseph Pine in 1993. Pine defined mass customization
as the production of individual, customized goods and services. It relates to the
ability to provide customized products or services through flexible processes, in
high volumes and at reasonably low cost [3]. The process of mass customization is a
multi-faceted one which encompasses various aspects, from managerial to technical.
This production strategy aims to provide customers with individualized products,
with near mass-production efficiency [4].

Similarly, a lack of variation and individual personalization in housing initiated a
new participatory paradigm in design and production, aiming to allow homebuyers’
input into the design of their homes. This has been realized in the work of many
architects such as Le Corbusier, Walter Gropius, Frank Lloyd Wright, Buckminster
Fuller and Jean Prouvé. In the 1960s, architect, theorist and educator John Habraken
was working in the Stichting Architecten Research (SAR) (Foundation of Architects
Research) group in the Netherlands. He developed the ‘support’ theory to involve
communities in decision-making. The ‘support’ is a structure that is designed and
built, similar to the ‘housing system’, but without non-load bearing elements. The
community here comprises the homebuyers who will decide how elements are placed
within the ‘support’.

This paper represents an attempt to redefine ‘supports’ with the help of digital
tools, towards adopting mass customization. We propose a computer-based participa-
tory design model as a key solution for accommodating homebuyers’ needs (Fig. 1).
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Participatory Design in Housing

Enhancing user participation in design is not new and has historically produced lim-
ited success for industry. The notion of offering choices to homebuyers dates back to
the 1960s when dwellings mass-produced during the post-World War II era incited
architects to reflect on the traditional delivery methods of their designs. Seeking to
include buyers in shaping their dwellings, architects experimented with participa-
tory strategies and tools such as sketches, drawings and physical models. One such
example is Frei Otto’s ‘Okohaus’. Designed in 1978 for the International Building
Exhibition (IBA) in Berlin, it represents a successful attempt to bring neighbours
together to build their desired living space. As the medium of communication was
mainly sketches and physical models, the design process itself took 2 years, despite
being a small project for only a few households. For high-rise housing to adopt a
higher level of participation with homebuyers, we need to reconsider the open build-
ing concept. Open building is an approach for building design promoted by Habraken
and recognized internationally during the 1960s as constituting a new wave in the
architectural field. The support system anatomy is based on dividing a building into
three levels of decision-making: the tissue, the support, and the infill. They are sepa-
rate, yet interdependent. The ‘support’ here is the physical, rigid part of the building,
the structure and infrastructure users agree not to change. The ‘infill’ is the flexible
part, adjustable on social, industrial, economic and organizational levels.
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Fig. 2 Extending Habraken’s [5] degree of user participation to the ‘support’ level

Habraken’s level of user participation (Fig. 2) can be extended to evolve the
‘support’, so homebuyers can determine the location, the size, and the volume of
their living space. This extended flexibility is necessary for mass customization to
be efficient. The next stage is to provide the medium for increased participation.

Customization in Architecture: New Tools and Techniques

A unique architectural structure is often erected through the assembly of variously
configured components. Most building projects fabricate elements on-site, directly
processing materials such as concrete and masonry. More recently, the extensive
application of CAD/CAM techniques within the building industry has resulted in
comprehensive 3D building models, increasing efficiency in both design and con-
struction processes. These same techniques further improve productivity by assisting
with the design and production of off-site fabricated components which are later inte-
grated with on-site activities.

Parallel to off-site fabrication, specialized manufacturers create customized prod-
ucts and components. Kieran and Timberlake [2] argue that mass customization
has increasingly influenced construction processes and components over the past
few decades. Most contemporary production approaches that employ specific digi-
tal design environments and manufacturing processes relate to the concept of mass
customization, although this influence is at times subtle.

A major challenge of mass customization strategies in architecture lies in evaluat-
ing the efficacy of a product. It must be concurrently customizable, properly designed,
in concordance with design codes and regulations, and accurately manufactured.
Consumer products are usually modularized in a way that partially limits customiza-
tion for technical pragmatism. However, architecture is unique in its interlinked
structure of responsibilities. In the design, production and verification processes of
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creating a building, there is usually no single party with the necessary specialization
in all areas to manage the project. Accordingly, realizing a mass customization design
and fabrication environment requires a high level of communication between users,
designers and manufacturers. Fragmentation poses a major obstacle, as fabricators
in the building industry generally consist of small to mid-size companies whose
production volumes are insufficient for generating the economy-of-scale effects of
modularized production in a typical mass customization model [2]. These aspects
are derived from general theories and approaches to mass customization and situate
the user, designer, and manufacturer in a complementary relationship via direct or
indirect communication. Buildings, however, are products whose design involves
typological, cultural and social aspects that are yet to be thoroughly considered in
the customization process.

One example of an existing participatory design system is the ‘Barcode Housing
System’ [6]. Developed a few years ago, the system allows prospective occupants
to adjust their plan layout according to their needs. Architects collate the designs,
stack them, respectively, and design a facade that consolidates the whole. However,
the level of participation and options provided remain limited.

Digital technologies are abundant, yet their common application to customization
within the housing industry is providing homebuyers only with a choice of unit lay-
out, finishing and systems [7]. One of the primary challenges with a design system
for participation in mass customization is the contrast between the simplified design
parameters required for homebuyers with no architectural background, and the com-
plexity essential for architects, who need a rich set of profession-specific details and
data to ensure a buildable and successful project delivery.

The System

To enhance communication between architects and clients, (system X), a collabora-
tive design platform, is developed. The technical aspects and functions of (system
X) are explained in detail by the author et al. [8]. It is designed to enable the end
users of a mass housing development to effectively communicate their needs and
desires to one another, and to the architects, in the initial design phase. The pro-
cess is supported by setting rules and parameters that are crucial to end users. This is
inspired by simulation-game designs to provide an ‘easy-to-learn’ design process for
a bottom-up collaborative approach. Using Java-Script-based code, WebGL, the pro-
posed design tool can work to generate a wide variety of design options for individual
occupants as well as to negotiate conflicting interests and outcomes. The system can
be simplified into three main modules: the 3D design module, the data management
module, and the real-time communication module. The 3D design module takes STL
files as input then converts the data into a triangulated geometric model. The model
is then manipulated behind the scenes by architects using a digital open structure that
allows them to define design constraints and set the level of design freedom. Physical
and environmental parameters are then mapped into the geometry accordingly and
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act as a ‘scoring’ system for users during the design process. The data, including user
profiles, are stored in a data management module that uses ‘redis’, an open source,
in-memory data structure store. Node.js is another open source code, one capable
of providing a scalable network for the communication module. This system uses
Node.js to facilitate real-time design communication. For physical communication,
simple text-chatting remains the best form so is implemented in the user interface.
Using WebGL to incorporate the three modules is an ideal solution for generating
3D geometry in a web-based, collaborative interface. It helps to increase the speed
of communication, essential for decision-making during the design process. It is a
model that allows architects to cooperate closely with the potential inhabitants of
a mass housing development, reacting to future inhabitants’ needs and desires. The
setup, therefore, is quite different from a typical design process.

Figures 3 and 4 present the proposed collaborative design workflow that divides
mass housing design into five major components: building form, structure frame,
skin modules, inner partition system and utility cores. These subdivisions allow for
design flexibility and for architects to have control of every design aspect. Using a
Building Information Modelling (BIM) methodology, components are linked, rather
than separated, to correlate and maintain information throughout the process. The
five components offer selective control of information which can be published as
open source for others to use or contribute to (system X) goes through four stages,
each in collaboration with different stakeholders:

Stage One

The initial stage sees architects cooperate with developers to devise the building
form, basing the targeted Gross Floor Area (GFA) and number of units on the demo-
graphics of the urban context. The difference here is that the architects only envision
possible outcomes and prepare the necessary framework for the participatory design
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model, where homebuyers become vital players in the process. Concurrently, envi-
ronmental data such as building indoor daylight, average wind and surrounding noise
are collected through digital simulation and site survey and serve as input for the
next stage. In stage one architects also source potential suppliers who can provide
mass-customized building components for homebuyers to choose from, and for con-
struction.

Stage Two

Here, architects work closely with engineers to prepare the design framework of
the apartment block. ‘Gridding’ the plans is a strategy employed to streamline the
collaboration process. The architects can grid the layout per site geometry (it need
not be a square grid if the architects are designing a unique housing plan) but the
grid design must relate to the mass-customized components. The framework devised,
the architects set the parameters of the grid, giving each a range of values useful to
homebuyers throughout the customization process. For example, the most apparent
parameter is the cost of each module within the macro grid. The architects can also set
additional parameters (Fig. 4) such as daylight, sky-view, privacy, and views, based
on the previously-collected data. In addition, some grid modules can be constrained
to a fixed value, unavailable for selection by users. These are primarily communal
blocks such as the building core, circulatory systems, utilities and public spaces
where sole control belongs to the architects.

Stage Three

The framework prepared, the architects now release the model for homebuyers’
access. Homebuyers set up a personal profile outlining their needs and desires. They
can then see the grid plans of the building within its surrounding site environment.
This is a crucial point in the decision-making process, enabling homebuyers to better
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Fig. 4 Gridded simulation data acts as input for the system
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understand the building quality. They then select the optimal space to suit their needs.
The process is not totally open; there are system constraints which must be adhered to,
for example, those spaces that must be adjacent to a fixed ‘utility’ grid, the ‘walkway’
grid or to exposed edges of the building. This ensures access to water and electricity,
links to the walkway, and sufficient daylight. (system X) provides a ‘satisfaction’
indicator that shows homebuyers the extent to which their selection meets their
needs. Given the anticipated conflicts within this collaboration process, (system X)
alerts homebuyers to any clashes they may have with other homebuyers. Negotiations
are then necessary. A resolution of the conflict can be negotiated by referring to the
profile and satisfaction level of the homebuyers. If unresolved, the architect joins
the process, acting as ‘judge’ to facilitate a successful solution. To encourage more
collaboration between homebuyers, certain forms of remuneration such as ‘discount
per square area’ or ‘greater advantage in being chosen as occupants’ form part of the
overall system parameters. This process continues until all homebuyers are decided,
and their satisfaction levels acceptable. The building need not be completely filled;
some space can be reserved for future family expansion, or for public amenities.

Stage Four

With the space allocated, the next stage is for homebuyers to design their living
space. They set up their spatial layout in a simple layout diagram and (system X)
generates plan options that fit the diagram. Once a plan is selected, homebuyers can
insert the customizable components prepared in stage one to ‘build up’ the whole
space (Fig. 5). The components are sized so homebuyers can simply ‘drag and drop’
in (system X). The grids are designed to accommodate the components and (system
X) accommodates their placement. For example, a 1.2 m door will not fit a 2 m grid,
so (system X) fills the gap with ‘wall’ components that match the material and colour
of the adjacent ‘wall’ component. While individual homebuyers are setting up the
design, collaboration with adjacent homebuyers is necessary. This ensures sufficient
privacy, the optimal use of space, and the harmony of adjacent building components.

Once every homebuyer is satisfied architects reclaim the lead role, working with
other stakeholders towards finalizing design and preparing for construction. One
option is transferring the building information to a BIM platform such as Revit to
develop a comprehensive 3D model of the block, generating the details and quantities
of components to be provided by various suppliers. Breaking down the building into
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various levels and sub-levels provides a greater level of flexibility and integrating
such techniques with a digital tool like (system X) enhances the level of participation.
The next section demonstrates an example result and provides a deeper analysis of
the decision support that this form of digital tool provides for mass customization.

The Level of Mass Customization

Introducing the choice of spaces and components to homebuyers at an early stage
of the design process can greatly increase the level of customization. Within the
consumer goods market, firms achieve the highest degree of customization, pure
customization (Fig. 6), when allowing customers to have a direct impact early in
the design process [9]. (system X), therefore, endeavours to engage homebuyers at
an early stage of the design process and offers a collaborative environment with
architects to enable spatial and component customization.

Customized housing can be structured on different levels, depending primarily on
a series of factors: housing typology, enabling technologies, and interaction systems.
Currently, common applications of customization within the housing industry are
limited to layout selection and the internal and external appearance of a housing unit.
In contrast, the proposed (system X) attempts to push boundaries further, enabling the
homebuyer’s participation at the level of layout design. (system X) tackles the internal
capabilities of the housing developer to implement a mass customization model
through the application of computational design, combined advanced fabrication,
and information management techniques.

Figure 7 illustrates a key difference between the customization of individual
houses and that of high-rise buildings, namely, the external/internal finishes. Exte-
rior fagades are commonly designed wholly by architects to give a building a unique
‘design’ in itself. To push the limits of mass customization and provide a unique
outcome for every homebuyer, we propose the exterior be included at the beginning
design stage. By doing so, the cost of customization is reduced and a higher level
of customization achieved. Since the whole design process is open and transparent,
each homebuyer can view the design of another. If one homebuyer prefers the mate-

Stage of participation into design process

(late) (early)
Pure Segmented Customized Tailored Pure
Standardization Standardization Standardization Customization Customization
(low) (high)

Inci g degree of izati

Fig. 6 Level of customization
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rials and finishes of another, they can agree on a design together and propose that to
architects, who then help to negotiate and lower the cost of the customization.

Many homebuyers may find the customization process complex, so a decision sup-
port system also called an advisory system, operates in an interactive manner to guide
homebuyers in their decision-making. Figure 8 shows the overall methodology of the
design process adapted from Friedman’s [10] flexible housing. The key participatory
process is implemented digitally to handle the large amount of data and interaction
of the high-rise context. With the ability to create individual profiles and an interface
that simplifies the design process, layouts can be designed directly by homebuyers
with the help of decision support imbedded in the system. The decision support is
based on gamification to provide a user-friendly environment for homebuyers [8].
Such a process redefines the relationship between homebuyer, architect, and builder
by repositioning the role of the architect within the customization process. Instead of
designing apartment blocks collectively, the architect designs a system of coherent
and partially interchangeable modules and component prototypes. Additionally, the
architect is responsible for the configuration logic of the customization system. In
this way, all modifications follow a theoretically pre-conceived scenario, overcoming
potential design or technical challenges.

Simulation

We ran a simulation to validate the system and examine the intensity of mass cus-
tomization in design. The results of the process are presented in (Fig. 9). The simu-
lation is based on preparing a building framework for a site in Hong Kong, and a few
initial housing types are decided based on its demographics. As the design process
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Fig. 9 A design outcome generated through a pilot study

was for study only, the ‘homebuyers’ are designers who are designing collaboratively
based on family profiles collected from the area. The designers act as the ‘families’
and go through the design process to test it.

With the framework well prepared, the spatial layout was easily achieved. Vari-
ations appear as floor plans differ, yet structural integrity remains intact. There is
a strong tendency to fill up every space, so constant directions are given to ensure
‘open’ spaces, avoiding an overly packed building and enabling shared activities.
The interior design was also easily developed with only minor comments about the
position of utility space grids not being ‘friendly’ and complicating the designs.

The most challenging part was the exterior finishes. To examine the engagement of
the ‘homebuyers’ in mass customization, restraint was kept to a minimum. The work



224 T. T. Lo et al.

to source materials and the design itself were done by homebuyers. They were given
two criteria; the materials must be timber or wood, and the designs must be about
horizontality or verticality. The ‘homebuyers’ could share resources and endeavour to
minimize the budget as much as possible. Although the time taken to source materials
and design the exterior was substantial, the process began when design participation
started. Therefore, by the time participants have sourced materials; they have settled
the design layout and reached the exterior design stage. Extra collaboration is required
to consolidate the various designs.

One major advantage of such ‘open’ design is saving the architects from sourcing
materials unsuited to the ‘homebuyers’. ‘Homebuyers’ who were uninterested in
sourcing materials settled for what others agreed upon. This reduced the number of
variations considered at the design stage. At the same time, the cost of the construction
is determined by the ‘homebuyers’ as they search for suppliers. Where design falls
short of the architects’ standards, they can inform the ‘homebuyers’ and propose
appropriate alternatives to suit their intended outcome.

The outcome was successful, to a certain extent. The participatory design process
was achieved with the ‘homebuyers’ engaging throughout the entire decision-making
process. The breakdown of architectural elements and giving decision-making to the
‘homebuyers’ provided an opportunity to develop design variations to an extent very
challenging for an assigned architect to achieve. However, although the outcome was
a ‘functional’ building, many building standards were not considered. Moreover, the
participants in this study were designers, and more investigation is required to know
if this approach would work for real homebuyers.

Conclusion

This paper considers the integration of top-down mechanisms with a designer’s
stylistic inputs, and bottom-up ecosystems with homebuyers’ customization in high-
density housing design. As long as the architectural profession exists, designs will
inevitably embody an architect’s own stylistic preferences. And bottom-up cus-
tomization in housing design cannot succeed without global design curation and
management. Housing products are unlike fashion products, which can be customized
as an independent entity. Housing is instead a collection of individual units based
on negotiation between associative customizations. Our research finds that high-
density housing design can be an on-going and transparent evolutionary process,
rather than profit-driven and controlled by minorities. Based on parametric con-
trol and automation, open source design can be an iterative process with real-time
feedback, generating more desirable housing products to suit individual needs, and
resulting in open-ended design systems that move quickly from learned lessons to
product solutions.
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Future Potentials

At this time, our work posits potential for a higher level of participatory, bottom-up
design processes by using the concept of ‘support’ in mass customization. Our sys-
tem uses the digital tools of gamification models [11] to break down the residential
high-rise into various components and sub-components. However, the process lacks
the efficiency and fast response required to be relevant for industry. We believe that
generative design systems can be implemented in the system to partially automate the
design process and assist homebuyers in the decision-making process by matching
their profiles to building parameters. This would save a significant amount of time
and provide homebuyers with a starting point for engaging with design. Although
the design process works well for new homebuyers, there are many complexities
to consider when homebuyers decide to move away. Questions such as ‘what will
happen to the space when the homebuyer moves?’ are still being investigated. How-
ever, methodologies such as the beginning of a housing typology will provide more
opportunities for future changes and adaptations. Finally, Virtual Reality (VR) might
be integrated for homebuyers to be fully immersed into the design process, further
enhancing the participatory process. Better visualization can provide users with a
better sense of space and volume.
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In the ever-evolving world of computer rendering technologies, the demand for more
original and diverse 3D models is ever-increasing, to the point where the man-hours
required to create these models for video games, movies and architectural designs
are now counted in hundreds, if not thousands. This paper proposes a new way to
generate relatively large voxel models from smaller example voxel models given by
the user. Based on the concept of Voxel Synthesis, this paper proposes two different
models that use volumetric data of voxel models to extract implicit patterns and
then recombine those patterns in new and unexpected ways. Without the need for
any explicit rules or grammars, the results maintain both the formal and structural
consistency of the input model. While the first results are small in scale, they show
promise of real application with further optimizations.

Significance

As computer rendering technology becomes more powerful and affordable than it
was 10 or even 5 years ago, the demand for three-dimensional models of relatively
high fidelity also rises. The use of high fidelity models contributes to an increase in
the perception of realism—a quality highly sought-after by both the movie industry
and the surging virtual reality industry, particularly in the area of special effects and
computer-generated imagery. The biggest challenge of using high fidelity models is
the amount of time it takes to create them manually. Larger movies, video games and
architecture projects would require extensive man-hours to create all the necessary
three-dimensional models.
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For the 2005 movie King Kong, Weta Digital was tasked with recreating a scene of
New York in 1933. Instead of having artists manually model the entire scene (itself
an impossible task given the time constraint), they developed a software package
called ‘CityBot’! to procedurally generate approximately 90,000 unique and detailed
models of buildings. The artists only had to recreate the important landmarks by hand,
while the software would simply auto-generate the rest.

In the field of video games design, the idea of procedural generation is not new.
Beneath Apple Manor® (released in 1978) first used procedural generation for auto-
matic game-level design. However, it was Rogue® (released in 1980) that later pop-
ularized this concept. Despite its usefulness, especially in the automatic creation of
game-level layouts and terrain generation, it is less used for the generation of highly
detailed urban environments. Today, the continual increase in hardware graphics
power and the recent surge of games in the ‘open world’ genre have led game devel-
opment studios to spend more time on asset generation. Resulting in a situation
where large Western game developers have to outsource game asset creation to other
studios in order to remain financially viable.

Within architectural design practice and research, the digital modelling of com-
plex architectural details is equally time consuming. Although CAD/CAM-based
parametric modelling tools have been increasingly adopted within the industry to
counter this issue, setting up these parametric models with explicit geometrical rules
and numerical parameters has remained, by and large, either too difficult for most
architects to implement or not easily reusable for other projects. Architects learn the
art and design of architecture from architectural precedents. It is thus not uncommon
for them to re-appropriate or recombine exemplar conceptual, structural or stylis-
tic motifs in their designs. This might seem particularly evident in some of today’s
established architecture offices, such as Sou Fujimoto Architects and Kengo Kuma &
Associates, as well as, an early master architect like Gerrit Rietveld. As seen in Fig. 1,
recurring structural timber joint designs used by these 3 architects were digitally re-
appropriated here as small user-input exemplar voxel models. Using our proposed
voxel synthesis algorithm, we have demonstrated the possibility of generating new
and larger recombinant architectural assemblies that significantly retain the original
coherence of their respective input models.

Model Synthesis, proposed by Merrell [1], is an interesting approach to the proce-
dural generation of three-dimensional models based on concepts originally found in
the field of texture synthesis. The key concept is to have a relatively simple 3D model
serve as an input to the algorithm, which generates a larger model of higher complex-
ity while staying similar to the original input. This approach has the potential to ease
and accelerate asset generation in video game development, whereby diverse models

Thttps://www.wetafx.co.nz/research-and-tech/technology/city-bot/.
Zhttp://worth.bol.ucla.edu/.
3https://archive.org/details/msdos_Rogue_1983.
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Fig. 1 Results of using small voxel models based on three different architectural construction
details in generating coherent and larger output models with our proposed simple model. (Top row)
Sou Fujimoto’s 2013 London’s Serpentine Gallery Pavilion. (Middle row) Gerrit Rietveld’s De Stijl
period furniture. (Bottom row) Kengo Kuma’s 2006 Yusuhara Town Hall

could be generated from simpler input models hand-crafted by a human designer. In
fact, the Wave Function Collapse algorithm created by ExUtumno [2]* builds on this
very concept of Model Synthesis to synthesize 2D textures and has the potential of
being extended to three dimensions.

Aim

We want to present a proof-of-concept—a completely automated system based on
the model synthesis of three-dimensional inputs (specifically voxel model inputs),
which only requires a single-input model from the user, and nothing else.

“https://github.com/mxgmn.
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Related Work and Background

Procedural Generation and Modelling

Procedural modelling is an active and ongoing research area. The earliest techniques
involved using fractal geometry to create natural landscapes [3]. L-systems, among
others, is a popular technique for creating realistic looking plants and foliage [4, 5].

Many procedural techniques have been developed for the modelling of urban
environments. One of the most famous techniques for procedural architectural design
is shape grammars, first conceived by Stiny [6]. Wonka et al. subsequently introduced
the concept of split grammars that split larger shapes into smaller components and
can thus generate more detailed architecture models [7].

Funkhauser and others have developed a system in which a user can choose and
cut parts of an already existing 3D model, then query a database to find matching
pieces of other already existing 3D models, to finally compose new models [8]. While
it fixes and improves the creation process by having a machine suggest which object
could be mixed and matched, it does not really create completely new shapes, which
is one of the goals of this paper.

A newer approach consists of leveraging volumetric convolutional networks and
generative adversarial nets to generate three-dimensional objects from a probabilistic
space [9]. It also goes beyond simply rearranging different parts from the already
existing model and instead taps into the probabilistic latent space of a volumetric
object to generate new objects without supervision. In a similar way, our paper uses
volumetric data in the form of voxels—a data format unlike typical polygonal meshes
used in 3D modelling environments.

Texture Synthesis

Since the algorithm discussed in this paper shares similar features with texture syn-
thesis algorithms, it is worthwhile to briefly discuss some of the ideas found in texture
synthesis. Texture synthesis techniques have been used for decades to generate large
digital images from small image sample by reconstructing its structural content. The
seminal paper by Efros and Leung [10] laid the foundation for most of the texture
synthesis techniques used today. Since then, a few techniques have been developed
to accelerate and improve the efficiency of texture synthesis algorithms, including
one which splits the image into optimal patches for further reassembling [11].

Although texture synthesis has already been extended to 3D for procedural mod-
elling [12], it works mostly for the regular patterns and is better suited to decorate
already existing models. A detailed explanation of the difference between texture
and model synthesis is provided in [1, Sect. 2.3].
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Model Synthesis

Example-based model synthesis introduced in [13] follows the same concepts as
texture synthesis algorithms, but applies them to three-dimensional space. By giving
a small example model as an input, the model synthesis algorithm generates a large
model that resembles the input model. By giving an appropriate model as input, model
synthesis can be a powerful tool capable of generating large, consistent models. One
of the main drawbacks of the discrete model synthesis is that the user needs to
manually divide his model into usable model pieces, label them correctly and define
the appropriate neighbour pieces in the six possible directions (up, down, left, right,
forwards and backwards) for each model piece. One of the primary motivations of
this paper is to see if it is possible to circumvent the need for manually created labels
and discover if we could potentially infer the neighbour placement rules from the
structure of the input model.

Continuous model synthesis algorithm [14] uses the information about the con-
nectivity between the adjacent boundary features of the input model and creates a
larger output model based on that information. This removes the need for manual
separation and assignment of labels and neighbour rules to the model pieces. The
drawback of this algorithm is that the continuous version of model synthesis is best
suited for polyhedral structures, but not curved or highly tessellated models. How-
ever, this version of the algorithm also removes the need for aligning the input model
on a grid, thus removing the constraints on what type of model we can serve as input.

Wave Function Collapse

The Wave Function Collapse (WFC) [2] is a new development in the field of tex-
ture synthesis. It builds on the approach of model synthesis by dividing the model
into smaller pieces and propagating the constraints to construct a coherent model.
However, inspired by the uncertainty principle found in quantum physics, it is able
to produce larger texture from a smaller input while respecting local similarity and
consistency. The idea is to divide the input texture into N x N unique patterns, where
N is the number of pixels per dimension. Each unique pattern is assigned a unique
label. The user provides the output texture size and the algorithm starts with all out-
put pixels in their unobserved states—that is each pixel value is a superposition of
all colours from the input texture and has the potentiality of collapsing into any of
the assigned unique patterns. Then the algorithm enters the observation—propagation
cycle:

1. During the observation step, an unobserved N x N pattern with the lowest entropy
is collapsed into a definite state (i.e. one label from the list of available labels is
assigned to this pattern).
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Fig. 2 Overlapping model. On the left, we can see a small input bitmap which is used to generate
a larger output bitmap on the right

2. During the propagation step, the label constraints that the observation step has
imposed on the neighbouring unobserved patterns are propagated throughout the
entire output.

The algorithm is completed when the output is in a completely observed state (all
the pixels in the output have exactly one label assigned to each of them).
By local similarity, the author implies that:

1. Each N x N pattern that appears in the output should occur at least once in the
input.

2. Over a sufficiently large number of outputs, the distribution of the N x N patterns
in the output should approximate the distribution of the patterns in the input
texture. That is the probability density of each N x N pattern in the output should
approximate the probability density of each pattern in the input.

Similar to discrete model synthesis, the algorithm may end up in a contradictory
state if a pixel cannot be assigned a label after the constraint propagation. Likewise,
finding out if a certain texture allows a non-failing solution is NP-hard. It is thus
impossible to have a solution that never reaches contradiction, unless P = NP. The
proof can be found in [1].

The author of WFC proposes two different models for his algorithm.

Overlapping Model

The overlapping model is a model in which the user gives a small example bitmap as
input and divides it into N x N overlapping patterns. It then constructs an adjacency
matrix by trying to overlap each possible pair of unique patterns and deciding which
pairs can form compatible neighbours. Since the adjacency rules are inferred from
the structure of the texture, the user does not need to provide any input aside from
the example texture. The creation of the new texture is thus completely automated at
the cost of a loss of precise control over the pattern placement by the user. See Fig. 2
for an example of the result.



Voxel Synthesis for Generative Design 233

Fig. 3 Simple tiled model. The input tiles are displayed on the left, which combined with the
user-defined rules to produce a coherent and larger tilemap

Simple Tiled Model

The Simple Tiled model takes in an array of tiles of any size and a set of adjacency
rules that define the set of allowed neighbours in the four possible orthogonal direc-
tions on a 2D plane. The only constraint is that all tiles in the array must be of the
same size. This approach enables the user to create large consistent tilemap textures
from smaller tiles and can be especially useful for video game development, such
as the popular Pokemon game which uses tilemaps for its game environments). The
paper has implemented a user interface incorporating a special symmetry system to
significantly reduce the number of manual rules assignments needed for each tile.
See Fig. 3 for an example of the result.

Approach

The main advantage of using voxel models as inputs is that, due to the nature of
voxels, the input model can provide us with information about its volume and internal
structure, and not just the surfaces (as is the case with a polygonal mesh). This allows
us to extract information that would not be possible with a polygonal mesh. It presents
us with the possibility of inferring adjacency rules directly from the model’s structure,
instead of having to manually define them by the user, thus further automating the
synthesis process.

Two different approaches were implemented and tested. The first approach is
similar to the discrete model synthesis algorithm, with the main difference being
that no user-defined rules are manually created, as the model would infer the rules
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Fig. 4 Diagram showing how the direct adjacency rules are created for the pattern with the label 1
in 2D. This same principle applies to 3D space. After the initialization has finished, the adjacency
map for the pattern with label 1 will be: up— {2}, down— {5, 7}, left— {3, 6}, right — {4, 8}.
a Suppose we have several instances of the pattern with the label 1 in the input. b During the
initialization, all its direct neighbours will be added to its adjacency map
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from the input voxel model’s structure itself. The second model takes inspiration
from the overlapping model of the WFC algorithm, but extends it to 3D by using
three-dimensional convolutions to infer adjacency rules from the structure of the
input example model. As we will see, both approaches have their advantages and
disadvantages.

Simple Model

In many ways, the simple model resembles the discrete model synthesis algorithm
and the simple tiled model from the WFC algorithm.

1. Initialization
The initialization procedure is as follows:

1. Divide the input model into equally sized N x N x N patterns, where N is
the number of voxels per dimension.

2. Assign a unique label to each unique tile. More specifically—if the same tile
appears several times in the input, all the instances of this tiles will have the
same label.

3. Inorder to construct the adjacency rules for each label, initialise an empty list
for each of the 6 possible directions (left, right, up, down, forward, backward).

4. For each instance of the pattern in the input, add the neighbouring pattern
labels to the list according to their respective directions, as shown in Fig. 4.
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5. (Optional) To increase the number of possible neighbours in each direction,
check for each possible pair of patterns if they ‘fit’ together in each of the six
directions.

6. The output, whose size is given by the user and measured according to the
number of patterns, is initialised as a three-dimensional array. Each array
elementis initialised with a list containing all the unique pattern labels present
in the input. Each element in the array starts the algorithm in an undefined
state, that is at first any element in the output can be any pattern found in the
input.

2. Observation/Propagation cycle
The algorithm then enters the observation and propagation cycle, one which is
similar to that of WFC algorithm. The observation begins by randomly choosing
an uncollapsed element in the output (i.e. an element whose list of possible
patterns consists of more than one element). Based on the probability distribution
of the patterns in the input, exactly one label from the list of possible labels is
chosen for that element and is followed by the removal of the remaining labels.
We thus end up with an element in the output that is collapsed, which means
that it has exactly one label attached to it. The Propagate procedure takes the
coordinates of this newly collapsed element as the input and proceeds as follows:

1. Initize the queue that will contain the 3D coordinates as nodesToVisit and
initialize the output matrix as a three-dimensional array with a list of all the
possible labels contained at each coordinate.

2. Enqueue the 3D coordinates that were given as parameters to the nodesToVisit
queue.

3. While the nodesToVisit queue is not empty:

(a) Take the first element in the queue.
(b) For each of the six possible directions:
i. Add the direction vector to the current coordinates and label the
new coordinates as nodeToBeChanged.

ii. Get all the allowed neighbour labels for each of the possible labels
at the current coordinates and in the current direction, call them
allowedNeighbours.

iii. Remove all the labels that are not present in the allowedNeighbours
from the list of the available neighbour labels in the output matrix
at the nodeToBeChanged coordinates.

iv. If at least one label has been removed from the list contained at
the nodeToBeChanged coordinate and nodeToBeChanged is not
already queued up in the nodesToVisit queue then enqueue it to the
nodesToVisit queue, otherwise go to step 3.

The propagation of the adjacency constraints ensures that the global state of
the output is consistent and that all the elements are placed next to their allowed
neighbours.
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Fig. 5 Outputs produced by the simple model for a small column-like input model. The left-most
image depicts the input model, the middle image show a 1 x 20 x 1 output with N = 4 and the
right-most image depicts a 10 x 20 x 10 output with N =4

Fig. 6 Result of using a more complex castle-like input model (measuring 21 x 21 x 21) to produce
an output with N =5

The biggest difference when compared to the discrete model synthesis and the
simple tiled model in WFC is that the initialization procedure tries to infer the adja-
cency rules by simply ‘cutting up’ the input model into equally sized patterns and
looking at which pattern is next to which. The problem with this approach is that a
lot of the patterns that appear just once in the input end up with just one possible
neighbour per direction. This can pose a higher probability of arriving at a contra-
diction during the algorithm’s propagation cycle, which is why the optional step 5 in
the initialization procedure has been introduced. In case there are too many elements
with just one possible neighbour, this optional step can help to increase the number
of possible neighbours per direction if the two patterns can ‘fit’ together. This could
serve as a simple way to increase the number of possible neighbours at a cost of
O(K?) operations, where K is the number of unique patterns in the input model.

Results

From the resulting outputs shown in Figs. 5, 6 and 7, the simple model algorithm
seems to work well on simple example inputs, such as the column and the bridge
input.
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Fig. 7 A bridge-like input model (on the left) produces a relatively simple output that chains the
5 x 5 x 5 input patterns. An inconsistency produced by the optional pattern fitting step is highlighted
in red

Fig. 8 A simple building input model can be used to generate an entire city-like model without
any further user input

Figure 8 further suggests that the simple model is capable of producing more
interesting results, given further adjustment by the user, that could be used as a
backdrop to a virtual urban landscape where little detail is needed.

It should be noted that the choice of the N value plays a very significant role in
the output produced. N should be dictated by the size of the input and the desired
granularity of the output. If N is too small (N =1), the algorithm will produce noise
as output, since it will take every single voxel as a pattern. If NV is too big, the entirety
of the input model will be interpreted as a single pattern, resulting in exact copying
in the output.

The optional step 5 in the initialization procedure helps to prevent contradictions
in cases where there are too many unique patterns resulting in insufficient neighbour
choices during the propagation step. The drawback, however, is the introduction
of adjacencies that are not necessarily correct from the creator’s perspective. For
example, from the larger bridge output in Fig. 7, one could identify few connections
(highlighted in red) that do not really make sense to the creator. For some larger
outputs, this discrepancy might be less noticeable. Nevertheless, proper verification
would have to be made by testing and generating much larger outputs.
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Limitations

During the execution of this model, we can arrive at a contradiction (i.e. when an
element in the output has zero possible elements that can be assigned to it). The
larger the size of the output model, the more probable it is for the algorithm to reach
a contradicting state—as is the case with the discrete model synthesis algorithm as
well. This makes it quite difficult to produce larger outputs in its current form. One
possible solution to this issue could be via an optimisation that produces a larger
input by dividing it into smaller blocks. This optimisation is further discussed in the
‘Future Work’ section.

Convolutional Model

The Convolutional model tries to fully exploit the fact that our model is made of voxels
with the goal of not only mixing and matching the patterns that are present in the
input model, but creating brand new structures while remaining stylistically true to the
example input. This model takes inspiration from the overlapping model presented
in the WFC and is an attempt to apply the same concept to three-dimensional space.
Since voxels are basically pixels in 3D space, we can draw parallels between the
usage of pixels in the overlapping model of the WFC algorithm and the usage of
voxels in the convolutional model.

The input convolutional model, as well as, the desired output model can be defined
as periodic (i.e. it can repeat itself over and over again) by the user.

1. Initialisation

During the initialization step, we again divide the input into N x N x N, but this time
instead of taking solid patterns, we overlap all of them in order to have at most K,
x K, x K patterns for the periodic model and at most (K, — (N — 1)) x (K, — (N
— 1)) x (K; — (N — 1)) patterns for the non-periodic model, where K, K,, K, are
the sizes of dimensions of the input model. The periodicity of the model is decided
by the user and can be set as a flag before the execution.

Now instead of trying to find all the possible neighbour patterns in just six direc-
tions, we try and find all the patterns that can overlap with one another in a coherent
way. Figure 9 shows several ways in which two 3 x 3 x 3 patterns can overlap with
one another. In order to find all the possible overlaps between two N x N x N patterns
h and g, we use three-dimensional convolution as defined by

Y, k) =Y D N fli+m, j+nk+p)-h(, j k)

n p

where
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(a) (b) (c)

Fig. 9 Examples of different ways in which two 3 x 3 x 3 cubes can overlap. a Just the corner, b
whole edge and ¢ or even the whole side

O<mn, p<N+(N-—-1)
0<i,j,k<N

and f is the kernel made of patterns % and g.

And we modify it by substituting the multiplication by a Boolean operation, which
helps us check if the two patterns can fit together at point (7, j, k), as described in the
following procedure:

The FitPatterns procedure takes two patterns as input and consists of the following
steps:

1. We construct a kernel from the first and the second patterns and label it i. We
take the second pattern and label it /.

2. Iffor every possible value of the (x, y, z) coordinates between (0, 0, 0) and (N — 1,
N—1, N—1) the value i(x, y, z) is equal to i(x, y, z), then return true, otherwise
the procedure returns false.

Using this information, we can now construct a neighbourhood matrix for each
unique pattern by comparing it to each pattern. Each value in the matrix is a list
of possible neighbours in that direction. For example, 2 x 2 x 2 pattern will have a
neighbourhood matrix consisting of 3 x 3 x 3 =27 elements, where each element is
a list of possible neighbours at that position.

The initialization procedure for the convolutional model is thus:

—_

Divide the model into equally sized N x N x N patterns that overlap.

2. Assign a unique label to each unique pattern.

3. Initialize the neighbourhood matrix for every unique pattern. (i.e. create an empty
list of possible neighbours for each value).

4. For each possible pair of unique patterns check if they can be overlapped at each
neighbour coordinate using the procedure described in the FitPatterns procedure.
If they can be overlapped, add the pattern to the adjacency matrix.

5. Finally the output (the size of which is still given by the user, but is now measured

in voxels instead of patterns) is initialized as a three-dimensional array. Each array
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element is initialized as a list containing all the unique pattern labels present in
the input.

2. Observation/Propagation cycle

The algorithm then starts the propagation cycle, much like in the simple model,
except that this time we do not check the neighbours in just six directions, we check
them for all the values of the adjacency matrix. The Propagate procedure takes the
origin coordinate as input and is as follows:

1. Initialise nodesToVisit as an empty queue which will contain the 3D coordinates.
Initialise the outputMatrix as a three-dimensional matrix with a list of all the
possible labels contained at each coordinate.

2. Enqueue the 3D coordinates that were given as parameters to the nodesToVisit
queue.

3. While the nodesToVisit queue is not empty:

(a) Take the first element in the queue and define its coordinates as the current
coordinates.

(b) For each of the possible directions as defined by the adjacency matrix of the
current label:

i. Add the direction vector to the current coordinates and label the new
coordinates as nodeToBeChanged.

ii. Get all the allowed neighbour labels for each of the possible labels
at the current coordinates and in the current direction, name this list
allowedNeighbours.

iii. Remove all the labels that are not present in the allowedNeighbours
from the list of the available neighbour labels in output matrix at the
nodeToBeChanged coordinates.

iv. If at least one label has been removed from the list contained at the
nodeToBeChanged coordinate and nodeToBeChanged is not already
queued up in the nodesToVisit queue then queue it up in the nodesTo Visit
queue, otherwise go to step 3.

Results

The results produced by the convolutional model are shown in Figs. 10, 11 and 12.
When using smaller and more abstract inputs, this model can create brand new vari-
ations from the original input patterns, giving rise to visually interesting new combi-
nations. Unfortunately, with more structured and less abstract inputs, the coherence
of the results seems to also reduce. This may be attributed to the fact that there are no
explicit user-defined rules and that the adjacency rules are only inferred implicitly
from the convolutions of the patterns. As a result, the overall coherence of the output
model suffers directly, especially when N is small. A solution might be to apply
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Fig. 10 Outputs produced by the convolutional model for the hollow cube input measuring 4 x
4 x 4 voxels, throughout the outputs we can see the variations of the rectangular hole in the input

Fig. 11 Output produced by the convolutional model for the cube that is hollow in six directions.
The model produces an output of size 12 x 8 x 6 that contains patterns that we have not seen before.
Highlighted in red is the original hollow cube modified in a new way

Fig. 12 A bridge-like input model (left image), with N set to 2, produces a simple and expected
output (middle image). However, the convolutional model can also produce results (right image)
that do not necessarily make much sense when the value of N is too low

additional heuristics and constraints. Again, unfortunately, with bigger values of N
comes a dramatic increase in model generation time as well.

Similar to the simple model, the choice of the values for N is extremely impor-
tant. Intuitively, this makes sense for the convolutional model. Since an Nx N x N
captures volumetric information from the input model, the bigger the N the more
information it will capture. However, the bigger the pattern, the more constraints will
be applied on the adjacency of that pattern. Thus if N is too large, the pieces will be
big, but not much variation would be possible, and consequently the possibility of
creating new patterns is much reduced.
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Limitations

One obvious limitation of the convolutional model is the slowness of the execution,
which limits its practical use when applied to larger input/output models.
The complexity of the initialisation phase is

O(K*(N + (N —1))%)

where K is the number of unique patterns and N is the number of voxels per dimension
of a pattern.

The worst-case complexity of a single observation and propagation step can be
approximated to

O(L(K, My, My, M) -M,-M,-M.-(N+(N—1)>)
where
L(K, MMy, M,) =K -M,-M,-M,

It would thus prove to be difficult to use the convolutional model in its current
state on large example models. Further optimizations are definitely needed in order
for this model to be practical for larger inputs.

Another drawback to this approach is that it still suffers from cases of contradic-
tion. The same optimization proposed for the simple model could also be applied
to the convolutional model in order to reduce the number of contradictions. This is
discussed in the ‘Future Work’ section.

Conclusion

The main goals of this project were to apply the model synthesis concept to three-
dimensional voxel models, without simply copying patterns found in the original
input, but to generate new ones. Another goal was to automatize the process, whereby
the user would only need to provide minimal initial input. Two different models were
implemented in our attempt to accomplish these goals.

Our simple model resembles the discrete model synthesis [13] and the simple
tiled model of the WFC algorithm [2], but further utilizes the inherent structural
and volumetric information of voxel input model to automatically generate pattern
adjacency rules. While it yields some interesting results with smaller example inputs,
the overall quality of the generated 3D models outputs seems to suffer when compared
to the results achieved with the discrete model synthesis algorithm [13]. The presented
algorithm is particularly successful when using architectural components or joints
as inputs, as seen from the generated outputs in Fig. 1. The works of Sou Fujimoto,
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Kengo Kuma and Gerrit Rietveld are used as our exemplar voxel inputs. These 15 x
15 x 15 input voxel models describe the fundamental structural motif used in their
respective building designs, namely Fujimoto’s 2013 London’s Serpentine Gallery
Pavilion, Kuma’s 2006 Yusuhara Town Hall and Rietveld’s famous Cartesian node
also used in many of his De Stijl period furniture. The novel combinations seen in
our results suggest that these simple rigid architectural modules can be generatively
reconfigured using the simple model proposed here.

Our convolutional model further exploits the volumetric approach by using three-
dimensional convolutions to define adjacency rules—a unique approach that would
not be possible if typical polygonal meshes are used instead. The small-scale results
are very promising and demonstrate its capability to create brand new pattern varia-
tions, without simply repeating patterns found in the original example input. Unfor-
tunately, this method proves to be very computationally expensive in its current form,
thus further optimizations would be needed in unlocking its full potential.

Future Work

One possible way of producing bigger and more complex outputs with the current
algorithm is via the optimization described in [1, Sect. 3.3.6]. It consists of dividing
the larger output into overlapping smaller sub-outputs. Each sub-output is to be
computed individually using either the simple or the convolutional model. Since each
sub-output overlaps with their respective neighbouring sub-outputs, the constraints
could be propagated accordingly, thus preserving the cohesiveness of the final output.

As mentioned previously, additional heuristics can be introduced to gain further
control over the convolutional model. Among these are density and height heuristics.
For example, a simple heuristic of constraining all ground-touching input voxel
patterns to only appear at the ground level in the output is highly plausible. In this
way, a higher degree of constraint may give rise to a more structured output.
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Model-Based Abduction in Design ®

Check for
updates

Lauri Koskela and Ehud Kroll

In prior literature, design abduction has been conceived in sentential (propositional)
terms. The aim in this presentation is to explore the significance of internal mental
models and images, and their external projections, in design abduction. Seminal and
current literature on model-based reasoning in cognitive psychology and philosophy
of science are reviewed. A retrospective case study on the invention of the airplane
by the Wright brothers reveals that most occurrences of design abduction were model
based. Conclusions and reflections flowing from the findings are presented.

Introduction

In prior research, the authors have endeavored to re-propose the conception of abduc-
tion in design [1, 2]. The background to this is that most research on abduction has
been carried out in the framework of science. However, given the differences in con-
text, abduction in design is argued to show characteristics not yet found or identified
in science. For example, abduction can arguably occur in connection to practically
all reasoning types in design, whereas in science abduction has been connected to
regressive reasoning from effects to causes.

In this presentation, the new understanding of abduction in design is deepened
through illumination provided by recent trends in cognitive science. Since the 1980s,
the understanding of human reasoning as operating by means of mental models,
through which the world is simulated, rather than only through formal rules of logi-
cal inference, has gained foothold in psychology [3]. As in discussions on reasoning,
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in general, research on abduction has initially focused on logical inferences [4].
Peirce discussed abduction through syllogisms, logical sentences, and the subse-
quent literature has largely taken the same approach, called “sentential” by Mag-
nani [5]. Magnani has seminally extended the discussion on abduction to models,
especially in science, and hence the terms model-based abduction and model-based
reasoning, which refer especially to construction and manipulation of visual repre-
sentations, thought experiments, and analogical reasoning. Although there has been
recent growth of work related to this topic [6], model-based reasoning in design has
received little attention. Thus, the aim in this presentation is to explore the signifi-
cance of mental models, and their external projections, in design abduction.

This article is structured as follows. First, the re-proposed understanding on design
abduction is briefly recapitulated. Then, the new trend of seeing reasoning as model
based in cognition research is presented. Given that contemporary authors have found
Peirce as the seminal scholar for model-based cognition, it is appropriate to discuss
his related thinking. Next, ideas on model-based abduction emerging in philosophy
of science are examined, followed by a synthesis of these theoretical advances. How
the current scholarly work on design treats models is then analyzed. Further, for
exploring how model-based reasoning, especially abduction, occurs in design, a
case study is reported. The paper is completed by conclusions.

Re-proposed Concept of Abduction in Design

The re-proposed concept of abduction in design [1] has been motivated by the obser-
vation that abduction in philosophy of science carries implicit contextual assump-
tions, which are not compatible with the context of design. According to the seminal
views of Peirce, an abduction leads to a new idea, still hypothetical, by means of
often subconscious, uncontrolled mental processes. Peirce examined abduction in
the context of scientific discoveries, where it is triggered by an anomaly, such as
a surprising observation. However, in design, abduction is triggered by a problem
that the designer is not capable of solving through habitual or known solutions. The
context of design is plainly different to that of science.

It is argued in [1] that given such differences of context, abduction in design has
characteristics not found or at least discussed in science: Design abduction may occur
in any part of the design process—not just in the beginning as in typical accounts on
abduction in science. Abduction can occur in connection to practically all inference
types in design—rather than just through regressive inferences as commonly assumed
in science. Design abduction usually leads to an idea new in the context—rather than
to entirely new ideas as in science. The primary criterion of an abducted insight in
design is its utility—rather than its truth as in science.

Based on contextual differences between science and design as well as on empir-
ical knowledge of different phenomena comprising design, the following types of
abductive inferences in design were identified and discussed [1]: regressive abductive
inference, abductive composition, manipulative abduction, abductive transformation,
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abductive decomposition, abductive analogical reasoning, abductive invention of
requirements, abduction for integration of theories, and theoretical model abduction.

There are interesting implications from this outcome for design theory and philos-
ophy of science. The mental moves, which lead to new ideas in design, have for the
first time been determined (although this list cannot be considered to be exhaustive).
As abduction as a mental move is ubiquitous and generic, the hypothesis arises that
the conception of abduction in science (covering only regressive inferences) has been
too restrictive.

However, the re-proposed understanding of abduction in design also both
inevitably encounters extant gaps in knowledge and reveals new disparities. The
classical theory of abduction has been unable to explain from where the new idea
emerges, at least if the somewhat apologetic argument that its origin is in intuition
or subconsciousness is not accepted as satisfactory. Furthermore, the classical type
of abduction, a regressive inference, has been seminally represented through a syllo-
gism. This type of representation does not seem compatible with many newly defined
types of design abduction. These two topics will be examined below.

Mental Models as Part of Reasoning in Cognitive Psychology

The understanding of human reasoning as based on mental models, through which the
worldis simulated, has recently acquired a strong position in psychology [3]. Up to the
1980s, the mainstream theory held that in reasoning, language-like representations
of propositions are manipulated based on formal rules. Such rules are contained in
formal logic, decision-making theory, or probability calculus [7]. The newer theory
holds that based on linguistic representations of the meaning of propositions, mental
models of the considered situation are constructed. Then, reasoning is based on these
mental models. Since the 1980s, a number of variants of the model theory have been
developed [7]. Here, the approach of the seminal advocate, Johnson-Laird, is adopted.

The theory of mental models is based on three assumptions [3]. First, a mental
model is characterized as an internal model of a possibility [7]; it represents what
is common to a distinct set of possibilities. Second, a mental model is iconic; it is
structurally similar to what it represents: “A natural model of discourse has a structure
that corresponds directly to the structure of the state of the affairs that the discourse
describes” [3]. Third, mental models represent what is true; we usually construct
models of what is possible and true, as opposed to what is not possible.

Do visual (internal) images fall into this kind of mental models as defined? Visual
images are iconic [3], and they can underlie reasoning. However, Johnson-Laird
contends that images may impede reasoning, and visual imagery is not necessary for
reasoning. Visual imagery is thus not the same as building a mental model but there
may be a close relation, as behind an internal image may lie a mental model [8].

According to Johnson-Laird [3], no clear distinction is drawn in reasoning among
deduction, induction, and abduction—reasoning based on mental models “is more
a simulation of the world fleshed out with all our relevant knowledge.” Further,
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he forwards the ability to refute an inference through counterexamples as the heart
of human rationality. External diagrams (or graphs) are closely related to mental
models; they are often used to help reasoning. It is noteworthy that here, a diagram
represents a model in the mind [9], rather than an external entity. Tversky [10-12] has
interestingly focused on such projection of thought into the world. She argues [12]
that when thought overwhelms the mind, the mind puts it into the world in diagrams
or gestures. Thus, human actions organize space to convey abstractions; she calls
this spraction. Accordingly [10]: “The designed world is a diagram.”

After the 1980s, the idea of model-based reasoning has received support from
neighboring disciplines, often also in the form of questioning the novelty of it. Thus,
Hintikka [ 13] has proposed that modern logic anyway has operated based on the idea
of a model. Importantly, it has been pinpointed that already Peirce had discussed dia-
grammatic reasoning and the basic reasoning moves. Indeed, Johnson-Laird himself
says [9]: “Mental models are similar to Peirce’s graphs.”

Logical and Cognitive Studies by Peirce

The American pragmatist philosopher Peirce developed highly original views on
logic and cognition, which have recently found resonance in the circles of philoso-
phers, logicians, and cognition researchers. Further, Peirce developed a notation
called existential graphs [14], which, as mentioned above, is near the later idea of
mental models.

He held that thinking is diagrammatic [15]: “I do not think I ever reflect in words:
I employ visual diagrams...”. Further [16]:

We form in the imagination some sort of diagrammatic, that is, iconic, representation of the
facts, as skeletonized as possible. The impression of the present writer is that with ordinary
persons this is always a visual image, or mixed visual and muscular; but this is an opinion
not founded on any systematic examination.

Peirce viewed reasoning to be iconic [9]. This refers to his division of signs into
icons, indices, and symbols. An icon, such as a diagram, represents its object by
likeness. Images and metaphors are other types of icon. An index represents its
object by drawing the attention to the particular object meant without describing
it. A symbol indicates its object by means of an association of ideas or habitual
connections between the symbol and the object it stands for.

Peirce connected deduction to (intramental) diagrammatic reasoning [17]. Abduc-
tion, according to Peirce, is an inference through an icon. The following account of
a compositional design problem clarifies the phrase “through an icon” (he focused
on causal abduction in science and did not use the term abduction in connection to
this typewriter example; however, all the hallmarks of design abduction are present)
[18]:

Suppose I have long been puzzling over some problem, — say how to construct a really
good typewriter. Now there are several ideas dimly in my mind from time, none of which
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taken by itself has any particular analogy with my grand problem. But someday these ideas,
all present in consciousness together but yet all very dim deep in the depths of subconscious
thought, chance to get joined together in a particular way such that the combination does
present a close analogy to my difficulty. That combination almost instantly flashes out into
vividness. Now it cannot be contiguity; for the combination is altogether a new idea. It never
occurred to me before, and consequently cannot be subject to any acquired habit. It must
be, as it appears to be, its analogy, or resemblance in form, to the nodus of my problem
which brings it into vividness. Now, what can that be but pure fundamental association by
resemblance?

Thus, it seems he thinks that there is an icon, a mental model of the problem, and
the subconscious mind retrieves a resembling icon, a model of a solution structurally
corresponding to the problem model. He also comments on how this retrieval occurs:
by resemblance (or similarity) rather than contiguity. By the term association by
contiguity, he means that similar ideas are conjoined in experience until they become
associated. By the term association by resemblance, he refers to the situation that
“an idea calls up the idea of the set in which the mind’s occult virtue places it, and
that conception perhaps gives, owing to some other circumstance, another of the
particular ideas of the same set.” Peirce explains [19]:

Association by similarity is related to association by contiguity somewhat as our inward
consciousness is related to outward experience; the one association is due to a connection
in outward experience, the other to a connection in our feelings.

The importance of the distinction between association by contiguity and by sim-
ilarity is that they, respectively, realize induction and abduction [20]:

The mode of suggestion by which, in abduction, the facts suggest the hypothesis is by resem-
blance, — the resemblance of the facts to the consequences of the hypothesis. The mode of
suggestion by which in induction the hypothesis suggests the facts is by contiguity, — famil-
iar knowledge that the conditions of the hypothesis can be realized in certain experimental
ways.

Remarkably, what Peirce suggests here is an explanation on from where novel
creative ideas emerge. These Peircean concepts have affinity to Gérdenfors’ [21]
proposal on conceptual spaces as geometrical regions in the mind; indeed, Bruza
et al. [22] have used this idea of conceptual spaces for modeling abduction.

Model-Based Reasoning and Abduction in Philosophy
of Science

Magnani has seminally discussed model-based abduction, especially in the context
of science and mathematics. He defines [5] model-based reasoning as the construc-
tion and manipulation of various kinds of representations, not necessarily sentential
and/or formal. With the term model-based abduction, he refers to visual abduction
but also abductions involving analogies, diagrams, thought experiments, and visual



252 L. Koskela and E. Kroll

imagery. In turn, according to Magnani, manipulative abduction is a kind of abduc-
tion, usually model based, that exploits external models; the strategy that organizes
the manipulations is unknown a priori, and the results achieved are new and add
properties to the concept. Thus, insights gained through geometrical constructions
or sketching may be manipulative abductions.

He recognizes three types or roles of external representations (models), which help
to provide abductive outcomes toward explanation or creation of novel concepts (in
the latter case, the results are nonexplanatory as there is no preexisting concept or
phenomenon to explain), namely [23],

e Mirror role (to externalize mental models),

e Unveiling role (to reveal imaginary entities), and

e Optical role (to see what otherwise would not be visible, due to smallness, large-
ness, or other obstacles).

Discussion on Findings from the Literature

Difficulties, Obstacles, and Pitfalls

The topic of model-based abduction provides for a multitude of difficulties, obsta-
cles, and pitfalls, some of which deserve to be briefly discussed. The first difficulty
is that the term abduction continues to be understood in different ways. An excellent
example of this confusion is provided by the entry by Douven on abduction in the
Stanford Encyclopedia of Philosophy [24]. Douven states the term “abduction” is
used in two related but different senses. According to him, in the historically first
sense, it refers to reasoning in generating hypotheses, while in the sense in which it
is used most frequently in the modern literature, it refers to reasoning in justifying
hypotheses. The entry is about abduction in the latter sense, also often called “In-
ference to the Best Explanation” (IBE). Unfortunately, Douven fails to note that the
first sense is by no means historical; it suffices to pinpoint to the continuous stream
of papers [25-28] trying to clarify the misunderstanding around abduction and to
return to the Peircean understanding. Briefly, the argument is that the term abduction,
originated by Peirce, has been appropriated, without good justification, from 1960s
onward to the meaning of IBE.

The difference between these two understandings is, first, that the Peircean abduc-
tion is an account of generating explanatory hypotheses, while IBE represents an
account of both generating and evaluating scientific hypotheses [27]. Second, a
Peircean abduction is expected to produce a new idea. An abduction understood
as IBE may produce both novel and already known hypotheses. In this presentation,
abduction is understood in its original Peircean meaning.

Abduction is at the crossroads of logic, cognitive psychology, and many other
disciplines, which do not necessarily communicate with each other. Here, the rela-
tion between abduction and creativity provides an example. Peirce defines abduction
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as the only type of inference that is capable of creating a new idea [29]. The other
characteristic of abduction, according to him, is uberty, referring to value in pro-
ductiveness. Abundance and fruitfulness are dictionary meanings of the word. Now,
the standard definition of creativity [30] is: Creativity requires both originality and
effectiveness. Novelty and value are presented as possible synonyms for originality
and effectiveness by these authors. Thus, abduction and creativity are closely related
as they more or less share the same characteristics. However, they are not quite the
same, as abduction produces a hypothesis, and regarding creativity, such a constraint
is usually not required. As creativity is seen as the central characteristics of design,
this connection deserves to be carefully explored.'

Converging Qutcomes

In spite of the difficulties mentioned, the considered streams of research show many
converging, interesting results:

1. The distinction between sentential versus model-based reasoning is significant.
The sources argue in a persuasive way that much of human reasoning takes
place with support of internal models; the role of sentential reasoning remains
somewhat unclear.

2. These internal models come in two main types, namely, as mental models, allow-
ing for diagrammatic representations, or as visual images.

3. The human mind tends to project internal models externally, into sketches, dia-
grams, gestures, and physical models; such external models are then representa-
tions of the internal models.

4. Deduction may occur through model-based reasoning, either through a coun-
terexample or by observing diagrams or other external models.

5. Abduction often seems to happen through model-based reasoning, for example,
in the case of manipulative abduction or abduction based on analogy.

6. The underlying ideas on model-based abductions seem to be able to provide
understanding on how novelty emerges as well as from where the new ideas
come.

IThe concept of generativity, argued to be different from creativity, has recently been defined as
the capacity to generate new propositions that are made of known building blocks but are still
different from all previously known combinations of these building blocks [31]. Obviously, this
refers to novelty. These authors add criteria, such as “impact of a new entity on the others,” which
seems to be related to productiveness or effectiveness. Thus, the difference between generativity
and creativity is not entirely clear. This issue is of significance as Hatchuel et al. [31] claim that
generativity is an essential ontological property of design that provides it with a unique scientific
identity.
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Internal and External Models in Prior Design Theory

The role of models in design has generally been discussed in recent design theory
[32, 33]. This is of course expected as the outcome of design is a representation
of the targeted artifact. Design has also been characterized as progression through
increasingly concrete models [33]. In such reviews, a number of instances of model-
based reasoning have been mentioned; however, such discussions are scattered.
The duality of design reasoning is well acknowledged, for example, in the under-
standing of the differences between novice and expert designers [34], where the
former tend to make a sequence of (sentential) inferences and the latter retrieve a
model from their experience to start with. The most obvious example of model-
based abduction may be drawing and sketching [35], which has attracted scholarly
attention. However, otherwise little is known about model-based abduction in design.
One of the focal areas of design research is made up by comprehensive theories
or frameworks, both descriptive and prescriptive, such as German systematic design
[36], function—behavior—structure [37], and the C-K theory [38]. Their focus is on
the total process of design, and understandably they have the tendency of largely
abstracting away the cognitive aspects of design reasoning.” However, there are two
proposed approaches to design that would seem to support or be compatible with
model-based reasoning: parameter analysis and the proto-theory of design.

Parameter Analysis (PA)

PA [40] has been empirically developed by observing experienced designers. It
defines two spaces, concept space and configuration space, between which there is
an iteration consisting of three steps: parameter identification (PI), creative synthesis
(CS), and evaluation (E). Additionally, such principles as steepest-first development,
minimalistic configurations, and constant evaluation are followed. PA has been taught
for over 25 years to mechanical engineering students, and it has recently been the
subject of conceptual and theoretical research [41, 42].

In contrast to most other theories or models of designing, PA seems to focus on the
cognitive aspects of design. The triplet PI-CS-E arguably describes how a designer
selects a subproblem, forms intramental and extramental models of a solution, eval-
uates it and depending on the outcome, moves to the next subproblem or to another
attempt at solution. Among the other principles, especially minimalistic configura-
tions and constant evaluation are also closely related to model-based reasoning. It

2The C-K theory may provide an interesting exception. Ullah et al. [39] argue that the process of
generating innovative concepts, as described by the C-K theory, cannot be explained by classical
abduction. They suggest that it is a motivation-driven process, and that motivation comprises two
facets, compelling reason and epistemic challenge, which help conceive a new concept when faced
with lack of knowledge.
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can be said that PA is centered around model-based reasoning by a designer. This
focus probably originates from the empirical source of the approach.

Proto-theory of Design

Aristotle considered designing (and planning) to happen similarly to the method of
analysis in geometry [43, 44]. Can this be conciliated with the model-based account
of cognition?

As Hintikka and Remes [45] have argued, the method of analysis, developed in
Antiquity, has been and can be understood in two ways: as a directional, propositional
approach operating on propositions, and as a configurational approach operating on
geometrical figures. It is the geometer who draws the figures and makes inferences
based on them. From a cognitive viewpoint, the method of analysis thus suggests an
interactive inquiry, going beyond intramental types of reasoning (see also [23]).?

Thus, it can be concluded that Aristotle’s seminal idea continues to hold: there
is a deep similarity between geometrical problem-solving and design. Also, we see
that the idea of the duality of reasoning has an old pedigree, although it has not often
been explicitly discussed.

Model-Based Reasoning in Design: An Empirical Case Study

Even if we can draw plausible analogies from other fields, the only reliable way of
understanding how model-based abduction and model-based reasoning in general,
occurs in design is to observe design itself. Here, we have selected the invention of
airplanes by the Wright brothers (WB for brevity) as a retrospective case. A major
reason for this selection is that the design process is generally well described, and
specifically Chap. 6 in [46] gives a detailed account of the WB’ design process and
reasoning when trying to illustrate how model-based reasoning occurs in engineering.
We briefly describe the design process, primarily based on [46] and then analyze
several specific steps that are related to model-based reasoning. The findings from
this case study are then discussed.

Brief Description of the WB’ Design Process

The WB realized at the outset that an airplane needed three components: wings
for lift, engine for propulsion, and a system for the pilot to control it. They chose

3Hatchuel et al. [31] present an opposite view, based on Gedenryd’s [44] (to us) erroneous inter-
pretation of the method of analysis as intramental.
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to begin by addressing the control aspect, so initially, they focused on gliders (no
propulsion yet), with some of the development effort carried out with the help of kites,
specially made testing equipment, and wind tunnels. To design a control system, they
incorporated a front-mounted horizontal “rudder,” or elevator, for pitching the aircraft
up or down, and twisting, or “warping,” wings for banking or turning. The wings’ role
as lift provider was addressed next. A minimum speed to get the glider airborne was
estimated based on available data, and various launching methods were considered,
finally choosing flying against strong winds in Kitty Hawk, North Carolina.

Repeated testing and modifications to the gliders’ wings were necessary for the
WB to develop the required understanding of lift and drag and their relation to
wing profile shape. It also turned out that several design aspects were coupled, for
example, controlling the aircraft by wing warping was affected by the changes needed
to increase lift, and occasionally new problems were discovered, such as controlling
the location of the center of pressure. The WB’ evolving theory of flight had to be
updated continuously. At last, they added a steerable rudder at the rear connected to
the control wires of the warping wings, and thus established a full system of control
for their glider.

Next, they turned into the propulsion system design, just to discover that there
was no theory of propeller design. This led them to develop a new theory, whereby
a propeller blade is regarded as a lift-producing wing moving in spirals and thus
producing thrust. They also decided to use two counterrotating propellers to overcome
torque effect. When they could not find a suitable engine, they designed and made
their own engine, and connected its output shaft to the propellers by means of bicycle
chains, one of them twisted through 180°. The powered Flyer was the WB’ fourth
aircraft after three gliders and flew successfully on December 17, 1903.

The WB’ Design Strategy

The WB chose control over lift and propulsion as the most difficult aspect of designing
an aircraft, and consequently as the problem to start with. This choice was abductive,
based on a mental model imagined of an airplane whose engine fails (therefore, itis a
glider) and the pilot trying to land it safely but loses control over it and crashes, which
is exactly what happened to some aviation pioneers. But if the pilot could maintain
control over the glider, he would have landed it safely, and therefore control is more
important than propulsion. How about lift? Having the model of a glider in mind,
the WB seem to have initially put this aspect aside, probably assuming that the
knowledge to design wings was available, and therefore this task would be easier.
Johnson-Laird [46] attributes the success of the WB to their choice of control
as the most important aspect of the design, something that other aviators failed to
see. This is probably true, but we do not really know it for sure. They could have
figured the control and then not find a way to build large enough wings that were also
lightweight or find an engine that was powerful enough and lightweight. In fact, they
put the engine issue to be last (and not the wings), probably because their control
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system design involved also the wings. When they turned into propulsion, they built
their own engine but discovered that an engine was not enough and a good propeller
was also necessary. Undoubtedly, in addition to their excellent reasoning skills, they
were also lucky. This connects with the notions of guessing and intuition that Peirce
mentions as characteristic of abductive reasoning.

Control System Design

When faced with the anomalous situation of controlling an airplane, the WB managed
to introduce several innovations that were based on model-based abductions. When
their rivals were looking for stability, the WB drew an analogy (a model-based
abduction) from the world of bicycles (their business) to the world of aircraft: just as
bicycles are not stable, aircraft too should not be stable, but rather, be controllable
by the pilot. So, just as in the bicycle world model the rider balances and controls it
by steering the front wheel and leaning it to the side, pilots should steer an aircraft
left or right, bank it to the side, and nose it up or down (an added dimension).

A horizontal “rudder,” or elevator, was assigned the role of controlling climbing
and diving, but banking presented a new anomalous situation. An insight came from
an analogy to birds: just as birds point their wingtips in opposite directions in order to
turn, the aircraft wing could be twisted, or “warped,” to produce a bank or turn. This
analogy to birds was concurrent with another analogy to bicycles: bicycles do not
stay vertical when turning, and therefore aircraft too should not turn in a horizontal
plane, but rather, bank in order to turn. All in all, two analogies were used to connect
three models: birds, bicycles, and aircraft.

How would wing warping be effected? The wing needed to be both flexible in
torsion and stiff laterally. This new anomalous situation was solved by an analogy
that came as an insight while twisting a square-section inner tube box (a physical
model, in this case) and imagining its top and bottom surfaces to correspond to the
warped upper and lower wings of a biplane. A physical model of the wings, made
of bamboo and tissue paper, was constructed to check the idea, followed by another
physical model, a 5-foot span biplane kite with cords connected to the wingtips. It
was tested and confirmed the banking ability by wing warping.

Designing the Wings for Lift

Now that the role of the wings in controlling the aircraft has been established, the
WB turned into designing the wings for their other role: provision of lift. They used
available knowledge (Otto Lilienthal’s data) on the lift and drag to design the wings
for their man-carrying glider (no engine yet). Lift (and drag) is related to the aircraft
speed, and a minimum speed is required to get the aircraft airborne. So the next
problem to be solved was: how to give the aircraft the initial speed?
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The WB considered the contemporaneous practice of using gravity, either jumping
with the glider from the crest of a hill or dropping it from a balloon, to be too
dangerous. They considered constructing a catapult to launch the glider but thought
it would be too challenging. Then they had an idea that came from another way of
looking at the problem, what we may call “abductive transformation”: speed the air
past the glider. Instead of imagining an airplane being accelerated to produce enough
speed for lift, the WB imagined the background (the air) speeding past the aircraft.
This is model-based reasoning: a world model of an aircraft moving through the air
is replaced by a visualization of air moving around the aircraft. But how could air be
speeded past the wings? The idea was to fly against strong winds, so they chose Kitty
Hawk in North Carolina as the location for flying. They built the glider and flew it
with the pilot lying on the lower wing to reduce drag. They practiced controlling it.

They discovered that the wings did not produce the expected lift and identified
two possible hypothetical explanations (abduction of the IBE kind): either the wing
section had a too shallow camber or the wing area was too small. A second glider
was constructed with modifications to the wings, but lift was still low and control
difficult. The core of difficulty was attributed to controlling the center of pressure,
and this led to experimenting with flying the upper wing alone as a kite (use of a
physical model). Corresponding modifications were incorporated in the glider, but
now the wing warping did not work well. All in all, the problems with lift and warping
presented a new anomalous situation, that of a discrepancy between the WB’ mental
model of aircraft wings and the empirical evidence. Again, by abduction of the IBE
kind, they created possible explanations or hypotheses and went on to test them.
They constructed a device mounted on a horizontal bicycle wheel to measure the lift
produced by various wing profiles. They confirmed the hypothesis that Lilienthal’s
data were wrong and concluded that they needed to generate their own data, which
was accomplished by building wind tunnels and conducting experiments.

The WB used the new aerodynamic knowledge to design their third glider. By
analogy to birds (buzzards versus eagles and hawks), they introduced a slight negative
dihedral (a downward slope of the wings relative to the horizon when viewed head-
on) to the wings to improve stability. Vertical tails were also added to help with the
warping problem. Testing the glider still did not show good results until a new idea
emerged after a sleepless night (thus, hinting that it was a sudden insight coming in
a flash, as often characterizing abductive reasoning [47]), to turn the fixed tail into a
steerable rudder, and connect its control wires with those that warped the wings. A
full aircraft control system was thus established.

Propulsion

When addressing the propulsion aspect, the WB discovered that no theory existed
for propellers. Their rivals used flat propeller blades, and the WB realized that they
needed to create their own theory and knowledge about propellers. They drew an anal-
ogy that the blade is like a wing traveling in a spiral course. This analogy depended
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on visualizing a mental model of a wing carrying out a rotation, and regarding the
lift produced as thrust. A flat blade does not generate much lift/thrust, so the blade
should be cambered like a wing, and wing theory could be used to design the pro-
peller. They designed a propeller and the theory turned out to be very accurate. They
decided on two counterrotating propellers mounted behind the wings to minimize
turbulence.

The WB now turned into engines. While their rivals looked for the most powerful
and lightest engines, they used their theory of flight (wing area, lift, drag, estimated
weight, minimum airspeed, etc.) to estimate the minimum power requirement. They
could not find a manufacturer with the right engine, so they designed, tested, and
re-designed their own engine. Finally, they figured out a way to connect the engine
to the two oppositely rotating propellers by another analogy to the world of bicycles:
an arrangement of sprockets and chains transmitted the power.

Discussion

The findings from this case study trigger conclusions and reflections into several
directions. In the following, we discuss the findings regarding the re-proposed con-
cept of abduction in design, strategic abduction, role of models in design generally,
and specifically of mental models.

The Re-proposed Concept of Abduction in Design

First, it can be stated that all the assumptions underlying the re-proposed concept
of abduction turn out to be true in the case studied: abduction (and thus creativ-
ity) occurred throughout the design process; the problems and their novel solutions
were deeply contextual; the outcomes of abduction were evaluated through their
practical utility; and several abductive inference types, especially regressive infer-
ence, composition, analogy, transformation, and manipulation were employed. What
also becomes clear is that most key abductions (many of which were analogies) were
model based. Although this was somewhat expected, the force and ubiquity of model-
based reasoning offered a surprise.

One type of abduction that was not separately discussed in [1] stands out, namely,
strategic abduction to determine the order of design developments. It seems to belong
to key types of design abductions, although it may not be needed in all design tasks.
Below, the specific strategic abduction, steepest-first, is separately commented.

Moreover, the case study reminds that abduction is only one link in the chain of
mental moves; creativity is important but so is the critical evaluation, the skill to find
counterexamples. Without keen skills in critical evaluation, there is the risk that time
is wasted in pursuing unpromising avenues in design. Finally, the case study shows
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that quite often it is possible to pinpoint the source of the new idea; creativity does
not need to be considered as a mysterious, unexplainable phenomenon.

Strategic Abduction: Steepest-First

The WB used what Johnson-Laird [46] calls “multi-stage” strategy, as opposed
to “trial and error,” the neo-Darwinian process that is inefficient, or to the neo-
Lamarckian process of reasoning governed by full knowledge of all the constraints,
which was not possible due to the newness of the field and paucity of knowledge.
“Multi-stage” strategy means that they cycled through generating ideas, embody-
ing them as mental or physical models and evaluating them, and in each cycle they
regenerated and reevaluated. Most importantly, this strategy requires an approach
that we call “steepest-first” in the context of the PA method [40]: the most chal-
lenging aspect of the design task is addressed at any given moment in the process.
This approach may be contrasted with “systematic design” methods, where all the
design functionalities are handled concurrently and where all the relevant knowledge
is already available [48]. If all the functions and sub-functions can be known at the
beginning of the design process, and if solutions that satisfy all these functionalities
can be listed, then by a sort of deductive logic, combinations of the solutions will be
the desired artifact. However, in innovative design cases, the functionalities may not
be fully known and decomposable, and solutions are not readily available, so another
strategy is needed. Choosing to address more difficult problems first is justified by
assuming that problems and solutions are coupled, and therefore it should be more
efficient to add the solution of easier problems to those of the difficult ones than vice
versa.

The steepest-first approach—producing a hypothesis of the best order of solving
different subproblems—is an abductive strategy in the sense that it is not truth pre-
serving, that is, it can lead to a dead end or to an inferior solution. However, it has
been shown to produce good results in many innovative design situations, both in
terms of the final outcome and the efficiency of the process.

The Role of Models in Design

Models that appear in design reasoning range from external (physical and representa-
tional) to internal (mental and visual), and they differ in the way they are used. Among
the external models, we can list sketches, computer-aided design (CAD) models, aux-
iliary physical objects, and the designed artifact itself. The role of sketching in design
reasoning has been studied by such scholars as Schon [49] and Goldschmidt [35],
who emphasize the mental dialogue through reflection between the architect and the
sketch. More concrete models—CAD images and models made of cardboard, wood,
clay, 3d-printed polymers, etc.—serve a similar purpose in design: provide a means
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to evaluate and test the evolving artifact and, if deemed necessary, trigger another
design cycle. The WB’ gliders that preceded their powered 1903 Flyer fall under this
category, as does their sketches and construction plans.

Perhaps a separate kind of physical model is the auxiliary object created for
demonstrating or testing a particular aspect of the design. The WB built also kites,
to test the concepts of wing warping and the movement of the center of pressure.
They constructed a whirling arm device mounted on a horizontal bicycle wheel to
determine the lift generated by various wing sections, and they built wind tunnels
for drag and lift experiments.

Internal Models in Design

While the role of physical models in design reasoning is quite clear, the underlying
interest here is in internal models, especially mental models and visual imagery.
We claim that an important source of design ideas and concepts that come to the
designer’s mind is internal models of phenomena and other artifacts. The former
includes understanding of physics and other scientific principles and the ability to
imagine, visualize, their expression in reality. The latter consists mainly of analogies
to familiar devices and the extraction of fundamental knowledge that can be applied
in a different design task. The WB showed deep understanding of the physics of
flight, and even generated knowledge when they could not find it or found errors in
published data (lift and drag calculations, minimum airspeed for takeoff, minimum
power required for level flight, etc.). They also excelled in visualizing the flow of air
over various surfaces, which led to their wing warping and tail rudder design.
Their analogies to the familiar (to them) world of bicycles (control and stability
issues, power transmission, and more) and to the world of birds (banking the aircraft
and wing dihedral) were profound: they did not superficially copy features from one
artifact to another, but rather exhibited deep learning in one field of solution principles
that were transferable to another area. The WB also drew an analogy from twisting
an inner tube cardboard box to warping the wings. We can assume that bird watch-
ing was a deliberate process of gaining knowledge about flying, while the twisting
box analogy was accidental. Their analogies from bicycles stem from accumulated
understanding in this field, and not from direct or serendipitous observation.

Conclusion

All in all, we claim that the general use of models in design, and internal models in
particular, is closely associated with abductive reasoning. In doing so, we provide
first an explanation to where abductive hypotheses come from (a model formed in
the abducer’s mind), and second, we shift the emphasis in studying design abduction
from the sentential, formal logic approach, to looking at design abduction as a char-
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acteristic of an inference. Previous treatments of design abduction (e.g., [S0-53])
concentrated on showing how mental moves in design correspond with various syl-
logistic forms of abductive inferences. However, and as already pointed in [2], design
abductions should focus on the novelty of the outcome, which in turn is relative and
depends on what the “reasoner” knows at the time of making the inference. In other
words, the mental model of a problem triggers the retrieval of the model of a solu-
tion, by resemblance, from the memory or the perception. This is the source of the
generated hypotheses (plausible design solutions), and thus the synthetic, or amplia-
tive, (nonevaluative) activities in design should be studied from the model-based
reasoning perspective.

Model-based abduction is a more encompassing notion than the sentential
approach. In fact, it seems that all logical formulations of abduction can be rep-
resented as model based, and the latter form adds the important information related
to the knowledge that is the source for proposing the abduction’s conclusion. Know-
ing the model upon which the abduction is based allows us to judge the extent of
novelty (relative to the abducer’s knowledge) in the reasoning and to classify the
inference accordingly.
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Ekphrasis as a Basis for a Framework ®
for Creative Design Processes

updates

Udo Kannengiesser and John S. Gero

This paper introduces the notion of ekphrasis in the arts as a basis for developing
a framework of creative designing. Ekphrasis is the transformation of a concept
from one medium or domain (e.g. sculpture) to another medium or domain (e.g.
music). When used in design, ekphrasis enables the use of new processes afforded
within the new domain that can produce new concepts not available in the original
domain. We show how five known mechanisms of creative designing—emergence,
analogy, combination, mutation and first principles—can be included in a general
framework as instantiations of ekphrasis. This framework is developed based on the
function—behaviour—structure (FBS) ontology and its application to affordances.

Introduction

Design researchers have sometimes drawn on the world of art as a source of inspira-
tion for explaining or illustrating concepts of designing, mainly in the area of design
creativity. Most of the metaphors presented in these studies remain on an informal
level. Recently, the artistic concept of ekphrasis has been formalised and used as a
basis for a computational model of creative designing [1, 2]. Ekphrasis is the trans-
formation of a concept from one medium or domain to another medium or domain
[3-8]. Take as an example the mythical story of King Arthur and Excalibur, the
foundation of the rightful sovereignty of the British. The precise nature of the story
and what it exemplifies is not of interest here. What is of interest is that the story is
depicted in multiple other forms. It is expressed as a painting in Fig. 1a, as a sculpture
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Fig. 1 King Arthur and Excalibur represented as a a painting, b as a sculpture and ¢ as a movie

in Fig. 1b and as a movie in Fig. 1c. All three are examples of ekphrasis where the
nature of the domain of expression allows for different expressions.

Ranjan et al. [9, 10] showed that the cross-domain interpretation of artistic ideas,
i.e. ekphrasis, can be tested empirically and that such a cross-domain interpretation
of artistic ideas can be the basis of a form of creativity. In Gero’s [1, 2] model of
ekphrasis, novel design concepts are the result of two instantiations of ekphrasis:
One instantiation transforms the design representation from the original domain
of designing to a new domain, leading to new processes that can operate on that
representation. A second instantiation transforms the results of executing the new
processes back into the original domain, leading to the production of new design
concepts in that domain. Here, the notion of a ‘domain’ is understood as an agreed area
of knowledge, which may include technological domains [11] and representational
domains on a symbolic level.

In this paper, we extend Gero’s [1, 2] model of ekphrasis by deriving a generic
framework based on the function—behaviour—structure (FBS) ontology and its appli-
cation to representational affordances. These affordances are defined as the action
possibilities of a designer when interacting with a design representation, e.g. calcu-
lating the area of a building when being shown a floor layout representation. We show
how five known mechanisms of creative designing—emergence, analogy, combina-
tion, mutation and first principles—can be viewed as instantiations of this framework.
This has the advantage that creative design processes and techniques that tradition-
ally have been studied separately can now be treated in a uniform way. Insights in
creative designing may thus be more easily transferred across different methods and
different domains, as they can be described using the same foundational model.

This paper is organised as follows: Section ‘Creative Designing’ presents foun-
dations of design creativity using a state space view of designing. Section ‘Mod-
elling Creative Designing Using Ekphrasis’ develops an ontological framework of
ekphrasis that is then extended to represent creative designing. Section ‘Processes
of Creative Designing as Ekphrasis: Results’ applies this framework to the mech-
anisms of emergence, analogy, combination, mutation and first principles. Section
‘Conclusion’ concludes the paper with a discussion of potential future work.
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Creative Designing

Boden [12] distinguished between ‘historical’ (or h-) creativity and ‘psychological’
(or p-) creativity. For h-creativity, novelty is evaluated in relation to the history
of humankind. The first steam engine was an example of an h-creative design. P-
creativity implies novelty only with respect to the lifetime of an individual, for
example, a novice architect designing a high-rise office building for the first time.

An extension of Boden’s classification has been proposed by Suwa et al. [13] who
added the notion of ‘situated’ (or s-) creativity. S-creativity is defined with respect to
the situation rather than to the outcomes of the process. A design or design concept is
viewed as s-creative if it is introduced for the first time in the ongoing design process.
S-creativity is independent of any post hoc ascriptions of creativity to the product of
designing. The concept of creativity used in this paper is one of the s-creativities.

S-creativity allows a characterisation of the design process as either routine or
non-routine [14, 15]. Routine designing is when the state space of possible designs
is well defined, fixed and bounded at the beginning of the design process. Designing
then consists of finding a specific set of values for known design variables and known
ranges of values. This corresponds to a view of designing as search. No creativity
is involved in this idealised view. Non-routine designing can be either innovative
and creative. Innovative designing assumes a well-defined, fixed and bounded set of
design variables but modifies the ranges of values to be outside the norm. Creative
designing introduces new design variables, so that the state space of possible designs
is extended. Variables can be introduced additively, leading to an expanded design
state space, or substitutively, leading to a shift of the design state space that may be
disjoint from the original one [15]. A summary of this view of routine, innovative
and creative designing is depicted in Fig. 2.

Five processes have been proposed that can lead to extensions of the design state
space [15]:

state space of

state space of possible innovative designs

designs as defined by
a priori decisions

state space of
creative designs

state space of
routine designs

Fig. 2 The state spaces of routine designs and innovative designs as subspaces of the state space
of possible designs (as defined by a priori decisions), and the state space of creative designs as its
superset (here depicted for additive variable introductions)
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e Emergence is the process of making implicit features in a representation explicit.

e Analogy is the process of extracting useful concepts in an existing design and
introducing them into the current design.

e Combination is the process of forming a new concept from two or more separate
ones.

e Mutation is the process of arbitrarily altering an existing concept.

e First principles is the process of using foundational concepts as the basis for
designing.

Some of these processes have been studied separately from one another, often
in different research domains and communities. Emergence is mostly the subject
of research in visual cognition. Analogy, combination and mutation are studied
within design creativity research. First principles are mainly used in physics-based
approaches such as mechanical engineering.

This domain specificity makes the five processes difficult to apply in different
domains, because every domain has its own set of representations that afford different
processes operating on these representations [16]. A generic framework of creative
designing that encompasses all five processes would therefore need to include trans-
formations of representations across various domains. Ekphrasis, which is concerned
with transforming concepts from one domain into another, can provide the basis for
such a framework.

Modelling Creative Designing Using Ekphrasis

An ontological framework of ekphrasis can be developed based on the FBS ontology
and its application to representational affordances [16].

An Ontological View of Ekphrasis

Here, we provide a brief introduction of the FBS ontology and its use in representing
affordance. More detail can be found in [16]. The FBS ontology has been devel-
oped to represent a wide variety of artefacts including physical objects, software,
processes and organisations [17]. Recently, this ontology has also been applied to
representations in design, as the basis for a model of representational affordances
[16].

Structure (S) is defined as the components of an artefact and their relationships.
The structure of representations includes symbolic or iconic constructs and their
relationships. For instance, a graph-based representational structure of a building
may consist of nodes (representing spaces in the building) interconnected by arcs
(representing topological relationships between the spaces). An iconic (geometric)
representational structure of the building may consist of vectors (representing sur-
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faces of the building’s shape). An evolutionary representation of the building may
consist of genes (representing the layout of the rooms).

Behaviour (B) is defined as the attributes that can be derived from an artefact’s
structure. External or exogenous effects may be needed to produce behaviour by
interacting with the structure. These effects are often induced by the intentional
actions of a user. Mental or physical operations typically establish the exogenous
effects interacting with representations, producing attributes (i.e. behaviours) that
describe the results of these operations. For instance, features of a graph-based rep-
resentation are behaviours obtained by applying the exogenous effect of searching
for specific patterns in the graph structure. The total amount of space in a geometric
representation of a building is a behaviour obtained by applying the exogenous effect
of using mathematical operations. A modified gene structure of the evolutionary rep-
resentation of the building is a behaviour that may be obtained by applying crossover
and mutation operators.

Function (F) is defined as an artefact’s teleology (‘what the object is for’). It is
ascribed to behaviour by establishing a teleological connection between a human’s
goals and measurable effects of the artefact. For instance, allowing compliance check-
ing in the early stages of designing may be a function of a graph-based representation
of the building. Allowing engineering simulations such as thermal analysis may be
a function of a geometric representation. Exploring alternative room layouts may be
a function of the evolutionary representation.

Affordances are the potential actions of a user interacting with an artefact’s struc-
ture and thereby producing artefact behaviours. In the FBS ontology, these actions
can be captured as exogenous effects. Figure 3 shows two shapes symbolising affor-
dances and behaviour, respectively. For an affordance to produce behaviour, there
needs to be a “fit’ between the two. Conceptualising behaviour as including an ‘input
port’ or ‘receptor’, which metaphorically mirrors the shape of the affordance, illus-
trates this fit. Relevant aspects of affordances can be defined as input parameters
of behaviour, and measurable effects of these affordances can be defined as output
parameters. For example, the ‘open-ability’ affordance of a door includes the amount
and direction of force applied to the door. (We use the common ‘verb + -ility’ conven-
tion for labelling affordances.) The speed with which the door opens when applying
the force would be an output parameter associated with this input.

In representational affordances, the input parameters describe design actions
afforded by a design representation. Output parameters represent the effects of the
design actions, including measures for the success of the actions with respect to
a task-related goal. Take the example of the graph-based building representation;

<\> — ‘ Xout

Fig. 3 Behaviour (B) provides input parameters (Xj,) representing relevant properties of affor-
dances (A), and output parameters (X oy) representing measurable states produced
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an affordance called ‘pattern search-ability’ provides the input of a behaviour that
includes graph features as output. For the geometric building representation, an affor-
dance may be called ‘space calcul-ability’, viewed as an input to a behaviour that
includes the total amount of space as output. For the genetic engineering representa-
tion, the affordances may be viewed to include ‘combin-ability’ and ‘mutat-ability’.

Ekphrasis can be viewed as a transformation of a representation from an original
domain to anew domain from which new representational affordances can be derived.
Using the FBS ontology applied to representations, we can describe this as follows:

Sdn — ,L,(Sdo) (1)
Bdn — T(Sdn) (2)

where dn = new domain, do = original domain, and t = transformation.

B and B, and S and S%°, respectively, are typically disjoint (i.e. B4" N B% = ¢,
and S9" N §9° = @) because they are based on the unique knowledge representations
available in a domain. However, there may be exceptions as domains can overlap in
various ways [18]. We will provide examples of such overlaps later in this paper. F
and F% are non-disjoint (i.e. FI" N F%° =£ () because they are associated with the
concept to be conveyed that transcends the different, domain-specific representations.
Figure 4 uses a state space view to show the relations between the function, behaviour
and structure of the representation before and after the ekphrasis.

This ontological framework can be illustrated using the example of an artwork
being represented as a poem, as shown in Fig. 5. Thus, the original domain (do) in
this example is art, and the new domain (dn) is poetry.

The original structure (S%°) of the artwork ‘Equinox’ shown in Fig. 5 is a compo-
sition of blocks, cogwheels and paint. It is transformed into the new structure (SI")
of the poem ‘Autumn Window’, which can be viewed as a composition of words
and sentences. The two representational structures are completely disjoint from each
other, based on the disjoint types of structure elements available in the two domains.

(a) (b) (c)
A o A A
Ben
Sdo Bdn
> > >
Transformation of Structure Transformation of Behaviour Transformation of Function

Fig. 4 Ekphrasis as transformations of structure, behaviour and function: a structure is transformed
into a disjoint state space, b behaviour is transformed into a disjoint state space and ¢ function is
transformed into a non-disjoint state space
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Autumn Window

Sun and moon

come to an even stance,
blocks of time

tell when they each

can shine,

as clocks are re-set,
equinoctial points
intersect

the lines of light streak

across the room

earlier than last week,

passive orange and yellow tones
slip through my fingers

as I sit by the window,
reminisce about youthful
moments
when time never needed
to be wound,

- it simply sprung
from season to season

now it drags

as leaves on the ground
crisp and crunchy,
crumble into brown pieces.

-Suzanne Bruce

“Equinox”; Mixed media on wood; 19" x 19" Suzanne Bruce® Autumn Window

Fig. 5 Example of ekphrasis transforming an artwork into a poem (Artwork by Janet Manalo,
poetry by Suzanne Bruce; http://www.ekphrasticexpressions.com)

The original behaviour (B%) of ‘Equinox’ includes attributes such as the distri-
bution of paint and the area covered by the physical elements on the canvas. It also
includes neurocognitive activities afforded by the artwork, such as spatial focussing,
3D object recognition or mental simulations. The new behaviour (B") of ‘Autumn
Window’ includes different attributes that are specific to the domain of poetry, such
as rthymes and rhythmic patterns. Similar to the artwork, this poem can also afford
various neurocognitive activities. Yet, these activities are specific to the domains of
poetry and text, and thus disjoint from those afforded by the artwork. They include
the syntactic and semantic interpretation of words and sentences, and the recognition
of specific textual patterns and poetic styles. The original function (F°) of ‘Equinox’
can be interpreted as the goals of conveying or evoking emotional responses related
to the concept of a beginning autumn, or more generally of seasonal change, to
the viewer. The new function (F") of ‘Autumn Window’ is the same as the one
of ‘Equinox’, yet the poem seems to augment it with the concept of a changing
perception of time between youth and adulthood.
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A Model of Ekphrasis in Creative Designing

We can develop an ontological framework of creative designing that is based on two
consecutive instantiations of ekphrasis. A first ekphrasis E1 at time tg; transforms
the representational structure S%(#g; ) in the original design domain (do) into a repre-
sentational structure S (g;) in a new domain (dn) and derives new representational
affordances B%(tg;) in that new domain. This is represented in Egs. (3) and (4):

§%(te1) = T(S®(tr1)) 3)
B (tg1) = t(S™(151)) )

Executing these affordances produces a new representation in domain dn, which
is interpreted as a new representational structure (S%") to be used as a basis for a
second ekphrasis E2 at time #g):

8 (tg2) = (B (1)) ®)

where ¢ = interpretation of execution results.

A second ekphrasis transforms this representational structure back into the original
domain (do), as a basis for further representational affordances that allow continuing
designing in the original domain:

5% (tg2) = T(S™(tr2)) (6)
B®(tgy) = 7(S%(tr2)) (7)

This model of creative designing based on double ekphrasis is shown conceptually
in Fig. 6. This model can be extended using additional processes according to the
FBS framework including the situated FBS framework [17]. For example, the process
of evaluation can be added to address comparisons between multiple behaviours
resulting from a set of transformations from structure to behaviour.

Ekphrasis could be applied iteratively to move from the original domain to a new
domain and then from the new domain to a second new domain, before returning to
the original domain.

Processes of Creative Designing as Ekphrasis: Results

In this section, we show the results from how the processes that can extend the design
state space fit in the model of creative designing based on ekphrasis.
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E2 \

//_ 31

Fdn Fdo

Fdo Fdn

gdn gdo

Bdo gdn ﬁ
A{iifl gdn [:::::::£;> gdo |

Time

KS :> 5/ e

Fig. 6 Creative designing based on two instantiations of ekphrasis, E1 and E2, at times 7g> and g

L

Emergence

Emergence makes implicit features of a representation explicit. An example of shape
emergence is shown in Fig. 7. Initially, only the three triangles in Fig. 7a were drawn.
Implicit in this representation is the shape of a trapezoid that in this example of
emergence was made explicit in Fig. 7b.

The primary shapes (i.e. the triangles initially drawn) can be conceptualised as a
representation in the domain of line segments (drawn between vertices). This rep-
resentation is thus a set of line segments and vertices: S9%(tg,) = (line segments,
vertices). They afford perceptive activities of searching triangles in the representa-
tion: B%(tg;) = (searching triangles). This supports the designer’s goal of reasoning
about two-dimensional spaces in a building design: F9°(tg;) = (to reason about
spaces in a building design).

(a)

2 3

Fig. 7 Anexample of emergence: a three equilateral triangles, which are the only shapes explicitly
represented; b one emergent form of a trapezoid moving that shape from being implicit to being
explicit (image taken from [19])
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Table 1 Differences between representational F, B and S across the domain of line segments (do)
and the domain of maximal lines (dn) during ekphrasis 1

Ontological category Original domain (do) New domain (dn)
F(tg1) To reason about spaces in a building design
B(tg1) Searching triangles Searching shapes
S(tg1) Line segments, vertices Maximal lines

The first ekphrasis transforms S%(zg;) from its original domain—the domain of
line segments—into a new domain: the domain of maximal lines [19]. Maximal lines
are lines that embed at least one line segment and do not belong to the domain of
line segments [20]. Consequently, the new representational structure S (¢g,) is a set
of maximal lines:

S (tg1) = (8% (tg1)) = (maximal lines) (8)

The maximal lines in S9(rg;) have various intersections that do not exist in S%°,
which affords searching shapes that were not necessarily intended initially:

B (tg)) = t(Sd“(tEI)) = (searching shapes) 9)

The differences between the two domains in terms of representational function,
behaviour and structure are summarised in Table 1.

The trapezoid shape resulting from the search, as shown in Fig. 7b, is then inter-
preted as a new representational structure being used as the basis for a second ekphra-
sis:

89 (tg2) = 1(B*(tg1)) = (emergent trapezoid) (10)

The second ekphrasis transforms S%(¢g,) back in the original domain, turning the

intersections into vertices, and the maximal lines into line segments between these
vertices:

S%(tg) = 7(S™(tg2)) = (line segments,vertices) (11)

This affords the cognitive activity of searching trapezoids, yet now in the original
domain:

B (tg,) = t(Sd"(th)) = (searching trapezoids) (12)
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Analogy

This process uses ekphrasis to express a design in domains in which similarities
with the original domain can potentially be found. A popular domain for finding
analogies is biology. An example of a biologically inspired design is the roof of the
Munich Olympic Stadium, shown in the right-hand side of Fig. 8. Its tensile structure
reminiscent of cobwebs (left-hand side of Fig. 8) was a departure from traditional
stadium roofs built using massive concrete.

The initial design is represented as an optimisation problem consisting of geomet-
ric parameters of a massive stadium roof and an associated fitness function: SO(tp) =
(geometric parameters of massive stadium roof, fitness function). This representation
affords the use of suitable optimisation techniques: BY(tg; ) = (applying optimisation
techniques). This supports the designer’s goal of generating a design with optimised
performance (e.g. a roof with minimal weight): F%(tg|) = (to generate a roof design
with minimal weight).

The first ekphrasis transforms S%(tg; ) from the domain of the built environment
into the domain of biology:

SM(1e) =1 (S 4O (1, )) = (problem represented biologically) (13)

This problem representation affords search activities to find solutions in the bio-
logical world, for example, by using a biomimetics database [21]:

B™(tg) =1 (Sdn (tEl)) = (searching for biological solutions) (14)

The differences between the two domains in terms of representational function,
behaviour and structure are summarised in Table 2.

The result of the search for biological solutions in this example is the cobwebs
shown in Fig. 8. The phase in analogy-making that is concerned with finding such an
analogous solution is commonly called ‘matching’ [22]. That solution is interpreted
as a new representational structure to be used for a second ekphrasis:

|

Fig. 8 Example of analogy: the roof of the Munich Olympic Stadium was inspired by natural
structures such as cobwebs
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Table 2 Differences between representational F, B and S across the domain of the built environment
(do) and the domain of biology (dn) during ekphrasis 1

Ontological category Original domain (do) New domain (dn)
F(tg1) To generate a roof design with minimal weight
B(tg1) Applying optimisation Searching for biological
techniques solutions
S(te1) Geometric parameters of Problem represented
massive stadium roof, fitness | biologically
function
S9N (1gp) = L(Bd“ (tg1 )) = (structure of cobwebs) (15)

The second ekphrasis transforms S (¢g,) back in the domain of the built environ-
ment, formulating it as a modified optimisation problem that contains some of the
design parameters describing cobwebs. This is what research in analogy in design
refers to as the ‘mapping’ phase [22]. We can write

5% (tg2) = 1(S™(tr2)) = (geometric parameters of cobwebs, fitness function) (16)
This structure affords the use of standard optimisation techniques in that domain:
BY(tp) =7 (S do (th)) = (applying optimisation techniques) a7

This optimisation results in the roof structure shown in Fig. 8.

Combination

Combination brings together two known concepts to form a new concept [23] that
is an intersection between existing but commonly incompatible frames of reference
[24]. For example, the concept of a chair can be combined with the concept of a
cradle to form the new concept of a rocking chair, as shown in Fig. 9.

Using our model of ekphrasis, the process of combination in this example can
be represented as follows. The initial design is assumed to be a geometrical repre-
sentation of a chair: §%°(rg;) = (geometry of a chair). This representation affords
the use of various methods for detailing the design, such as deciding on the exact
dimensions, materials, coatings and colours of the chair: BY(tg) = (detailing the
chair design). The designer’s goal associated with this representation is to produce a
design that satisfies any given requirements: F%(tg|) = (to generate a chair design).

The first ekphrasis transforms §9°(tg;) from the domain of chairs into the more
general domain of furniture, leading to a more general representation of a system
that provides support.
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Table 3 Differences between representational F, B and S across the domain of chairs (do) and the
domain of furniture (dn) during ekphrasis 1

Ontological category Original domain (do) New domain (dn)
F(tg1) To generate a chair design
B(tg1) Detailing the chair design Searching forms
S(tg1) Geometry of a chair Support system
8 (tg1) = t(S*(tg1)) = (support system) (18)

The new representation affords search activities to find forms for that support
structure in the new domain:

B™(tg1) = 7(S™(tg1)) = (searching forms) (19)

The differences between the two domains in terms of representational function,
behaviour and structure are summarised in Table 3.

The form of a cradle found during the search for forms is interpreted as a new
representational structure providing input for a second ekphrasis:

S (tg2) = 1(B™(tg1)) = (form of a cradle) (20)

The second ekphrasis transforms S9(¢g,) from the domain of furniture back to
the domain of chairs, by synthesising the design of a rocking chair that combines
some structure features of a cradle with the initial chair design, as shown in Fig. 9:

SP () =1 (S dn (th)) = (geometry of a rocking chair) 2D

This structure affords the use of similar detail design methods as prior to the first
ekphrasis:

Fig. 9 Example of combination: combining a chair with a cradle to create a rocking chair [25]
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B®(tg)) =1 (Sd0 (tEg)) = (to generate a chair design) (22)

Mutation

Mutation alters an existing concept. It can occur either homogeneously by changing
the value of a design variable or heterogeneously by changing the class of design
variable [15]. Heterogeneous mutation implies moving from one domain to another.
For creative designing, it is mostly the heterogeneous type of mutation that can
produce a change in the design state space. An example is the mutation of a door’s
hinges into a slider, which results in a different approach for opening and closing the
door: from rotational to linear movement, Fig. 10.

As an instance of ekphrasis, this example of mutation can be represented as
follows. The initial door design is a structure representation of a door opening mech-
anism using hinges: $%°(tg;) = (structure of a rotating door), which affords detail
design methods: B®(tg)) = (detailing the door design). The designer’s goal associ-
ated with this representation is to produce a design that satisfies given requirements:
F%(tg;) = (to generate a door design).

The first ekphrasis transforms $%(¢g;) from the domain of physical mechanisms
into the evolutionary domain, involving genes that encode various structure features
of the door:

S (tg1) = (S (tg1)) = (genes) (23)

(a) (b)

\ —

Fig. 10 Mutation of a a rotating door into b a sliding door
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Table 4 Differences between representational F, B and S across the domain of physical mecha-
nisms (do) and the evolutionary domain (dn) during ekphrasis 1

Ontological category Original domain (do) New domain (dn)

F(tg1) To generate a door design

B(tg1) Detailing the door design Applying mutation on genes
S(tg1) Geometry of a rotating door Genes

With the intention to allow random changes in the genes, the new representation
affords the mutation of some of the geometrical elements:

B (tg1) = t(S™(tg1)) = (applying mutation on genes) (24)

The differences between the two domains in terms of the representational function,
behaviour and structure are summarised in Table 4.

The result of the mutation in the new domain is a substitution of the gene encoding
‘angle’ with a gene encoding ‘sliding length’. This is interpreted as a new represen-
tational structure providing input for a second ekphrasis:

8 (tg2) = 1(B™(tg1)) = (mutated gene) (25)

The second ekphrasis transforms S (¢g,) from the evolutionary domain back to
the domain of physical mechanisms, by using knowledge that the new ‘sliding length’
allows moving the door in a linear direction:

SP1) =1 (S dn (th)) = (structure of a sliding door) (26)

This structure affords the use of detail design methods including the selection of
a slider instead of hinges:

B (tgy) = 7(S%(tr2)) = (detailing the door design) 27)

First Principles

This process transforms a design from the physical domain into the domain of alge-
bra, where new variables can be introduced using dimensional variable expansion
[26, 27]. For example, the geometry of the beam shown in Fig. 11a is represented
algebraically using two variables: length and radius. Both of these variables are then
splitinto several variables (through a process called dimensional variable expansion),
which—when transformed back into the physical world—describe beam segments
of varying thickness, thus turning the original beam into a composite beam, Fig. 11b.
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‘P

— ]

Composite Beam

Fig. 11 Example of first principles (image from [27]): a original beam, b composite beam after
dimensional variable expansion

Table 5 Differences between representational F, B and S across the domain of physics (do) and
the domain of algebra (dn) during ekphrasis 1

Ontological category Original domain (do) New domain (dn)

F(tg1) To generate a design for supporting/lifting loads

B(tg1) Searching for beam materials | Applying DVE

S(te1) Beam shape, load conditions | Algebraic equalities and
inequalities

The initial design is represented geometrically and physically: §9°(tg;) = (beam
shape, load conditions). This representation may initially afford searching for mate-
rials for the beam: B%(tg) = (searching for beam materials). This behaviour sup-
ports the designer’s goal of generating a beam design that can resist a specific load:
F(tg)) = (to generate a design for supporting/lifting loads).

The first ekphrasis transforms $9°(¢g, ) from the domain of physics into the domain
of algebra, using a set of algebraic equalities and inequalities:

S (tg1) = 1(S*(tg1)) = (algebraic equalities and inequalities) (28)

This representation can afford various activities concerned with algebraic reason-
ing, one of which is dimensional variable expansion (DVE):

B"(tg1) = t(S™(tg1)) = (applying DVE) (29)

The differences between the two domains in terms of the representational function,
behaviour and structure are summarised in Table 5.

The result of applying DVE is a set of algebraic equalities and inequalities using
new variables, which is interpreted as a new representational structure to be used for
the second ekphrasis:

S (tg) = L(Bd“ (tg1 )) = (algebraic equalities and inequalities using new variables)
(30)
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The second ekphrasis transforms S9(zg,) back into the physical domain, repre-
senting it as a composite beam with specified load conditions:

S (1gy) = r(Sd“(th)) = (composite shape, load conditions) 31

This structure affords searching for materials, possibly different materials for
different beam segments:

BY(tg) = T(Sdo(th)) = (searching for beam materials) (32)

Conclusion

Emergence, analogy, combination, mutation and first principles have been known as
processes for creative designing, as they can alter the state space of possible designs.
However, most of them have been studied only as instances of designing in specific
domains of design and computation. This has been an obstacle for understanding their
commonalities and deriving a unifying framework for them. The previous section
has shown that these five creative processes can be viewed as instances of a single
framework of creative designing based on ekphrasis. Such a framework facilitates
communication between researchers in different design disciplines and provides a
new perspective to reframe existing ways of thinking about creative processes.

The main limitation of the approach is that the notion of a domain is not formally
defined in the literature. Consequently, the instantiation of the ekphrasis framework
for specific examples of creative designing can be difficult, as one domain may
not always be clearly distinguished from another. For example, the domains of line
segments and maximal lines (see section on emergence) may not appear fundamen-
tally different from each other although mathematically they are disjoint indicating
different domains.

Other processes can be investigated to fit into this framework, such as those
listed in [28]. This would test its genericity beyond the five processes examined in
this paper. An example is one of the oldest and most commonly known creative
processes: Wallas’ [29] model of creative processes consisting of the four stages of
preparation, incubation, illumination and verification. The incubation stage is akin
to the first ekphrasis in our framework, as it involves the designer directing attention
to an unrelated domain before a creative idea emerges and is used within the original
design domain. There has been some debate as to whether it is the domain being
attended to or simply the break from the original activity (via forgetting) that leads
to a restructuring of the problem domain [30]. In both cases, however, incubation
can be seen as a transformation of a design representation from the original domain
to a new domain that affords new cognitive behaviours.

Finally, the concept of affordances used as a basis for the proposed framework pro-
vides the potential for further studies. In particular, the distinction between reflexive,
reactive and reflective affordances [16] may be useful for refining the framework in
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a way that considers the situatedness of designing. This may help address questions
such as whether the new design variables introduced in a design state space are the
result of either exploration or search in the new domain. Some of the examples in
this paper suggest that search in the new domain (e.g. searching analogical solutions
in a biomimetics database) may suffice to generate new design variables. The three
types of affordances may be used to characterise the different modes of reasoning in
the new domain.
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Notes for an Improvisational ®
Specification of Design Spaces

updates

Alexandros Charidis

Classical specifications for design spaces are characterized by an implicit need for a
priori closure of descriptions of alternative designs before calculating. In this paper,
an improvisational specification for design spaces made of shapes is presented.
Shapes created visually and without prior description are recorded in a computation
history. This history is read backwards to specify descriptions of recorded shapes
and the space in which they are closed members. Descriptions of shapes, and the
space in which they lie, are both made on the go as rules are applied in the course
of a computation; every new visual action (rule application) redescribes the space in
which the shapes obtained “thus far”” belong. A reconsideration of the classical notion
of a design space and its various uses in design theory is suggested, emphasizing
a need to reconcile traditional formalistic pursuits that aim at "capturing" descrip-
tions of alternative design possibilities with the open-ended, improvisational nature
of creative work in architecture, the visual arts and related areas of spatial design.

Introduction

In order to specify a design space, one needs to know in advance what rules to use
to construct descriptions of alternative designs and what atoms (indivisible compo-
sitional units) underlie each design description in the space. Is this foreknowledge
necessary if one calculates with unanalyzed, visual shapes—with drawings, so to say?
Work on design theory developed around the shape grammar formalism has shown
that descriptions aren’t necessary to calculate with visual shapes (For a detailed pre-
sentation of this matter, see in [1, 2] and [3]). Instead, descriptions of shapes can
be specified after rules have been applied visually. In this paper, I show that not
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only descriptions of shapes but also the space that includes these descriptions as
closed members can be worked out backwards, after recording the generated shapes
unanalyzed in a computation history.

To this end, I develop mathematical tools for an improvisational specification of
design spaces made of shapes, and I present a complete specification of a space for
shapes made of linear elements. The proposed improvisational specification offers
a more natural framework for studying the notion of a design space in areas, such
as architecture, the visual arts, and like areas of spatial design, where the open-
ended, improvisational aspects of creative work are central to the design process. I
articulate open questions in the last section of this paper along with new directions
for the formal study of creative work.

Calculating as Improvising with Shapes

When calculating with shape grammars, shapes are treated as unanalyzed, visual—
material drawings. The (visual) properties of shapes are formalized in a series of
algebras Uj; [3], closed under the Euclidean transformations and a part relation (<)
that includes the Boolean operations for shapes.! To calculate, one needs rules to
manipulate shapes, to go from one shape to another in the same algebra, or to link
shapes coming from different ones. Rules are defined according to certain families of
schemas involving operators for parts of shapes, transformations (Euclidean ones but
also other kinds), and boundaries. Schemas are meant to support seeing; they provide
“rules of thumb” according to which shape-specific rules can be defined more or less
on the fly, as a designer or composer (in the broadest sense of the word) calculates
visually. Schemas—of the more unrestricted kind—are written as x — y, with x
and y playing the role of variables that take shapes values. For example, the rule in
Fig. la is defined for shapes in U, according to the schema x — #(x) (i.e., here y =
t(x)), where ¢ is a linear transformation. To distinguish between schemas and rules
I will use capital letters A, B to refer to specific shapes assigned to variables x or
y. The rule in Fig. 1a, for example, can be written as A — B, or more elaborately,
A — t(A).

For a rule to be applicable to a shape, the left part of the rule has to “match” with
some part of the shape. This matching mechanism isn’t working in the same way as in
generative string grammars and other formal machines that compute with symbols.
A shaperule A — B is applicable to shape C whenever there exists a transformation
t that makes #(A) a subshape of C. Subshapes, however, are not constituents; there are
no hidden or layered elements in a shape ahead of time. The matching mechanism
for shapes works in the following intuitive manner: a shape is a subshape of another
shape when we can trace the first in the second shape, or equivalently, when drawing
the first shape on top of the second shape causes no change to the appearance of the

T At times, notation U; is preferred, as in U1 or U,. In these cases where the “‘j” index is omitted,
it is assumed thati < j.
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Fig.1 a A rule defined for shapes in Ui, according to the schema x — f#(x). b A five-step
computation Cop = ... = C4 using rules in the schema x — #(x) where the “left” shape is
different in each step. The rule is applied to distinguished (emergent) rectangles that satisfy the part
relations given in (c)

second shape. Strings, on the other hand, are defined in algebras (monoids) with an
associative operation, namely, concatenation and with symbols coming from a fixed
alphabet. When composed, individual symbols preserve their integrity—symbols
don’t fuse together in composition. In a string grammar, in order to apply a rule,
the left side of the rule has to match identically with an existing substring of the
current string—divisions and units are there to begin with. Rules defined in terms of
logical atoms and their compositions as in the case of production system formalisms
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in artificial intelligence and in logic [4, 5] work in an analogous manner. The only
case when shapes behave precisely as symbols and atoms during a computation is
when shapes are made with points (e.g. see [2]).

Rules defined in schemas together with the part relation (embedding) make calcu-
lating look like improvising with shapes: a repertoire of expressive devices (schemas)
is available to make that which one sees in shapes manipulable with rules—so that
“you’re free to go on as you please” [3]. “Free seeing” and descriptions of shapes are
connected in an important way: the latter are byproducts of the former, not precondi-
tions. Consider the computation in Fig. 1b for shapes in U;. The computation starts
with shape Cy and each new shape C,,; is generated out of its preceding shape C;
according to a rule defined in a schema x — #(x) with the “left” shape now chosen
on the go. The subshapes matched and changed in each step are given in a series of
part relations of the form #;,(A) < C; fori = 0...3, shown in Fig. 1¢ (Transformation
t; embeds x to shape C; in step i and it should not be confused with transformation
t that transforms x onto #(x) within the definition of the schema). Rule applications
in all steps are independent of the way shapes are described. But descriptions can be
imbued retrospectively, by analyzing the action of the rule used in each step.

When a rule is applied to a shape to create another one, the action of the rule
implies a certain decomposition on the shape with respect to the rule application.
Decompositions of shapes (descriptions) can be formalized as topologies (See prior
work on topologies for shapes in [1-3]). A topology for a shape C is a set of shapes
with members the shape C itself, the empty shape, and subshapes marked by a
topological closure operator y. A closure operator y: C — C is a mapping which
associates to every part x of C its closure y (x), the smallest shape in C that includes
X as a part. A mapping y is a closure operation whenever it satisfies the following
properties:

(1 y©)=0;

(2) x =y

3) yly(x)=yx);

4) y(x) = x, implies x is closed;
S yx+y)=y@+ry).

where x, y are any two parts of C and 0 represents the empty shape. From the
above definitions, we also have that y(C) = C, and for any two parts x, y of C if
x < ythen y(x) < y(y). We write as 7 = (C, y) the topology of the shape C that
consists of subshapes obtained by closure operator y (The family of subshapes in a
topology for a shape forms an algebra with respect to the Boolean operations of sum,
multiplication and complement. Adding the operation of closure, we obtain what [6]
define a closure algebra for sets; [2] defines topologies for shapes in an analogous
way). The lattice diagrams in Fig. 2 show three decompositions of the same shape.
Notice that only the first two satisfy the properties for a topology.

As a basic case, any shape can be described by an ‘“all-or—none” topology with
closed members the empty shape and the shape itself. But topologies can be defined
more interestingly to reflect the action of the rules used in a computation. Consider,
for example, the case of identity rules defined in a schema x — x. One such rule is
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0

Fig. 2 Three different ways of decomposing the same shape where only the first two satisfy the
properties for a topology on a shape

shown in Fig. 3a. Suppose that this identity rule is applied once under transformation
to to shape C to create the identical shape C| shown in Fig. 3a. And suppose further
that shape C comes equipped with a closure operator y (. Even if the application of
the identity rule leaves the appearance of the shape untouched, it immediately implies
atopology on shape Cy that supports the action of the rule. In particular, the topology
in Fig. 3b that consists of the part matched in the rule application, namely the part
to(A), and its complement Cy — #o(A). This topology in effect shows the part(s) of
shape C( needed to satisfy the preconditions of the visual action (rule application)
after performing the action. In general, if a rule applies multiple times to the same
shape, under different transformations, a topology for the shape can be such so that
it includes all the parts needed to support each different rule application as long as
the resulting set satisfies the basic axioms for a topology.

Back to the computation in Fig. 1b, we perform a similar analysis to obtain
the topologies implied on shapes due to the rule applications. Consider the first
three consecutive steps Co = C; = C,. Rules applied on shapes Cy and C| in a
discrete fashion, immediately implying two independent topologies. In particular,
the topologies in Fig. 4 where the parts matched in each rule application and their
complements are kept closed. The two topologies are incompatible with respect to
the rule applications: no part in the topology for shape Cy explains the appearance
of the part #;(A) matched in the rule application in C;. The same thing holds for the
topologies of any two consecutive shapes in the computation Cy Cyp = ... = Cy.
The part relation makes “free seeing” and improvisation possible; a rule can always
be devised on the fly in order to calculate with what we choose to see momentarily in
shapes. But when we analyze the overall computation retrospectively—when we cast
a visual computation to a symbolic one—we find discontinuity in the way shapes
are described. In particular, the structure (topology) assigned on one shape is not
preserved or altered in a continuous way (without breaks or inconsistencies) to obtain
the structure for another shape. It is as if every new visual action needs a different
set of atoms to describe the shape this new action generates.



290 A. Charidis

Fig. 3 a An identity rule (a)

A — A, its application to C C
shape Co under
transformation ¢ results in
an identical shape C1. b
Topology implied on shape
Cy that supports the
application of the identity
rule

4

Fig. 4 Mutually incompatible descriptions of shapes with respect to the rule applications

What consequences does this entail for the classical notion of a design space where
computations are meant to strictly manipulate descriptions of shapes? In classical
approaches to the specification of design spaces, rules are defined in such a way so
that they apply to preselected atoms, or to compositions of them [7-10]. The actual
creative process, the process by which members of a space are calculated, is a matter
of search through the space of possibilities (this point is emphasized in a number
of places, for instance [10—12]). But if one computes with shapes bereft of atoms,
and if every new visual action introduces a new set of atoms independently of past
calculations, how would one specify a space of possibilities ahead of time to capture
every possible description of shape that can be created visually—past, present, or
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future ones? In other words, what would be the specification of a space that captures
an improvisation with shapes?

In the following pages, I develop an alternative improvisational specification for
design spaces made of shapes. With visual shapes, no fixed specification of a space
of alternative descriptions is needed ahead of time. This space is instead constructed
backwards by recording the generated shapes unanalyzed in a computation history
and reconstructing the history in alternative ways. Descriptions of shapes, and the
space within which they lie, are both made on the go; every new visual action respec-
ifies the space in which shapes recorded “thus far”” belong.

Improvisational Specification with Shapes

A computation (or derivation) history for a shape grammar on a starting shape is
a finite sequence of recorded shapes Cy, Cjy,..., C,, where, (i) Cy is the starting
shape, (ii) C,, the final shape? in the sequence, and (iii) each shape C;,; follows from
the preceding shape C; according to a rule. A computation history is the complete
record of unanalyzed shapes obtained when the computation is paused. In general, a
computation can be paused after every new rule application, or after more that one
rule applications, to interrogate the results obtained “thus far”.

Statements (i) and (ii) are straightforward; Cy is the starting shape, where calcula-
tions begin, and C,, is the shape where calculations stop momentarily. Statement (iii)
simply says that every two consecutive shapes C; and C;,| are connected according
to arule. In general, shapes in shape rules come unanalyzed—without prior decom-
position into atoms. In the course of a computation, descriptions of shapes in rules
and descriptions of shapes created by these rules are defined reciprocally—one influ-
encing the structure of the other. By reading the computation history backwards, one
can specify descriptions of shapes in such a way so that they are logically continuous
with respect to the atoms in the rules that yield them. This can be done in alternative
ways as the following presentation shows.

Let A — B be arule applied to shape C under some transformation ¢ to generate
the shape C’. The action of the rule requires the part #(A) < C to be a closed member
in the topology on C (for the shape to be recognizable in the first place). More
generally, any shape z can become a recognized division in C as long as it has parts
shared with it, that is to say, C - z # 0. If it happens that z shares parts with C, then by
recognizing those shared parts as members of the topology on C we are essentially
dividing C into two parts; one part is formed in the product C - z and the other part
in the difference C — z. Every part x of C can be expressed in terms of z, like so:

2The term “final shape” in this case is not meant to stand as an analogy to “final configuration” in
the computation history of a Turing machine or a “final string” (i.e., string without variables) in
the derivation tree of a generative (string) grammar. Instead, the term final shape is meant to have
a momentary flavor. It is the last shape created before we stop applying rules.



292 A. Charidis
X=Xx-z2+Xx—2 (1)

Suppose y is the closure operator of C and that, before the introduction of shape
Z, the only closed members in the topology of C were the shape itself and the empty
shape. With the introduction of z, this topology is restructured in terms of a new
closure operator y, that recognizes the product C - z as a closed member along with
every other piece previously closed in terms of y. For every part x of C3:

v:(x)=yx-2)+yx—2) )

The resulting topology on C with closure operator y . is a refined version of its
previous topology defined with closure operator y. Topology (C, y,) is strictly finer
than topology (C, y); every part in (C, y) is also in (C, y ) but there exist parts in
(C, y.) that are not in (C, y), for example, the part C - z. Note that if z = #(A) and
y(t(A)) = t(A), then (2) essentially divides C into the shape #(A) and its complement
C —1t(A).

Shape C’ can be calculated using the standard formula (C — t(A)) + #(B). If no
further rules are applied, C’ has a topology with only members C’ itself and the empty
shape. But suppose C and C’ are members of a larger computation history. Then
another rule A’ — B’ exists which applies to shape C’ under some transformation ¢’
to generate the next shape in the sequence, say C”. As previously, the action of the
rule requires that the part t’(A’) < C’ to be a member of the topology on C’. Let z =
7'(A") and y'(f'(A")) = 1'(A"). Then z divides C' into three parts: (C — 1(A)) - t'(A’),
t(B)-t'(A)and C'—t' (A’) (C' is essentially the sum of those three parts). Now if #'(A”)
is an emergent part, then the product (C — ¢(A)) - t/(A’) requires C’ to have a part
in its topology whose appearance is not explained by the topology of the preceding
shape C. This is precisely the case with the computation in Fig. 1 where descriptions
of consecutive shapes are not continuous because rules recognize emergent parts
(e.g., Fig. 4).

For two consecutive shapes C and C’ to have continuous topologies, an additional
condition must be met. The rule applied in C to generate C’ must imply a continuous
function : C — C’, from closed parts in C to closed parts in C’, so that the inequality
h(y (x)) < y'(h(x)) holds for every part x of C [2]. The role of A is to describe the
action of a rule. It can be defined in multiple ways depending on the particular rule
considered. For example, the computation in Fig. 1 proceeds with rules defined in
schema x — #(x), where shapes x and 7(x) are two independent pieces, one merely
replacing the other. Hence, a mapping can be devised that describes only what #(A)
alters, in particular, the mapping h: C — C — t(A), defined by h(x) = x — t(A).
This mapping is shown pictorially as a shape rule in Fig. 5a for the first step of the
computation in Fig. 1.

Mapping h takes every part of C to the shape C=cC- t(A), which is also part
of C’. Shape C is the part in C that is guaranteed to stay the same in C’ before #(B)
is added or some new part comes to be recognized due to a new rule application. In

3Using the identity: y (x + y) = y(x) + y (¥), where x and y are shapes.
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Fig. 5 a Shape rule represents mapping % in step Co = C;. b Rule A — B applies to Cp and
distinguishes 79(A) and its complement Cy — #¢(A), which is also the part preserved in C| before
to(B) is added

Fig. 5b, for example, when the rule applies to shape Cy under transformation #y to
produce shape C1, the shape Cy — 1p(A) < Cy is preserved and is the same shape as
Ci —1(B) = Ci.

We approximate an identity relation following [2] between the topologies of C
and C’ so that the parts that remain unaltered in both correspond to shape C:

h(y(x)) = C - y'(h(x)) 3)

Using the definition of mapping 4 given earlier, by expanding both sides of (3) we
obtain the following formula that shows how closed parts in the topologies of C and
C’ are related whenever the application of the rule that takes C to C’ is continuous:

y(x) =1(A) +C -y (x — 1(A)) (4)

Given a sequence of shapes recorded in a computation history, continuous topolo-
gies can be specified in a number of ways depending on what parts one wants to
recognize and what parts to ignore in the recorded shapes.

Consider the sequence Cy, Cy, C; in Fig. 4. The topology on shape Cy can be
refined to include—in addition to the mandatory part #;(A)—a representation of the
emergent piece recognized by the rule application in C;. This piece is formed in the
product (Cy — 19(A)) - t; (A) and is shown in Fig. 6b. This piece together with shape
to(B) - 1 (A) explain the appearance of the emergent piece #;(A) in C;. To make the
descriptions in the sequence Cy, C;, C, continuous, we go backwards to shape Cy
and respecify its topology in the way shown in Fig. 6a. On the technical side, formula
(4) shows how each closed part in this new topology for C is mapped to some closed
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(a)

(b)
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Fig. 6 a Continuous topologies assigned on shapes Co, C1 and C;, b the non-empty part formed
in the product (Co — f9(A)) - t1 (A) due to the emergent piece 71(A)

(re) specif: observation ——

action — =

backwards

e
C, (so, To) —— observe Co specification

— C,(sz, T2)

Fig. 7 Verbal sketch for (re)specifying descriptions (topologies) of shapes backwards as new rules
are applied

part in the topology of C’. This overall process can be executed rule after rule, going
back and forth from a forward visual action to its symbolic specification and back
again. The verbal sketch in Fig. 7 explains this process diagrammatically.

Continuous topologies can be assigned to shapes in more than one ways. In
sequence Cy, C, C», there are other parts involved in the action of the rules besides
the (mandatory) part #(A) that makes a rule applicable to a shape. Two other series
of continuous topologies are shown in Fig. 8. In the first series (Fig. 8a) #(A) along
with its complement C — #(A) are closed in C. In the second series (Fig. 8b) #(A) is
closed in C and #(B) is closed in C’. Each topology in the first series is a Boolean
algebra; the lattices are closed under addition, multiplication, and difference. As a
result, every non-empty part in the topology for shape Cj is assembled as the union
of one or more atoms. These atoms are shown at the bottom of the lattice; they are
the three parts that cover the empty shape.

Continuity is still maintained in these new series insofar as the parts that belong
to shape C — 7(A) are treated separately. Let mapping 4 be defined in the following
way:
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Fig. 8 Topological decomposition where a #(A) and C —t(A) are closed in C, and b #(A) is closed
in C and #(B) is closed in C’

0O G

IR ifx < C —1t(A) 5)
Tl x - t(A), otherwise

The identity in the first term A (x) = x is closure preserving with respect to every
part x of C —t(A); the second term, 2 (x) = x —(A) is the same as previously. Map-
ping (5) along with Formula (3), give the following closure equations that describe
how closed parts in the topologies of C and C’ in Fig. 8a are related whenever the
rule applications are continuous:
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(a) (b)

Fig. 9 Topological decomposition where a #(A) and C — ¢ (A) are closed in C, and b #(A) is closed
in C and #(B) is closed in C’

(C —1(A)) - y'(x), ifx < C —1(A)
y(x) = N _ (6)
t(A)+C - y'(x — t(A)), otherwise

The different topologies assigned on shapes in the sequence Cy, Cy, and C; are in
effect (re)structuring the shapes in the definition of the rules used to generate them.
For example, in Fig. 8a, when the rule is applied on shape Cy to create shape C, the
topology implied on the right shape 7¢(B) is a Boolean algebra made of two atoms;
one atom contributes to the formation of the emergent rectangle in Cy, and the other
to its complement. This topology is shown separately in Fig. 9a. Similarly, in Fig. 8b,
when the rule applies to shape Cy to create shape C|, the topology implied on the right
shape 7o(B) includes one extra piece, which is created in the product #y(B) - #;(A).
This topology is shown separately in Fig. 9b. While shapes in shape rules come
initially undivided, they acquire descriptions (topologies) as a consequence of how
they are used to generate shapes and according to how their actions are interpreted
retrospectively.

As new shapes are added in a computation history, one is required to work back-
wards from the end all the way to the beginning and make appropriate adjustments to
topologies already assigned. This exposes the atoms needed to describe all shapes in
the recorded history “thus far” in a continuous manner, in effect constructing a spec-
ification for a space which includes every description as a closed member. This can
be illustrated in a nice way in longer computations where visual entities are restruc-
tured over time in an ongoing manner. In Figs. 10 and 11, continuous topologies are
specified rule after rule for the complete sequence Cy, C1, C», C3, C4 (Fig. 1); 1(A)
and C — t(A) are kept closed in C, #(B) and C' — t(B) are kept closed in C’. The
drawings are organized in the horizontal direction to emphasize forward continuity
and the backwards restructuring of descriptions of shapes. Topologies are assigned
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Fig. 10 Continuous topologies for a Co = Ci, and b Co = C; = C,. Atoms that make up
descriptions of shapes are shown with grey planes

to shapes after every rule application: first for step Co = C; in Fig. 10a; then for
step Co = C; = C, in Fig. 10b; next for step C; = C, = (3 in Fig. 11a, b4

The breaking up of the computation into consecutive series helps to distinguish
(momentarily) fixed sets of atoms that drive the rule applications. For every lattice
diagram in Figs. 10 and 11, the corresponding set of atoms is highlighted with a
grey plane. These atoms build up each topology in a combinatorial manner—the
lattices provide instructions for how each closed shape can be assembled piece by
piece in terms of these atoms. As an example, in the lattice in Fig. 11a, shape C;
has a topology due to the rule applications up until the creation of shape Cj. This
lattice can be regarded as a collection of nested Boolean algebras that are stacked in
increasing size. Let the atoms of this topology be represented as the collection of one
element sets A; = ({a;} |i = 1,2,...,5; 0 «a;) (the arrow «—means a; “covers”
the empty shape) and let lAl be the cardinality of this set. The set of all possible
combinations we can obtain with these atoms corresponds to the powerset of A with
cardinality 32 (2'4). A; constitutes a basis that generates the topology on Cj.

The particular atoms recognized in the topologies of Figs. 10 and 11 are implied
in the application of rules. Likewise, rules are also restructured as a consequence
of how they are applied. More specifically, Fig. 12 shows the structures implied on

4The last rule application C3 = Cj is omitted since the resulting topologies would make the
drawings of the lattices significantly large.
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Fig. 12 Analysis of structures assigned on the left and right shapes for each rule used to generate
the shapes in the sequence Cy, Cy, ..., Cs

the left and right shape of the rules used to construct the shapes in Figs. 10 and
11. This fluid, back and forth from rules and the descriptions they imply on shapes
shows that while schemas provide general mechanisms for defining rules on the go,
the rules themselves are specific only to the shapes they apply. At the same time, it
also shows that shapes in rules acquire descriptions as a consequence of their use
over time. Shapes in shape rules and shapes generated by these rules are restructured
reciprocally in the course of the computation.

It is worthwhile to consider analogous situations in some standard approaches to
computation in design. For instance, in a parametric design space divisions of shapes
must be known in advance so that all future computations are done without breaks
or inconsistencies with respect to how shapes are described. Such systems require
designers to have foreknowledge of the structure underlying each possible design in
the space. For shapes recorded unanalyzed in a computation history, this structure
is derived retrospectively by analyzing conditions for continuous mappings between
topologies for shapes. The bottom series in Fig. 12 essentially shows what divisions
are needed to begin with in order to run the computation forward with analyzed
shapes that have sufficient commonalities between their topological structures. The
indifference to atoms fixed from beforehand also distinguishes shape rules from rules
defined in production systems where preconditions and conclusions for each rule
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consist of sets of atoms defined ahead of time [4, 5, 13]. When shape rules are used
in a creative work, we can instead leave their preconditions and conclusions without
description and fix them in the course of their use over time. This facilitates structure
and change and provides for a much more natural framework for studying how
designers engage with materials of computation (here shapes and their perceptible
parts) and how descriptions emerge as byproducts of this engagement.

Discussion

The study of how descriptions map continuously from one shape to another as a conse-
quence of the rules used in the course of a computation provides a neat basis for craft-
ing computation histories—and consequently specifications of design spaces—in an
ongoing fashion. The notion of a design space becomes in this way a device for
recapitulating what we do on the spot, as opposed to a device for prescribing a future
of closed possibilities, as in the classical meaning of the term. This view of design
spaces presents new directions for the formal study of the design process.

Design Spaces of Things

The emphasis in the eye and the hand of a human designer who calculates (applies
rules) on a piece of paper that we often see in the literature of shape grammars serves
a slower, but real-time action-oriented and visual approach to calculating that hap-
pens outside, in the real world. A drawing done by an architect or designer on a piece
of paper, in a conventional way, leaves its own physical “mark,” namely, the drawing
itself. Likewise, shapes generated with a shape grammar are concrete visual-physi-
cal drawings whose descriptions depend on the particular rules used—we have the
ability to calculate without them being analyzed from beforehand. This paradigm of
computing directly with the object of interest as opposed to having a description of it
aims toward a very different direction than classical approaches to the specification
of design spaces.

The paradigm then can be extended further to consider the use of an improvi-
sational specification of design spaces in creative processes where the materials of
computation aren’t only shapes made of linear elements but other concrete things that
may still exhibit or preserve the properties of shapes. There exist shapes with weights,
such as color or material, and can be used for the improvisational specification of
spaces made of weighted shapes, such as during a painting process or in the early
stages of an architectural studio project where students experiment with shapes and
different materials in an improvisatory manner. This would require more work in the
context of decompositions and rule continuity for different definitions of weighted
shapes and their corresponding algebras. Further, research aimed at understanding
making processes through computation may benefit from this particular direction. As
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[14] reminds us, “materials” are the kinds of things you make with; making (creating)
with shapes is just one kind of making. Whatever the choice of “things” might be for
a particular area of interest—shapes, watercolors, sounds, biological materials, and
physical materials—algebras can be defined in terms of these things, at minimum, by
working out the arithmetic operations for calculating members of the algebra and the
part relation (embedding) in rules to drive creation (computation) [5]. For example,
the algebras Uy, V;, and W; for shapes and generalizations of them are suggestive
for how one may proceed with this endeavor.

An interesting question is how to cast an improvisational specification with shapes
to an improvisational specification with things beyond shapes. What further algebras
are needed to study continuity of rule applications when calculating with things?
What kind of decompositions and mappings appear that are relevant when rules
are specified in terms of not only the shape of objects but their physical-material
presence, too? Studies toward these directions may take the present work as an
entry point in order to extend the notion of a design space from a space of latently
existing abstractions to spaces that are made by a designer in the moment of the
creative action and are made of concrete things like shapes rather than abstract symbol
representations.

Improvisation and Design Spaces in Retrospect

The term improvisation is used here in a metaphorical sense. It expresses
the basic idea underlying the approach toward the specification of design spaces that
is taken in this paper: design spaces can be considered as open-ended constructions,
by working out the space that captures the results (in this case, generated shapes)
of a fluid process of creation backwards. This approach towards the specification
of design spaces suggests an open-ended relationship between what a designer or
composer does real-time on the spot, the description of that which is created (its
compositional parts) and the description of the space in which it lies. It facilitates
structure as well as imagination so that both can become elements of the same formal
framework.

Seeing design spaces as retrospective constructions that emerge from what design-
ers do in the moment of the creative action as opposed to constructions specified in
advance and independently of them, should offer an alternative characterization of a
central concept underlying many aspects of design theory and computation, namely,
the concept of a design space. While the formal counterpart of this view is devel-
oped here in the context of visual computation with shapes, it should still offer an
idea for how computation can reconcile the need for open endedness and backwards
reflection in areas of design, such as architecture, the visual arts, and related areas
of spatial design, with the traditional, formalistic pursuit for “capturing” that which
is created in the terms of some specification of a design space.
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Design of Transfer Reinforcement ®
Learning Mechanisms for Autonomous Oneck o
Collision Avoidance

Xiongqing Liu and Yan Jin

It is often hard for a reinforcement learning (RL) agent to utilize previous experience
to solve new similar but more complex tasks. In this research, we combine the transfer
learning with reinforcement learning and investigate how the hyperparameters of
both transfer learning and reinforcement learning impact the learning effectiveness
and task performance in the context of autonomous robotic collision avoidance. A
deep reinforcement learning algorithm was first implemented for a robot to learn,
from its experience, how to avoid randomly generated single obstacles. After that
the effect of transfer of previously learned experience was studied by introducing
two important concepts, transfer belief —i.e., how much a robot should believe in its
previous experience—and transfer period—i.e., how long the previous experience
should be applied in the new context. The proposed approach has been tested for
collision avoidance problems by altering transfer period. It is shown that transfer
learnings on average had ~50% speed increase at ~30% competence levels, and
there exists an optimal transfer period where the variance is the lowest and learning
speed is the fastest.

Introduction

Collision avoidance is a common research topic in many industrial fields. In the area
of robotics, research has been focused on issues related to how vehicle robots avoid
obstacles as well as each other [33] and how assembly robots avoid interferences
among its own arms or with those of others [17]. In transportation, self-driving cars
must be able to avoid obstacles and other vehicles in various situations [28]. In the
shipping industry, collision avoidance can be highly difficult, when water areas are
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congested, due to the large ship inertia causing immovability [14]. Airplane collision
avoidance [43] and even the collision with debris in space [2] have become issues
due to the increasing level of congestion.

Approaches to solving collision avoidance problems can be divided into two large
categories, one is vehicle control system [23], relying on traditional control theo-
ries and intelligent systems approach, and the other is traffic system development.
The recent progress in machine learning, especially deep learning [21], has opened
the ways to developing systems that can learn from humans’ operation experiences
through supervised deep learning and from machines’ own experiences through rein-
forcement learning. The reinforcement learning approach allows an agent to learn
from its experience. By interacting with the environment, the agent learns to select
actions at any state to maximize the total reward. In case of deep learning, e.g.,
AlphaGo [3], the agent learns from the experience of human experts and apply the
learned skills to solving the problems in the same domain of the experts.

One common observation about the current machine learning systems, including
AlphaGeo, is that they can only function within the narrow domain of the tasks that they
are trained to work for. This observation manifests the limited level of “intelligence”
of the current systems.

In his seminal paper, March [24] examined the organizational learning in humans
and presented various features of, and relationships between, the essences of human
organization learning: exploration of new possibilities and exploitation of old cer-
tainties. Allocating resources to these two capabilities represents the adaptiveness of
the human organization. Based on this insight, a machine’s intelligence can be con-
sidered as composed of the machine’s capabilities of exploration, exploitation, and
its ability to regulate the “resource” allocation between the two. This basic idea has
been implemented in our research at two different layers. First, the reinforcement
learning itself is based on the exploration—exploitation of the learned knowledge
(i.e., the agent’s current neural network) and the random choices. Second, the trans-
fer learning allows the agent to exploit the previously learned experience (i.e., an
expert’s neural network obtained from the previous task context) and explore the new
task context through learning and exploration. The long-term goal of this research is
to develop an integrated transfer reinforcement learning technique that allows agents
to learn from multiple task domains and exploit the learned knowledge in new task
contexts for more effective learning and better task performance.

In this paper, we focus on the robotic collision avoidance problem and investi-
gate how transfer learning [30], in addition to deep reinforcement learning, can be
applied to allow agents to exploit and explore across task contexts. In the following,
Section “Related Work” provides a critical review of the relevant work in collision
avoidance and machine learning and points out the gap in the literature. Section “A
Transfer and Reinforcement Learning Approach” describes our proposed approach
of transfer reinforcement learning in detail. Computer-simulation-based case studies
are presented in Section “Case Studies” with the results being discussed in Section
“Results and Discussion.” Section “Conclusions and Future Work™ draws the con-
clusions and points to future research directions.
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Related Work

Collision avoidance problems have always attracted the attention of researchers in
various fields: artificial intelligence, control theory, robotics, multi-agent system,
etc. The traditional practice to achieve real-time obstacle avoidance was to create an
artificial potential field [19]. Fahimi [10] proposed harmonic potential functions and
the panel method to address multi-robot obstacle avoidance problem in the presence
of both static and dynamic obstacles. Mastellone et al. [25] designed a controller
for collision avoidance based on Lyapunov-type approach and demonstrated the
robustness of the system when the communication between robots was unreliable.
Keller et al. [18] designed a path planner for unmanned aircraft systems to provide
surveillance by combining graph search and B-spline parametric curve construction,
which could successfully navigate around obstacles and provide sufficient coverage.
Tang and Kumar [35] proposed the OMP+CHOP algorithm for a centralized multi-
robot system, which was shown to be safe and complete, but at the cost of optimality.

For collision avoidance algorithms to be more adaptive and flexible in real-world
complex environment, learning capabilities of a multi-agent system have been devel-
oped. In recent years, deep learning has achieved tremendous success in various areas
such as image recognition [20], speech recognition [15], automatic game playing
[27], self-driving [1], and so on. Deep learning algorithms can extract high-level
features by utilizing deep neural networks, such as convolutional neural networks
(CNNS5) [20], multi-layer perceptrons, and recurrent neural networks (RNNs) [21].
Scaling up deep learning algorithms is able to discover high-level features in a com-
plex task. Dean et al. [7] constructed a very large system which was able to train 1
billion parameters using 16000 CPU cores. Coates et al. [5] scaled to networks with
over 11 billion parameters using a cluster of GPU servers.

Mnih et al. [27] introduced deep learning algorithm using experience replay and
CNN s to learn a Q function that can play various Atari 2600 games better than human
players. Experience replay allows a learning agent to randomly sample batches from
past experiences to update Q-values, thus breaking the correlations between consec-
utive frames. By combining supervised learning and reinforcement learning, a group
at DeepMind has further proven that their deep learning algorithm can outperform
a world champion in the most challenging classic game Go [3, 34]. Schaul et al.
[32] further developed a prioritized experience replay framework to sample more
important transitions and learn more efficiently.

Chen et al. [6] developed a decentralized multi-agent collision avoidance algo-
rithm based on deep reinforcement learning. Two agents were simulated to navigate
toward their own goal positions and learn a value network which encodes the expected
time to goal, and the solution was then generalized in multi-agent scenarios. Deep
learning algorithms have been successful in achieving end-to-end learning. Diele-
man and Schrauwen [8] applied feature learning directly to raw audio signals by
training convolutional neural networks. The results showed that the system learns
automatically frequency decompositions and feature representations from raw audio.
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Self-driving is a promising field that heavily relies on the advances in deep learn-
ing. Since self-driving cars always require a great deal of expensive and complex hard-
ware, Yu et al. [42] implemented a deep Q learning algorithm using dataset (images)
from real-time play of the game JavaScript Racer. In a recently published paper [1],
a convolutional neural network is trained to map steering commands directly from
raw pixels from camera input. This end-to-end learning approach is challenging in
that it requires huge number of inputs and the advantage is that it releases the reliance
on the designer’s prior domain knowledge.

Transfer learning refers to utilizing knowledge gained from source tasks to solve
a target task. In a reinforcement learning context, transfer learning can potentially
speed up the learning agent to learn a new but related task (i.e., target task) by
learning source tasks first. Taylor and Stone [36] introduced a transfer algorithm
called rule transfer, which summarizes source task policy, modifies the decision list,
and generates a policy for the target task. Rule learning is well understood and human
readable. The agent benefits from the decision list initially and continues to refine its
policy through target task training. It was shown that rule transfer can significantly
improve learning in robot soccer using learned policy from a grid-world task.

Fernandez and Veloso [11] proposed two algorithms to address the challenges
of policy reuse in a reinforcement learning agent. The major components include
an exploration strategy and a similarity function to estimate the similarity between
past policies and new ones. The PRQ-learning algorithm probabilistically biases an
exploration learning process using a policy library. In the second algorithm called
PLPR, the policy library is created when learning new policies and reusing past
policies.

Torrey [37] introduced the induction logic programming for analyzing previous
experience of source task and transferred rules for when to take actions. Through an
advice-taking algorithm, the target task learner could benefit from outside imperfect
guidance. A system AI” (Advice via Induction and Instruction) for transfer learning
in reinforcement learning was built, which creates relational transfer advice using
inductive logic programming.

In transfer learning within deep neural networks, a base network on a base dataset
and task is first trained, and the learned features are then transferred to the target
network to be trained on a target dataset and task, commonly by copying the first n
layers of the base network to the first n layers of the target network. A task-driven
deep transfer learning framework for image classification was designed [9], where
the features and classifiers are obtained at the same time. Parisotto et al. [31] proposed
a transfer reinforcement learning approach (Actor-Mimic) to mimic expert decisions
for multi-task learning, which adopts the concept of policy distillation [16].

To date there has been little literature aiming to combine deep reinforcement
learning and transfer learning to solve robotic collision avoidance problems, because
(1) it is difficult to directly learn from raw pixel or distance sensory inputs and (2)
it requires large amount of training data, which is not easy to generate in real life.
This research aims to close the gap between real-world collision avoidance and deep
learning by proposing a combined transfer and reinforcement learning approach to
learn a new task more efficiently.
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A Transfer and Reinforcement Learning Approach

Before moving into details of the mechanism for collision avoidance, we first intro-
duce the basic idea and our overall goal of research on integrated machine learning
for developing intelligent systems.

Reinforcement learning has the advantage of learning from the agent’s own expe-
rience and the agent learns to choose actions at any state to maximize the total rewards
by interacting with the environment. Although reinforcement learning allows agents
to acquire collision avoidance skills [12, 13, 26], one challenge is that it requires a
large amount of training data, which is usually hard to obtain in real life considering
the cost of building physical systems and conducting experiments.

On the other hand, recent progress in self-driving car research [1, 29] and deep
learning, e.g., AlphaGo [3, 4, 39] have demonstrated that the experience of human
“experts” represents a highly valuable source of intelligence and can be learned by
machines through deep learning. However, in many situations, the access to human
expertise data can be very limited, since it is difficult, if not impossible, to acquire
human experience data in all possible situations. How to effectively and efficiently
combine human expertise with machine self-learning remains to be a challenge.

In this research, we consider that a machine’s “intelligence” is dependent on three
fundamental capabilities given below:

e First, it must be able to “exploit” the existing knowledge or expertise to the max-
imum extent so that all the known situations can be dealt with. This capability
corresponds to transfer learning at a macro-scale and deep learning mechanisms
at a micro-scale.

e Second, the machine must be able to “explore’ the unknown territories and develop
new knowledge or expertise from its own experience. Reinforcement learning is
a candidate for this capability.

e Lastly, depending on the level of dynamics of the task domain and environment, the
machine must be able to “adapt” the ratio of exploitation over exploration in order
to stay effective. More dynamic or changeable domains require more exploration.
Human design or meta-level learning mechanisms are needed to deal with this
issue.

Our long-term goal is to develop an integrated machine learning technology that
can (1) learn from multiple experts from diverse domains, (2) apply the learned
expertise to explore new domains (e.g., requiring multiple domain expertise or more
complex), and (3) manage its own learning processes (i.e., exploitation and explo-
ration) according to the change in task domains. The “domains” can be knowledge
domains, such as mechanical design, and technical domains, such as robotic (e.g.,
robot, car, ship) collision avoidance. Our current focus is on technical domains.

As the first step in the research, we seek to develop an integrated learning mech-
anism that can take advantage of existing steering experience from either humans or
other robots to learn about actions in new and more complex situations. More specifi-
cally, we propose a transfer reinforcement learning, or TRL for short, approach built
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on deep reinforcement learning algorithms. By combining the experience from the
“expert,” the agent can reduce trial time and learn about more complex tasks faster.

Deep Reinforcement Learning

The attempt was made to use reinforcement learning algorithms to train the system
so that it automatically learns to solve tasks only from sensory inputs and a scalar
reward signal. However, it was difficult to collect the sufficient amount of data as the
training input, especially in real life, by only relying on sensory inputs. In addition,
the state—action space is always continuous which makes it impractical to build a
look-up Q-table. To overcome the curse of dimensionality, deep neural networks are
used as functional approximators to replace the Q-table and approximate Q-values.

We began this research by implementing the deep reinforcement learning algo-
rithm with experience replay as proposed in [27]. We first consider standard Q learn-
ing [41] which can be formulated as a tuple of (S, A, P, R, y). S is the state space,
which consists of all the agent’s possible states in the environment. A is the action
space consisting of all the possible actions that the agent can take. P is the transition
matrix (usually unknown in a model-free environment), R is the reward function, and
y is the discount factor. At any given time ¢, the agent’s goal is to maximize its future
discounted return R, = Z;T y"~'ry, where T is the time when the game terminates.
Like many other reinforcement learning algorithms, the agent estimates at each time
step the action-value function Q(s, a), using Bellman equation as an update. Such
value iteration algorithms converge to the optimal value function.

Qi+1(sa a) = E|:r +y m?/lX Qi(s/v Cl,)|S, a]

In order to adapt to tasks involving infinitely large state/action space where build-
ing the Q-table is impractical, deep Q learning with experience replay uses a neural
network as a function approximator (Q-network). A Q-network with weights 6; can
be trained by minimizing the loss function L;(6;) at each iteration i,

Li(6) =E[(yi — Q(s,a;6,)*]

where y; = E[r +y max Q(s’, a’; 9,-_1):| is the target Q-network for iteration i. The
o

gradient is calculated by the following:
VOiLi(ei) = E.na,r.s’ |:(V +y mE,IX Q(S/’ Cl/; 91'—1) - Q(Sa a; 01)) v@,‘ Q(S, a; 91):|

The deep Q learning algorithm utilizes a technique called experience replay where
the agents’ experiences, e; = (s;, a;, I'1, Si+1), are stored into a replay memory, D =
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e, ez, ...,ey (N is the capacity of the replay memory). Then, mini-batches are
randomly sampled from D and applied to Q learning updates. The agent selects an
action according to the e-greedy policy.

Various approaches have been addressed to stabilize learning process, such as deep
Q-network (DQN) [27], double DQN [38], and dueling DQN [40]. In this research,
our base network is built by combining these three approaches.

Transfer Reinforcement Learning

The goal of transfer learning is to transfer “expert” knowledge into a learning agent
(student) for new tasks which are more complex. The expert network is first obtained
by training through the source task, and then used for initialization in the student’s
network for the target task. In order to utilize the expert experience more efficiently,
a new transfer phase is added to the traditional e-greedy policy (Fig. 1), where the
agent selects transfer action according to the expert network. The transfer action is
defined as one of the three actions with the top three values of the expert network.
This new policy is called er-greedy policy, which is defined as the following:

(a) Transfer: With probability p; = ,30(1 — ﬁ), the agent selects the transfer

action—i.e., the action suggested by the expert neural network. T, shown in
Fig. 1 is the transfer period, during which the agent is influenced by the expert
network (transfer period is shorter than the exploration period Texp;, Where &
is annealed close to 0.1); By is the initial transfer belief, which measures how
much confidence the agent puts in the expert knowledge.

(b) Exploration: With probability p, = e(1 — p;), the agent selects a random
action.
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Fig. 2 Environment setup

Table 1 Agent actions Action v w

aj 5 0.35
ar 5 0.2
a3 5 0.1
as 10 0

as 5 —0.1
as 5 —0.2
az 5 —0.35

(c) Exploitation: With probability p; = (1 — ¢)(1 — py), the agent selects the cur-
rent best action produced by its own learned knowledge/network.

Agent Learning Behavior

A computer game environment was created to conduct case studies for transfer rein-
forcement learning for collision avoidance. The game environment consists of a
learning agent (green), static obstacle (red), and a goal area (orange), as shown in
Fig. 2. The simpler source task has only a single static obstacle, whereas the more
complex target task always has two obstacles. The obstacle is randomly generated
at the beginning of each collision avoidance episode.

e The state in the case studies is defined as the pixel values of the game window.
Figure 2 shows an example.

e The action space is composed of seven actions, a; through a7, as indicated in
Table 1.

e The reward function is defined as
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Figure 3 illustrates the proposed transfer reinforcement learning process. An
expert network Ne is first obtained by training through the source task, which involves
a single obstacle. In the target task, the agent follows er-greedy policy to select
actions with probabilities p;, p,, and p3 as described in Section “Transfer Reinforce-

ment Learning.”

After receiving a reward r, from the environment, the agent stores the current
experience e, into the experience replay memory. The currently learned network N,
is then updated by sampling mini-batches from the experience replay, as shown in

Fig. 3.

Case Studies

Collision Avoidance Game System Architecture

The collision avoidance game system consists of two modules: a visualization module
(Pygame) and a machine learning module (TensorFlow). The visualization module
creates graphical display for the system, where it reads the current environment state
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Fig. 5 Case study task situations

and simulates kinematics and dynamics. After taking some action, the agent will
receive a reward, based on which a replay memory is constructed and sent to the
machine learning module. TensorFlow deals with the heavy lifting to sample batches
of experience and update the network weights, and then sends the updated weights
back to the visualization module, as shown in Fig. 4.

Case Parameters

Two task situations are used for the case studies, namely, “Source task—one obstacle”
and “Target task—two obstacles,” as shown in Fig. 5. As indicated in the figure, the
source task has a smaller obstacle area and only one obstacle can randomly appear in
the obstacle area. The target task situation, however, has a much wider obstacle area
and there are always two obstacles that can appear in any random relative positions
within the large obstacle area.

The network structure is the same as the original DQN paper [27] with an array of
84*84 pixels input and an output of seven actions. All our case studies were trained
using Adam optimizer with a learning rate of 0.001. The discount factor y is 0.99.
The agent follows either e-greedy policy in the source task or e7-greedy policy in
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Source task Target task
One obstacle Two obstacles
Replay memory size 50,000 50,000
Mini-batch size 32 32
Discount factor 0.99 0.99
Learning rate o 0.001 0.001
Total training episodes 50,000 50,000
£ 1—0.1 1—0.1
Annealing frames 1 million 1 million
Transfer period (frames) N/A 150 K/300 K/700 K/1 M
Initial transfer belief N/A 0.9

the target task with ¢ annealed from 1.0 to 0.1 over the first 1 million frames, with
1 frame = 1 state. The replay memory consists of 50,000 recent frames, and 50,000
episodes were trained in total, with 1 episode = 1 game play. The transfer period
could be the first 150, 300, 700 K, or 1 million frames. The choice of hyperparameters
is summarized in Table 2.

Results and Discussion

After an expert network is obtained by training through the source task with single
obstacle, the agent is then given a more complex target task, which has two obstacles
and a larger obstacle field. The results of learning efficiency and effectiveness are
shown in Figs. 6, 7, and 8. All the curves in Fig. 6 are the average of 10 learning
performances by running 10 random seeds. The curves are also smoothed using
exponential smoothing with the dumping factor set to 0.9. In all three figures, the
unit of the x-axis is the number of 100 episodes. Each episode is defined as the period
from agent starting movement to arriving at the goal, as shown in Fig. 5.

The colors in the figures indicate different lengths of the transfer period, which
is measured in number of frames. For example, the blue line in Fig. 6 shows the
performance of transfer learning with transfer period = 300 K frames. Roughly, 1
million frames = 115 (x 100) episodes. The two red-colored baseline cases, discussed
below, do not use er-greedy decision policy.

The y-axis of Figs. 6 and 7 is the total reward value. Since the reward function is
set to heavily penalize the collision with the obstacle and very small positive values
are for reaching the goal, the final value of the total reward is close to zero. In Fig. 8,
the y-axis shows the standard deviation of multiple learning runs at different number
of episodes, measured as total reward value.



314 X.Liuand Y. Jin

0 -
=200 1
2
]
2 -400 A
Q
14
150k
=600 1 — 300k
— 700k
— 1lm
=800 +4 — w/init
— wjo init
0 100 200 300 400 500

Number of Episode (x 100)

Fig. 6 Average learning performance of each transfer period

(a) (b)

0 - 04
=200 - —-200
=400 4 —400
=600 =600
-800 4 -800 -
0 100 200 300 400 500 0 100 200 300 400 500

0 1 0 4
=200 =200
-400 -400
=600 =600 — YT
— / init
-800 -800 — /0 init
] 100 200 300 400 500 0 100 200 300 400 500

Fig. 7 Different transfer periods a 150 K frames, b 300 K frames, ¢ 700 K frames, and d 1 million
frames



Design of Transfer Reinforcement Learning Mechanisms ... 315

100

80

60

40

20

0 25 50 75 100 125 150 175 200
Number of Episode (x 100)

Fig. 8 Standard deviation plot of various transfer periods

Baseline Cases

For the purpose of comparison, we established two baseline cases. The first base-
line case is for an agent to learn about the “target task—two obstacles” by
“bootstrap”—i.e., the neural network is randomly initialized. The dark red lines
shown in Figs. 6 and 7 indicate the learning performance of this baseline case. As the
figures show, starting from scratch requires more time for the agent to learn about
the task. Especially, it takes much longer training for the agent to become capable of
dealing with the two-obstacle collision avoidance.

Another baseline case is “copy expert”—i.e., the weights of the expert network
learned from the source task are copied into the learning agent as the initial neural
network for the “target task.” After initialization, the agent starts its regular rein-
forcement learning: the copied expert network weights are updated by following the
e-greedy policy (i.e., € starts from 1 and annealed to 0.1) to select actions. The red
line shown in Figs. 6 and 7 indicates the learning performance of this baseline case.

Learning Speed

Baseline case bootstrap: As shown by the dark red line in Fig. 6, without any input
from the expert knowledge, it takes much longer for the agents to learn about the
target task. Huge lag appears until around 11 K frames point. However, it catches
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up very fast after that point. The final learning effectiveness within the 50 K frames
range is inferior.

Baseline case copy expert: In this case, as shown of the red color in Fig. 6, the
starting point for the learning agent is a complete copy of the expert network. Since
immediately after the learning process starts, the “expert network™ will be updated
by following e-greedy policy, the “expert supervision” does not really exist. As a
result of copy expert, the learning picks up faster than bootstrap case with almost
the constant speed. We believe that the difference in learning speed between these
two baseline cases indicates the level of similarity of the source task and target task
domain. A detailed discussion of the similarities between source and target task
domains will be presented in a separate publication [22].

Transfer reinforcement learning (TRL) cases with varying transfer period:
Our primary simulation runs of TRL processes have revealed that the transfer period
plays a key role in affecting learning speed. Figure 6 illustrates the learning perfor-
mance of varying transfer period from 150, 300, 700 K, to 1 M frames with yellow,
blue, green, and pink colors, respectively. As shown in Fig. 1, shorter transfer period
Ttrans means shorter period of expert supervision—i.e., to use expert network Ne to
select actions (also see Fig. 3). From a learning speed point of view, the results in
Fig. 6 indicate that longer transfer periods lead to better learning performance, with
the effect diminishing as it becomes sufficiently long (after 700 K frames). When
the transfer period is getting closer to 1 million frames—i.e., the annealing time
when ¢ decreases to 0.1—the performance decreases. Comparing with the two base-
line cases discussed above, the positive impact of expert supervision is considerably
large, especially until the 200 K episodes range.

Learning Variance

In addition to learning speed, we identified the variance as an important measure of
learning performance since in most intelligent engineering systems, the consistency
of learning performance is very much demanded. Figure 7 illustrates the learning
variance multiple learning runs with different transfer periods of first 150 K, 300 L,
700 K, and 1 M frames. Each color represents an independent trial. Each transfer
period has 10 trials in total. The red curves are the two baseline cases. The stan-
dard deviation of each transfer period case before convergence (¢ from 0 to 200) is
shown in Fig. 8. It can be seen that the variances of different transfer periods share
a similar pattern: decreases at beginning, then increases, and finally decreases again
as the learning converges. The width of the exploration (see Fig. 1) played a role in
determining such a pattern.

A careful examination of Fig. 8§ indicates that the overall variances are larger for
both short transfer period case (150 K frames) and long transfer period case (1 M
frames), while the 300-700 K transfer period cases appear to have less variance
for different learning trials, exhibiting more consistent learning performance of the
system. Further research is needed to investigate this interesting phenomenon.
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Conclusions and Future Work

Collision avoidance is a common research topic in various industrial fields. Recent
progress in machine learning has made it possible to train robots or agents to acquire
collision avoidance knowledge. Although in the engineering research community,
design is still focused on static and dynamic, mechanical and structural systems,
future demands on intelligent engineering systems call for methods for designing
intelligent and learning systems. In this research, we approach the problem of colli-
sion avoidance from an intelligent and learning systems perspective. By considering
machine intelligence as the capabilities of exploitation and exploration together with
adaptation, we developed a transfer reinforcement learning approach that can be
tuned to exploit past experience of human experts and other robots and explore the
new domain through deep reinforcement learning. Following is a summary of our
findings.

e The proposed transfer reinforcement learning approach has been tested in a game
environment and proved useful to solve similar complex collision avoidance tasks.

e The transfer period is a crucial component that needs to be adjusted. Our transfer
learning scheme has two effects: learning speed and variance. Compared to the
bootstrap case, the copy expert strategy performed better. Comparing with boot-
strap, the transfer learnings on average had a ~50% increase at ~25% competence
level and ~30% increase at 75% competence level. As transfer period increases,
the learning speed increases. However, transfer period being too long may slow
down the learning, but still faster than the baselines.

e The standard deviation plot shows that variance starts to decrease, and then
increases, and finally decreases as learning converges. The longer the transfer
period, the earlier the variance starts to increase. As learning proceeds, either short
or long transfer period leads to high variance, whereas medium transfer period has
low variance.

e There exists an optimal length of transfer period (700 K frames) when the variance
is low and learning is fast. This optimal transfer period is believed to be task
dependent, which is relevant to the inter-task similarity of source and target tasks.

Our ongoing research investigates task similarities and transfer strategies in trans-
fer reinforcement learning (including varying transfer beliefs) and exploring multi-
robot collision avoidance problems mixed with more complex fixed and moving
obstacles.

This paper was based on the work supported by Monohakobi Technology Institute
(MTT) and Nippon Yusen Kaisha (NYK). The authors are grateful to MTI and NYK
for their support.
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Part V
Design Cognition—Design Behaviors



Building a Social-Cognitive Framework )
for Design: Personality and Design Oneck o
Self-efficacy Effects on Pro-design

Behaviors

Hristina Milojevic and Yan Jin

The purpose of this work is to offer a framework that analogously considers factors
significant for engineering design and industrial organization, borrowing from lit-
erature in domains of cognition and social theories. We conducted two studies: at
Shanghai Jiao Tong University and University of Southern California, that allowed
us to investigate personal, environmental, cognitive, and behavioral traits and pro-
cesses, as affected by design self-efficacy, in engineering designers and non-technical
designers in training. Through a social-cognitive framework for design, we explore
the kind of influence that occurs among person, environment, and behavior recipro-
cally. We found that the rational mode of thinking was particularly highly associated
with design self-efficacy, and intuitive mode particularly insufficiently associated
with design self-efficacy. Design self-efficacy was further positively associated with
big five personality conscientiousness, and highly negatively associated with neu-
roticism, where some significance is seen in specific correlations with design self-
efficacy in personality domains. The comprehensive findings call for a repetition
study and further theoretical considerations for findings in the framework’s domain.

A Social-Cognitive Take on Design Creativity

The previous research of the authors had studied design creativity from a standpoint
of idea generation and exploration (e.g., [9]), creative stimulation (e.g., [18]), and
collaborative stimulation [26], largely focusing on more than one designer. While
the research thus far had focused on observing how design thinking and operation
processes occur and how various patterns of such thinking processes impact design
outcomes, little attention was paid to identifying various influencers that contribute
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Fig. 1 Framework for building social-cognitive design perspective, studied partially, with respect
to personality as a single personal influencer on design self-efficacy, and behavior per effects of
design self-efficacy

to the formation of the designers’ thinking and operation behaviors. The larger scope
of present research focuses on the designer as an individual, treating their cognition,
behavior, environment, competences, motivation, actions taken towards completing
design-related tasks, and their own design outcomes, as a system of interest. More
specifically, we introduce a concept called pro-design behavior to indicate the largely
habitual thinking and doing behaviors that potentially lead to higher design creativity
and better design performance. Pro-design behavior involves thinking style, creative
behaviors, and design performance, later depicted in Fig. 1. A general research ques-
tion to be addressed is: “what are important influencers that shape someone’s more
pro-design behaviors?”’

Limiting the research system of interest steadily to an individual designer, there
are fewer ways to conduct research interventions. While one might be able to displace
an engineer into a new environment, placing them on, for example, a particularly
crafted team of designers would not be an intervention of interest. As such, one of
the larger goals of this research is to identify and propose an intervention that would
allow for designer’s most effective use of their dual process thinking [14, 31] behind
creative design processes.

Early on, the project began with an outlook on proposing a duality to thinking
behind creative engineering design. One way to do so was to rely on Epstein’s
cognitive-experiential self-theory [14], which proposes human mind as governed by
two modes of processing: (i) rational (need for cognition), and (ii) experiential (faith
in intuition). The preliminary results indicated that in order for one to be creative
and demonstrate creativity with design outcomes, he or she must be approximately
equally rational and experiential in their thinking [23]. In this case, the research
remains within the domain of pure cognition.

In addition to the cognitive-experiential self-theory [14, 33], which aims to study
humans from a spectrum across rational and intuitive thinking, the dual-process
theory [31] closely compares in its division onto implicit and explicit processes,
with the classification emerging based on the level of consciousness each process
carries [15].
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Investigating potentially important influencers requires expanding the scope of
study on both mental and social horizons by including more aspects into consider-
ation. Some social and mental aspects could be personal, such as gender, height or
weight, or personality traits. Others could be environmental, such as the country or
town one lives in, the type of culture they possess, or the type of space they spend
their days in. Lastly, they could be behavioral and involve habits or actions.

These three social and mental categories are known as influencers in studies of
social, social-cognitive, and social learning theories [2, 4, 5]. Within the influencers
that pertain to design creativity, some useful allocations involve

1. Personal influencers: gender, personality

2. Environmental influencers: country of residence, professional and academic cul-
ture

3. Behavioral influencers: thinking styles, behavioral creativity, design perfor-
mance.

While the three categories of influencers have mutual effects among themselves,
the central variable that affects all three, and being affected by them, is self-efficacy,
defined as “the belief that one can master a situation and produce positive outcomes”
[3]. Considering self-efficacy is not a field-uniform measure, we study the effects of
design self -efficacy in this particular case [7]. Self-efficacy scales for many different
processes have either been published and opened up for use or can be self-made
[2]. Carberry [7] relied on a Massachusetts science and technology/engineering cur-
riculum framework and identified the eight steps of a design process for design
self-efficacy estimate [21].

Model: A Social-Cognitive Framework for Design

Prior research efforts of the authors had generated a design thinking styles frame-
work [22], demonstrating relationships between thinking style [14, 24] as a class
of independent variables, and three other classes of dependent variables: personality
[16, 33], behavioral creativity [30], and design performance [19, 28]. The framework
demonstrated a significant and consistent correlation between rational thinking and
the creative class of variables. The design thinking style framework was created in
basic terms in order to initiate a study of dual thinking processes for early-stage engi-
neering design and further explore the role of perspective taking in idea generation
in engineering design [17, 20]. One direction is to study influencers accessible to a
designer. Detecting, studying, and analyzing sets of influencers [8, 25] accessible to
a designer, serve the greater goal of proposing new training methods and supporting
tools for engineering designers, aimed to make them think in a manner best suited
for their available design task [10].

To further explore ways duality of thinking could be built upon towards an engi-
neering design duality of processing, in cognitive or practical domains, the relation-
ship between the designer’s performance, e.g., creative [8], or professional [27], and
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the designer’s social environment should be considered. Thus begins the exploration
of various social theories in domains of psychology and organization.

Based in social-theory driven studies of creativity [8, 27], organization [6], or
design [1], the concepts of motivation and self-efficacy embedded in particular
domains (e.g., creative domain, design domain, and learning domain) quickly emerge
as the most considered and least defined. Hence, the research briefly abandons its
consideration for specific domains, exploring most purely how one learns the social-
cognitive rules and adopts beliefs about oneself.

The process of learning is commonly defined as a change, in cognition, behavior,
or competence. This change can be continuous [29], persisting [13], or relatively per-
manent [32], according to different definitions. In this study, we adopt the definition
of learning as a relatively permanent change caused by an experience or action. This
change can occur within particular domains of interest, e.g., cognitive, behavioral,
and constructivist. Ultimately, one is capable of learning in very many ways. The
specific ways of interest are social-cognitive learning, self-regulated learning, and
cognitive apprenticeship learning. Each of these learning strategies can be analyzed
in social-cognitive theory (SCT) and social-cognitive learning theory (SCLT) terms.
The social theories commonly share the triadic reciprocity (Fig. 1) in a form similar
to the original triad proposed [5]. An example of such related triad is a visual repre-
sentation of Cognitive Apprenticeship model [11]. The triadic model communicates
reflexive affects between personal, environmental, and behavioral factors. When
considering the effect of a person on the environment and their behavior, it occurs
by understanding and observing their environment, as well as adjusting behavior for
that expected to yield a positive outcome.

The process of triadic social-cognitive influencing is closely related to self-
regulated learning, self-management, and self-efficacy. Self-regulation involves self -
monitoring, self-judgement, and self-reaction. While these concepts will not be
integrated in the social-cognitive design framework, they are the drive-concepts that
make self-efficacy scoring in the form of a scale accessible [34].

In order to form the model proposed in Fig. 1, titled Social-Cognitive Framework
for design, proposing the SCT triad with attributes adequately assigned to the three
main factor categories, would suffice. However, in order to ensure the model is
being understood from its affective standpoint, we rely on the expanded, social-
cognitive career theory (SCCT), driving concepts, such as learning experiences,
outcome expectations, and actions, while self-efficacy remains present for all social-
cognitive domains [27].

Personal factors are intrinsic to a person within the social-cognitive framework,
and divided into biological (assigned at birth), cognitive, and affective (changes in
cognition). In this case, the personal factors studied will be biological (gender/sex)
and cognitive (Big Five Personality). The environmental factors studied are cul-
ture (discipline) and country (location). Finally, the behavioral factors studied are
Creative Behavior (biographical creativity, behavioral creativity, and domain cre-
ativity), Thinking Style (rational and intuitive), and Design Performance (novelty
and usability), as indicated in Fig. 1.
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Methods: Assessing Design Self-efficacy and Its Effects
on Pro-design Behaviors

The proposed framework of social-cognitive framework for design (Fig. 1) is an
expansive triad of personal, environmental, and behavioral influencers, which con-
stantly drive one another, drive and are being driven by design self-efficacy, and
offer the potential for further propositions of categorical and relational development
within. Considering it is an early stage emergence from bringing social, learning,
career, and cognitive theories into the realm of design in engineering and interdis-
ciplinary domains, the social-cognitive framework for design can be unveiled into a
more intricate theoretical framework driving a more intricate set of outcomes caused
by pro-design behaviors of higher complexity. For purposes of this preliminary study,
however, the framework is kept at little to no deviance from the Bandura-proposed
social-cognitive triad, with categorical attributes assigned to each influencing cate-
gory, so as to offer the greatest insight into the social-cognitive effects on engineer-
ing design, in domains of design cognition and design outcomes, with a potential
for application in industrial organization, methodology creation, and artificial intel-
ligence developments.

The research behind the social-cognitive design framework aims to compare
design self-efficacy based on its characterization by sets of influencers assumed as
mutually exclusive, and, in this case also binary. For example, the concept of Gender
is assumed as gender binary, either female or male, contrary to the adopted view
that gender identity and expression may transcend the binary biological sex [12].
The other two influencers were named Country and Culture, and are also proposed
as binary, in order to define, respectively, the geographic location of the subjects
studied (the United States or China) and the academic culture subjects identify and
professionally growing in (Engineering or Non-Engineering).

Following suitable framework developments, the following hypotheses were
formed, for purposes of this study.

e H1: Design self-efficacy will reflect differences within attributes to SCT triadic
model’s influencers studied: gender, location, culture, and personality.

e H2: High design self-efficacy scores are associated with high intuitive thinking
scores.

e H3: High design self-efficacy scores are associated with high behavioral creativity
scores; high design self-efficacy scores are also associated with high design
performance scores.

Subjects

Total of 60 students, pursuing coursework in engineering, design, or both, participated
in the study, from their home universities of the University of Southern California
(Los Angeles, USA) and Shanghai Jiao Tong University (Shanghai, China). The
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sample gender distribution was 18 female students (30%) to 42 male students (70%).
Majority of the sample (75%) was based in China, consisting of 45 students, while
the remaining 25% consisted of 15 students based in the United States. All were
undergraduate students, distributed across class years: 31 students of the first year
(51.7%), 10 students of the second year (16.6%), 3 students of the third year (5%),
and the remaining 16 students of the fourth year (26.7%). Majority of the sample
identified as an engineering student, 46 out of 60 (77%), and 24 (23%) were pursuing
a variety of majors, and referred to as the non-engineering students, in this study. Per
location, sample based in China had 33.3% female and 66.7% male students, 68.9%
of engineering and 31.1% of non-engineering students. The sample based in the U.S.
had 20% of female and 80% of male students, and was entirely comprised of students
in mechanical and aerospace engineering. The U.S. sample yielded one-quarter of
the entire sample, while the Chinese sample yielded the remaining three quarters.

Assessment Procedures

All students were asked to complete the following surveys: rational-experiential
inventory (REI), big five personality inventory (BFI), biographical inventory of
behavioral creativity (BICB), creative behavior inventory (CBI), and revised cre-
ative domain questionnaire (CDQ-R), as well as the design self-efficacy survey,
which were then considered in the context of students’ social-cognitive influencers.

Rational-experiential inventory (REI) is a measure of thinking style preferences,
for rational (need for cognition) or experiential (faith in intuition) mode of pro-
cessing in thinking [33]. Big Five Personality Inventory (BFI) is a measure of per-
sonality, commonly used in psychological and psychiatric diagnosing of personality
disorders, alas also beneficial in merely communicating how a person is, through
five specific personality traits being assessed: extraversion, agreeableness, consci-
entiousness, neuroticism, and openness [16]. Biographical inventory of creative
behaviors (BICB) is a measure of behavioral creativity which considers the num-
ber of different habitual, everyday creative activities an individual has engaged in
the last 12 months, and it defines the proposed variable of biographical creativ-
ity [30]. Creative behavior inventory (CBI) is a measure of behavioral creativity
which considers the number of times an individual has engaged in a tangible, craft or
art-driven creative activity, and it defines the variable of creative accomplishment
[30]. Revised Creativity Domain Questionnaire (CDQ-R) is a measure of behavioral
creativity which considers how one perceives oneself in a variety of areas creativity
plays a key role, such as acting, leadership, computer science, or solving personal
problems, and it defines the variable of creative ability [30]. Design Self-Efficacy
survey is a self-efficacy measure, as it pertains to design tasks and design skills, as
well as confidence one exercises in one’s ability to perform highly in the areas asked
about [7].

The non-questionnaire-defined variables are those of design assessment, which
feature design novelty and design usability. Design novelty assesses functional cre-
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ativity of a design solution, relative to the frequency of said function being proposed
within the set of design solutions being evaluated [28]. Design usability is an expert
panel-assessed measure of how effectively design addresses user-needs [19].

Results of surveys are found using standard scoring methods proposed by each
survey’s author. For surveys that needed to be correlated with one another across
many categories, it is important to observe that their most concise form is presented
in Table 1, contents of which will be discussed further on.

Results: Mutual Influences

The quantified variables described in the methods section, and previously studied in
contexts of correlation to thinking styles assessed through REI [22], are now being
considered within the expanded, social-cognitive framework proposed in Fig. 1.
Within this framework, the triadic social-cognitive influencing model, where each
relationship of influencers (person < behavior, behavior < environment, and
person < environment) is driven by self-efficacy, encompasses elements from the
original design thinking styles framework proposed in Fig. 1. As such, the analysis
of the results is done with respect to two personal influencers (gender considered
male or female is a biological personal influencer, and university class standing
considered a first-year and upper class is an affective personal influencer) and two
environmental influencers (location considered China or the U.S. is a cultural
environmental influencer, and field of study considered as engineering or non-
engineering is also a cultural environmental influencer) [5].

In addition to the proposed influencers considered to extend an association to
relationships studied among the variables discussed in the methods section, we also
consider personality-based variables as attributes of the personal influencer cate-
gory and behavioral creativity variables as attributes of the behavioral influencer
category [2].

In this study, we had four attributes to the social-cognitive influencing categories.
The personal category was attributed gender as a biological cognitive influencer,
and personality as a cognitive personal influencer. The environmental category is
attributed location and (academic) culture. Following are some of the results.

e An average design self-efficacy of 73.8 was found for the entire sample, on a scale
from O to 100.

e Average personality scores are, for extraversion 3.12, for agreeableness 3.82, for
conscientiousness 3.40, for neuroticism 2.76, and for openness 3.44, on a scale of
1-5.

e Average rational mode score was 3.71, while the average intuitive mode score
was 3.09, on a scale from 1 to 5.

e Average creativity score for biographical creativity was 0.31 on a scale from 0
to 1, for creative behaviors was 1.74 on a scale A-D enumerated 1-4, and for
domain creativity was 2.98 on a scale from 1 to 5.
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e Within the Chinese-based sample that completed a design challenge as well, the
measured design novelty had an average of 8.21, with the range from 0 to 10. The
average design usability was 3.05, rated on a scale from 1 to 5.

In the analysis of the results, the first consideration was given to purely design
self-efficacy scores within the context of influencers available, then consideration
was given to three factors of behavior: thinking styles, creative behavior, and design
performance, as influenced by design self-efficacy, with some context placed upon
the previously studied influencers.

Considering the volume of the analysis presented here on, it is important to high-
light that correlations were calculated between design self-efficacy and each of think-
ing styles, behavioral creativity, and design performance, with respect to each suit-
able set of influencers. Such findings are summarized in Table 1, and reveal many
insignificant relationships found. We will use this information to better analyze data
in the upcoming sections.

Relying on the information listed in the table, we may state that the following
correlation values with respect to design self-efficacy are found significant:

e Rationality (REI) correlation with respect to both genders, Chinese location, engi-
neering field, and personality traits of agreeableness and openness.

e Biographical creativity (BICB) correlation with respect to the engineering field
and extraversion.

e Domain creativity (CDQ-R) correlation with respect to the female gender, Chinese
location, and non-engineering fields.

e Design novelty (N) correlation with respect to the engineering field and conscien-
tiousness.

Design Self-efficacy Relationship with Personal
and Environmental SCT Influencers

Design self-efficacy, with listed associated scores, is

e 5% higher in Men (74.9), than women (71.2);

e 14% higher in American-based individuals (82.4), than Chinese-based ones
(70.9);

e 15% higher in Engineers (76.5), than non-engineers (65.0);

Negative 42.6% associated with Big Five Neuroticism.

Positive 42.4% associated with Big Five Conscientiousness.

Positive 23% associated with Big Five Openness.

Positive 13% associated with Big Five Extraversion.

Positive 4.7% associated with Big Five Agreeableness.

What these findings report is that the most impactful influencers under consid-
eration are location, discipline, neuroticism (personality), and conscientiousness
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Fig. 2 Design self-efficacy with respect to personal and environmental influencers; left to
right: gender, binary (female/male), country (China/United States), discipline (engineering/non-
engineering), and personality (extraversion, agreeableness, conscientiousness, neuroticism, and
openness)

(personality). Namely, the more favorable location is the U.S., and the more favorable
discipline is engineering (Fig. 2).

Design Self-efficacy Relationship with Intuitive Thinking

Thinking styles were assessed per standard scoring of Rational-Experiential Inven-
tory (REI), generating two separate scores, for the rational and intuitive mode. These
scores were then analyzed in terms of how design self-efficacy scores associate with
them, as well as how this association is guided by the available influencers from the
previous section.

To address the second hypothesis, we first find the correlations between the overall
design self-efficacy and rational mode, as 0.49, and the correlation between design
self-efficacy and intuitive mode as 0.02.

These relationships, contextualized by the influencers gender, location and disci-
pline in Fig. 3 and personality in Fig. 4, demonstrate the following observations for
rational and intuitive modes.

Rational mode of thinking is associated with design self-efficacy

e Most positively for subjects located in China

e Least associated for subjects located in the U.S.

e Associated no differently for male or female subjects (association is positive across
the board)

e Most positively associated for subjects with the highest personality scores being
conscientious, open, neurotic, or agreeable (in that order)

e Not associated for subjects with the highest personality score for extraversion.

Intuitive mode of thinking is associated with design self-efficacy

e Positively for female subjects
e Negatively associated for male subjects
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Fig. 3 Rational mode of thinking and intuitive mode of thinking with respect to design self-efficacy,
contextually studied with respect to the gender, location and discipline of subjects

Rationality, Extraversion

Rationality, Agreeableness 5
Rationality, Concienciousness
x Rationality, Neuroticism 4.5
= Rationality, Openness

Intuition, Extraversion

5l 4
Intuition, Agrecableness :;’—:
x  Intition, Concienciousness ._T.*f-" 35
x Intuition, Neuroticism “_:f h
< Intuition, Openness l_‘:_“-:
Linear (Rationality, Extraversion) 3

Linear (Rationality, Agreeableness)
Linear (Rationality, Conci 1 25

x
— - ==~ Lincar {Rationality, Neuroticism) N o -
— — — - Linear (Rationality, Openness) 2
Linear (Intuition, Extra ion) =
------- Linear {Intition, Agreeableness) 1.5
------- Linear (Intuition, Concienciousness) 30 40 50 60 70 80 90 100

== = = = Linear {Intuition, Neuroticism)

Design Self-Efficacy

— — = Lincar (Intuition, Openness)

Fig. 4 Rational mode of thinking and intuitive mode of thinking with respect to design self-efficacy,

contextually studied with respect to big five personality traits: extraversion, agreeableness, consci-
entiousness, neuroticism, and openness

Positively for subjects located in the U.S.

Least associated for subjects located in China

Associated no differently for engineering or non-engineering disciplines (associ-
ation is close to none across board)

Most positively associated for subjects with the highest personality score for
extraversion
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e Not associated for subjects with the highest personality score for agreeableness or
openness

e Most negatively associated for subjects with the highest personality scores for
conscientiousness or neuroticism.

The ultimate finding is that the rational mode is better associated with design self-
efficacy than the intuitive mode, which contradicts our hypothesis. Figures 3 and 4
visualize in detail these preliminary findings, yet per Table 1 p-values, any findings
regarding the intuitive mode of thinking are insignificant, and rational mode of think-
ing has a great deal of significant findings, across domains of both genders, Chinese
location, engineering field, and personality traits of agreeableness and openness.

Design Self-efficacy Relationship with Creative Behavior

Creative Behavior was scored using the three designated measures of behavioral
creativity

(1) BICB: Biographic Index of Creative Behaviors, to measure biographic creativity

(2) CBI: Creative Behavior Inventory, to measure creative behavior

(3) CDQ-R: Creative Domains Questionnaire, Revised, to measure domain creativ-
ity.

To address the third hypothesis, we found the correlations between the overall
design self-efficacy and each of these three variables, resulting in correlations of
0.23 for biographic creativity, 0.15 for creative behavior, and 0.36 for domain
creativity.

In the context of gender, location, and discipline—influencers, these variables
were studied with respect to design self-efficacy, as depicted in Fig. 5.

Biographical Creativity (from BICB) was associated with design self-efficacy

e Most positively associated for the location being the U.S., discipline engineering,
and gender male.

e Not associated for subjects based in China.

e Most negatively associated for subjects in non-engineering disciplines.

Creative behavior (from CBI) was associated with design self-efficacy:

e Most positively associated for the location being the U.S., discipline being engi-
neering, and gender being female
e Not associated for subjects in non-engineering disciplines.

Domain creativity (from CDQ-R) was associated with design self-efficacy:

e Most positively associated for gender being female
e Not associated with non-engineering disciplines.
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Fig. 5 Behavioral creativity scores of BICB, CBI and CDQ-R, studied with respect to design
self-efficacy, in the contexts of gender, location, and discipline

Findings on the association of design self-efficacy with behavioral creativity are
inviting for further studies in the domain of our proposed hypothesis of their associa-
tion being high. Figure 5 visualizes the preliminary findings for creative behavior to
design self-efficacy relationship. From Table 1, we can state that none of CBI-related
findings are significant, while the BICB findings are significant in domains of the
engineering field and extraversion. CDQ-R findings are significant in the domains
of the female gender, Chinese location, and non-engineering fields.

Design Self-efficacy Relationship with Design Performance

Design performance was assessed relying on two established variables: design nov-
elty and design usability. These scores had design self-efficacy correlations of 0.11
for design novelty, and 0.24 for design usability.

These two variables were then studied in the context of influencers of gender,
discipline, and personality, as depicted in Figs. 6 and 7.
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Fig. 6 Design novelty and design usability scores, studied with respect to design self-efficacy, in
the contexts of gender, location, and discipline
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Fig. 7 Design novelty and design usability scores, studied with respect to design self-efficacy, in
the contexts big five personality traits: extraversion, agreeableness, contentiousness, neuroticism,
and openness
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e Most negatively associated for subjects with the highest personality score in
extraversion.

Design usability was associated with design self-efficacy

Most positively associated with gender being female

Not associated with the discipline

Not associated with gender being male

Most positively associated for subjects with the highest personality scores of agree-
ableness, conscientiousness, neuroticism, and openness

e Most negatively associated for subjects with the highest personality scores of
extraversion.

The findings for usability are not significant in Figs. 6 and 7, while some of the
findings for novelty are, specifically in domains of engineering field and conscien-
tiousness.

Conclusions and Further Recommendations

Bridging design research with social influencing, and thus social-cognitive, and other
social theories, while remaining within our original domain of dual process theory and
dual process framework for early stage engineering design, has posed a considerable
challenge, and is something that few have done before to this extent. While our
findings show one disproven hypothesis and two hypotheses that require further
considerations, we are of the belief that this preliminary work sets ground for further
exploration of social and behavioral contexts for design.

We have, in the end, found that the highest correlation with design self-efficacy
exists for the rational mode of thinking, at 0.49. No other studied quantity gets even
close to correlating this well with design self-efficacy. Rationality also lends itself
to the highest number of significant findings among the preliminary ones reported.
One way to describe this would be that those who exhibit high rational scores also
approach their knowledge acquisition of design steps and methods more rationally,
thus being more able to claim that they are highly confident about completing the
breakdown of design tasks. Another way to interpret this finding would be that the
more rational subjects would have found themselves in more situations where they
would need to conduct engineering design, thus building greater expertise and thus
greater confidence and motivation for completing the process repeatedly.

To make our second hypothesis strikingly disproven, we should note that out of the
entire set of behavioral variables, the correlation found for intuitive thinking mode
to design self-efficacy was by far the lowest, and did not carry any significance. The
low correlation and very high p-values call for larger sample study or an alternative
method for studying intuition.

While the influencing of binary factors like gender, discipline, and location was
simpler to analyze and deduce findings on, we propose a greater exploration of a
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much challenging influencing process that goes on between Big Five personality
traits and the studied behavioral variables. In our analysis, we could only complete
plots of this relationship by selecting the most dominant personality trait (the highest
scoring one) and ascribing it as the sole personality influencer for the subject in
question. While this offers assistive graphics and a large deal of contextual analysis,
one of our next step includes finding a better method of complete this analysis
more wholesomely. Additionally, of the five traits, neuroticism never yields any
significance across different correlations studied.

Lastly, we hope to expand our model proposed in Fig. 1, in directions of studying
creativity from more cognitive or personality-driven standpoints, assessing design
through different sets of methods and variables, and finding further organizational
influencers that could aid or stifle design processes on individual level. We expect
to expand our thinking style variable beyond its current domain, separately study
abilities of subjects, and investigate what creative processes assist the stylistic use of
one’s abilities in most successful ways.

This research was supported in part by DeTao Masters Academy Research Institute
through a summer research grant. The authors are grateful to DeTao for their support.
The authors also extend their thanks to Professor Zhinan Zhang of Shanghai Jiao Tong
University for helping the process of surveying students at the university.

The human subject data acquisition was approved by the University of Southern
California University Park Institutional Review Board (UPIRB) under the study ID
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Cognitive Style and Field Knowledge )
in Complex Design Problem-Solving: Oneck o
A Comparative Case Study of Decision

Support Systems

Yuan Ling Zi Shi, Hyunseung Bang, Guy Hoffman, Daniel Selva
and So-Yeon Yoon

Cognitive differences between how people perceive and process information have
been broadly studied in the fields of education and psychology. Previous findings
show that comprehension is optimized when information presentation aligns with
the cognitive abilities and preferences of an individual. On the other hand, the pos-
session of field knowledge has also been studied to influence learning outcome and
perception. This paper aims to understand the effects of individual’s information pro-
cessing styles and field knowledge on design decision-making, specifically focusing
on designer learning and user experience. Two distinct decision support systems
interfaces were developed to better examine the effect using a mixed model design.
A total of 48 college students participated in the experimental study and interacted
with the two different interfaces of a satellite design system in a randomized order.
Analysis results show significant impacts of field knowledge and visual processing
style on both learning and user experience. Potential interaction effects with the
design support system interface type and cognitive styles were also observed.

Introduction

Advancing technologies allow more intelligent and powerful functionalities in deci-
sion support systems for complex problems. Decision support systems (DSS) are
designed to facilitate the decision process by providing manipulable, current, timely
information that is accurate, relevant, and complete [1]. They allow better decision-
making by expanding the human capacity to completely and accurately assess avail-
able information [2]. This expansion of information processing capacity is needed for
tackling complex design problems that many industries are facing today. Complex
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design problems often are large in scale and multidisciplinary; to tackle such prob-
lems, it is necessary to determine possible interactions among the subsystems and
their parts [3]. DSS’s simulation and optimization abilities allow users to manipulate
these subsystems and components to examine the interactions. With the need to pro-
cess and present such complex information, the design of these DSS interfaces can be
crucial to the success of their implementations. As multidisciplinary approaches are
increasingly valued in problem-solving, teams are becoming more diverse with peo-
ple coming from different professional and academic backgrounds. To facilitate such
collaboration, the DSS interfaces need to support a variety of users who may exhibit
very different cognitive processes. Therefore, it is important to research the factors
that potentially influence human—DSS interaction experience and performance. In
addition, such exploration can assist underrepresented or disadvantaged populations
where decision support systems can be designed to be more inclusive and equitable.
Ultimately, the long-term goal of the authors is to identify operable design princi-
ples to improve user performance and satisfaction for a variety of users. This paper
contributes towards that effort by exploring the effects of individual cognitive style
and field knowledge on user performance and experience during complex design
problem-solving with DSS.

Cognitive Style

One of the most critical components in decision-making process is the human
decision-maker; thus, it is important to consider the ways decision-makers acquire
information to make judgments such as individual cognitive styles [4]. Cognitive
style is often defined as consistencies in one’s acquisition and processing of infor-
mation, including the considerations of perception, thought, memory, imagery, and
problem-solving [4]. Furthermore, Sternberg and Grigorenko [5] defined cognitive
style as people’s typically preferred modes of processing information. The field of
cognitive style gained its popularity starting in the early 1950s, and since then, dif-
ferent dimensions of cognitive styles emerged over the years, such as sharpener
versus leveler [5], field dependent versus field independent [6], holist versus serialist
[7], and verbalizer versus visualizer [5]. Around the 1980s and 1990s, many studies
examined these dimensions to study the potential influence of cognitive styles on
DSS user performance.

Benbasat and Schroeder [8] examined the interaction effect of cognitive styles,
presence of a decision aid, and different forms of information presentation on decision
performance assessed by a decision-making game. Analysis showed an interaction
effect between cognitive style and the presence of decision aid on the number of
reports needed while making decisions. High analytic thinkers with the help of the
decision aid used fewer reports during decision-making than their counterparts with-
out decision aids, and vice versa for low analytic thinkers. Benbasat and Dexter [9]
further explored this relationship and found an overall better performance measured
by profit gained among the high analytic thinkers. An interaction effect of cognitive
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style and the presence of decision aids on decision time were also revealed. High
analytic thinkers with decision aids took more time than those without, whereas low
analytic thinkers with decision aid took a similar amount of time as those without.

Different dimensions of cognitive styles have been examined. In a study focused
on the interaction effect of cognitive style and graphical representation of problem
elements on DSS user performance in terms of decision quality, higher field depen-
dency was associated with longer decision time with no influence on percent error;
similarly, higher need for cognition was also associated with longer decision time, but
with a higher percentage error [10]. Davis and Elnicki [11] also found an interaction
effect between cognitive styles assessed by the Myers—Briggs Type Indicator (MBTI)
and data format on decision quality where high sensing-feeling cognitive styles were
associated with better performance with tabular data and high experiential-feeling
scores were associated with better performance with graphical-raw data. Using sim-
ilar methods, Green and Hughes [12] added the element of training type and analysis
revealed that performance was optimized when heuristic managers received seminar
training and when analytic managers received hands-on workshop training.

Studies have also considered the effects of user characteristics and user experience.
Ramamurthy et al. [13] studied how user characteristics influenced DSS effectiveness
both in terms of performance and user satisfaction. Individuals with higher sensing
and thinking scores outperformed individuals with higher intuitive and feeling scores
also had higher scores in performance and efficiency; they also responded with less
perceived difficulty and displayed more favorable attitudes towards the DSS. Within
the context of specific DSS models, higher sensing scores were associated with
more positive attitudes with reference to perceived usefulness and willingness to
use; however, higher thinking scores were associated with more negative attitudes
[13].

There had been concerns regarding the ability of cognitive style research in the
field of DSS design to produce operable design guidelines. Huber [14] argued that
there were inadequate theories in cognitive styles, poor operationalization, and insuf-
ficient research designs, which contributed, to stagnation in the field. Furthermore,
reviews of existing studies showed that cognitive style explained very little of DSS
user performance [14]. However, new efforts were made to unify the field of cog-
nitive style in the 1990s [15]. Sternberg and Grigorenko [5] further stated that the
study of cognitive styles does show promise in terms of predicting school and other
kinds of performances. Moreover, new advances in the field also provide exciting
opportunities for new research areas in the context of DSS design. In this paper,
we will be focusing on two dimensions of cognitive styles that had recent develop-
ments in theory and instrumentation: the rational-experiential cognitive style, and
the object-spatial visualization style.
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Rational and Experimental Cognitive Style

The cognitive-experiential self-theory describes two parallel and interacting modes
of information processing: the rational cognitive style and the experiential cognitive
style [16]. In this theory, the rational cognitive system is described as analytic and
logical whereas the experiential system is attributed to being holistic and affective.
Thus, rational thinkers are characterized by the ability and reliance on thinking in a
logical and analytic manner; experiential thinkers have the ability and preference to
rely on one’s intuition and feelings in making decisions [17]. These two dimensions
were chosen, as there were a great number of previous studies that examined the
relationship between DSS usage and the holistic-analytic cognitive styles. We aim
to build upon the literature, however, by taking on a slightly different theoretical
perspective by using the rational-experiential cognitive styles instead of the holistic-
analytic cognitive styles.

Object and Spatial Visualization Style

Studies had supported the existence of a visualizer-verbalizer dimension of cognitive
style where visualizers primarily rely on imagery when performing cognitive tasks
and verbalizers primarily rely on verbal-analytical strategies. Within the visualizer
cognitive style, newer findings suggested two qualitatively different types of visual-
izers, object versus spatial visualization [18]. They are related but distinct dimensions
[19]. Object visualization refers to processing visual information in terms of physical
appearances like shape, color, and texture; spatial visualization refers to processing
visual information in terms of spatial relationships such as location, movement,
transformation, and other spatial attributes [20]. In addition, object visualizers have
a tendency to encode images globally as a single perceptual unit, which they pro-
cess holistically, whereas spatial visualizers have a tendency to encode and process
images analytically, in sequence of components, and use spatial relations to arrange
and analyze them [18]. A study has examined the interaction of cognitive style
and information presentation format on comprehension specifically considering the
object-spatial visualization styles in addition to the visualizer-verbalizer dimension
of cognitive style [21]. The information was distributed in three different forms:
text only (verbal); text+picture (object visual); and text+schematic diagram (spa-
tial visual). Results showed an optimization of comprehension when the information
presentation matched with the cognitive style of the individual. In this study, we wish
to apply this finding in the context of DSS interface design to explore its implications
on DSS user performance and user experience.



Cognitive Style and Field Knowledge in Complex ... 345

Field Knowledge

In this study, field knowledge, also known as domain knowledge, is defined as under-
standing of the context of the materials; it does not necessarily refer to design exper-
tise. In terms of hypermedia learning, domain knowledge has shown significant
influence both in terms of navigation behavior and disorientation problems. Studies
have reported superior performance in navigation among individuals who exhibit
domain knowledge [22, 23] and more disorientation in hypermedia systems among
those who have little to no domain knowledge [24]. Furthermore, prior knowledge
experts were also found to show more positive perceptions of their learning processes
[25, 26]. The prior knowledge for multimedia-learning environments expressed that
design principles that assist low-knowledge learners may not benefit or may even
hinder high-knowledge learners [27]. Researchers [28] also found that individuals
with lower domain knowledge benefit more from tutorials and examples than those
with higher domain knowledge. We wish to explore these relationships in the context
of DSS interactions.

DSS Performance and User Experience

The outcomes of DSS interaction can be categorized into user performance and user
experience. In this paper, DSS user performance is measured by learning outcomes.
The ultimate goal of the proposed DSS in this study is to allow users to better
understand the design problem and how to manipulate different parameters to achieve
better outcomes. Learning outcomes consist of evaluations of comprehension and
application of the information gained while interacting with the assigned DSS. In
the context of our experiment, user experience refers to subjective perception of
the interaction process using DSS for design problem-solving processes in terms of
perceived performance, affect, and sensation.

Research Design and Methodology

iFEED DSS

The Interactive Feature Extraction for Engineering Design system (iFEED) was the
decision support system used in the experiment [29]. It addresses a real-world system
architecture problem with a goal to design a constellation of satellites to provide
operational observation of the Earth’s climate.

In the context of the design problem, satellites are being launched into five orbits
around the Earth and each satellite can carry up to 12 instruments. The main objective
of this task was to optimize the design of this system consisting of up to 5 satellites to
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Fig. 1 Object (literal) space of DSS interface

maximize the scientific benefit and minimize the lifecycle cost. The iFEED interface
provided two main capabilities: to inspect individual designs and to run data mining
algorithms to extract common features shared by a selected group of designs. Design
inspections were done in the Objective Space, which consists of an interactive scatter
plot of satellite constellation designs and a window that displays the configuration
of the selected designs (Fig. 1). The user could hover over any data point on the
scatter plot and the window below would live update information on the data point
highlighted. We consider this display as a literal representation of the data where a
design’s scientific benefit and cost are directly indicated on the plot and the literal
configurations of each satellite are displayed. Additionally, a Feature Space is used
to extracted feature information shared by a selected group of designs using data
mining (Fig. 2). It also includes an interactive scatter plot with each data point
representing a shared feature. The plot has two axes of coverage and specificity
where coverage expresses how many designs in the desired region share this feature
whereas specificity expresses how few designs outside of the region exhibit this
feature. The feature details are displayed in a logic tree diagram on the right. We
characterize this as an abstract representation of the data as it is showing information
on a more conceptual level.
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Participants

Undergraduate and graduate students enrolled in Cornell University were recruited
by online and in class advertisements with participation incentives with either a 15
dollars Amazon gift card or extra credit. A total of 48 students, of which 20 (41%)
were females, participated in the study. Thirty-four (70%) students were STEM
majors: Science, Technology, Engineering, and Mathematics. Table 1 summarizes
the sample demographics. None of the students had any prior interaction with the
iFEED interface. Ethical approval was provided by the Cornell University Office
of Research Integrity and Assurance, Institutional Review Board for Human rights.
Thus, the IRB protocol was followed and informed consents were obtained from all
participants.

Variables and Measures

An online survey using the Qualtrics system was sent to the participants prior to the
study to gather demographic information such as gender, ethnicity, major field, and
school year. Field knowledge was determined by whether the student was in STEM
majors or not as the context of the design task was heavily rooted in the field of
engineering and mathematics. Different cognitive style scales were also included.
The Object-Spatial Imagery Questionnaire (OSIQ) was used to measure individual
visualization styles. The questionnaire consists of 40 Likert items that allowed par-
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Table 1 Participant Characteristics n
demographics -
Major field STEM 34
Non-STEM 14
Year Sophomore 7
Junior
Senior 5
Graduate 28
Gender Male 28
Female 20
Ethnicity Caucasian 21
Asian 24
Hispanic 2
Others 1
Total (V) 48

ticipants to rate their level of agreement for each statement on a 5-point scale. In
terms of internal consistency, the questionnaire has a Cronbach alpha of .79 for spa-
tial measures and .83 for object measures. The questionnaire was also tested against
established measures with acceptable convergent validity coefficient ranges [20]. In
terms of rational-experiential cognitive styles, the Rational-Experiential Inventory
(REI) [30] was used and it has been tested to have satisfactory validity and reliability
[31].

A post-experiment questionnaire was used to assess learning and user experience
from the given tasks with DSS, dependent variables of the study. Learning was
evaluated by a quiz containing 25 items asking if specific satellite constellation
designs would reside in the target region studied during the experiment. Then the User
Experience Questionnaire (UEQ) [13] was administered to measure user experience.
The UEQ has 26 sets of opposing adjectives and the participants would rate their
experience on a 7-point scale within each of the 26 dimensions.

Research Design

The study followed a mixed model design with three independent and two dependent
variables. The independent variables include cognitive styles, field knowledge, and
DSS interface variations. Cognitive style and field knowledge were between-subject
variables whereas the DSS interface variable was a within-subject variable. The
dependent variables include learning and experience.
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Procedure

First, the pre-experiment online survey was sent via email to all participants after
they have signed up for individual experiment timeslots online. They were instructed
to complete the survey before their scheduled experiment times. Upon arrival at the
lab, the participant was asked to sign a consent form and was directed to the computer
station. They were first walked through an interactive tutorial regarding the iFEED
system and the objectives of their tasks were given at the end. Then the participants
interacted with one of the two DSS (literal versus abstract interfaces) at a randomized
order for 10 min and the post-experiment questionnaire was administered. Then, the
second interface was introduced, and the same procedures were repeated.

Hypothesis

To explore the effect of individual cognitive style and field knowledge on user perfor-
mance and experience during complex design problem-solving with DSS, we built
upon previous literature and five hypotheses were generated:

e HI: Prior field knowledge predicts DSS learning and user experience such that
higher field knowledge is associated with better DSS user performance and user
experience with interface design being a moderator.

e H2: Rational-experiential cognitive style predicts DSS learning and user experi-
ence and this relationship is moderated by field knowledge and interface design.

e H3: Object-spatial visualization style predicts DSS learning and user experience
and this relationship is moderated by field knowledge and interface design.

e H4: Spatial visualizers and rational thinkers have more positive learning outcomes
and user experience when information is presented in an abstract manner (Fig. 3).

e HS5: Object visualizers and experiential thinkers have better learning outcomes
and higher ratings of user experience when information is presented in a literal
manner.

Results

A series of mixed model analyses were performed to examine the effects of cognitive
styles and field knowledge on user experience and user learning using two types of
DSS. A mixed model was used because the experiment included both within-subject
(two DSS interface types) and between-subject (STEM vs. non-STEM) independent
variables; this would allow us to control for the random effects from individual
characteristics.
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Field Knowledge
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DSS Interface
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Fig. 3 Research concept diagram

The above correlation matrix (Table 2) shows a significant correlation between
the rational style and UEQ scores, r(41) =.32, p <.05, within the objective space
condition. On the other hand, there were significant correlations between objective
imagery style and learning (r(33)=—.39, p <.05), and spatial imagery style and
learning (r(33)=.52, p <.001). This provided a rough overview of the potential
relationships to be examined.

Results from comparisons of DSS usage outcomes between field knowledge
groups are reported in Table 3. When comparing DSS learning outcomes between
STEM and non-STEM students, overall, STEM students performed better on the
learning test than non-STEM students. However, this relationship is only significant
for scores regarding the feature space (#(12) =2.57, p =.02). In regard to user expe-
rience, analysis showed a main effect of being in STEM majors on rating on the
UEQ questionnaire such that STEM students gave higher ratings of user experience
for both the objective space (#(23) =4.25, p <.001) and feature space conditions
(#(33)=3.33, p=.002). This mostly confirms H1 where prior knowledge predicts
DSS learning and user experience, however only learning outcomes were moderated
by interface design.

Looking at cognitive style by field knowledge groups (Table 4), the analysis
showed significant differences in object-spatial cognitive style between STEM and
non-STEM students, which aligned with findings from previous studies [20]. On
average, STEM students have significantly higher scores on the spatial imagery scale
(1(30)=2.41, p =.022) and lower scores on the object imagery scale (#(31) = —4.31,
p <.001), and the opposite relationships were observed for non-STEM students. We
also looked at cognitive style dominance, meaning if an individual scored higher on
one dimension than another or if the individual scored equally on both dimensions.
Analysis showed that STEM students tend to be more Spatial dominant whereas
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Table 2 Correlation matrix

DSS Measures Outcomes Cognitive styles
1.Learn. | 2. UEQ |3. Object. |4. Spatial |5. Rational. | 6. Exp.

Objective | 1. Learning | — -
space

2. User exp. | .28
(UEQ)
3. Objectl. | —.16 —.00 -
style
4. Spatial I. | .10 25 —.24 -
style
5. Rational | —.07 32% —-.21 24 -
style

6. —.14 —.03 17 —.11 —.14 -
Experiential
style

Feature 1. Learning | —
space

2. User exp. |.16 -
(UEQ)
3. ObjectI. | —.39%* 17 -
style
4. Spatial I. | .52%** .10 —.24 -
style
5. Rational | .27 11 —.21 24 -
style

6. —.21 —.04 17 —.11 24 -
Experiential
style

#p <.05, #*p <01, #+p < 001

non-STEM students tend to be more object dominant. No significant differences in
Rational-Experiential cognitive styles were observed.

Furthermore, four mixed model analyses were conducted to assess the effects of
cognitive styles and field knowledge on learning (Table 5), and four additional mixed
model analyses were conducted to assess their effects on user experience (Table 6).
Analysis showed partial support for H1 and H3. Within model 1, there was a main
effect of object visualization style on overall learning F'(60) = —2.20, p =.02, such
that object visualizers tend to have lower learning outcomes. There also seemed
to be an object visualization x field knowledge interaction effect such that lower
object scores within STEM fields have higher learning outcomes, F(60)=—-2.41, p
=.01, whereas lower object scores within non-STEM fields did not have a significant
effect on learning outcomes. Looking at model 2, two main effects were found to be
significant. There was a main effect of spatial visualization (F(60)=1.75, p =.02)
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Table 3 Comparisons of design support system (DSS) usage outcomes by field knowledge groups

Outcome Field knowledge | Design support system t-test
(n)
Objective space | Feature space
(literal) (abstract)
Learning STEM (10) 18.79 (2.64) 19.67 (2.12) 1(28)=1.39,
M(SD) p=.17
Non-STEM (24) |17.20 (2.97) 16.80 (3.22) 1(20)=—-.21,
p=.83
t-test t(17)=1.46, t(12) =2.57%,
p=.16 p=.02
User experience | STEM (31) 4.81 (.85) 4.50 (.06) t(57)=—-1.29,
M(SD) p=.20
Non-STEM (12) |3.69 (.75) 3.65 (1.02) t21)=—.14,
p=.89
t-test 1(23) =4.25%%*, | 4(33) =3.33*%,
p=.0003 p=.002
*p <.05, ¥¥p <.01, ##¥p <.001, ****p <.0001
Table 4 Comparisons of cognitive styles by field knowledge groups
Field knowledge t-test
STEM Non-STEM
n=32 n=13
Cognitive styles | Object imagery 3.03 (.57) 3.67 (.40) t31)=—
M(SD) 4.31%%%,
p=.0001
Spatial imagery | 3.71 (.56) 3.34 (42) t(30)=2.41*,
p=.022
A Obj.-spat. —.68 (.84) .33(.59) 1(32)=—-
4.607%+%%,
p<.0001
Rational 3.86 (.489) 3.56 (.53) 1(21)=1.75,
p=.095
Intuitive 3.07 (.57) 3.64 (.57) 1(20)=-.91,
p=.37
A Ratio.-intu. 18 (\78) 29 (91) 1(20)=1.71,
p=.10

#p <.05, #p <.01, #+p < 001, **+%p <0001
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Fig. 4 Regression plots of object imagery scores and learning outcomes for both feature (left) and
object space (right)

and field knowledge (F(60) = —.68, p =.08) on general learning with no interaction
effects were found in this model. Regarding model 3, only field knowledge was found
to have a main effect on learning, F(60) = —1.24, p =.002. Similarly, in model 4,
only field knowledge’s main effect on learning was found, F(60) =—1.09, p =.003.
Within model 5, two main effects were found for object imagery (F'(39)=2.19,p =
.03) and field knowledge (F(39) = .60, p =.0001) on user experience which provided
partial support for H1 and H3. In models 6, 7, and 8, only field knowledge shows the
significant main effect on user experience (F(39)= —.42, p =.006, F(39)=—-4.7,p
=.001, F(39)=—.52, p =.0002, respectively) further partially supporting HI.

Regression analyses were conducted to assess the effects of cognitive style on
learning and user experience between the two DSS interfaces. Results show partial
support for H3 such that only the effects of object-spatial cognitive style on learn-
ing within the feature space showed any significance and no support for H2 as no
significant findings were found for rational-experiential cognitive styles. The regres-
sion plots in Fig. 4 show interaction effects between object imagery scores and field
knowledge on learning outcomes. In both plots, higher object scores predict lower
learning outcomes among non-STEM majors; however, this relationship is only sig-
nificant within the feature space (p =.0044). However, among STEM majors, higher
object scores show better learning outcomes within the object space, which suggest
partial support for HS. In this case, object imagery was a significant predictor learn-
ing outcomes within the feature space, b =—1.82, #(32) = —2.39, p =.023; spatial
imagery was a stronger predictor with b =2.54, 1(32) = .52, p =.0015; lastly, when
considering imagery dominance, the difference in object and spatial imagery scores
also significantly predicted learning within the feature space, b =—1.72, t(32) = —
.57, p <.001 (Table 7).
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Table 7 Significant effects of cognitive styles on learning in feature design support systems: regres-
sion analysis results

IV: Cognitive DV: Learning with feature DSS
style

b B t p
Object imagery | —1.82 -.39 —2.39 023+
Spatial imagery 2.54 .52 3.46 .0015**
A Obj.-spat. —-1.72 —.57 —3.94 L0004 **
imagery

*p <.05, ¥*p <.01, ¥*¥p <.001, ****p <.0001

Conclusion and Discussion

The main findings of the study show a significant effect of field knowledge on com-
plex design DSS learning and user experience, which also aligned with previous
findings that were discussed in the literature review. Higher field knowledge, which
in this case was determined by STEM major fields, predicts higher learning outcomes
and better user experience scores, which supports H1. In terms of cognitive style,
only the dimensions of object-spatial visualization styles were found to have signifi-
cant effect whereas rational-experiential cognitive styles did not have any significant
influence. Thus, H2 was not supported and H3 was partially supported. Object scores
were found to have a main effect on learning and user experience; spatial scores were
found to have a main effect on learning alone. Furthermore, there is an interaction
effect of visualization style, field knowledge and DSS interface design where higher
object imagery scores can predict lower learning outcomes among non-STEM majors
within the feature space condition. However, within the STEM majors, higher object
imagery scores may predict better learning outcomes in the object space condition
and thus suggest partial support for HS. There was no empirical support for H4.
These preliminary findings present exciting opportunities for potential applica-
tions in the field of DSS interface design. The interaction effect between cognitive
style, field knowledge and DSS interface on learning and user experience suggests
that information on these user characteristics can inform designers to optimize learn-
ing and user experience. Ultimately, we aim to contribute to the effort of closing the
gaps between different underrepresented groups in engineering and design through
researching how systems can be better designed to accommodate different cognitive
styles, skill sets, and experiences. This would also better support collaboration across
more diverse groups of engineers and designers, as diverse teams often are more suc-
cessful at tackling complex issues. Given the resources, there were limitations to the
study. We explored a very specific satellite design context among a small sample of
university students, thus decreasing external validity. Moreover, we were unable to
delve into the details of how individuals interacted with the interface and thus only
general relationships were observed and no mechanisms could be concluded. How-
ever, the findings paved ways for future studies to further examine the underlying
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mechanisms as well as to explore the effects of different cognitive style dimensions,
DSS interface designs, and design problem contexts.
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What Do Experienced Practitioners )
Discuss When Designing Product/Service .«
Systems?

Abhijna Neramballi, Tomohiko Sakao and John S. Gero

This paper presents empirical results aimed at increasing the understanding of con-
ceptual activities of Product/Service Systems (PSS) design by experienced designers
from industry. Results are derived from a protocol analysis of five PSS design ses-
sions, using the Function—Behavior—Structure coding scheme. Sessions included five
pairs of professional designers and the task was to redesign a concept for an exist-
ing PSS to improve its resource efficiency. The results show (i) the distribution of
design issues during PSS design sessions, (ii) on average 47% of the overall cogni-
tive design effort spent by the designers is related to behavior, and (iii) all the design
issues except requirements are constantly focused on during the entirety of the design
sessions. Major differences compared to product design are the average occurrence
of function for PSS design (23%) for product design (4%) and of structure for PSS
design (22%) compared to the product design (35%).

Introduction

Today, a large number of companies increasingly provide a combination of products
and services, both in the manufacturing (e.g., [1]) and service industries (e.g., [2]).
Such an offering is called a Product/Service System (PSS), which is defined as
“tangible products and intangible services designed and combined so that they jointly
are capable of fulfilling specific customer needs” [3]. The services here include
consultation, user support, inspection, maintenance, refurbishing, repair, product
take-back, and upgrade (see, e.g., [4]). Those companies focus on value [5] to be
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created, rather than products or services as such. The products and services are a
means for the value and are exchangeable with each other in designing a PSS [6]. For
instance, a PSS with aircraft engines may provide high engine availability as a value
for the user, which can be realized by increased durability of critical components or by
arranging maintenance engineers to provide more timely and efficient maintenance
services. This industrial phenomenon creates sources of innovation, as it provides
possibilities to design new offerings.

However, it is typical that a traditional manufacturer provides services by first
carrying out product design and then service design in a sequential manner [7]. This
is not an adequate way of designing combined systems, as products and services
in a PSS depend on each other [8] and such a sequential design requires multiple
iterations, thus decreasing the efficiency of the design. As a consequence, PSS design
needs to be different from product design (e.g., [9]), service design (e.g., [10]), or a
sequential combination of them. What is needed is to design products and services
in an integrated manner for the value to be created.

Some prescriptive models and methods for PSS design have been proposed (e.g.,
[11]). However, scientific understanding of how PSS design is conducted, especially
regarding insights based on empirical research, has rarely been documented. For
instance, what is discussed during PSS design and what processes occur are yet to be
adequately explored. This paper targets this lack of detailed knowledge about PSS
design.

Aim

In order to fill the knowledge gap identified above, this paper aims at increasing
the understanding of the activities during the conceptual phase of a PSS design.
Conceptual design is targeted in this paper because it involves activities characteristic
to PSS design such as utilizing exchangeability between products and services [6].
Exchangeability here means being able to exchange efforts for service and product
design to improve the overall PSS characteristics of interdependent products and
services (ibid). In addition, conceptual design is an early phase of design, and thus
more influential on the overall performance of the design. Understanding conceptual
design activities are expected to contribute more to the understanding of PSS design
than other phases.

Designing a physical product is utilized as a reference to compare characteristics
of PSS design with product design. There is already substantial literature showing
the characteristics of product design (e.g., [12-16]).

Significance

This paper is based on a limited dataset derived from a small cohort of practicing,
professional PSS designers sufficient to answer research questions and to form the
basis of hypotheses that can be tested with a statistically significant cohort size. A
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major contribution of the increased understanding expected from this paper will lie
in the effective design of further research deriving and testing a set of hypotheses
regarding distributions of design issues in the conceptual design of a PSS. This further
research will result in more grounded, generalizable knowledge about PSS design.

There is an increasing need in our societies for PSS design. Customers’ needs for
servitized offerings [8] and fierce competition are often the major motivations for
providing a PSS. However, a PSS is also expected to contribute to decreased environ-
mental impacts, for example, in resource consumption [17]. The PSS is reported to
have the potential to increase product life [ 18] and to decrease lifecycle environmen-
tal impacts [19]. It has indeed been heralded as one of the most effective instruments
for enhancing resource efficiency [20]. Therefore, improving PSS design is often
demanded by industry and by society at large.

Research Questions

This section analyses the PSS literature to derive characteristics of a PSS compared
to pure physical products. Based on these derived characteristics, it further reasons
about their implications on the conceptual design of a PSS compared to that of
products.

Pure physical products are material intensive and most of their added value is
derived from the manufacturing processes that transform raw materials into the final
product [21]. In contrast to the design of a PSS, when a product is designed its
potential service aspects in the use phase of a product lifecycle are less emphasized
(ibid). Furthermore, previous research has shown that the structure of the design
object recurs frequently in the cognitive activities of designers during product design,
and was found to be the dominant design issue [12, 22, 23]. This dominance of
structure over other design issues such as behavior and function could be attributed
to the lack of a systems perspective in the product design [23].

On the other hand, a major property of a PSS is its open process systems [24]. This
means that a PSS is a system with input and output flows. Output flows are determined
by processes in a PSS, which can be used to describe functions and human activities.
The human activities [25] are characterized by heterogeneity inherited from generic
characteristics of pure service [26]. Pure physical products cannot be considered as
open process systems in the same way as a PSS, due to the absence of output flows
characterized by human activities and services, which is prevalent in a PSS.

Further, a PSS is characterized by interdependency between product and service
[8] and thus interaction between them [27]. This means that the conceptual design
of a PSS requires simultaneous and conflicting product and service engineering [8].
It is more complex than the product component or the service component within the
PSS. The complexities in conceptual design of a PSS highlight the need for systems
thinking [28]. For designing a system, behavior as a system needs to be analyzed.
Behavior of elements is relevant to design in general [29], however, the higher level
of complexity of a PSS makes the behavior as a system especially relevant in the
conceptual design of a PSS. This may be applied to function as well as behavior.



364 A. Neramballi et al.

These lead to the research questions (RQs) below. RQI is an elucidatory question
that provides the basis for further research. RQ2 focuses on the behavior based on
the discussion above. RQ3 refers to product design and is found on the notion that
since there are two disparate subsystems in PSS will there be more discussion about
functions that are distributed between them.

e RQ1: What are the distributions of design issues and design processes in the
conceptual design of a PSS?

e RQ2: Is behavior the dominant design issue in the conceptual design of a PSS?

e RQ3: Is function as a design issue more dominant in the conceptual design of a
PSS than in the design of a product alone?

Methods

Protocol analysis is adopted in this research to examine the research questions, as
it provides empirically based quantitative evidence as well as rich qualitative infor-
mation. Protocol analysis is a rigorous methodology for eliciting verbal reports of
thought sequences as a valid source of data on thinking. It is also a well-developed,
validated method for the acquisition of data on thinking [30, 31]. It has been used
extensively in design research, for example, in exploratory studies and hypothesis
testing, to help the development of the understanding of the cognitive behavior of
designers [32-38].

This research utilizes a method for determining and describing design cognition
using a coding scheme based on the Function—Behavior—Structure (FBS) ontology
[39]. This is a design ontology that is independent of the design task, the designer’s
experience and the design environment, and hence produces commensurable results
from different experiments [ 14, 40—43]. It is, therefore, suitable for use in analyzing
PSS design in comparison with other types of design. The FBS ontology provides
a uniform framework for classifying cognitive design issues and cognitive design
processes and includes higher level semantics in their representation.

The FBS ontology [39] models designing in terms of three classes of ontologi-
cal variables, namely function, behavior, and structure, plus two variables that are
expressible in terms of requirements and design description. In this view, the goal of
the design is to transform a set of functions, driven by the client requirements (R),
into a set of design descriptions (D). The function (F) of a designed object is defined
as its intended purpose, expectations, or teleology, while the behavior (B) of that
object is either derived (Bs) or expected (Be) from the structure, where structure (S)
represents the components of an object and their relationships.

The FBS ontology has been referenced extensively as an ontology of design that
has been used in various disciplines, and one that transcends individual designers,
the design task, the design environment, and whether the design is done individually
or in teams [14, 44-49].
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Materials from the PSS Design Case

The data for the protocol analysis was derived from design sessions conducted in
a laboratory environment with experienced practitioners as participants who were
given a PSS redesign task. The aim of this task was to redesign a concept for an
existing PSS to improve its resource efficiency in terms of material and energy use.
A conceptual design was chosen for this study as it is characteristic of a great deal
of PSS design, for example, by permitting exchangeability between products and
services of the systems which are essential for PSS design [6].

A laboratory environment was chosen over an industrial setting, partly because
the prospect of shadowing and monitoring the participants as they carry out design
activities in their own industrial setting was ruled out due to confidentiality reasons.
In addition, the participants are employees of different manufacturing companies
working with different types of PSSs. This would increase the variability of the unit
of analysis and characteristics of data, potentially reducing the internal validity of the
study. Furthermore, previous research suggests that the design activities of products
and services are usually separated in industrial environments and are not integrated
at the required level [7]. Hence, all the participants were asked to perform the same
design task in a controlled laboratory environment, thus providing the opportunity
for unrestricted collaboration between product and service design.

A design brief (see Appendix), which included the information necessary to carry
out the task, was provided to the participants beforehand. The PSS utilizes a coffee
machine used in offices provided by a hypothetical firm that develops, manufactures,
and delivers the product and related services to its clients. The machine utilized is an
actual model available on the real market, but the details of the real provider are not
disclosed to the participants. A detailed specification of the machine and the services
was provided in the design brief, and the participants were also allowed to visually
inspect the physical model. The firm’s service portfolio included activities such as
installation of the machines, replenishment of the consumables, maintenance, repair,
and overhaul.

There were 10 participants in total, and they were instructed to perform the task
in pairs. In each pair, one participant was instructed to assume the responsibility of a
service designer, while the other took the role of a product designer. This instruction
was given based on their background and work experience. No information regarding
design tools or methods was given to the participants to prevent external influence
on the design process. They were provided with a poster-sized sheet of blank paper,
post-its, and pens in different colors for the design task. The tasks of all the pairs were
documented simultaneously using both audio and video recording devices in parallel
sessions to obtain richer cognitive information from both verbal and nonverbal actions
of the participants [23]. The data collected was later subjected to protocol analysis.
The language used during the sessions was Swedish, which was the language spoken
daily by all the participants.

The participants are experienced product or service designers with an average
experience of 9 years, with a standard deviation of 5.34 years. They work for leading
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Table 1 Excerpt of the segmented protocols (translated into English)

Designer Segment Code
A (Writes) D

A Service report S

B When it is used Be
A And what it is used for I saw that it was F

B Which I interpret as each one has his own card Be

B And then you go and take coffee Bs

manufacturing industries that provide PSSs in different sectors such as automotive,
electronics, composite components, and grinding machines.

The audio and video recordings of the sessions were initially transcribed before
being segmented and coded using the FBS ontology by two independent coders. The
results of both coders were compared and arbitrated by a third coder, who also made
the final decision regarding the codes. The length of the sessions on average was
75 min, with a standard deviation of around 10 min.

Results of Protocol Analysis

Overview

The utterances were segmented and coded, the segments that did not belong to any of
the design issues of the FBS ontology were considered as noise and were removed.
After the removal of the noise, an average of 958 segments per session, with a
standard deviation of around 214 segments, were subjected to further analysis. Table 1
illustrates an excerpt of the segmentation and coding of the transcribed data collected
from one of the design sessions, aiming mainly to show examples of utterances for
most of the design issues. The two coders carried out their coding independently
and then a third person carried out an arbitration. A simple statistical measure of
agreement between each coder’s codes and the final arbitrated codes are used as
the reliability measure since Cohen’s kappa was not applicable in this setting. This
was done by calculating the ratio of the sum of number of agreements between the
individual coders coding and the arbitrated codes, over the total number of codes.
The two coders had an average of 71% agreement with the final arbitrated codes for
all the design sessions.
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Table 2 Design issue distribution [%]

S1 S2 S3 S4 S5 Mean |o Cv
Function (F) 20.5 26.2 26.2 18.0 23.7 2292 323 0.14
Expected 18.2 21.6 15.1 17.5 254 19.56 | 3.58 0.18

Behavior (Be)

Behavior of 333 26.3 24.2 30.8 22.8 27.48 3.97 0.14
structure (Bs)

Structure (S) 19.4 20.1 28.7 19.6 23.3 2222 |3.53 0.17

Design 8.4 5.5 5.0 13.8 4.7 748 |3.42 0.45
description (D)

Note “Sn” means “Session n”, o standard deviation, CV Coefficient of variation
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Fig. 1 Moving average of cognitive effort expended on design issues, Session 1

Design Issue Distribution

The distribution of occurrence of design issues over the five design sessions is shown
in Table 2. The data for R are not reported here as the number of occurrences was
too low for this analysis. Design issues, Be and Bs, have an average percentage of
occurrence of 19.56 and 27.48%, respectively, over the five design sessions. These
two design issues together represent behavior, having an average of 47.04% of the
overall design cognitive effort spent by the designers during all five sessions. Almost
half of the design issue occurrence is accounted for by behavior in comparison with
F (22.92%), S (22.22%), and D (7.48%). The low values of coefficient of variations
of all the design issues over different sessions indicate low levels of variance within
this limited data set.

The moving averages of the cognitive design effort expended on design issues over
the five design sessions are presented in Figs. 1, 2, 3, 4, and 5. The figures are gen-
erated using LINKODER, a publicly available software application (linkoder.com).
Moving average window lengths of 93, 96, 84, and 135 segments were used, which
correspond to 1/10th of their respective, complete sessions. This normalizes the data
in the figures.
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Dynamic issues from segment 1 to 959 and a window of 96 segments.

96 -
26
76-
oL | [
57- mEs
48 -
8-
28- mF
18-
A R
%= |96 1192 1288 1384 |480 |576 1572 1768 1864 1960
Fig. 2 Moving average of cognitive effort expended on design issues, Session 2
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Fig. 4 Moving average of cognitive effort expended on design issues, Session 4

These visualizations qualitatively indicate that the cognitive design effort for the
design issues vary significantly over time. These graphical figures provide opportu-
nities for qualitative interpretation of the results, and they visualize the dominance
of the design issue behavior (Be and Bs) during the transition over the different
segments. All the figures illustrate that the cognitive effort expended on behavior
increases during the middle of the sessions.

The cumulative occurrences of design issues in the protocol of the first session are
presented in Fig. 6. An analysis of the data supporting Fig. 6 provides quantitative
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Fig. 6 Cumulative cognitive effort expended on design issues in Session 1

and qualitative insights into the distributions of design issues. It is evident that at the
end of the design session the designers had expended the highest cognitive design
effort on Bs.

To quantify the shape of each graph, a linear approximation was conducted for
each design issue’s cumulative occurrence across each session. Figure 7 illustrates
such an example of the linear approximation of the cumulative occurrence of the
design issue Bs for Session 1.

The coefficient of determination for Bs in this session is 0.9910, which indicates
a high degree of linearity. The coefficients of determination of the cumulative occur-
rence of the design issues of all the sessions with the exception of R, since there is
insufficient data to carry out the calculation reliably, are shown in Table 3. Design
issue Bs has the highest linearity with an average coefficient of determination (R?)
of 0.9918 over the five sessions. It is closely followed by F (0.9833), S (0.9797), Be
(0.9758), and D (0.9685), which are higher than the threshold of linearity, and which
requires R? to be equal to or greater than 0.95. This suggests that all the other design
issues are regularly focused on by the designers during the sessions.
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Fig. 7 Linear approximation of the cumulative occurrences of design issue Bs, Session 1

Table 3 Coefficients of determination from linear approximation of the transition per design issue

Session 1 Session 2 Session 3 Session 4 Session 5 Average
F 0.9818 0.9934 0.9573 0.9911 0.9929 0.9833
Be 0.9486 0.9926 0.9853 0.9568 0.9959 0.9758
Bs 0.9910 0.9915 0.9870 0.9944 0.9953 0.9918
S 0.9760 0.9521 0.9907 0.9864 0.9933 0.9797

0.9641 0.9889 0.9277 0.9693 0.9925 0.9685

Syntactic Design Process Distribution

The distribution of the syntactic design processes defined by the FBS ontology of
all the sessions is shown in Table 4. This distribution is given in terms of percentage
of the ratio of occurrence of each process over that of all the eight processes. A
unidirectional process between the design issues is represented by “—”, while a
bidirectional process between the design issues is represented by “—".

“Reformulation 1” has the highest average percentage of occurrence with 22.0%.
This is followed by “Evaluation” with 21.12%, which is a bidirectional syntactic
design process between Be and Bs. The low values of coefficient of variations of all
the design issues over different sessions indicate low levels of variance within this
limited data set.

The moving averages of syntactic design processes of all the sessions are presented
in Figs. 8, 9, 10, 11, and 12. These figures are also generated using LINKODER.
Moving average windows of lengths of 234,240, 209, 177, and 337 segments are used
which correspond to a quarter of their respective complete sessions, to normalize the
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Table 4 Syntactic design process distributions, expressed as percentages

S1 S2 S3 S4 S5 Mean o CvV
F— Be |14.6 9.8 5.8 11.5 13.8 11.1 3.14 0.28
Be—S | 99 8.3 6.1 9.9 10.9 9.02 1.68 0.18

S—Bs |17.0 13.2 16.0 18.5 12.9 15.52 2.17 0.13
Be-Bs 204 22.8 18.6 21.8 22.0 21.12 1.47 0.06

S—D 6.8 3.4 4.9 5.8 29 4.76 1.45 0.30
S—S |183 24.6 334 16.0 17.7 22.0 6.40 0.29
S—Be | 7.7 8.9 7.0 8.2 9.9 8.34 0.99 0.11
S—F 53 8.9 8.1 8.2 9.9 8.08 1.53 0.18

Note “Sn” means “Session n”, o standard deviation, CV Coefficient of variation. F — Be: Formu-
lation, Be — S: Synthesis, S — Bs: Analysis, Be—Bs: Evaluation, S — D: Documentation, S — S:
Reformulation 1, S — Be: Reformulation 2, S — F: Reformulation 3

Syntactic dynamic processes from segment 1 to 934 and a window of 233 segments.
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Fig. 8 Moving average of syntactic design processes, Session 1

Syntactic dynamic processes from segment 1 to 959 and a window of 240 segments.
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Fig. 9 Moving average of syntactic design processes, Session 2

data in the figures. These figures show that the syntactic design processes change over
time and also qualitatively confirm the dominance of Reformulation 1, Evaluation,
and Analysis over the five sessions established by the quantitative findings presented
in Table 4.
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Syntactic dynamic processes from segment 1 to 836 and a window of 209 segments.
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Fig. 10 Moving average of syntactic design processes, Session 3
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Syntactic dynamic processes from segment 1 to 1350 and a window of 337 segments.
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Fig. 12 Moving average of syntactic design processes, Session 5

Comparative Analysis of PSS and Product Design Sessions

Multiple empirical studies of product designs have utilized the protocol analysis
method with the FBS-based coding scheme [12-15, 23, 43]. As a consequence, the
results from all of these and related studies are commensurable with the results of
the study of PSS design reported here. Published studies have been selected for com-
parison [50-52]. The first is from a brainstorming session in the industry [50]. The
second is from 10 design sessions with undergraduate engineers studying mechani-
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Table 5 Design issue distributions [%] from multiple studies of product design as compared to
this study (of PSS design)

Study Refs. R F Be Bs S D
This study - 0.4 22.9 19.5 274 22.2 7.4
Brainstorming [50] 1.8 4.3 17.3 28.5 37.1 11.0
Engineering [52] 2.5 6.2 59 30.0 37.2 15.5
Design major

Engineering [52] 5.2 2.7 8.2 32.0 332 18.0
Mechanics

major

Software [51] 0.2 0.0 30.1 19.4 30.3 15.9

cal design [52]. The third is from 10 undergraduate engineers studying engineering
mechanics [52]. The fourth is from a software design session in the industry [51].
This produces results of a range of designers being studied. From these results, it
should be possible to observe that product design sessions are similar to each other
and that the PSS design session exhibits one or multiple significant differences.

The average percentage distribution of each of the six design issues for these four
studies is presented in Table 5.

What can be observed from the results in Table 5 is that for all the product design
sessions, the design issue of S is the dominant issue. However, for the PSS design
session, the dominant design issue is Bs. In all of the four-product design results,
F sits in the lower half of the distribution of design issues wherein the PSS design
session it is the second most dominant.

Discussion

The results presented above form the basis for examining the research questions.
Concerning RQ1—What are the distributions of design issues and design processes
in the conceptual design of a PSS?—the highest design issue distributions from this
study were given to Bs, F, S, and Be (in the descending order as shown in Table 2).
These four issues in total received more than 90%, and each of them received a
substantially high percentage (more than 18%). In addition, F, Be, Bs, S, and D are
consistently focused on by the designers during the sessions. The highest process
distributions were for Reformulation 1 (S — S), Evaluation (Be-Bs), and Analysis
(S — Bs) (in the descending order as in Table 4). These three processes accounted for
around 60% of all process activity. Each of all the eight syntactic processes received
more than 5%.

Regarding RQ2—Is behavior the dominant design issue in the conceptual design
of a PSS?—behavior was dominant (47.04% in total of Bs and Be in average as in
Table 2). In addition, the processes involving behavior also exhibited high percentage
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occurrences (Evaluation (Be-Bs) 21.12% and Analysis (S — Bs) 15.52% as shown
in Table 4).

For RQ3—Is function as a design issue more dominant in the conceptual design of
a PSS than in the design of a product alone?—the results of the comparative analysis
above are used. These comparisons are qualitative at this stage since the experiment
group results reported in this paper are based on a small cohort. The function was
more dominant in PSS design of this study than in of the product design studies (see
Table 5). The average percentage for PSS design was 22.9%, while the percentages
for product design were between 0.0 and 6.2%.

Compared with product design in the industry (as shown by “Brainstorming” in
Table 5), this study of PSS design in industry shows clear similarities and differences.
The percent occurrences for R, Be, and Bs are relatively close to each other, while
those for F and S show noticeable differences.

Since this study is based on only five sessions, the external validity of the results is
limited. Due to the availability of limited data sets, only mean values are considered.
However, these issues are countered by documenting the research in a standard and
transparent manner, to accommodate the possibility of reproducing the results with
larger data sets in the authors’ immediate future work. Also, standard deviation
and coefficient of variation are used to measure the variability of the results of
different sessions, which provides some insights into the statistical reliability of the
limited data sets. These results establish the premises for the formulation of the
following two hypotheses, which will be addressed in the future work: (i) the design
issue ‘Behavior’, is dominant during conceptual design of PSS, (ii) ‘Analysis’ and
‘Evaluation’ are the dominant processes during conceptual design of PSS. More
sessions from the same setting are required to derive statistically reliable results to
test these preliminary hypotheses.

Other future works are planned as follows. First, transitions of cognitive efforts
over time will be investigated more. For instance, questions such as “which parts of a
design session received more efforts on a specific design issue?” may be addressed,
as Figs. 1, 2, 3, 4, and 5 seem to exhibit differences in efforts on a design issue
between parts. Second, differences between product designers and service designers
will be examined in terms of design issues and processes. The authors began to make
relevant hypotheses for this examination: e.g., presented in their own work [53] was
“in PSS design, service designers address the customer more than the provider”.
Third, the quality of different sessions will be analyzed, while this paper with the
immediate future work mentioned in the last paragraph focuses on their quantitative
aspect. The quality may include that of design solutions obtained from each session.
A possible aim is then to extract patterns of design processes that produce solutions
with higher quality. Finally, further comparisons are needed between PSS design
when the design moves beyond conceptual design with product design to verify the
differences seen in the results above.
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Conclusion

This paper aims to increase the understanding of conceptual activities of Prod-
uct/Service System (PSS) design by professional designers from industry. The
exploratory study described in the paper adopted the protocol analysis method using
the Function—-Behavior—Structure coding scheme and presented empirical results.
The results show that almost half of the overall cognitive design effort spent by the
designers is related to behavior as a design issue. The design issues discussed most
frequently were behavior derived from structure, function, structure, and behavior
expected in descending order. In addition, a primary contrast was observed between
the focus on function during PSS design sessions and that on structure in product-
only design sessions. These results demonstrate that it will be possible to test the
preliminary hypotheses by carrying out an experiment that produces statistically
reliable results.

This study does not provide generalizable results due to the lack of a statistically
reliable cohort size. To obtain additional data from an increased cohort size that
enables reliable statistical analysis is an immediate future work by the authors.
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Appendix: Design Brief Used for the PSS Design Session

This appendix shows major parts of the design brief. The complete design brief is to
be uploaded on the first author’s ResearchGate page.

The company

The design is carried out for a company who develops, manufactures, and delivers
coffee machines and related services. This hypothetical firm is named Jobbkaffe and is
based in Sweden. Instructing on use, installing the machines, supplying consumables,
and carrying out MRO (maintenance, repair, and overhaul) are part of the company’s
service portfolio.

Client of the company

University A, whose employees are mainly professors, PhD students, and admin-
istrative staff, is the client of Jobbkaffe. The employees and their guests want to get
something warm to drink, typically early in the morning as well as during a morning
break and an afternoon break.
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Fig. 13 Photo of the product

Design object

The design object addressed is one of their major offerings, including both product
and service. The product model is named Spengler PSL 50 BTC (a model existing on
the real market—see Fig. 13) and is provided by Jobbkaffe. Instead of only providing
a physical product, Jobbkaffe also provides service.

Design task

A redesign task is to be completed in a group of two practitioners working in a
cooperative manner. Each group is demanded to derive a concept with the highest
potential for the offering that improves resource efficiency within approx. 1 h. In
the end, the group must describe the concept on a blank paper with text (drawings
can also be used for clarification). Resource here means a natural resource such as
material and energy, but not a human resource. In case specific information is not
available, the group to make an assumption, e.g., material types. The language is
preferred to be in English, but you may choose Swedish.

Deliverable of the task

The deliverable is a concept for the offering containing products and services
described on a blank paper. The concept should be derived from the group discussion,
including choices and reasons for the developed concept. The concept needs to have
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sufficient information before detailed design begins. The improvement can be all on
the products, the services, and the payment model, but could be on one or two of
them.

Data of product model

Beverage types:

The product is equipped with a total of 7 different beverages with a counting system
for selectable strength and size. The main ingredients are; freshly grinded coffee
beans, chocolate powder and milk powder, which are used in different combinations.

How the product works:

A distinctive touch display instructs on the different beverage choices. The coffee
machine brews coffee through a steel filter in 30 seconds. For beverages containing
milk or chocolate the powder instantly blends with the water. The machine is equipped
with a cup sensor that is used to pour out drink only when a cup is positioned. The
coffee machine has a system that takes care of any residual liquid and coffee grounds
and indicates when these have to be emptied. The residual liquid and coffee grounds
are gathered in two separate dispensers and has to be emptied manually when full.

How the product is installed:
The machine is connected to the regular water system as e.g. a dishwasher and uses
a regular wall socket for electricity.

Peripheries:

Cups made of paper are offered beside the machine, but mugs can also be used.
There is a cup holder that smaller cups can be put on or it can be turned to the side
in order to fit larger mugs. The machine is filled with coffee beans, milk powder,
and chocolate powder. Other consumables e.g. tea bags and sugar has to be provided
next to the machine.

Materials:

Outer casing: Painted or brushed stainless steel plates
Beverage dispenser: Styrene Acrylonitrile (SAN)

Lid to beverage dispenser: Polystyrene (PS)

Smaller plastic details: Polyamide (PA)

Others: Not marked

Other specifications of the product:

Height: 800 mm (1750 mm including base cabinet)
Width: 450 mm

Depth: 455 mm

Weight: 45 kg

Electrical connection: 230 Volt

Maximum power: 2300 W

Capacity: (Consumable; Amount per cup; In total):
Coffee beans; 2500 g; 15 g/150 ml

Hot chocolate; 1700 g; 21 g/150 ml

Milk; 1200 g; 6 g/150 ml
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Data of related services

Jobbkaffe delivers warranty of quality, early information on the next maintenance
(in case pre-ordered), and telephone support service. Daily check of machines, clean-
ing, waste removal, etc. and supply of filling in coffee beans, etc. is carried out by a
cleaning service company working for Linkdping University.

Payment model

The customer buys the coffee machine (the initial installation is included in the
price). Jobbkaffe provides additional options on demand by the customer: buying
consumables, as well as regular service and support in case of failure.

Reference :
The product model: http://www.Jobmeal.se/sv/automater/kaffeautomater/p/psl-
50btc.
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Visual Behaviour During Perception )
of Architectural Drawings: Differences Oneck o
Between Architects and Non-architects

Canan Albayrak Colaco and Cengiz Acartiirk

Architectural design is not just a technical process based on problem-solving and rep-
resentation, but also a social process distributed between architect and non-architect
stakeholders. In this study, visual behaviour differences between architects and non-
architects during perception, interpretation and evaluation of architectural drawings
are analysed. An eye tracking experiment was conducted on two groups of partici-
pants: 19 graduate-level students of the Department of Architecture and 19 students
from other faculties. Eye tracking data were analysed according to three categories:
means of gaze duration, gaze count and gaze plot patterns.

Introduction

Development of new tools and methods contribute to new understandings in design
cognition. Different models have emerged in the design research based on different
ways of using theories and approaching design situations [1]. Early studies related to
the phenomenon of design emerged in the 1960s, with a focus on design as problem-
solving. The rational and explicit handling of design, so called the Design Methods
Movement, was heavily criticized in the design world for being a very limiting and
disrespectful aspect of the design ability [2]. However, the outcomes of this approach
helped to develop research and a knowledge-based view of the design discipline [3].
With the possibility of rationalization and transparency in design and design methods,
the existing professional monopolies in design expertise between designers and users
could be broken by wider sections of society participating in the design process [4].
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The first international conference on Design Participation was held in 1971 in
order to discuss the possibilities of blurring the present distinction between designer
and user. The conference brought together designers, teachers and researches that
shared similar interests in user participation who were mostly followers of the Design
Methods Movement [4].

Later decades after Design Methods Movement, research on “representation and
recall” opened new directions in design cognition [5]. Researchers have conducted
experiments, empirical studies and protocol analysis in order to analyse fundamental
aspects of design cognition and representation. These studies are mainly based on
scrutinizing what designers do when they come up with creative insights or concepts
in the early stages of design and lack to provide insight for the direct input of layman
in design process.

In this work, a theoretical grounding in which architectural design is understood
as not just a technical process based on problem-solving and representation, but
also a social process distributed between architect and non-architect stakeholders is
adopted. Our focus is to analyse differences between architects and non-architects
during perception, interpretation and evaluation of architectural drawings. Archi-
tects and non-architects are expected to exhibit different perceptual and cognitive
processes. Thus, clarifying such differences is critical for further development of
methods and tools supporting communication between different design parties and
especially empowering non-professional parties. Empirical research is needed in
order to test developing methods and tools; and compare these with traditional ones.

The state-of-the-art research is being developed in architecture with the aim of
supporting distributed modes of architecture. These mainly ground on formal meth-
ods such as ontologies, Building Information Modelling (BIM), Virtual Reality (VR),
Augmented Reality (AR), Virtual Design to Construction (VDC), etc. [6]. Despite
the growing interest in these new tools, their usage in architectural practice is still
very limited [7]. 2D technical drawings and 3D computer-generated images are still
the main conventional representation techniques in architectural practice.

In order to provide empirical data related to these conventional representations
and to later compare them with recently developed techniques, within the context
of this paper, we presented the participants architectural drawings of two alternative
buildings on a computer screen. The participants were asked to choose one to be
constructed in their city and express the reasons for their selection. Accordingly, the
experimental context is designed so that the participants would need to perceive,
analyse and evaluate the architectural design through the presented 2D technical
drawings and 3D computer-generated images.

The experiment was conducted using eye tracking devices on two groups of par-
ticipants: graduate-level students of the Department of Architecture and students
from other faculties. Eye tracking is a research methodology in cognition that is
mainly used to study attention and perception [8]. The ongoing research in a variety
of domains of cognitive science and psychology demonstrated that eye movements
reveal significant information about human thoughts, intentions and cognitive pro-
cesses [8]. Studying eye movements is a methodology that is gaining interest to trace
expertise differences in perception, especially through the use of domain-specific rep-
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resentations in experimental setups. Accordingly, eye tracking methods are herein
used in order to study differences between architects and non-architects during per-
ception, interpretation and evaluation of architectural drawings.

Rationalization of Design and Design Participation

Research into the phenomenon of design was systematically carried out in the 1960s
Design Methods Movement by theorists, scientists, architects and engineers among
various disciplines and perspectives, in order to understand, analyse, develop and
discuss the fundamental aspects of design activity. The studies that are related to
the understanding of design have led to a shift in the focus of design, from the end
product to the methods of its inception, processes and production.

In the 1960s, the mathematician Christopher Alexander was among the first
researchers to define design as a form of problem-solving. He argued that design
is shaped by our definition and therefore by the structure of the problem. Alexan-
der’s Notes on the Synthesis of Form [9], which is highly focused on the components
of physical structures of design, and A Pattern Language [10] are early interpretations
of this shift in the focus of design from the end product to the process. Alexander says
that “these notes are about the process of design; the process of inventing physical
things which display physical order, organization of form...” [9].

Herbert Simon introduced the notion of design as a way of thinking [11]. Accord-
ing to Nigel Cross, the decade culminated with Simon’s work and his specific plea
for the development of “a science of design: a body of intellectually tough, analytic,
partly formalizable partly empirical, teachable doctrine about the design process”
[12].

This initial work on design thinking was based on the earlier works of problem-
solving in cognitive science and artificial intelligence [5]. Design was treated as
a type of problem-solving, as an investigation of a space of possible solutions for
the finest or a satisfying solution, in an attitude similar to studies of chess, crypto-
arithmetic, and puzzle solving [5]. Almost until the late 90s, it had been common
to use the language of cognitive science studies and its concepts for the problem-
solving behaviour. However, research in design thinking suggests that design is not
normal problem-solving [13]. Approaching design as a normal problem-solving has
been criticized in the design world: The early efforts to restructure the process of
design into something more traditional and methodical were seen at the beginning
as lack of respect for the natural design ability, which is something inherent within
human cognition and is a key part of what makes us human [2]. Rationalization and
formalization of design hide some complexity, but in order to adequately address this
complexity mode, reduction of complexity is required for a closer examination [3].
The shift of focus from the end product to the process opened up possibilities of design
process transparency. Starting from the 1971 Design Participation Conference, new
design methods and models have been researched for a reorientation of knowledge
and power during the design process between stakeholders, a real transfer of power
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on design decisions, a redefinition of the relationship between designer and its users
[4]. This approach adopted herein provides a theoretical lens in which architectural
design can be treated as a social process distributed between architect and non-
architect stakeholders.

Architectural Representations

In subfields of design cognition, such as architectural design, industrial design, engi-
neering design or software design, cognitive processes have both similarities and
differences. Within the scope of the present paper, the focus of design cognition
will be on architectural design. The protocol analyses and other empirical studies of
architectural design have shaped the groundwork in order to understand the nature
of architectural design cognition [14].

A major difference between architecture and other design areas is the richness
of representations. The range and scope of representations used during the different
stages of architectural design process are broader than in any other design area [15].
In the architectural design process there are many stages, ranging from the concep-
tual to the construction stage. These different stages heavily rely on a wide range and
scope of representations, from sketches and diagrams to 1/10 scale details. Addition-
ally, architecture operates in various heterogeneous dimensions, including functional,
ergonomic, social, psychological, cognitive, climatic, economical aspects. Conse-
quently, architectural design problems are required to be represented through a wide
variety of parameters [15]. Unlike any other design field, in architectural design the
introduction of novel and diverse sets of representations is encouraged. Therefore, a
saturation of representational formats and media is observed. Moreover, architecture
is socially situated and it must respond to a variety of non-specialist parties that are
also involved. All these facts make architecture a ‘representation-saturated problem
domain’ that relies on different types of representation [15].

Empirical research studies of sketching in early design periods were pioneered
in the 1990s. Gabriela Goldschmidt investigated the process of sketching through
thinking aloud sessions, where the participants were asked to define their action
verbally during sketching [16]. The sessions were recorded during the design act and
then transcribed. Transcriptions along with the sketches made by the participants
comprised the protocol which served as data. Goldschmidt’s studies show a symbiotic
relationship between internal (cognitive) and external (analogue) representations,
and how the interchange between them is critical for pushing design forward [16].
Masaki Suwa and Barbara Tversky conducted protocol analysis indoors to examine
how architects think and read off from their own freehand sketches and how they
perceptually interact and benefit from their sketches. They suggest that freehand
sketches are external representations that are essential for design ideas during the
early design process [17].

These studies have become one of the main resources in design research aiming
to understand the role of sketching in the early design process. They demonstrated
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that there is a cognitive boundary to the quantity of complexity that can be handled
internally. By sketching, a temporary external store for creative ideas is provided [2].
Designers use drawings as a means of imagining or discovering something that they
cannot construct in the mind, and as a means of communicating with others [2].

Despite the ongoing research of new tools and representational formats, the main
conventional representation in architectural design still consists of architectural draw-
ing (plans, sections, elevation) and 3D models. These may be drawn by hand or
computer. Within the scope of the present paper, the focus of representation is on
architectural drawings rather than informal and personal types of drawing such as
sketching and doodling.

Architectural drawing has been the subject matter of basic courses in architectural
curricula. Students are expected to read and interpret architectural drawings and gen-
erate architectural drawings of plans, elevations and sections during the early stages
of architectural education. Eastman suggests that this requires a mental mapping
from 3D to 2D plans, sections and elevations [5]. Plans and sections are significant
abstractions of abuilding, such as space allocation, horizontal and vertical circulation,
structural and construction systems, etc. Images generated from 3D models provide
representation for other more perceptual aspects of buildings. Students gain many
skills related to architectural drawings. For instance, they learn to select appropri-
ate 2D and 3D architectural drawings and to map between different representations.
Students are expected to be able to make deductions regarding several aspects of
buildings from their drawings, i.e. the ability to fluently read and write architectural
drawings [5].

Most of research conducted on architectural design representation has been
restricted to the early stages of design, such as preliminary and conceptual processes.
Besides, it is focused on scrutinizing what designers do in the early stages when they
come up with creative insights or ideas. For a more complete study of design cogni-
tion, new questions need to be raised from a design cognition perspective in order to
move beyond a mere focus on the earlier stages of design. This is especially relevant
since the design process does not end up when the ideas are stored in the designer’s
head, on paper or in digital format. Through multidisciplinary team work, archi-
tectural design evolves in complexity not just until the construction phase but even
throughout its interaction with the user. As mentioned above, empirical research on
design cognition is mainly based on the stage of design inception, neglecting further
processes and production as well as the involvement of new actors.

In this respect, not only the scope but also the understanding of the differences
between novice-layman and professional/non-professional performance in design is
still rather limited, despite being a significant research area, and considering that
architectural design involves both internal and external parties. Internal parties are
specialists, a design team of different professional groups, such as urban planners,
interior architects, landscape architects, and engineers; furthermore, external parties
are non-specialists, such as contractors, investors, clients, users, public administra-
tion, etc.
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Expertise Studies and Eye Tracking

Expertise studies is an interdisciplinary research area covering multiple domains of
study: professional domains (medicine, surgery, design, software design, etc.); arts,
sports and motor skills (driving, dance, etc.); games (chess, video games, Tetris,
etc.) and many other [18]. Expert studies provide insight into teaching, learning
methods and skill training techniques in these areas [18]. Some expertise studies use
a proficiency scale with seven levels: naive (one who is out of domain), novice (new
member of domain), initiate (a novice who had an initiation), apprentice (a student
undergoing learning), journeyman (who can already perform unsupervised), expert
(distinguished journeyman), and master (an expert who is also qualified to teach)
[18].

One of the early works on learning and cognitive capacities was carried out by
cognitive psychologist George A. Miller in the 1950s. He proposed that a mental
process, called ‘chunking’, is necessary for cognition, by recoding information into
larger units and arranging it into structures [19]. Miller pointed out that memory
span is a fixed number of chunks, but not a fixed number of bits of information
[19]. Learning increases the bits per chunk; the expert chunking mechanism reveals
differences from that of novices. It is possible to increase the number of bits of
information that memory span contains by building larger chunks.

In 1973, William G. Chase and Herbert Simon became pioneers in studying exper-
tise through analysing eye movements. They studied perception in chess by analysing
the varying strength of chess players’ eye movements [20]. Their findings revealed
that chess masters automatically chunk the board into a set of identified patterns,
which enable them to sort through the details of the game faster and easier than less
experienced players [20]. In chess playing, chess masters survey chess board posi-
tions and recognize patterns and strategies for resolving them. On the other hand,
novices cannot see beyond the next one or two moves and exhibit more complex
gaze patterns. In the later years of developing of technologies to record, measure and
analyse eye movements, eye tracking methods have been used to prove empirical data
supporting these early expertise studies. The eye movement patterns of professional
and amateur chess players, obtained by means of eye tracking are shown in Fig. 1.

Eye tracking proved to be an empirically valid method to trace expertise differ-
ences in perception, especially through the use of domain specific representations in
experimental setups [22, 23]. Increasing number of disciplines are exploiting these
developing techniques in their research methodologies and education techniques: e.g.
medicine specialities that rely on analysis of imagery, such as radiology, pathology
and dermatology. The research conducted in these fields also confirm that experts
perform different visual behaviour and stereotypical scan patterns when compared to
novices [22]. Instead of passively photocopying the representation that carry visual
information, perception actively interprets the information based on experience and
goals [22]. These studies suggest that providing training information to novices on
how to look for relevant image features, as well as eye movement monitoring, could
assist students in developing techniques to make decisions more quickly and accu-
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rately [23]. Accordingly, such training could prevent potential medical errors that
occur during visual analysis of medical images by reducing the delay in capturing
information [23].

Expertise Studies in Architecture

In current architectural design research, eye tracking is not a commonly used method-
ology. However, researchers who conducted expertise studies in the architectural
domain also refer to cognitive differences related to expertise [24—26]. In the domain
of architecture, Akin [24] discovered direct evidence of pattern chunking into hierar-
chical representations. Cross [25] mentions that experts are more capable of storing
and accessing information in ‘larger cognitive chunks’ than novices. Experts are also
capable of recognizing the underlying principles rather than focusing on the surface
features of problems [25]. Following the proficiency scale used in expertise studies,
degrees of design expertise are grouped into seven levels of distinction with a slight
difference such as: naive, novice, advanced beginner, competent, expert, master and
visionary [1]. This study focuses on the differences between non-architect students
(graduates from backgrounds other than design, who represent the ones who are out
of domain), and graduate-level architecture students (who are eligible to perform
architecture by themselves).

Experiment

Participants, Materials and Procedure

The experimental context of this study was conducted at the Human Computer Inter-
action Research and Application Laboratory at the Middle East Technical University
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(METU), Ankara. The research study was approved by the ethics committee of
METU Applied Ethics Research Center (UEAM). 19 students from METU Depart-
ment of Architecture and 19 students from other departments participated in the
experiments. The participants provided informed consent at the beginning of the
experiment session. All students were graduate-level students (either master or doc-
torate), the group of architecture students included those who had completed their
Bachelor’s degree in architecture, whereas non-architecture students were chosen
among those with backgrounds other than design.

All subjects participated in an eye tracking experiment. Their eye movements were
recorded by a non-intrusive 120 Hz eye tracker (Tobii T120). The participants were
presented architectural drawings of two alternative buildings on computer screen.
These alternative buildings were the proposals for a monumental grave/museum
building to be constructed in their city. The participants were asked to choose one
of them and write a reason for their selection, so that the participant would need
to perceive and analyse the given drawings and images, as illustrated in Fig. 2.
As two alternatives, two competition entry projects were used for a monumental
grave/museum building [27, 28]. The two alternatives were presented, in a random
order, as alternatives A and B, in order to eliminate possible presentation order bias
effects on the results. Hence, in this paper the building proposal with a rectangular
building form is referred unambiguously as “rectangular building” and the proposal
with a triangular building form is referred as “triangular building”.

Each building alternative was presented in two consecutive stimuli screens, each
consisting of two 2D technical drawings and two 3D computer-generated images.
The 2D technical drawings and 3D computer images, which were presented in the
same screen, were selected specifically to convey similar information. In the first
screen, the technical drawing of the site plan was presented next to an image of
the site and the technical drawing of the floor plan was presented next to an image
from the interior of the building. In the second screen, the technical drawing of a
section and fagade was presented next to two images of the exterior of the building.
The participants were not given a limited amount of time to inspect the stimuli, but
instead they were asked to press any keyboard key whenever they wanted to move
to the next screen.

The dimensions of each stimuli screen were 1024 x 768 pixels, which matched
the size of the eye tracker screen. The architectural drawings on each screen were
454 x 321 pixels. The technical drawings and the computer-generated images were
presented in a single stimuli screen, instead of each screen being composed of one
single image. This stimuli design allowed the participants to compare the information
provided by different drawings and images on the same screen.

In the final slide, an image of each building was presented and the participant was
asked to submit his/her choice. Finally, the participants were asked to write down
the reasons for their selection.
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Fig. 2 Stimuli and decision screen used in the experiment

Analysis

The eye tracking data were analysed by Tobii Studio software. For each stimuli
alternative (triangular building and square building) and on each stimuli screen,
four areas of interest (AOI) are defined with equal sizes on each drawing or image.
Defining the AOl is necessary for instructing the software to calculate the statistics for
each stimuli screen. The eye tracking metrics were then calculated in relation to those
AOIs. On the first stimuli screen, four AOIs were specified: Site Plan Technical, Plan
Technical, Site Plan 3D, Plan 3D. On the second screen, four AOIs were specified:
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Fig. 3 The specification of the Areas of Interest (AOI)s

Section Technical, Fagade Technical, Section 3D, Facade 3D. These make eight AOIs
in total for each building alternative, corresponding to eight images and drawings for
each building; in total 16 AOIs, as illustrated in Fig. 3.

Eye tracking metrics that are used in the analysis are: mean and total fixation
duration, mean and total visit duration, number of fixations (fixation count) and
number of visits to the AOIs (visit count). Metric results were analysed time wise
(fixation duration and visit duration) and amount wise (fixation count and visit count),
in order to compare the differences in speed with which chunks were perceived and
in the size of the chunks between non-architects and architects during perception of
architectural drawings.

‘Fixation duration metric’ measures the durations of each individual fixation
within an AOI. ‘Fixation count metric’ measures the number of times the partic-
ipant fixates on an AOL. If, during the recording, the participant leaves and returns
to the same AOI, the new fixations on this area of the slide are included in the cal-
culations of the metric. Conversely, ‘Visit duration metric’ measures the duration of
each individual visit within an AOI; and ‘Visit count metric’ measures the number
of visits within an active AOL

Eye tracking measures are analysed in relation to both within-subject and between-
subject factors. The between-subject variable is analysed in relation to expertise factor
(non-architecture students vs. architecture students). The within-subject variables are
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building form (triangular building vs. square building) and drawing type (site plan,
plan, section and fagade).

Results

The results revealed that most of the eye movement measures showed significant dif-
ferences between the conditions of the expertise variable (non-architecture students
vs. architecture students). The building form (comparison of triangular vs. square
building) was a significant factor in a few eye movement measures (mean fixation
duration and fixation count). The different drawing types showed statistically signif-
icant differences in the comparison of the four conditions of plan, site plan, facade,
and section. The results are presented below.

Expertise: Non-architecture Students Versus Architecture Students

The two groups of the participants were different in terms of their expertise of archi-
tectural knowledge, as stated above. For a number of dimensions, the difference
between the groups revealed statistically significant differences in gaze measure-
ments (see Table 1). The participants in the non-architect group exhibited longer mean
fixation duration (236.9 ms), compared to that of architect participants (215.8 ms).
Non-architecture participants also spent longer inspection time (3848 ms), namely
total fixation duration on the stimuli compared to architect participants (2848 ms). A
similar result was obtained for the fixation counts on the stimuli between two groups
of participants. The mean number of fixations of non-architect participants (16.1)
was higher than that of the architects (11.4).

The mean duration of each visit to an AOI in the non-architect group (1123 ms)
was also higher than for the architect group (982 ms). Likewise, the total visit duration
to the AOIs was longer in non-architect students (4639 ms) compared to architects
(3629 ms). On the other hand, the mean number of visit counts to each AOI was
lower in the non-architect group (3.77) than in the architect group (4.69).

To sum up, the duration results so far show that non-architect participants spent
more time on the stimuli, both in terms of the duration of each fixation and in
terms of the total gaze time on the stimuli. The architect participants inspected the
stimulus spending less time but with more visits on AOISs as one by one, and less shift
between AOIs. Non-architect participants performed more inordinate eye movement
patterns as seen in Figs. 4 and 5. In other words, during the perception of architectural
drawings, their eyes made more moves between different AOIs than architects. These
findings show different inspection strategies exhibited by the two different groups
by means of duration, count and gaze patterns.



392

C. A. Colago and C. Acartiirk

Table 1 Statistic results showing differences between non-architecture students and architecture

students

Non-architecture students

Architecture students

Mean fixation 236.9 ms 215.8 ms
Duration SD=71.2 SD=75.6
Total fixation 3848 ms 2848 ms
Duration SD=3848 SD=3434
Mean fixation count 16.1 11.4
SD=14.5 SD=13.3
Mean visit duration 1123 ms 982 ms
SD=2830 SD =837
Total visit duration 4639 ms 3629 ms
SD=4606 SD=4076
Mean visit count 3.77 4.69
SD=2.45 SD=5.03

Fig. 4 Gaze plots of non-architect participants
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Fig. 5 Gaze plots of architect participants

Building Form: Triangular Versus Square Building

The participants were presented two different forms: an alternative building with a
triangular form and another alterative with a rectangular form. The results of the
analysis did not show significant differences between the two for all eye move-
ment measures (see Table 2). The mean fixation duration on the triangular building
was longer (238.3 ms) than the mean fixation duration on the rectangular building
(216.4 ms). No significant differences were obtained in total fixation duration and
mean fixation count between the two building alternatives. There may be various
factors that influenced the inspection patterns between the two building alternatives,
such as complexity of form, arrangement of plan and section layout, different design
concepts, etc.

Nonetheless, a significant relation between Expertise and the Building Form vari-
able was obtained. For instance, non-architect participants exhibited a closer inspec-
tion of the rectangular building by means of longer time and bigger number of
fixations. In contrast, the pattern was reversed for the architect participants.
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Table 2 Statistic results showing differences between two building alternatives

Triangular building Rectangular building
Mean fixation 238.3 ms 216.4 ms
Duration SD=79.8 SD=64.9
Total fixation 3187 ms 3607 ms
Duration SD=3834 SD=3525
Mean fixation count 12.8 15.2
SD=13.9 SD=11.7

Table 3 Statistic results showing differences between drawing types

Site plan Plan Section Facade
Total fixation 5281 ms 3434 ms 2859 ms 1967 ms
Duration SD=4871 SD=4152 SD =2287 SD =159
Total fixation 20.4 14.3 12.7 8.52
Count SD=16.2 SD=14.8 SD=8.8 SD=6.78

Drawing Type: Plan, Site Plan, Facade and Section

The participants were presented four different images of each of the two buildings.
These images represented the plan, the site plan, the fagade and the section of the
buildings. Analysis of the eye movement measurements showed significant differ-
ences among those four (see Table 3). In particular, the participants (independently
from expertise) spent the longest time (viz. total fixation duration) on the site plan,
followed by the plan, and then the section. They spent the shortest time on the facade.
The analysis of fixation counts revealed a similar picture; the highest being on the site
plan, followed by the plan, then the section, and finally the facade. No meaningful
relation was encountered between Expertise and the Drawing Types variable, neither
for total fixation duration, nor for the mean fixation count on the AOIs.

The Final Preferences

The final preferences of the two alternatives by architecture and non-architecture
students are also categorized for the two participant groups. In the group of non-
architects, 13 subjects preferred the square building to be constructed in their city
to the triangular building; 5 subjects preferred the triangular building. Then again,
for the architect subjects, only 5 preferred the square building to be constructed in
their city; 10 subjects preferred the triangular building. It is interesting to observe
that the two different groups of subjects preferred different buildings. However, the
architectural preference for shapes is scope of another line of research topic, where
currently cognitive scientists are searching for a relation between visual aesthetic
preferences and brain activation [29].
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Conclusion and Future Works

Studies of differences in design cognition between architects and non-architects are
still very limited. Variances are explicitly expected, but it remains important to cate-
gorize and evaluate the differences in cognitive functions between professional and
non-professional within the context of socially distributed aspects of design. Clarify-
ing the differences between architects and non-architects during perception, analysis
and evaluation of representation is critical for further development of methods and
tools supporting communication between different design parties, especially when
empowering non-professional parties. In order to provide empirical data related to
conventional representation techniques in architecture (2D technical drawings and
3D computer-generated images) the present study was conducted using eye tracking
devices on two groups of participants: graduate-level students of the Department of
Architecture and students from other faculties.

Three categories of variables are analysed: means of duration, count and gaze plot
patterns. The results show that architecture and non-architecture students exhibit dif-
ferent cognitive processes during perception of architectural drawings. The duration,
count and inordinateness of gaze patterns of architect subjects are lower than those
of non-architect subjects. When gaze plots of architect and non-architect subjects
are analysed, it is observed that architects exhibit some systematic scan patterns.
This is due to the fact that architects execute knowledge and task-driven gaze control
with the aim of a quick understanding of the two design alternatives and selecting
one, which requires them to read and interpret architectural drawings and images, to
perform mental mappings from 3D to 2D plans, sections and elevations. Hence, archi-
tects exhibited a purposeful scanning pattern. In other words, unlike non-architects,
architects did not perform inordinate scanning patterns with random eye movements
from one image to another. Their eyes mostly moved between site plan-plan and site
plan-3D site view. Instead, from the gaze plot results, it is seen that non-architects
performed more eye movements between images without making meaningful con-
nections between drawings and images.

The results of the eye tracking experiment conducted herein showed similar results
to expertise studies conducted in other abovementioned domains such as: experts
require less fixation time and count, and their gaze maps are less inordinate. The
difference in inordinateness of scan patterns of architect and non-architect subjects
is very similar to the difference of the eye movement patterns of professional and
amateur chess players.

In conclusion, significant differences are observed between architect and non-
architect participants during the perception, analysis and evaluation of architectural
drawings. It is not surprising that architect and non-architect participants exhibited
different behaviours, since architect participants had already completed 57 years
of their studies in the architectural field. Yet, the contribution of this study is the
empirical data and proof it provided for the two facts mentioned above. First, the
fact that architects require less fixation time and count, is in line with results of
expertise studies that are done in other disciplines that also require domain specific
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representations. Second, it is significant that the gaze pattern of the architect and
non-architect groups are distinguished into two different scan patterns.

The results of this experiment point out that the requirements for a deeper com-
munication between design parties with different cognitive faculties go beyond con-
ventional 2D and 3D drawings. The necessity for a convergence platform for profes-
sionals and non-professionals in the field of architectural design practice gains more
importance within the context of decaying professional monopolies in design exper-
tise between designers and users; and changing relationships between architects and
non-architect stakeholders.

The outcome of this study primarily provides empirical data for the comparison
of different visual representation techniques that aims to empower non-architect
stakeholders in the design process. This study is proposed to be further developed
by conducting the same experimental setup for other fields of visual representation
beyond conventional 2D and 3D drawings and to assess whether the differences
between architects and non-architects described in this paper could be overcome.
Besides, further expertise experiments will be conducted by means of empirical
methods other than eye tracking, which is expected to provide comparative insight
into the validity of different empirical methods in design research. Finally, expertise
studies in architecture could be further developed in order to provide insight for
design education.
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Part VI
Design Grammars



On John Portman’s Atria: Two Exercises )
in Hotel Composition

updates

Heather Ligler and Athanassios Economou

Two formal exercises in hotel composition are presented. In both, the hospitality
work of the architect John Portman is the focus. His language of hollow forms is
addressed following his unique claim on the organizing principles found in his 1964
house, Entelechy I. The first exercise outlines a generative specification for his atrium
hotel language in a parametric shape grammar informed by the logic of the house that
generates an atrium hotel prototype. The second exercise speculates with a sketch on
how transformation grammars can yield various configurations to explore Portman’s
atrium hotel language for a series of initial shapes. The overall goal of the research is
to progress an ongoing effort to build a constructive theory on Portman’s architectural
language as explored for a variety of scales and contexts.

Introduction

John Portman’s work is characterized by his atria that captivate the popular imag-
ination. These compelling spaces have set the tone for principles of architectural
hospitality imitated worldwide. Still, both Portman’s contributions and subsequent
replication inspired by his work remains difficult to assess, with no coherent theory
to differentiate the subtlety and value of the originals, or even to distinguish between
a copy and the real thing. Here, the subject of Portman’s hotel composition is taken
on to begin to systematize his approach in a logical way. Uniquely, Portman’s own
inventive narrative describes the origins of this work related to the precedent of his
1964 personal residence, Entelechy 1. He describes the project as the design genera-
tor informing his entire corpus, a mythology he maintained in reflections throughout
his life. This productive myth is one that can be engaged today in a vital way to
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research and remix Portman’s architectural language by looking and looking again
at Entelechy I to constructively experiment with its resourcefulness as an innovation
engine. This starting point is intriguing to map Portman’s claims, but more impor-
tantly to engage his work in another way and likewise inform additional applications.
This study focuses on the atrium hotel language and its implicit relation to the house
to begin structuring this effort.

Hollow Containers

John Portman’s hospitality corpus begins with his first atrium hotel, the emblematic
and speculative 1967 Hyatt Regency in Atlanta, Georgia, USA. In this work, Port-
man essentially altered the architecture of the hotel building type in his efforts to
“(re)invent the atrium,” while simultaneously creating an interior urbanism defined
by his distinctive hollow forms [1, 2]. However, in Portman’s own conclusions and
reflections on the evolution of his architectural language, he begins the story not with
his infamous hotels, but with his 1964 personal residence, Entelechy 1. Portman is
explicit about the house as a generator in his 1976 book, The Architect as Developer:

... much of my later work is implicit in that house. It contains the basis for my architectural
philosophy: organizing principles that work for a room or a restaurant, a building or a group
of buildings. [3]

The organizing element of Entelechy I is the hollow column and even more impor-
tantly for this study, it provides the conceptual and formal basis to describe the evo-
lution of Portman’s language from house to hotel. The hollow column is a spatial,
structural, and connective device composed of eight panels so that the four aligned
with the cardinal axes are load-bearing and the remaining four panels can be flexibly
arranged for a desired use, connection, or aesthetic. Within this system, two basic
spatial types are contained by the hollow column: a minor space is defined within the
singular hollow column (Fig. 1a); while a major space is the emergent field defined
by four hollow columns arranged in a square grid (Fig. 1b). The plans of the house
illustrate how these systems are deployed as shown in Fig. 2. The hollow containers
in the house are relentlessly repeated to create emergent modules of major spaces
bounded by minor spaces, a coordinate unit that characterizes the domestic spatial
arrangement. Functionally, the house is separated so that the west side caters to pri-
vate family use with major spaces coordinated as bedrooms, bathrooms, informal
living and dining rooms, service areas, and the kitchen; while the east side has a pub-
lic entertaining emphasis for welcoming guests so that it contains the entry bridge
and foyer as well as major spaces that function as the formal living, dining, and music
rooms. These distinctions are both functional and spatial, with the private family side
characterized for a daily retreat to more intimate spaces and the public entertaining
side opened to double-height volumes alongside atmospheric lily-pad-like spaces
(including the central dining island) occupying the water garden that flows within
the house. Supporting the major spaces, minor spaces are utilized to provide structure
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Fig. 1 Hollow columns: a a (b) - hnd
single column defining a ( ) ( )
minor space; b an
arrangement of columns to — —
define an emergent major
space (a)

( ) O )

and horizontal circulation, light wells, vertical circulation, studies, libraries, closets,
half bathrooms, and even more possibilities including additional vestibules that are
often filled as micro art galleries for the display of collections including painting and
sculpture (Fig. 3).

In his explanation of the development of the hollow, or exploded, column, Portman
is clear that this element is related to his concept of ‘space within space’ and his
subsequent expansion of the idea in his atrium hotels:

In both, the exploded column and the atrium, space within space was created while moving
structure to the exterior skin of the circumference — integrating functional space, structure
and circulation — while creating and exposing a unique spatial element — breaking the mold
of compressed architecture. [4]

From the house to the hotel, or the hollow column to the hollow atrium, the
fillings for the giant container are as varied as those in the house, but they take on
different forms. For the hotel, as characterized by Portman’s first atrium hotel (the
1967 Hyatt Regency in Atlanta, GA, USA), three plans are shown for comparison
in Fig. 4. The key functional parts of the hotel are the private guestrooms and the
public amenities, whose drastic differences in scale and spatial requirements are the
major challenge of the composition. In the hollow hotel, this is easily and efficiently
resolved as the perimeter guestroom towers contain all the private guestroom spaces,
allowing amenities to be organized around the atrium lobby as well as above or
below the guestroom floors so that the larger spaces can more easily avoid conflicts
with the structural bays and wet walls of the guestrooms. This leaves the void of the
atrium free for a variety of interventions including the characteristic exploded core
with glass observation elevators that animate the volume, while also enabling unique
attractions like the panoramic rotating restaurant to freely move above the atrium
and terminate the vertical core.

These early models in Entelechy I and the Hyatt Regency can be seen as prototypes
of Portman’s language in the context of residential and hospitality design problems,
each, respectively, experimenting with the possibilities of a hollow space and the
device that contains it. In the house, the spatial device is multiplied as 24 hollow
columns to carry the full load of the structure, each capped by a skylight, essentially
creating the series of mini-atria that have inspired an interpretation of the house as a
modern hypostyle hall [5]. In the hotel, the spatial device is analogously constructed
as a single giant hollow container defined by the rotational symmetry of the figural
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Fig. 2 The plans of the 1964
residence, Entelechy I in
Atlanta, GA, USA, from
bottom to top: the lower level
(Ly); the upper level (Ly);
and the roof level (LR)
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Fig. 3 Hollow columns defining minor spaces as utilized in Entelechy I

perimeter guestroom towers and capped by a skylight to essentially characterize an
atrium hotel type. Altogether, the formal and functional organization is systematic
and clear in both hollow house and hollow hotel.

Exercise One: From House to Hotel

A first effort to address Portman’s architectural language formally is given in the
Entelechy grammar, a parametric shape grammar specified to generate the 1964 house
that Portman built for his family and distinguishes as crucial to the development of his
design principles ever since [3, 6]. Shape grammars appeal to the ongoing ambition
of this research, because the formalism offers a visual way to engage relationships
in design so that a theory of architectural principles can be materialized through
productive shape computations [7-9]. In this first exercise in hotel composition, the
connection between house and hotel is explored to define an atrium hotel grammar
to generate a prototype based on the Atlanta Hyatt Regency. Distinctive to the atrium
hotel grammar is an initial transformation stage to generate the organizing principles
for the initial shape. This transformation stage is one way to make connections
between the house and the hotel, so that transformation rules are applied to the
original design to begin a new constructive interpretation [9, 10]. This starting point
begins with the house, to look again at the structure of the hollow column in the
original work to set up the production of the hollow hotel. To more precisely map
this process, three transformation rules are shown in Fig. 5. Transformation rule 1
starts with a single hollow column from the house and applies a scalar transformation
to increase the scale of the hollow column to encompass an atrium at the hotel scale.
Transformation rule 2 defines an ordering diagram to label an initial shape to organize
the hotel. The ordering relationships include the shape boundary and labeled axes
organized to create perpendicular intersections at each side of the shape radiating
from the centroid. Transformation rule 3 generates an initial shape approximated by
the circle of the original hollow column configuration and specified as an n-sided
polygon defined by the same conventions. These transformation rules are applied to
set up the organizational guidelines for the various initial shape(s) that can be used
in the grammar. The square configuration (n=4) will be the main prototype for the
detailed illustration of the grammar in the paper and is shown in the initial shape rule
of Fig. 6.

The grammar is organized in three stages that map precisely to the house grammar
for Entelechy I to facilitate ease of comparison for the interested reader. The stages



406 H. Ligler and A. Economou

Fig. 4 The plans of the 1967 P
Hyatt Regency in Atlanta,
GA, USA, from bottom to

top: the lobby level (Li;); a
typical guestroom level (Lg);
and the roof level (LR)
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Fig. 5 Initial transformation —
rules 11-3
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Fig. 6 The initial shape rule
of the grammar

work through the design procedurally from basic concepts to developed design to
mirror processes in architectural design. The three stages are Stage 1: Framework;
Stage 2: Configuration; and Stage 3: Style. The first stage initializes the process and
sets up the spatial canvas by developing the key boundary elements and labeling
for organizational symmetries. The second stage builds the sculptural structural ele-
ments on this canvas to develop the basic configuration of a design including the
consideration of natural light, structure, and circulation. The third stage continues
the development to the details of the exterior and interior articulation and clarifies
functional arrangements to complete the process and yield a design in the atrium
hotel language.

Stage 1: Framework

Stage 1 includes five rules to complete the framework as shown in Fig. 7. Rule 1
subdivides the initial shape by an offset dimension representing the depth of the
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Fig. 7 Shape rules 01-05
for stage 1: framework

01 L - >

o L - [ILL

03 -

04 1 - N

define levels

05 p—p+q

guestroom module. Rule 2 subdivides each side of a given shape into a series of
n guestroom modules as defined by the designer, where each module represents a
hotel structural bay, which typically means two standard guestrooms or one suite. In
the square configuration demonstrated here, the corner modules are emergent after
this rule is applied. Rule 3 redefines the inner boundary to accommodate a perimeter
corridor at the guestrooms. This rule also includes the label “c” at corners to define
future circulation networks that will connect to the corridor. At least four ¢ labels
must be applied in any production to plan for the minimum of two egress stairs and
two service elevators. For the square configuration, the c label is used to assign these
locations in a configuration guided by rotational symmetry. Rule 4 uses this ¢ label
to further mark the ordering for the circulation system across a half-module of the
guestroom bay. The final operation in this stage is Rule 5 that defines the number of
levels the grammar will generate in a production with the description rule p — p+gq,
where p=1 for the minimum of one floor level, and g adds any additional levels. In
the derivations illustrated here, the level definition includes three floors in total so
that an output of three plans can be generated. The three levels necessary for this
outcome include the lobby level (L), a typical guestroom level (L), and the roof
level (Lr). For simplicity and clarity in the rules, only one level is shown although the
application of the rule may affect multiple levels, which can be seen in the derivation
at each stage. Figure 8 shows the derivation at this stage in the grammar to define
the framework.
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Fig. 8 Derivation of the framework for a square atrium hotel

Stage 2: Configuration

The second stage of the grammar includes six rules to develop a basic configuration
in the language that foregrounds a vertical connection to the sky for natural light
as well as the primary structural and circulation systems of a design as shown in
Fig. 9. Rule 6 defines the roof slab at the roof level so that the central hole is left
open. Rule 7 defines the atrium slab and Rule 8 adds the vertical structure at each
guestroom module. Rules 9, 10, and 11 all focus on circulation. Rule 9 is applied
to add the hollow guest core, which takes on many forms in Portman’s hotels based
on varied circulation and spatial requirements, yet always depends on the visual
and experiential kinetics of the exploded elevator. Rule 10 is applied to add vertical
egress circulation, which can be coordinated with code requirements to specify its
required application. In the grammar, it is assumed that it must be applied at least
two times for any production to allow for two exit stairs. Rule 11 completes this
stage of the grammar and is applied to add service circulation for the operating needs
of the hotel and follows the minimum specification of two elevators as in the Hyatt
Regency. Figure 10 shows the derivation to illustrate how the design is developed
from a framework to a basic configuration for the hotel.
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Fig. 9 Shape rules 06-11 *
for stage 2: configuration
06 -
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Stage 3: Style

The third and final stage of the grammar includes eight rules to articulate and fill
the basic configuration of the design to complete the generation of an atrium hotel
as shown in Fig. 11. Rule 12 clarifies a joint at the exterior enclosure involving the
translation and depression of a segment of the perimeter. This coordinate expansion
joint is organized by the circulation systems of the design and key to the extension
of those systems for future development, so that additions and adjacent sites can be
connected with extended circulation corridors and sky bridges. Rule 13 adds a gue-
stroom balcony as an extension of the basic form of the massing, which stops short
of the full length so that the corners of the overall form can be emphasized. Rule 14 is
applied to the lobby level to create a recessed entry and its inverse, the projecting bal-
cony, which are on opposite sides of the lobby, related either axially, symmetrically,
or asymmetrically in a design. Both the recessed entry and the projected balcony
impact the exterior enclosure at the lobby level too. The recessed entry breaks the
perimeter at the primary entry side of the building and the projected balcony does
the same, while also stimulating an inset translation of the perimeter back toward
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Fig. 10 Derivation of the configuration for a square atrium hotel

the interior, aiming to tie the lobby to an exterior feature of a plaza, water fountain,
garden, or in the case of the Hyatt Regency, to overlook the pool deck one level below
the lobby. Rule 15 adds the rotating restaurant at the top of the guest elevator core
to facilitate ease of access for hotel guests and visitors as well as the best and most
comprehensive panoramic views. Rule 16 is applied to create a vertical coordinate
joint to further amenity levels and services below grade, typically including meeting
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spaces and ballrooms for a variety of events. This joint might be developed with an
escalator or a monumental stair to physically connect the levels. Rules 17, 18, and
19 add the guestroom layouts to the modules to detail the most private spaces in a
hotel design. Rule 17 defines the guestroom layout at half-modules defined by the
circulation system. Rule 18 defines the typical guestroom layouts. Rule 19 defines
the guestroom layouts at the corners, where suites occupy the full bay of the module.
Rule 20 develops the details of the articulated railing at the interior boundary of
the atrium on each guestroom level. The railing plays on the rhythms of a design
to emphasize the modulation of space between the atrium, the guest elevator core,
and the guestrooms. In addition, this rhythm allows for the perimeter corridor to
expand and contract, while also acting as its own container for the inorganic and
organic atmospheric elements, primarily including plants and vines that provide live
ornament to the atrium. The final rule of the grammar is the finishing rule, f, which
removes the procedural guides and labels to yield a clean output of the design as
described by the erasing schema, x — ---. Figure 12 shows the derivation at this stage
to illustrate how the design is developed from a basic configuration to a design in
Portman’s atrium hotel language.

Exercise 2: From Hotel to Hotel

The second exercise in hotel composition aims to address the challenges of variation
in a language, suggesting an algorithmic tool like Louis Sullivan’s System of Archi-
tectural Ornament, where the architect laid out a process for developing inorganic
primitives into organic designs [11]. On that basis, the starting point for this sketch
goes back to the initial transformation stage of the previous exercise, where the cir-
cular exploded column from the house was used to generate the initial shape. While
previous work has explored the compositional potential of the exploded column as
a circular architectonic element in Portman’s system [6], here the organizing shapes
for the column are expanded to include both the circle and the square of the previous
exercise as well as three new shapes: triangle, pentagon, and hexagon (Fig. 13). Two
subdivisions are shown per side for each shape so that the cyclic symmetry of the
1967 Hyatt Regency can be immediately derived to relate the conceptual organiza-
tion of the expanded hollow column to the hollow hotel (Fig. 14). While the square
prototype was explored in the first exercise, this exercise aims to sketch the potential
of the grammar beyond square and rectilinear forms. To do so, a series of initial
shapes are shown in Fig. 15 as potential candidates to extend the grammar, with the
square included as a reference. To proceed with the exercise, another approach to
transformation grammars is engaged so that a series of rule transformations [10] can
be generated from the grammar of the first exercise to accommodate the changing
context of each new initial shape.

More precisely, each rule transformation used to accomplish a family of designs
in the extended hotel language can be generated for new shape assignments—both
anticipated and emergent—to carry the modified logic through every rule. A simple
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example is shown in Fig. 16 to illustrate how rule 09 in the grammar for a square
hotel can be rewritten as a rule for the triangular hotel.

A shape rule schema is a convention that can be used to describe this parametric
rule transformation in another way. The schema foregrounds the logic in a paramet-
ric shape rule so that it can be generalized, simplified, and applied for any shape
predicate acting as an assignment to the schema. The original definition of the shape
rule schema was particularized by shape-specific parameters, so that values could be
assigned to variables within a shape definition for a parametric shape rule [12]. More
recently, the schema has been extended to accommodate a shape assignment rather
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Fig. 12 Derivation of the style for a square atrium hotel
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Fig. 13 Five hollow column configurations defined by a variety of shapes
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Fig. 14 Five hollow column configurations organized by the cyclic symmetry group
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Fig. 15 Five initial shapes for atrium hotels

Fig. 16 Rule transformation
s09 for a triangular atrium
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than a real value assignment, so that any parametric shape could be the visual assign-
ment to any schema to generate a parametric shape rule [8, 13]. This redefinition of
the schema opens research in shape grammars up to whole new ways of description,
interpretation, evaluation, adaptability, and reuse [14] that is only beginning to be
addressed. Following this understanding of the schema, the rule transformation s09
can be understood in terms of changing shape assignments. For the particularities
of this rule, the shape assignments that created a circular elevator core with four
elevators in the center of a square atrium in the main production of the first exercise
are reassigned to generate a shape rule with a square elevator core with five elevators
at the edge of a triangular atrium. To describe this change, we can use the simple
schema, x — x + y, so that the square atrium of the original rule 09 is reassigned
as the triangular atrium and labeled following the same conventions to define the x
variable on the left-hand side. Then, the square elevator core with five elevators is
the shape assignment for the y variable on the right-hand side to generate the new
shape rule.

Though the complete details are left out here for the sake of space in the paper,
the potential flexibility enabled by rule transformations described by the schema is
immediately appreciated in Figs. 17, 18, and 19. Figures 17 and 18 illustrate alter-
native atria hotels based on this exercise in hotel composition, and Fig. 19 sketches
the derivation of the typical guestroom level for all five initial shapes of Fig. 15. This
final image aims to show the ambition of this exercise: to use schemas to generate rule
transformations that test the logic of a grammar for a variety of different contexts,
here simulated with new shape assignments. The redescription with the schema mod-
els how parametric shape rules and rule schemas can inform one another supporting a
seamless loop in design process between visual rules and abstract principles shaped
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Fig. 17 Alternative atria, from left to right: a circular hotel; a triangular hotel

and formed from one another. This interplay emphasizes the flexibility proposed
by visual calculating “at the quick of experience,” a familiar reality in a designer’s
world and an increasingly central emphasis in shape grammar discourse [15].
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Fig. 18 Alternative atria, from left to right: a pentagonal hotel; a hexagonal hotel

Discussion

Shape grammars provide a way to constructively interpret how a design language
shifts, experiments, and changes over time to add to the understanding that design
is calculating [8, 9]. The strength of this generative approach is its basis in shape,
promoting alignment with the inherently uncertain, exploratory, ambiguous, and
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«Fig. 19 A sketch for the derivation of the typical guestroom level for five initial shapes in the
atrium hotel language

visual environment of a design world [16]. More generally, these exercises provide a
straightforward way to describe and interpret a theory of architectural composition
as a logical and accessible visual calculation [17]. And more specifically in the
context of John Portman’s work, shape computation provides a testing ground to
both formalize rule sets of best practices and experiment with the myth of Entelechy
I as a design generator to interpret how organizing principles can be applied across
scales and settings.

The atrium hotel grammar outlined here describes the beginning of Portman’s
hospitality language, but only the beginning. Immediately following the 1967 Hyatt
Regency, the atrium was quickly contrasted by the 1971 addition of a dense cylindrical
tower of guestrooms at the same site. This adjacency is interesting precisely because
the condensed form of the tower opposes the expansive hollowness of the atrium
and suggests another design approach within the hotel language. Future work will
continue to develop a constructive interpretation of Portman’s hotel language with
this inversion, its ongoing transformation, and more to build on this project with the
intent to map the developments of an architectural language in terms of influence,
evolution, and contribution.
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Monitoring China’s City Expansion )
in the Urban—Rural Fringe: A Grammar Oneck o
for Binjiang District in Hangzhou

Ruichen Ni and José P. Duarte

This study uses an analytical shape grammar to encode the general principles behind
the structure of a fringe district and describe how a rural area evolved into an urban
district. The study shows that both rural and urban development patterns rule-based
and, therefore, urban growth could be regulated using synthetic grammars to control
the transformation of rural into urban patterns.

Introduction

Planning in China is focused on urban growth. Along with the rapid growth in
cities in recent decades, urban expansion in urban—rural fringes has exacerbated
conflicts between formal urban policies and informal rural developments. Urban
form in fringe areas is a result of the dynamic interplay between government and
local communities, leading to the formation of urban villages. This study uses an
analytical shape grammar to encode the general principles behind the structure of a
fringe district. Examining how a rural area evolved into an urban district, the study
shows that both patterns of development are rule-based. Urban growth relies on
existing rural patterns that could be coordinated using shape grammars.

China has experienced strong urban growth over the last decades. According to
the National Bureau of Statistics of China, only 19.4% of its population lived in cities
in 1980, but in 2011 this value exceeded 50% for the first time. Moreover, experts
estimate that the urbanization rate in China will surpass 70% by 2050 [1].

Given the need for city expansion, land use conflicts in urban—rural fringes have
become commonplace. According to Pryor, an urban—rural fringe emerges between
a growing urban center and the surrounding rural hinterland [2]. It is where urban-
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ization progresses with the emergence of heterogeneous land use. In addition, land
conversion in an urban-rural fringe stimulates the transition of social and demo-
graphic characteristics [2]. Based on Maoist’s commitment to develop the urban
proletarian class, the strict classificatory residential system into “urban personnel”
and “rural personnel” has formed a distinct urban—rural division in the country [3].
This distinction has originated a dualistic urban—rural structure of land develop-
ment. The central metropolitan authority is responsible for city planning, while rural
autonomous land distribution by local communities has been encouraged by the
implementation of the household responsibility system within the dual (public and
private) land ownership structure created to boost agricultural production since the
1980s. Thus, land use conversion in fringe areas does not correspond just to a shift
of a transition zone between the countryside and the city. It also consists of a shift
in social development where the traditional social networks of villages collide with
modern industries and city lifestyles. In this scenario, major conflicts in the urban
fringes include the following:

e Changing agricultural milieu of urban—rural fringe. There is a vast conversion
of agricultural land into urban tracts in the suburbs for commercial, industrial,
residential, and educational uses. Local dwellers are allocated to residential high-
rise buildings. Communities lose their identity due to uniform urban constructions
and a lack of human-scale spacing.

e Formation of urban villages. In the rapid urbanization context, the informal devel-
opment of rural areas by local communities has formed another category of spaces
and residents called urban villages. These villages are part of the urban area in terms
of physical location but retain rural characteristics with regard to building com-
position and residential demography [4]. Although urban villages preserve some
local culture and provide cheap housing options for people, they exert threats to
the wellness of public. The complex networks within urban villages pose a danger
to public security, presenting lack of public facilities, deteriorated infrastructure
systems, and informal living conditions, in sharp contrast with nearby thriving
modern industry [5].

e Simultaneous forces of urban and rural expansion. Urban form in fringe areas is
the result of a dynamic interplay between the government and rural communities
[4]. However, the importance of the latter has been downplayed by the central
planning paradigm. The formal planning system is regarded as the only legitimate
mode of planning by the majority [6]. This view exacerbates conflicts between the
two, with the needs of rural dwellers not acknowledged by the authorities.

Nonetheless, it is important to consider both types of development in the study of
how a rural area evolves into an urban land use. With this alternative view in mind,
we focused our study on the Binjiang District in Hangzhou, China. Since 2000, the
district has undergone massive development that transformed it from an agricultural
area into an industrial-oriented urban district (Fig. 1). In 1990, building a high-tech
industrial zone south to the Qiantang River became a goal in the governmental agenda
for the area. The three towns near the river—Puyan, Changhe, and Xixing—were put
under the jurisdiction of Hangzhou and in 1996 the Binjiang district came into being
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Fig. 1 Aerial view showing land use change in the period 2000-2016 [21]

encompassing an area of 28.19 square miles. The whole district accelerated its city-
centric urbanization in 2000, with the construction of Binjiang Higher Educational
Park [7].

In the city plan for 2020, it is foreseen the district to be endorsed by a central high-
tech industry park with a university cluster, two commercial blocks, surrounded
by nine residential. The natural area with ecological value will be preserved as
recreational land at the periphery of the district [8].

However, at least 15 urban villages were formed under rapid development and
autonomous rural expansion [9]. Few agriculture activities remain within the urban
villages, due to the loss of suitable land. Major financial support for those dwellers
comes from rental business, factory jobs, and governmental subsidies. The central
planning authority regards urban villages as stains in the emerging industrial high-
land. Starting in 2015, the government managed to redevelop some villages by allo-
cating and dismantling them completely, leaving space for new internet industries

[9].

Research Objective

The study investigates how the rural environment evolved into an urban area in the
selected urban—rural fringe using an analytical shape grammar. Two types of built
environments are examined: (1) new urban districts that have developed based on
the city-centric planning policy and (2) local villages that have evolved following
rural-centric growth in response to urban land conversion over time. By looking
into shape rules and the sequence of their application, we aim to reexamine the
relationship between rural and urban, challenging the usual assumption that the two
types of development are unrelated. We focus on the Binjiang District in Hangzhou,
the capital city of Zhejiang Province, China, due to the availability of historical
aerial images and planning information. By pinpointing potential ways to plan rural
land to accommodate future urban expansion, the study might provide a basis for
decision-making regarding urban expansion and redevelopment of urban villages.
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Theoretical Support

Shape grammars have been used as an effective tool for spatial analysis and design
synthesis in parametric urban design processes [10]. By combining established the-
ories such as Alexander’s pattern language [11], Stiny’s shape grammars [12], and
Hiller’s space syntax [13], urban grammars aim to develop a framework for urban
design. The idea was tested with the development of a specific urban grammar for
Praia that extracted urban program descriptions from a GIS platform and then used
parametric shape grammar rules to generate the urban grid [14]. The Praia gram-
mar was later incorporated in the generation module of the City Induction project.
By extending the concept of discursive grammar [15] to urban design, the project
proposed a generic urban grammar to create a platform for site-scale urban design
that included modules for formulating, generating, and evaluating design alternatives
[16]. The generic grammar could be used by designers to generate new specific urban
grammars for diverse urban contexts. The City Induction project also introduced the
concept of Urban Induction Patterns (UIP) [17] based on Alexander’s pattern lan-
guage [11] and Gamma et al. design patterns [18]. Each UIP captures a recursive
design move that is used in urban design processes in response to a recurrent problem
[18].

The present study uses the concept of generic grammar to encode the general
principles behind the structure of the Binjiang district and then to generate alter-
native design solutions in the way proposed in the City Induction Project. Inspired
by the pattern concept in the City Induction project, we rely on rural induction pat-
terns (RIPs) to describe rural-centric growth and urban induction patterns (UIPs) to
describe city-centric development, and then, compare both. RIPs and UIPs encode
urban design operations regarding rural road formation, rural parcel distribution,
urban street delineation, and urban block division. These design moves are extracted
from the examination of annual aerial photographs from 2000 to 2017, available
planning documentation, and policy information. The transformation from a rural to
an urban structure is explained using induction patterns. To specify semantical and
contextual information, a set of description rules are included in the generic patterns.
The growth of rural and urban areas is compared, from the formation of the basic
axial structure to its subsequent detail into rural or urban fabric. Table 1 lists the
subset of rules that make up the induction patterns.

To describe the types of urban streets transformed by the rules, the generation
module includes an urban ontology. According to Gruber, ontology refers to a “for-
mal, explicit specification of a shared conceptualization” [19]. Defined in the City
Induction project, an urban ontology serves to define types of objects and features
found in the urban environment and elucidate the significant relations among them
[20]. For the purpose of this study, the specification of the hierarchy of urban streets
based on the ontological structure is enough to describe street transformations in
the shape grammar. Transportation Network (TN) is the object class for the urban
street system. Street definition (SD) refers to the street sections as compositions of
profile components [20]. Table 2 shows the components included in the ontology



Monitoring China’s City Expansion in the Urban—Rural ... 425

Table 1 Main classes of rules in RIPs and UIPs

Rural induction pattern (RIP) Urban induction pattern (UIP)

RIP-001: rules to draw “parallel” rural division | UIP-001: rules to determine main geometrical
lines axes

RIP-002: rules to draw “perpendicular” rural | UIP-002: rules to draw an urban grid based on
streets axes

RIP-003: rules to transform the rural grid UIP-003: rules to modify the street hierarchy
RIP-004: rules to subdivide the rural grid into | UIP-004: rules to subdivide the urban grid into
rural plots city blocks and then plots

RIP-005: rules to subtract and concentrate rural
neighborhoods

Table 2 Detail of the transportation network and street definitions classes showing the object types
within each class—the table has been simplified

Groups of entities—object classes Entities (components of urban space)—object
types
a2—TN—transportation network Street types: R1—Ring Road/R2—Primary

Structural Street/R3—Secondary street
system/S1—Local Distribution/S2—Informal
Urban Street

a4—SD—street definitions (street profile Sp—Street profiles:

components) ®—street parking/@—sidewalks/@-bicycle
lane/@—car lane/®—green island (width
varies)

of the street system. Extracted from actual street data on the physical forms and
transportation planning information for the Binjiang district, the left column shows
utilized classes, while the right column shows object types within each class. Each
street type in TN is described as a collection of street profile components from the
SD class [20]. Every actual street in the area can be placed into one of the street types
in TN.

Each type of TN is a composition of street profile components from the SD class.
Each street type includes component requirements and a maximum street width value.
The requirements for TN types are as follows (refer to the street profile components
in Table 2):

Rl: @QI® x 3 ®® x 3I®®@ (maximum width: 50 m)
R2: @GI® x 2 ®® x 2I®@®@ (maximum width: 40 m)
R3: Q@DI®B®@IOG®@ (maximum width: 30 m)

S1: @@DIPIO®@ (maximum width: 25 m)

S2: QADIDD (maximum width: 15 m).

Other street profile components can be added to street types, as long as the street
width does exceed the maximum value allowed. Standards (widths and forms) for
street profile components are consistent in each TN type, except for ®. The green
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island width varies according to the street width and so does the planting pallet. This
qualitative relationship among objects sets criteria for shape rule abstraction, making
it easier to represent the streets planned and constructed within the Binjiang district.

Induction Patterns and Derivations in the Period 1990-2017

Rural Induction Patterns

The rural-centric development starts by extracting and offsetting lines from the pre-
existing limits, such as river, streams, hills, and rail tracks, to create parallel axes
(RIP-001). Then, “perpendicular” rural roads are drawn in a roughly straight angle
to the axes, spaced according to the number of households that will manage the
divided land (RIP-002). The rural grid formed by axes and perpendicular roads are
further subdivided and rural fields are distributed to each individual household (RIP-
003 and 004). Commonly, each household gets 1.1 mu (a Chinese unit of area) on
average. This is the physical implementation of the household responsibility system
for agricultural production. Facing mass industrialization resulting from the thriving
of private-owned business in the new century, rural housing in the district started
to concentrate in clusters (RIP-005-02 and 03). Demolition of existing agricultural
components proceeds during the period between 2000 and 2017 (RIP-005-01).

The sequence of Rural Induction Patterns needed to generate the rural landscape
and to subtract rural lands for latter urbanization is applied as follows (Figs. 2 and
3).

Following are some of the used RIPs and their respective rules.

Urban Induction Patterns

Similarly, the city-centric development also starts by extracting, offsetting, and
extending lines from pre-existing elements to create axial roads (UIP-001-01&02).
Pre-existing elements include bridges, railway tracks, river, streams, and rural roads.
However, during calibration operations, only selected axes regarded as extensions
of two major bridges to remain (UIP-001-03&04). They serve as references to draw
“parallel” and “perpendicular” axes to form an urban grid (UIP-002). For each urban
axis and road generated, rules for urban street classification were operated on the
object to assign and modity its features (UIP-003). Detailed subdivision of the urban
grid is based on the areas of the subdivided blocks and their proportions relative to
the grid, so operates the process for subdividing urban blocks into parcels (UIP-004).

The sequence of Urban Induction Patterns used to account for the generation of
urban form after the year 2000 is as follows (Fig. 4).

Following are some of the used UIPs and their respective rules (Fig 5).
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Following are some of the used RIPs and their respective rules.

RIP-001: Rules to draw “parallel” rural structure

Rule (rumber)  Rule {representation)

Rule 001-01a
draw nural axes
that is paraliel to
the pre-existing  ~pl *
limits:
Wplipl € [Ryph pl includes railway, stream, hill al: @ =r
5 € pl A5 is maximal ris d € (200m300m)
Rule 001-01b B
draw rnural axes .
that is paraliel to " —
the pre-existing
limits A
Vpl.A.B:pl A B € (R}, pl includes railway, stream, hill al: @ —+r
£y € (70°,120%)
Rule 001-01c
Extend rural ar H : ¢4 B
— — e e
aies VABiAB € (R,) T
r v
- —
Rule 001-01d —_ di
Draw paralel a4
Tural ares .d A ——
WA € (R 1 v, d € [400m, 600m])
al: B =7
RIP-002: Rules to draw “perpendicular” rural street, forming rural grid
Rule (number) Rule (representation)
als
¥ r lf
Rule 002-01 . /.
“Perpendicular’ r r D
anas formed
from a pre- A
edsting limit YAB,C,D:A,B,C,D € (Ryr) al: @ —=r
Wpl:pl € (Rl pl includes railway, stream, hill
o refers to the width of the pre - existing limit
Rule 002-02a o A ol 4
Draw a i
“perpendicuiar” L r !
”';::’I"::s VA A€ (Ry) a1 @ =y
pai ¥plipl € [Ryy), pl includes railway, stream, hill 80° < 2y = 110°
A
Rule 002-02b ’ A i T
Drawa
‘perpendicular’ e P /
ans from a REEEESS E——
rallel axis vaid & (R, al: @ <r
i (Rer) 80" < 2y = 110°
r T
Rule 002-03 o
Erase an L2 e L r b
undesirable ‘IITr-"z L_
label point
s VA, B,C1A.B.C € [Ry} al:C =0
Xy > xy
Rule 00204 T o E
Determine the L ri A &
width of & rural d|r > |
block based on vt %
the number of
househokds ¥A1A € (R} x % n, dreferstothe width of block al: @ =8
iving within living and within the block kynSx S kgn FO06: Ry = &

Fig. 3 Rules for rural-centric growth
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RIP-003: Rules to transform rural grid
Rule {numbser) Rule {representation)

Rule 003-01
create rural
street

Rule 003-02
create artficial
‘watercourse

Rule 003-03
define rural

—_ "

alir =
wE [5m,10m]

w

T TN T
— T 3
w

al:r =r,
wE [Sm, 10m, 30m)

RIF- 004: Rules to subdivide rural block into rural plots

Ruke (number) Rule {representation)

A

Rule 004-01a
Subdivide rural
orid into
housing plat
and agrculture
field

Rule 004-02
Place 4 labels
inthe outer
cormer of bl_hto
star generation
process

Rule 004-03a
Insent a housing
cell, erases the
label at the
comer, inserts.
two more labels
‘to continue the
generation

Rule 004-03b
Insert a housing
cell, erases the
label on the
block side,
Insers two
more labeds lo
continue the
generation

Rule 004-03¢c
Insen a housing
cell, erases the
label on the
block side,
inserts two
more labels to
continue the
generation

Fig. 3 (continued)
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Fig. 4 Derivation sequence for the city-centric urbanization in Binjiang district. The derivation is
simplified to the essential steps
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Following are some of the used UIPs and their respective rules.

UIP- 001: Rules that determine the main geometrical axes

Rule

Rule
Rule 001-01a
draw axes that . 4
is paraliel to the 3 ;\/
pre-existing 1 r:l

limits
vplipl € {Ryph. pl includes rallway, stream, rural street, hill al: @ =a, a& TN
5 € pl A5 is maximal als, 0<d<400m
B
Rule 001-01b A /
extend axes = - a
VAB:AB € (Ry) 60° < ¢y < 180°
al: @ —a, a€TN
Rule 001-01¢ 4
draw parallel . ¥
o | e il ¢ T S L s
a a
¢
va:A € (R} ala0<d<200m
al: @ =a, aETN
g
a
Rule 001-02
Draw street that
extends from
bridge \ —
0 <2y ST0° N oA 4
YAB: A8 €(Ry) B s abridge al:t @ - a, a€ETN
ay \Bset
Rule 001-03a
Select axis e
drawn
¥a, € AN Fag ETN: laglllpll < 80%
als B =+ Gggp
Rule 001-03b
Selected axis >
hat meet
crfena remains
as axis
¥ . ETN |
0 £ 2y 5600 X oa al:ag, - a,, ne[3,45] A
¥A,B,C: A,B.C €{Ry}.B isabridge Agpin € TH
Bpat
Rule 001-03¢
Else, erase the > 4]
axes

0 < 2zy S60° W
al: ag = 0 o o

Fig. 5 Rules for city-centric growth
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UIP- 002: Rules to draw urban grid based on axes

Rule (number) Rule (representation)

2n

Rule 002-01
Draw
“perpendicular”
axes(p)

VAB:AB €[R,) a, TN
70° < 2y £90°

UIP- 003: Rules to modify street hierarchy

Rute (number) Rule (representation)
Rule 003-02a by o
Street
categorization  vB:B € [R,y).B isa bridge
a, €ETN
Rule 003-02b g
street
categorization a, €ETN

UIP- 004: Rules to subdivide grid into city block, to subdivide block into plots

Rule (number) Rule (representation)

Rule 004-01
block insertion

Va,n € (1,23}

Rule 004-02
block dnvision
by pre-existing
limit

—

R. Ni and J. P. Duarte

/ an
|
|

| Pa

¥ ap ______,___.':——-—“"’—’-‘ o
e .

al:a,

al: @ = p,. Pn ETN

al:ay, + 1,1y ETN

refers to expressways with high-speed tunnel
and highway

aliay = ry,r; ETN
refers to the primary city street system

vpl:pl € (Ryg). pl includes railway, stream, rural street,urban street al:bl - bl, bl'

Fig. 5 (continued)
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Rule 004-04
block merge

Rule 004-05a
block
subdivision

Rule 004-05b
block
subdivision

Rule 004-05¢
block
subdivision

Rule 004-05d
block
subdivision

Rule 004-06e
block
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[/
YM: M € [R,; on any side of the block }

112
X3 =0 X Migroen of the sde ™ € {5.—2.5}’\‘3 2 100m
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112
X3=n X ‘"‘-wmrmm"‘s{i'i's Axy 2 100m
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%1
i\ .
X3 H ——
; 12
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112
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B
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Xy
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Fig. 5 (continued)
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Rule 004-05h i A
block E
subdivision 1
}
WA, B: A, B € (R, on any corner of the block } al:® — g,
Xy Xz X3 xy = 100m
B B
an n
e lr—
Rule 004-06 .
extend the line
of subdivision
WA, B:A,B € (R, } al:@ =g,  gqulqy
\
| —
Rule 004-07 \
assign label to I| n ay
the street |
aliq, *ay,  n€ (45}
qn.an € TN r005: R,p = 0
Rule 004-08 >
round block
comer
1 1
if dy >d;,r=5dl(widrhufu,‘) alir =0 <r=5d

1
{f dy > dy,r = S dy (width of a})

Fig. 5 (continued)
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Results and Discussion

Departing from the preconceived idea that rural and urban developments are not inter-
related, by comparing the corresponding rules, subset by subset, we show that RIPs
and UIPs yield very similar sequences of rural and urban growth, respectively. Both
begin by placing major axes based on pre-existing limits, including river, streams,
hill foots, and rail tracks (RIP-001, UIP-001). Both RIPs and UIPs contain rules to
form a grid-like pattern by creating “perpendicular lines” (RIP-002, UIP-002), and
rules for further subdivision. Nonetheless, small differences exist between the two,
which lead to significant variations in the appearance of the two grids.

UIPs contain rules for orientation calibration (UIP-001-03a, b, ¢, 04a, b) while
RIPs do not. The urban grid is planned at the site scale beforehand by the munici-
pality, making sure the grid is consistent within each subdistrict. The rural pattern
is more spontaneously generated by the local community without negotiation across
the whole area. The calibration rules select axes that are connected to bridges and, at
the same time, oriented north—south. Axes that do not meet these requirements are
erased. This results in a city grid that is tilted relative to the rural fabric.

The configuration of grids that result from RIPs varies more widely because of
the variable x_n, as the length of the grid (x) is positively correlated with the number
of households living in the block (n) (RIP-002-04). On the other hand, city-centric
urbanization requires equal-sized urban blocks with an equal number of lots. Also,
urban blocks tend to be larger than rural plots.

The biggest difference in rules can be found in the grid subdivision class (RIP-004,
UIP-004). Subdivision in RIPs operates in a bottom-up fashion: individual housing
plots are inserted into the housing tracts (RIP-004-A, Ola, b, 02, 03a, b, c, d, e) and
farmland plots are divided equally and assigned to each household (RIP-004-04, 05a,
b, c, d). By contrast, the urban grid is further subdivided based on points located at
1/3, 1/2, or 2/3 of the length of block edges (UIP-004-05a, b, c, d, e, f, g, h). This
results in the urban grid being divided in a top-down fashion according to the size of
urban blocks.

The urban street system is more complex than the network of rural roads, and
the street width and profile components in TN classes vary considerably according
to the urban context (RIP-003, UIP-003). Rural roads contain two choices of width
[5, 10 m] without an obvious hierarchical system, but they might be transformed
into irrigation watercourses based on the locations of plots and houses. With the
rapid increase in city-centric urban development, land subtraction rules and village
clustering rules are introduced the rural grammar (RIP-005-01a, b, c, d) because of
city-centric urbanization (RIP-005-02, 03a, b, c, d). Our analysis shows that urban
growth is still strong, not presenting signs of slowing down. Table 3 summarizes the
similarities and differences between the two types of patterns.
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Table 3 Rural and induction patterns comparison

R. Ni and J. P. Duarte

RIPs

UIPs

Sequence of inductions
patterns

Major structure —

Grid formation —

Plot subdivision —

Road transformation —
Subtraction and concentration

Major axes —

Grid formation —

Block subdivision —
Hierarchy transformation

Grid Yes Yes
Axes based on pre-existing Yes Yes
limits

Orientation and calibration No Yes

Land cover Concentrating, decreasing Expanding, increasing
Subdivision Bottom-up Top-down
Grid scale Smaller Larger

Grid configuration

Irregular, variable: household

More equal-sized grids

Street classification

No hierarchy

With street object class

Conclusion and Future Work

This study analyzes the growth of an urban fringe in a city in China over a period
of 17 years using shape grammars. The analysis resulted in the inference of Rural
and Urban Induction Patterns that describe the conversion of rural into urban areas.
These patterns show that urban expansion does not evolve from scratch but rather
relies on the fabric of the existing territory. They also show that although people
usually preconceive rural development as informal and chaotic, it is a rule-based
process that shares similarities with urban development. This suggests that rural
areas can be more seamlessly incorporated into city-centric planning.

As rural areas evolve into urban areas, the quality of future urban environments
will depend on the quality of rural environments from which they originate. To
accomplish this in the dualistic land management paradigm, we need to plan rural
areas as much as we plan urban ones, so that urban villages can coexist within new
urban districts in a more balanced way. This requires policymakers in China to change
the idea that the city-centric process is the only legitimate mode of urbanization.
This unilateral view of planning should be substituted by a collaborative planning
process between city authorities and local rural communities. Then administration-
driven planning could eliminate the disparity between the urban and rural landscapes.
Rural village development driven by locals could preserve the old family household
culture, guaranteeing social cohesion and a sense of attachment to the land. Potential
reformation of planning strategies in the administrative structure needs therefore to
be discussed.

The study also affirms the feasibility of using grammars to plan how rural patterns
may be preserved in urban grid designs. Shape grammars could be utilized to coor-
dinate both types of development. The generic induction patterns for the Binjiang
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district provide a generative system that does not restrict development but rather
offers planning flexibility [12]. This system is composed of several generic gram-
mars that describe the land use change and urban grid generation in the district from
2000 to 2017, but it could be used by designers to synthesize new specific grammars
by manipulating the induction patterns and associated rules.

By identifying key elements in land development, induction patterns can be used
to control urban growth. Designers can either change existing rules by modifying rule
parameters to restrict design variations or add new rules to explore new design ideas.
By addressing both urban and rural growth, grammar-based patterns can be used to
design new districts and redevelop existing urban villages in fringe areas. It could
support new policies in which rural communities could remain as desired by locals
in the rational city-centric planning process and coexist with industrial development.
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Composite Shape Rules )

Check for
updates

Rudi Stouffs and Dan Hou

Generally, non-terminal symbols such as labeled points are used to constrain rule
application and, thereby, guide rule selection in the application of shape grammars.
However, distinguishing between salient rules that offer the user design choices and
deterministic rules that together and in a certain order (mechanically) complete a spe-
cific design transformation, may require other means of guiding rule selection that
better reflect on the logic of the rule derivation process. We present a concept of com-
posite shape rules embedding algorithmic patterns for rule automation. We denote
these composite shape rules flows, and adopt a notation from regular expressions.
In this paper, we describe the context that led to the conception of this approach,
describe the sequencing mechanisms, and present a case study. We conclude with a
brief discussion disclosing additional potential of the notation.

Introduction

Shape grammars are a formal rewriting system for producing languages of shapes
[1]. At a minimum, a shape grammar consists of a set of productions, or shape
rules, operating over a vocabulary of spatial elements, e.g., line or plane segments,
optionally augmented with qualitative attributes, e.g. line thicknesses or colors. Then,
a shape is defined as any composition of (augmented) spatial elements, and a shape
rule as any combination of a left-hand-side shape and a right-hand-side shape, where
the former cannot be empty. A shape rule applies to a shape if a transformation can
be determined under which the left-hand-side of the shape rule is a part of the given
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shape. Rule application involves replacing this part with the right-hand-side of the
shape rule under the same transformation.

Traditionally, a distinction is made between the terminal vocabulary of (aug-
mented) spatial elements and a non-terminal vocabulary of symbols or markers, e.g.,
labeled points [1, 2]. In this case, a shape and, by extension, both sides of a shape rule
may combine both spatial elements and symbols from the respective vocabularies.
A shape grammar conceived in this way generally includes an initial shape as the
starting point in the productive (generative) process. The language defined by such a
shape grammar is the set of shapes generated by the grammar from the initial shape
that do not contain any non-terminal symbols.

While this traditional approach may seem overly formalistic in comparison to
simply ‘calculating with shapes’ [3], most shape grammars presented in literature
do adopt a notion of non-terminal symbols. Often, shape grammars emanate from
an analysis of a particular body of architecture or are designed in order to generate a
particular type or style of building. Any restrictions posed on the generative language
generally necessitate constraining the application of rules. Non-terminal symbols are
commonly used to constrain rule application and, thereby, guide rule selection. In
addition, a shape grammar may need to specify a large number of rules, further exac-
erbating the problem of constraining rule applications. While rules may be collected
into stages, stages often are defined to rely on distinct non-terminal symbols.

The downside of using non-terminals is that they clutter the shape rule and make
both the rule and its role in the derivation process more difficult to understand.
Such an understanding must necessarily include the role of these non-terminals.
Unfortunately, there is usually little relationship between the specification of non-
terminals (including their naming) and the logic of the rule derivation process, beyond
the identification of stages.

Our motivation for this study comes from an active development of a design
grammar using railway station design as a demonstration study. Design grammars,
also termed ‘grammars for designing’ [4], denote grammars that are progressively
developed by designers for a new design context. They are distinct from analytical
grammars that are developed from a specific body of designs, e.g., similar buildings
by the same architect, and are constrained to only generate designs from that body or
designs that can be assessed as belonging to the same body. Developing an analytical
grammar involves systematically determining all possible rule variations and encod-
ing these into a grammar. Rule variations are necessarily finite and the encoding is
done by the developer of the grammar, not by the user. Rule complexity is therefore
not much of an issue and non-terminal symbols can be used to guide rule selection
and derivation. For a design grammar, however, the designer is both the developer
and the user of the rules; rule development becomes an important issue and reducing
the need for using non-terminal symbols in the specification of shape rules a critical
objective.

In this paper, we consider an algorithmic approach to rule sequencing, defining
composite rules composed of shape rules or other composite rules and including
sequencing directives. Firstly, a brief overview of the literature on rule sequenc-
ing is presented. Subsequently, the selected sequencing mechanisms are described
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and explained. Next, a case study is presented. Finally, a brief discussion discloses
additional potential of the notation.

Rule Sequencing

Knight [5] defines a deterministic grammar as a grammar imposing a restriction
on rule ordering, without any restriction on rule format. She considers at least two
different ways to define a deterministic grammar. Firstly, a function can be associated
with any grammar to determine for each step of a derivation which rule to apply next
(and under which transformation). Secondly, rules are distinguished (e.g., using non-
terminal symbols) in such a way that at most one rule is applicable (under only one
transformation) in each step of a derivation [5].

Liew [6] similarly considers deterministic rules as rules that together and in a
certain order (mechanically) complete a specific design transformation. He distin-
guishes deterministic rules from salient rules, which offer the user design choices.
Specifically, Liew [6] conceives of an explicit sequence of rules, denoted a ‘direc-
tive’ or ‘macro’. This directive takes the form of an if-then-else control structure
where the condition is a rule application that either succeeds (true) or fails (false)
and the consequence (then or else) is another rule application, possibly applying the
same rule. Either the then (success) or else (failure) part of the control structure can
be omitted, allowing the rule sequence to end. The first rule in the rule sequence is
denoted the primary rule, the others secondary rules. It is understood that primary
rules are salient rules, whereas secondary rules belong to the deterministic category.
Whereas Knight deems deterministic as emergent from the fact that in each step of
the derivation at most one rule applies under a single transformation, Liew considers
a prescriptive, algorithmic approach.

Grasl and Economou [7] present different approaches to automating rule selec-
tion using rule selection agents that implement a sensor-logic-actuator mechanism.
The sensor allows an agent to inquire about the shape at hand or apply ‘control’
rules to determine whether a specific condition is met. These control rules do not
make any changes to the shape, that is, their left-hand-side and right-hand-side are
identical. The actuator allows an agent to apply a specific rule or undo the previous
rule application. Grasl and Economou [7] consider different agents implementing
different rule selection approaches. For example, one agent performs a depth-first
search over a set of rules in order to enumerate all possible derivations. Another agent
randomly picks a rule, though its performance may be improved using sequencing
or weighted randomness. Variant approaches include a genetic algorithm approach
and a rule-based approach. In the latter case, a backward chaining technique is used
to find the appropriate rule sequence, using control rules to decide which action to
take next [7].

Grasl and Economou do not distinguish salient from deterministic rules, assuming
that all rules are salient to some extent. This is very much in line with Stiny’s [3]
concept of calculating with shapes, which amounts to having a grammar with a limited
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number of rules that can generate an unlimited number of designs. Unfortunately,
shape grammars that—assist to—generate architectural designs often require a large
number of rules and, while the creative process of salient rule development and
selection is obviously of primary interest to the designer, deterministic rules may
need to complement salient rules in order to achieve a desired result. As such, this
work is motivated by the desire to be able to automate the application of deterministic
rules following the selection and application of a salient rule. That is, we recognize
that while design grammars are developed by the user of the grammar, thereby
necessitating simpler rules, parts of a design grammar may need to be automated or
semi-automated. Instead of suggesting the use of non-terminals to guide automated
rule selection, we propose the use of composite shape rules embedding algorithmic
patterns for rule automation.

Flows

We denote composite shape rules embedding algorithmic patterns as flows, in order
to clearly distinguish shape rules from composite shape rules, where necessary. At
the basic level, we support sequence, iteration and selection as algorithmic patterns
for flows. Given a rule r specified in the form /hs — rhs, with [hs and rhs denoting
the left-hand-side and right-hand-side of the rule, respectively, rule r applies to a
shape s if there exists a transformation ¢+ € T such that #(lhs) < s. The set T is
generally considered to contain all similarity transformations, that is any composition
of translation, rotation, reflection and uniform scaling. Then, the application of rule
r to s under transformation ¢ yields the shape s—+(lhs) +t(rhs).

Two rules ry (lhsy — rhsy) and ry (lhs, — rhs;) apply in sequence if upon a
successful application of ry, r; is applied to the shape resulting from the application
of rule r;. Considering Liew’s [6] ‘directive’, this can be graphically represented as
in Fig. 1(left). Algorithmically, this may be written in the form:

ifdt, € T: ti(lhs;) < s then
s<s—t1(lhsy) + t;(rhsy)
ifdr € T: th(hsy) < s then
s<s—1ty(lhsy) + tr(rhs»)
end

end
A single rule r; can be applied iteratively if upon every successful application
of r1, a new application is attempted (Fig. 1(center)). Algorithmically, this can be

expressed using a while-do construct:

whiled#, € T: t1(lhsy) <s do
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Fig. 1 Sequence (left), iteration (center) and selection (right), graphically represented using Liew’s
[6] ‘directive’. Rule application, represented as a rectangle, may be successful or not. Dependent on
success or failure, the next rule to be applied is indicated by an arrow marked ‘S’ or ‘F’, respectively.
Such arrow is omitted if no subsequent rule is available

s<s—ti(lhsy) + t1(rhsy)
end

Finally, selection specifies two (or more) alternative rules. These are attempted to
be applied in order and as soon as one rule applies, the remaining rules are ignored
(Fig. 1 (right)). Algorithmically, this can be written as follows:

ifdt, € T: ti(lhsy) < s then
s<s—ti(lhsy) + t;(rhsy)

elseif3t € T : tr(lhsy) < s then
s<s—1t)(lhsy) + tr(rhs»)

end

Backtracking

The sequential application of two rules may assume the successful application of
both rules. Both Fig. 1 and the algorithm above only require rule r; to be successful.
If rule r, subsequently fails, rule r; will remain applied. However, in many cases,
we may want rule r; to apply only if r, subsequently applies as well, that is, rules
r1 and r; are considered as (part of) a sequence of rules that all apply or none at
all. This is difficult to express algorithmically using the constructs above (if-then-
else and do-while), as we would need to combine the two conditions, whether rules
r1 and rp apply, as well as the intermediate calculation of the result of rule r;, all
within the condition of a single if-then structure before actually applying both rules.
If the sequence contains more than two rules, the algorithmic expression will only
be more complicated. However, such is simply an application of backtracking which
can be achieved using a recursive algorithmic structure. More importantly, Liew’s
[6] ‘directive’ does not support backtracking, as such, we must adopt a different way
of expressing a flow (composite shape rule).

Instead, we adopt the notation from regular expressions. Regular expressions
are patterns that are used to match strings by string searching algorithms. Regular
expressions are composed of tokens that are combined in a prescribed order, with



444 R. Stouffs and D. Hou

some variation built into the expression, in order to match a goal string. Similarly,
flows are composed of shape rules that are combined in a prescribed order, with
some algorithmic variation, in order to produce a valid final shape. In both cases,
partial matches may not lead to any final result, requiring backtracking to undo the
partial match and attempt a different match. The main difference lies in the fact that
in the case of regular expressions, the goal string is given and can guide the matching
process. In the case of composite shape rules, the goal is to arrive at any valid final
shape. As such, there is no guide but the algorithmic expression of rules, and a purely
trial-end-error approach must be adopted.

Another difference lies in the vocabulary of terminals. In the case of regular
expressions, these are any character as can be represented in a string. These characters
are finite and ordered. As such, regular expressions generally use shortcuts such as
‘. to match any single character, ‘a-z’ to indicate any letter between ‘a’ and ‘z’,
‘a’ and ‘z’ included, and ‘["abc]’ to match any character other than ‘a’,’b’ or ‘c’.
The latter may be useful when explicitly searching for combinations of ‘a’, ‘b’, and
‘c’, treating any other characters simply as separation characters, thereby ignoring
the specific characters used for separation, or vice versa. In the case of flows, we
also have a finite set of rules. However, they are usually unordered, or only partially
ordered, and we tend to be only interested in a very limited subset of rules at any one
time. As such, we require rules to be explicitly enumerated at all times, rather than
be identified as a group or by exclusion.

A Notation from Regular Expressions

Let us revisit the algorithmic structures of sequence, selection and iteration. In a
regular expression, a sequence of characters can be literally explicated as such, e.g.,
‘abc’ matches the substring ‘abc’. In the case of rules, we use rule names to identify
individual rules and separate these rule names with spaces. Note that rule names
can be required to be identifiers, that is, any combination of letters, digits, or the
underscore symbol (‘_’), excluding any spaces or other special characters that could
be misinterpreted. Thus, ‘ry 1’ (or ‘rl r2’) is a representation for the sequence of
two rules r; and r,.

In terms of selection, matching one from a series of alternative tokens, regular
expressions commonly offer two variant notations. The first one we have touched
upon before and uses square brackets to collect alternative tokens. We adopt the
same notation for the selection and application of a single rule from a number of
alternative rules, separating the rule names with spaces and enclosing them within
square brackets. Thus, ‘[r; r;]” (or ‘[r]l 2]’) is a representation for the selection of
one from two rules r; and r,. The second notation commonly used within regular
expressions is to separate the tokens (or sequences or groups of tokens) with vertical
bars. We omit this notation for flows. Instead, as is possible within regular expressions
as well, we allow for the grouping of a sequence of rules within parentheses. Thus,
‘[r; (rp r3)]” (or “[r]l (12 13)]’) is a representation for the selection between rule r;
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and the sequence of rules r, and r3. A grouping of rules can be considered to specify
a composite rule; both square brackets and parentheses group rules into composite
rules. Much of the notation below applies equally to rules and composite rules; we
will write (composite) rule when we want to ignore the distinction between a single
rule or a group of rules. Otherwise, we will use the term sub-flow to denote a grouping
of rules as distinct from a single rule.

In aregular expression, a quantifier after a character (or token) specifies how often
the character (or token) is allowed to occur. We allow the same quantifiers to be used
in the expression of flows. The following quantifiers are distinguished (Table 1):

e A question mark (‘?”) indicates at most one (zero or one) application of the pre-
ceding (composite) rule.

e An asterisk (‘*’) indicates any number (zero or more) of applications of the pre-
ceding (composite) rule.

e A plus sign (‘+’) indicates any number, excluding zero, (one or more) of applica-
tions of the preceding (composite) rule.

e Any positive number n within curly brackets (‘{n}’) requires the preceding (com-
posite) rule to be applied exactly n times.

e Any positive number n followed by a comma, within curly brackets (‘{n,}’)
requires the preceding (composite) rule to be 