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Preface

A very warm welcome to the proceedings of the 11th International Conference on
Security, Privacy and Anonymity in Computation, Communication, and Storage
(SpaCCS 2018), held in Melbourne, Australia, December 11–13, 2018. SpaCCS 2018
was organized by Swinburne University of Technology, Melbourne, Australia.

The SpaCCS 2018 main conference and its associated symposia/workshops pro-
vided a forum for international scholars to gather and share their research findings,
achievements, innovations, and perspectives in cyberspace security research. Previous
SpaCCS conferences were successfully held in Guangzhou, China (2017), Zhangjiajie,
China (2016), Helsinki, Finland (2015), Beijing, China (2014), Melbourne, Australia
(2013), Liverpool, UK (2012), and Changsha, China (2011).

The conference program this year consisted of the main conference and seven
symposia/workshops covering a broad range of research topics on security, privacy,
and anonymity in computation, communication, and storage:

(1) The 11th International Conference on Security, Privacy, and Anonymity in
Computation, Communication, and Storage (SpaCCS 2018)

(2) The 4th International Symposium on Sensor-Cloud Systems (SCS 2018)
(3) The 4th International Symposium on Dependability in Sensor, Cloud, and Big

Data Systems and Applications (DependSys 2018)
(4) The 10th International Symposium on UbiSafe Computing (UbiSafe 2018)
(5) The 7th International Symposium on Security and Privacy on Internet of Things

(SPIoT 2018)
(6) The 9th International Workshop on Trust, Security, and Privacy for Big Data

(TrustData 2018)
(7) The 10th International Workshop on Security in e-Science and e-Research

(ISSR 2018)
(8) The 8th International Symposium on Trust, Security, and Privacy for Emerging

Applications (TSP 2018)

The SpaCCS 2018 main conference and its associated symposia/workshops
attracted 120 submissions from different countries and institutions. All submissions
were reviewed by at least three reviewers through a high-quality review process. Based
on the recommendations of the reviewers and Program Committee members’ discus-
sions, 45 papers were selected for oral presentation at the conference and inclusion in
this Springer volume (i.e., an acceptance rate of 37.5%).

We would like to thank the symposium and workshop organizers for their hard work
in soliciting high-quality submissions, assembling the Program Committee, managing
the peer-review process, and planning the symposium and workshop agenda. We
would also like to acknowledge the strong support of the Organizing Committee of
SpaCCS 2018, and in particular the honorary chairs, Robert Deng and Colin Fidge, the
general chairs, Willy Susilo, and Kui Ren, and the program chairs, Hua Wang,



Ron Steinfeld, and Tianqing Zhu. Without their support and guidance, this event would
not have been possible. We are also grateful to the experts who volunteered their time
to act as reviewers and session chairs. Thanks also go to: symposium/workshop chairs,
Dr. Tian Wang, Dr. Md Zakirul Alam Bhuiyan, Dr. Shuhong Chen, Dr. Marios
Anagnostopoulos, Dr. Georgios Kambourakis, Dr. Qin Liu, Dr. Shaobo Zhang, and
Dr. Wenjun Jiang.

Last, but not the least, we would like to thank all the authors, participants, and
session chairs for their valuable contributions. Many of them traveled a long distance to
attend this conference and contribute to the success of SpaCCS 2018.

October 2018 Guojun Wang
Jinjun Chen

Laurence T. Yang

VI Preface



SpaCCS 2018 Organizing and Program Committees

Honorary Chairs

Robert Deng Singapore Management University, Singapore
Colin Fidge Queensland University of Technology, Australia

General Chairs

Willy Susilo University of Wollongong, Australia
Kui Ren State University of New York at Buffalo, USA

Program Chairs

Hua Wang Victoria University, Australia
Ron Steinfeld Monash University, Australia
Tianqing Zhu Deakin University, Australia

Program Committee

Arcangelo Castiglione University of Salerno, Italy
Sudip Chakraborty Valdosta State University, USA
Josep Domingo-Ferrer Universitat Rovira i Virgili, Spain
Subrata Dutta Haldia Institute of Technology, India
Ugo Fiore University of Naples Federico II, Italy
Felix J. Garcia Clemente University of Murcia, Spain
Yao Guo Peking University, China
Selena He Kennesaw State University, USA
Abdessamad Imine Lorraine University, France
Vana Kalogeraki Athens University of Economics and Business, Greece
Zaheer Khan University of the West of England, UK
Xin Li Nanjing University of Aeronautics and Astronautics, China
Giovanni Livraga Università degli Studi di Milano, Italy
Guazzone Marco University of Piemonte Orientale, Italy
Asad Masood Khattak Zayed University, United Arab Emirates
Ilaria Matteucci Istituto di Informatica e Telematica CNR, Italy
Vincent Roca Inria, France
Traian Marius Truta Northern Kentucky University, USA
Omair Uthmani Glasgow Caledonian University, UK
Yong Yu Shaanxi Normal University, China
Sherali Zeadally University of Kentucky, USA
Mingwu Zhang Hubei University of Technology, China
Kalman Graffi Heinrich-Heine-Universität Düsseldorf, Germany



Dimitrios Karras Sterea Hellas Institute of Technology, Greece
Mirco Marchetti University of Modena and Reggio Emilia, Italy
Juan Pedro Munoz-Gea Universidad Politécnica de Cartagena, Spain
Thinagaran Perumal Universiti Putra Malaysia, Malaysia
Antonio Ruiz-Martínez University of Murcia, Spain
Jorge S. A. Silva University of Coimbra, Portugal
Saratha Sathasivam Universiti Sains Malaysia, Malaysia
Junggab Son Kennesaw State University, USA

Steering Committee

Guojun Wang (Chair) Guangzhou University, China
Gregorio Martinez

(Chair)
University of Murcia, Spain

Jemal H. Abawajy Deakin University, Australia
Jose M. Alcaraz Calero University of the West of Scotland, UK
Jiannong Cao Hong Kong Polytechnic University, SAR China
Hsiao-Hwa Chen National Cheng Kung University, Taiwan
Jinjun Chen Swinburne University of Technology, Australia
Kim-Kwang Raymond

Choo
University of Texas at San Antonio, USA

Robert Deng Singapore Management University, Singapore
Mario Freire The University of Beira Interior, Portugal
Minyi Guo Shanghai Jiao Tong University, China
Weijia Jia Shanghai Jiao Tong University, China
Wei Jie University of West London, UK
Georgios Kambourakis University of the Aegean, Greece
Ryan Ko University of Waikato, New Zealand
Constantinos Kolias George Mason University, USA
Jianbin Li Central South University, China
Jie Li University of Tsukuba, Japan
Jianhua Ma Hosei University, Japan
Felix Gomez Marmol University of Murcia, Spain
Geyong Min University of Exeter, UK
Peter Mueller IBM Zurich Research Laboratory, Switzerland
Indrakshi Ray Colorado State University, USA
Kouichi Sakurai Kyushu University, Japan
Juan E. Tapiador The University Carlos III of Madrid, Spain
Sabu M. Thampi Indian Institute of Information Technology

and Management, India
Jie Wu Temple University, USA
Yang Xiao The University of Alabama, USA
Yang Xiang Swinburne University of Technology, Australia
Zheng Yan Aalto University, Finland
Laurence T. Yang St. Francis Xavier University, Canada
Wanlei Zhou University of Technology Sydney, Australia

VIII SpaCCS 2018 Organizing and Program Committees



Sponsors

SpaCCS 2018 Organizing and Program Committees IX



Contents

The 11th International Conference on Security, Privacy
and Anonymity in Computation, Communication and Storage
(SpaCCS 2018)

Protecting Your Smartphone from Theft Using Accelerometer . . . . . . . . . . . 3
Huiyong Li, Jiannan Yu, and Qian Cao

SOS - Securing Open Skies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Savio Sciancalepore and Roberto Di Pietro

DNS Traffic of a Tor Exit Node - An Analysis. . . . . . . . . . . . . . . . . . . . . . 33
Michael Sonntag

SDN-Based Secure VANETs Communication with Fog Computing. . . . . . . . 46
Muhammad Arif, Guojun Wang, Tian Wang, and Tao Peng

Wearable Device Data for Criminal Investigation . . . . . . . . . . . . . . . . . . . . 60
Sarah Mcnary and Aaron Hunter

Authentication of Skyline Query over Road Networks . . . . . . . . . . . . . . . . . 72
Xiaoyu Zhu, Jie Wu, Wei Chang, Guojun Wang, and Qin Liu

A Service Oriented Healthcare Architecture (SOHA-CC) Based
on Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Syed Qasim Afser Rizvi, Guojun Wang, and Jianer Chen

Processing Analysis of Confidential Modes of Operation . . . . . . . . . . . . . . . 98
Yasir Nawaz, Lei Wang, and Kamel Ammour

The 4th International Symposium on Sensor-Cloud
Systems (SCS 2018)

Matching Sensor Ontologies Through Compact Evolutionary Tabu
Search Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Xingsi Xue and Shijian Liu

Event-Triggered Fault-Detection Filter Using Coordinate Transformation
Approach for Time-Varying Stochastic Systems . . . . . . . . . . . . . . . . . . . . . 125

Yunji Li, Li Peng, Xuefang Zhu, and Wen Li

Indoor Interference Classification Based on WiFi Channel
State Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Zhuoshi Yang, Yanxiang Wang, Lejun Zhang, and Yiran Shen



Secure and Privacy Preserving RFID Based Access Control
to Smart Buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Ahmed Raad Al-Sudani, Shang Gao, Sheng Wen,
and Muhmmad Al-Khiza’ay

Answering the Min-Cost Quality-Aware Query on Multi-sources
in Sensor-Cloud Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

Mohan Li, Yu Jiang, Yanbin Sun, and Zhihong Tian

Balanced Iterative Reducing and Clustering Using Hierarchies
with Principal Component Analysis (PBirch) for Intrusion Detection
over Big Data in Mobile Cloud Environment . . . . . . . . . . . . . . . . . . . . . . . 166

Kai Peng, Lixin Zheng, Xiaolong Xu, Tao Lin, and Victor C. M. Leung

A Four-Stage Hybrid Feature Subset Selection Approach for Network
Traffic Classification Based on Full Coverage. . . . . . . . . . . . . . . . . . . . . . . 178

Jingbo Xia, Jian Shen, and Yaoxiang Wu

Application of Sensor-Cloud Systems: Smart Traffic Control . . . . . . . . . . . . 192
Chaogang Tang, Xianglin Wei, and Jin Liu

Strategy-Proof Mechanism for Provisioning Non-obedient Resources
Without Payment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

Wei Song, Min Li, and Shun You

The 4th International Symposium on Dependability in Sensor, Cloud
and Big Data Systems and Applications (DependSys 2018)

Risk Identification-Based Association Rule Mining for Supply Chain
Big Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Abdullah Salamai, Morteza Saberi, Omar Hussain, and Elizabeth Chang

TrCMP: An App Usage Inference Method for Mobile Service Enhancement . . . . 229
Xuan Zhao, Md Zakirul Alam Bhuiyan, Lianyong Qi, Hongli Nie,
Wajid Rafique, and Wanchun Dou

A High-Performance Adaptive Strategy of Container Checkpoint Based
on Pre-replication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

Shuo Zhang, Ningjiang Chen, Hanlin Zhang, Yijun Xue,
and Ruwei Huang

Cloud Enabled e-Glossary System: A Smart Campus Perspective . . . . . . . . . 251
Musaddiq Majid Khan Al-Nadwi, Nadia Refat, Nafees Zaman,
Md Arafatur Rahman, Md Zakirul Alam Bhuiyan,
and Ramdan Bin Razali

XII Contents



A Dynamic Integrity Transitivity Model for the Cloud. . . . . . . . . . . . . . . . . 261
Rongyu He, Haonan Sun, and Yong Zhang

Enhancing Dependability in Big Data Analytics Enterprise Pipelines . . . . . . . 272
Hira Zahid, Tariq Mahmood, and Nassar Ikram

Overview of Logistics Equilibrium Distribution Networks System:
An Urban Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Wang Wei, Md Arafatur Rahman, Md Jahan Ali,
Md Zakirul Alam Bhuiyan, Liu Yao, and Hai Tao

CRAB: Blockchain Based Criminal Record Management System . . . . . . . . . 294
Maisha Afrida Tasnim, Abdullah Al Omar,
Mohammad Shahriar Rahman, and Md. Zakirul Alam Bhuiyan

Secure Passive Keyless Entry and Start System Using Machine Learning . . . . 304
Usman Ahmad, Hong Song, Awais Bilal, Mamoun Alazab,
and Alireza Jolfaei

The 10th International Symposium on UbiSafe Computing
(UbiSafe 2018)

Towards New Privacy Regulations in Europe: Users’ Privacy Perception
in Recommender Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

Itishree Mohallick, Katrien De Moor, Özlem Özgöbek,
and Jon Atle Gulla

SafeTECKS: Protect Data Safety in Things-Edge-Cloud Architecture
with Knowledge Sharing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

Shangfo Huang, Weifeng Lv, Zhipu Xie, Bo Huang, and Bowen Du

NTRDM: A New Bus Line Network Optimization Method Based
on Taxi Passenger Flow Conversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

Bo Huang, Guixi Xiong, Zhipu Xie, Shangfo Huang, and Bowen Du

BDCP: A Framework for Big Data Copyright Protection Based
on Digital Watermarking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351

Jingyue Yang, Haiquan Wang, Zhaoyi Wang, Jieyi Long, and Bowen Du

A Privacy-Preserving Attribute-Based Access Control Scheme . . . . . . . . . . . 361
Yang Xu, Quanrun Zeng, Guojun Wang, Cheng Zhang, Ju Ren,
and Yaoxue Zhang

Checking an Authentication of Person Depends on RFID
with Thermal Image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

Ahmed Raad Al-Sudani, Shang Gao, Sheng Wen,
and Muhmmad Al-Khiza’ay

Contents XIII



Integrating Ant Colony Algorithm and Node Centrality to Improve
Prediction of Information Diffusion in Social Networks . . . . . . . . . . . . . . . . 381

Kasra Majbouri Yazdi, Adel Majbouri Yazdi, Saeid Khodayi,
Jingyu Hou, Wanlei Zhou, and Saeed Saedy

An Efficient Provable Multi-copy Data Possession Scheme
with Data Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

Zuojie Deng, Shuhong Chen, Xiaolan Tan, Dan Song, and Fan Wu

The 7th International Symposium on Security and Privacy
on Internet of Things (SPIoT 2018)

An Enhanced Key Management Scheme for LoRaWAN . . . . . . . . . . . . . . . 407
Jialuo Han and Jidong Wang

Identifying Devices of the Internet of Things Using Machine Learning
on Clock Characteristics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

Pascal Oser, Frank Kargl, and Stefan Lüders

A Systematic Mapping Study on Security Requirements Engineering
Frameworks for Cyber-Physical Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 428

Shafiq Rehman, Volker Gruhn, Saad Shafiq, and Irum Inayat

Interacting with the Internet of Things Using Smart Contracts and
Blockchain Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443

Nikos Fotiou, Vasilios A. Siris, and George C. Polyzos

The 9th International Workshop on Trust, Security and Privacy
for Big Data (TrustData 2018)

Research on Multi-focus Image Fusion Algorithm Based on Quadtree . . . . . . 457
Senlin Wang, Junhai Zhou, Qin Liu, Zheng Qin, and Panlin Hou

Uncertainty Evaluation for Big Data of Mass Standards
in a Key Comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465

Xiaoping Ren, Fang Nan, and Jian Wang

Research on Wireless Spectrum Sensing Technology Based
on Machine Learning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 472

Heng Xiao, Xianchun Zhou, and Yue Tian

The 10th International Workshop on Security in e-Science
and e-Research (ISSR 2018)

A Novel Method for Bearing Safety Detection in Urban Rail Transit Based
on Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485

Jie Tao, Shaobo Zhang, and Dalian Yang

XIV Contents



Malicious Domain Name Recognition Based on Deep Neural Networks. . . . . 497
Xiaodan Yan, Baojiang Cui, and Jianbin Li

The 8th International Symposium on Trust, Security and Privacy
for Emerging Applications (TSP 2018)

Investigation on Unauthorized Human Activity Watching Through
Leveraging Wi-Fi Signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511

Md Zakirul Alam Bhuiyan, Md. Monirul Islam, Guojun Wang,
and Tian Wang

E2STA: An Energy-Efficient Spatio-Temporal Query Algorithm
for Wireless Sensor Networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 522

Liang Liu, Zhe Xu, Yi-Ting Wang, and Xiao-Lin Qin

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533

Contents XV



The 11th International Conference on
Security, Privacy and Anonymity in
Computation, Communication and

Storage (SpaCCS 2018)



Protecting Your Smartphone from Theft
Using Accelerometer

Huiyong Li1(B), Jiannan Yu1(B), and Qian Cao2(B)

1 School of Computer Science, Beihang University, Beijing 100000, China
{lihuiyong,zy1706139}@buaa.edu.cn

2 Department of Computer and Information Engineering,
Beijing Technology and Business University, Beijing 100000, China

caoqian125@126.com

Abstract. In recent years, there have been many studies using the data
generated by the built-in sensors of mobile phones for authentication
and the selection of features is involved in the use of sensor data. This
article discusses the method of biological feature selection by taking the
mobile phone acceleration sensor as an example. 30 participants were
invited to walk with their mobile phones for data collection to obtain
data set 1. Several characteristics were evaluated from multiple aspects
to select a number of effective features. 15 participants were invited to
collect data set 2 under the condition of simulating dialy life. A feature-
based authentication method is proposed and a success rate of 93.6%
is obtained on data set 1. On the data set 2, 91.90% of the recognition
success rate was obtained.

Keywords: Authentication · Biological feature · Accelerometer
Feature evaluation

1 Introduction

Traditional authentication methods such as pictures and passwords require
explicit unlocking operations each time. Besides, the passwords need to be
remembered which is inconvenient [1,2] and vulnerable to various attacks [3–5].
Authentication methods based on human biological features such as fingerprint,
iris, voice have the advantages of no memory. However, such methods also have
their shortcomings. (1) The above biological authentication process requires the
user to explicitly perform the authentication operation [6]. For example, if the
fingerprint is used, the mobile phone needs to be placed and put finger on the
fingerprint recognition area. Face recognition needs to turne on the camera and
look at it. People often need to use their mobile phones frequently and most of
them are not used for a long time [7,8]. Frequently ask users for authentication
will be annoying [9–11]. (2) The authentication speed is slow, such as the fin-
gerprint recognition process often exceeds one second. (3) Security is difficult to
guarantee. For example, face recognition, which is very common nowadays, can
c© Springer Nature Switzerland AG 2018
G. Wang et al. (Eds.): SpaCCS 2018, LNCS 11342, pp. 3–14, 2018.
https://doi.org/10.1007/978-3-030-05345-1_1
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often be attacked by using a photo of the user. Therefore, it is very important
to design a secure and easy-to-use authentication method.

Compared with the above authentication methods, authentication with user
behavior such as gait has unique advantages. (1) Convenience. This type of
authentication is usually based on a certain user behavior pattern in daily life
such as walking, running, going upstairs, etc. User no longer need to authenticate
frequently. (2) High security. Each person’s behavior has a unique pattern that is
different between different people. Taking gait as an example, Muaaz et al. [12]
proved that the acceleration sensor data generated while walking can be used
for authentication and even if the attacker is a professional, such as a dancer, it
is impossible to improve attack success rate significantly by imitating the user’s
walking posture. (3) Easy to implement. The data used for authentication comes
from mobile phone sensors, which are already available on most mobile phones
and require no additional equipment to complete the authentication.

In the process of authentication with sensor data, it is necessary to extract
features from sensor data to characterize the specific user. The quality of these
selected biological features directly affects the final authentication result. Exist-
ing methods are quite similar in the selection of features (See Table 1). They are
often based on observations in daily life. In the actual process of authentication,
the impact of each feature on the final result of authentication is hard to know.
The usual practice is to select a number of features for authentication and then
observe the results then adjust the features according to the result. Based on the
above considerations, this paper analyzes various features and selects effective
features from various aspects by analyzing the acceleration sensor data generated
by 30 people. The main contributions of this article are:

Table 1. Selected feature in some research. Common features (1. mean, 2. median, 3.
average synthetic acceleration, 4. cross-correlation, 5. peak number, 6. peak spacing, 7.
average absolute error, 8. standard deviation, 9. kurtosis, 10. Touch screen features, 11.
Sensor data changes, 12. Maximum change 13. Variance 14. Skewness 15. Correlation
coefficient 16. Distribution)

Research Selected feature Accuracy (%)

Thingom Bishal Singha [13] 1 2 3 4 5 6 7 96

Attaullah Buriro [14] 1 8 9 14 95

Zdenka Sitova [15] 1 8 10 11 12 90

Hongzi Zhu [16] Custom feature 98

Attaullah Buriro [17] 10 -

Yonggang Lu [18] 1 3 8 9 13 14 15 -

Jennifer R. Kwapisz [19] 1 3 6 7 8 16 100

1. We analyzed the data of mobile phone sensors and proposed a method to
quantify the performance of biological feature in authentication.
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2. An algorithm for comparing two features is proposed to rank all features. The
best features are selected according to the ranking for authentication. Exper-
iments were performed using selected features and classification algorithms.

3. The validity of the selected features was verified by experiments and the
performance of authentication was tested under various conditions.

2 Related Work

There are many kinds of identity authentication based on user behavior. Here
we discuss some of the most relevant researches in our work. At the same time,
we will focus on the features selected during the processing of raw data.

In [13], a scheme for authentication using acceleration sensor is proposed.
Feature extraction was performed using the data of acceleration sensor. Then
the random forest classifier was used for authentication, achieving a 96% success
rate. The considerations for selecting features are not described in this article.
The features used include mean, median, average combined acceleration, corre-
lation coefficient of the sensor’s three axes, number of peaks per gait cycle, peak
spacing, and mean absolute error.

In [14], a scheme that uses the data from user touch screen for identification
is proposed. User’s sensor data on the screen of the mobile phone is used for
identity recognition and a success rate of about 95% is achieved. The features
used were average, data standard deviation, kurtosis and skewness of the data
and then the four features were mixed to yield 16 features.

An identification scheme using a variety of new biological behavioral feature
is proposed in [15]. These biological behavioral feature take into account how
the user grabs the handset when using the handset and how to enter it on the
screen, identifying the data of the handset sensor as the user completes these
actions. A success rate of about 93% and 90% was achieved in the walking state
and the sitting state, respectively.

In [16], a scheme for identity recognition by shaking a mobile phone is pro-
posed. Achieved an average success rate of 98.8%. Instead of using simple statis-
tics, the authors used three simple data structures that are more suitable for
shaking mobile phone identification (the tangential speed when shaking the
phone, the angular velocity when shaking the phone and the sway radius). It
can be seen that this complex feature can help us to understand more deeply
the principle of using sensor data for identification and also achieve a satisfactory
success rate.

In [17], a scheme for authentication with only the data touched by the user
is proposed. Specific features include the location where the user clicks on the
screen of the mobile phone, the interval at which the screen of the mobile phone
is clicked and the others.

An unsupervised motion recognition scheme is proposed in [18]. The biggest
innovation is that there is no need to collect a large amount of tagged training
data in advance. The entire process is fully automated, using features such as
mean, combined acceleration, standard deviation of the data, kurtosis of the
data, skewness, variance of the data, and correlation coefficients.
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A motion recognition scheme is proposed in [19]. The features used are the
mean, the average combined acceleration, the peak spacing of the data, the
average absolute error of the data, the standard deviation of the data, and the
overall distribution of the data. Similarly, the author did not give the reason for
this choice.

3 Feature Selection

3.1 Data Preprocessing

Before feature extraction, the continuous sensor data is first periodically divided
to generate corresponding features for each cycle. In order to preserve biological
significance, this cycle usually uses the cycle of gait. We use the periodic division
method in [12] to divide the original data, that is, take a segment in the middle
of the data [20,21] as a template, calculate the Euclidean distance between the
entire data and the template. Then obtain the gait cycle by periodically dividing
the euclidean distance cycle. The results of the division are shown in Fig. 1.

Fig. 1. Schematic diagram of cycle division. Black is the resultant acceleration, yellow
is the distance between the template and the synthetic acceleration during the sliding
process, red is the result of the smoothing of the distance, and blue is the period of
the division. (Color figure online)

3.2 Feature Evaluation

For the selection of features, we evaluate from the following four aspects.

– The degree of difference. The degree of difference in features means that
features can effectively distinguish different people. It is this difference that
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makes authentication possible. We get this score by calculating the coefficients
between different people with the same feature as Eq. 1.

v =
θ

x̄
(1)

θ and x̄ represent the standard deviation and average, respectively
– Stability. Stability is also an important aspect of the evaluation which was not

mentioned and noted in previous work. Stability means features can be stably
reproduced. There are two main aspects: (1) Reproducibility. This feature can
be reproduced in the short term stably. (2) Time stability. Even after a while,
this feature can still be reproduced. Time stability actually measures whether
the feature really reflects some aspects of the person’s inherently rather than
an unconscious repetitive movement of a person in a walking process. We get
this score by calculating the coefficient between the same feature of the same
person and two sets of data were collected at intervals of one month.

– Resistance to attack. Resistance attacks is an aspect worth considering. Dif-
ferent from the traditional password protection, the attack to use biological
feature for authentication is related to the attacker’s understanding of the
authentication system. It can be divided into three grades. (1) The attacker
does not know how the system performs authentication. (2) The attacker
knows how the system authenticates but does not know the process of authen-
tication. (3) The attacker knows how the system authenticates and watches
the user’s authentication process, which means that the attacker can try to
attack by mimicking the user’s actions. We designed a simulated attack exper-
iment. Two volunteers were invited as user and attacker. First let the user
and the attacker collect a separate set of data. Then let the user and the
attacker walk side by side, the user does not need to take the mobile phone
while the attacker carries the mobile phone. The user is required to walk nat-
urally and the attacker walks along with the user. During the walking process,
the attacker can observe the user’s motion in real time to imitate and try to
improve the similarity of the feature values by imitation. The data of the first
two people walking is data1, data2, and the data of the second time from
attacker is data3. We use Eq. 2 to calculate the attack stability score of the
feature. |data2 − data1| − |data3 − data1|

|data2 − data1| (2)

The attack stability is at most 1 indicating that the imitation has been com-
pletely consistent with the user-generated feature values. The attack stability
is negative indicates that the imitation is more differentiated.

– Computational complexity. The authentication system should authenticate
in real time and cannot be connected to a computer or server to perform
calculations. Limited to the computing power of mobile phones, we certainly
expect to calculate simple features. Too complicated calculations will affect
the authentication time and burden the mobile phone’s power consumption.
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3.3 Feature Score

We have selected several features, see Table 2. Among all the features we selected,
there are features selected by the predecessors (mean, standard deviation, vari-
ance, walking cycle, etc.) and features that have not appeared in sensor identi-
fication research (quartile, kurtosis, Skewness, etc.). According to the previous
section, five evaluation indicators are set for each feature, namely difference (D),
reproduce stability (R), time stability (T), attack stability (A) and computa-
tional complexity (C). The corresponding evaluation indicators are calculated
for all features. We use Algorithm1 to compare any two features and rank all
features.

Algorithm 1. Feature comparison algorithm
Input: Two features F1, F2 are represented by arrays respectively, and F [0]-F [4]

represent difference, reproduce stability, time stability, attack stability and com-
putational complexity, respectively

Output: A positive number indicates that the first feature is better than the second,
otherwise the second feature is better than the first one

1: s0 ← F1[0] − F2[0]
2: s1 ← F1[1] − F2[1]
3: s2 ← F1[2] − F2[2]
4: s ← 0.2 ∗ s0 − 0.4 ∗ s1 − 0.4 ∗ s2
5: if |s| > 0.5 then
6: return s
7: else
8: s3 ← F1[3] − F2[3]
9: s ← s − 0.3 ∗ s3

10: if s > 0.5 then
11: return s
12: else
13: if F1[4] > F2[4] then
14: s ← s − 0.1
15: end if
16: if F1[4] < F2[4] then
17: s ← s + 0.1
18: end if
19: end if
20: return s
21: end if

4 Experiment and Result

4.1 Data Collection

In order to collect mobile phone acceleration sensor data, we implemented an app
that collects sensor data on the Android platform. After opening, it can record
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Table 2. Feature ranking result

Feature D R T A C Rank

z up quartile deviation 7.41 0.83 0.49 0.23 N 1

x skewness 6.67 0.39 0.74 0.4 N 2

x kurtosis 0.64 0.16 0.01 −0.02 N 3

y kurtosis 0.73 0.23 0.08 −0.08 N 4

resultant acceleration 0.12 0.02 0.03 0.28 N 5

x up quartile deviation 0.2 0.04 0.07 0.94 N 6

x average 0.21 0.07 0.06 0.53 N 7

y low quartile deviation 0.32 0.13 0.06 −0.35 N 8

y median 0.33 0.18 0.04 −0.35 N 9

y standard deviation 0.39 0.08 0.12 0.46 N 10

x low quartile deviation 0.29 0.11 0.07 0.59 N 11

x standard deviation 0.34 0.16 0.06 0.23 N 12

x median 0.22 0.08 0.09 0.79 N 13

y average 0.35 0.18 0.13 −0.66 N 14

z standard deviation 0.36 0.39 0.07 0.08 N 15

step max distance 0.35 0.04 0.15 −3.02 N2 16

y up quartile deviation 0.42 0.33 0.29 −0.56 N 17

step duration 0.22 0.22 0.27 0.88 N2 18

z median 1.87 1.19 0.82 0.21 N 19

step min distance 0.37 0.54 0.65 0.52 N2 20

z average 1.71 1.18 0.84 0.22 N 21

z low quartile deviation 0.78 2.57 2.19 0.2 N 22

z kurtosis 1.24 5.83 1.31 −0.33 N 23

y skewness 1.22 2.92 3.12 0.16 N 24

z skewness 0.98 11.57 4.48 0.66 N 25

the sensor data of the mobile phone in real time. The Android system provides
a related api, registerlistener() function, for collecting sensor data, which can
trigger the function to obtain data when the phone sensor data changes. The
app was installed on a mobile phone and 30 volunteers were invited. Their age
and gender distribution are shown in Fig. 2. In order to reduce the impact of
differences in mobile hardware devices on the results, all volunteers were required
to use the same mobile phone for experiments during the experiment. During
the experiment, the volunteers were required to hold the mobile phone in their
right hand, wearing flat shoes and hold the mobile phone in the position shown
in Fig. 3. They Walk for 10 min on a flat road of about 100m. The data in this
process will be recorded in the file in the local phone, and finally the read data
will be taken out.
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For different features, different calculations are performed to obtain the score
of the item. The 10-min data d collected by each person is divided into 3 s of
non-overlapping total of 200 segments d = [di], i ∈ [0, 199]. The reason why the
time is chosen to be 3 s is that walking is a cyclical action. Usually, we think that
when a person walks, one foot starts from the ground and goes to the ground
again. In order not to lose information, each segment should contain at least one
complete cycle. Otherwise, the data of different cycles will be very different and
cannot completely reflect the characteristics of a person. In the periodic division
of the sensor data, we used a method similar to that in [12] to calculate the
period by dividing the Euclidean distance between the template and the data.
According to our observations in the experiment, a person’s normal walking time
is about 1.5 s [22,23], so we take 3 s as the length of a segment, which can include
the complete walking cycle. Considering that there may be more interference at
the beginning and end of the data collection process [21], we selected the middle
100 segments [d50–d149] from the 200 segments for calculation.

Fig. 2. Volunteer age and gender distribution

Fig. 3. Data collection
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4.2 Experiment Result

30 volunteers were invited to hold the mobile phone with right hand and walked
on a flat road of about 100m. In addition, another 15 volunteers were invited to
carry mobile phones to simulate the use of mobile phones in daily life as data
set 2. In the process of authentication, we use the selected features as input
data to characterize different people. We use svm in weka1 for classification to
get the result. When classifying, we use one class svm with default parameter
for classification because the number of negative samples is much larger than
the positive samples. That is, the test data is classified into two categories to
achieve the purpose of authentication. On data set 1, the authentication success
rate reached 93.6%. Due to space limitations, we only showed the authentication
result of 5 people as shown in Table 3. The data of the i-th row and the j-th
column represents the authentication result of testing the data of the j-th person
(attacker) by using the data of the i-th person (user) as the training data. If i is
equal to j, the value represents the proportion of successful authentication of the
test data to the user, a total of 30 results with an average accuracy of 67.4%.
Otherwise the value represents the proportion of successful identification of the
test data as an attacker, a total of 870 results with an average accuracy of 94.5%.

Table 3. Dataset 1 authentication accuracy result (%)

U A

1 2 3 4 5 . . . 26 27 28 29 30

1 89.74 100.00 100.00 100.00 99.64 . . . 100.00 100.00 100.00 100.00 98.55

2 100.00 65.82 100.00 100.00 100.00 . . . 64.88 100.00 100.00 100.00 100.00

3 100.00 100.00 92.16 100.00 100.00 . . . 100.00 94.10 99.48 100.00 100.00

4 64.55 90.22 100.00 46.82 100.00 . . . 100.00 100.00 100.00 100.00 100.00

5 100.00 100.00 100.00 100.00 14.98 . . . 100.00 100.00 100.00 100.00 100.00

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26 100.00 100.00 100.00 100.00 100.00 . . . 15.00 100.00 100.00 100.00 100.00

27 100.00 100.00 10.47 100.00 100.00 . . . 100.00 100.00 99.48 100.00 100.00

28 100.00 100.00 98.65 99.39 100.00 . . . 100.00 100.00 39.74 89.23 97.83

29 100.00 100.00 100.00 100.00 100.00 . . . 100.00 100.00 88.57 100.00 98.19

30 100.00 100.00 100.00 100.00 100.00 . . . 100.00 100.00 100.00 100.00 10.87

Next, We conducted an experiment with the simulated real scene. When
simulating the real scene, the volunteers can perform any kind of action because
the volunteers are not required to keep walking when collecting the test data. A
91.00% authentication success rate is achieved on this data set.

1 https://www.cs.waikato.ac.nz/ml/weka/.

https://www.cs.waikato.ac.nz/ml/weka/
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4.3 Phone Placement Analysis

When the mobile phone is in different positions, the value of the generated accel-
eration sensor data is also very different. In actual daily life, the phone may be
placed in a different location. Therefore, the accuracy of identity authentication
in different locations also needs to be considered. In three different locations
(trouser pocket, hip, bag), we achieved an accuracy of 92.03%, 78.39%, and
95.72%, respectively. Experiment result shows that even if the mobile phone is
placed in a different position, the regular periodicity is still present in the pro-
cess of walking. Among them, the mobile phone has achieved more than 90%
recognition success rate in the pocket of the trousers and the pocket of the bag,
mainly because the mobile phone is fixed in a relatively stable position and has a
relatively stable periodicity during the walking process. When the mobile phone
is in the pocket of the buttocks, the overall swing amplitude of the mobile phone
is small, and some components of the gait vector appear weakly, resulting in a
decrease in the authentication success rate (Tables 4, 5 and 6).

Table 4. Authentication success rate (phone in trouser pocket)

Volunteer Attacker

Attacker1 Attacker2 Attacker3

Volunteer1 44.82% 98.54% 100.00%

Volunteer2 95.27% 97.07% 100.00%

Volunteer3 100.00% 99.64% 92.96%

Table 5. Authentication success rate (phone in hip pants pocket)

Volunteer Attacker

Attacker1 Attacker2 Attacker3

Volunteer1 90.33% 99.44% 99.39%

Volunteer2 98.90% 85.74% 65.58%

Volunteer3 90.33% 69.61% 6.31%

Table 6. Authentication success rate (phone in bag)

Volunteer Attacker

Attacker1 Attacker2 Attacker3

Volunteer1 88.97% 100.00% 89.20%

Volunteer2 100.00% 98.60% 91.42%

Volunteer3 100.00% 100.00% 93.32%
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5 Summary

This paper proposes a method of how to select features in the process of using the
acceleration sensor for authentication. The features are evaluated from multiple
aspects such as difference and stability to select the most effective features. Based
on the selected effective features, an acceleration sensor based authentication
scheme is performed. The user can complete the identification process while
holding the mobile phone.

In the next step, we will explore further the selected features. Try to optimize
the certification process based on ensuring the success rate of recognition.
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Foundation of China (61602024, 61702018).
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angry birds, Facebook and kindle: a large scale study on mobile application usage.
In: Proceedings of the 13th International Conference on Human Computer Inter-
action with Mobile Devices and Services, pp. 47–56 (2011)

2. Lee, W.-H., Lee, R.B.: Implicit sensor-based authentication of smartphone users
with smartwatch. In: Proceedings of the Hardware and Architectural Support for
Security and Privacy 2016, p. 9 (2016)

3. Consumer Reports 2013: Keep your phone safe: how to protect yourself from wire-
less threats. Consumer reports, Technical (2013)

4. Harbach, M., Von Zezschwitz, E., Fichtner, A., De Luca, A., Smith, M.: It’s a hard
lock life: a field study of smartphone (un)locking behavior and risk perception. In:
Symposium On Usable Privacy and Security (SOUPS 2014), pp. 213–230 (2014)

5. Shi, E., Niu, Y., Jakobsson, M., Chow, R.: Implicit authentication through learning
user behavior. In: Burmester, M., Tsudik, G., Magliveras, S., Ilić, I. (eds.) ISC
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Abstract. Automatic Dependent Surveillance - Broadcast (ADS-B) is
the next generation communication technology selected for allowing com-
mercial and military aircraft to deliver flight information to both ground
base stations and other airplanes. Today, it is already on-board of 80%
of commercial aircraft, and it will become mandatory by the 2020 in
the US and the EU. ADS-B has been designed without any security
consideration—messages are delivered wirelessly in clear text and they
are not authenticated.

In this paper we propose Securing Open Skies (SOS), a lightweight
and standard-compliant framework for securing ADS-B technology wire-
less communications. SOS leverages the well-known µTESLA protocol,
and includes some modifications necessary to deal with the severe band-
width constraints of the ADS-B communication technology. In addition,
SOS is resilient against message injection attacks, by recurring to major-
ity voting techniques applied on central community servers. Overall, SOS
emerges as a lightweight security solution, with a limited bandwidth over-
head, that does not require any modification to the hardware already
deployed. Further, SOS is standard compliant and able to reject active
adversaries aiming at disrupting the correct functioning of the commu-
nication system. Finally, comparisons against state-of-the-art solutions
do show the superior quality and viability of our solution.

Keywords: ADS-B · Security · Authentication · Avionics
Tesla · Experimentation

1 Introduction

For years, the surveillance of air traffic has been performed through a combina-
tion of legacy radar technologies and human control [1]. Communication systems
such as the Secondary Surveillance Radar (SSR) leverage on ground-based sta-
tions, that periodically interrogate transponders on-board of the aircraft to get
information about the current status of the flight [2].

Starting from 2020, a new communication technology, namely Automatic
Dependent Surveillance - Broadcast (ADS-B), will become mandatory on all the
commercial and military aircraft in the US and EU, by following specifications

c© Springer Nature Switzerland AG 2018
G. Wang et al. (Eds.): SpaCCS 2018, LNCS 11342, pp. 15–32, 2018.
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published by International Civil Aviation Organization (ICAO) and Radio Tech-
nology Commission Aeronautics (RTCA) [3]. Anticipatory to the regulations, a
few companies (e.g., Qatar Airways, American Airlines and British Airways)
have already adopted the ADS-B standard.

ADS-B uses the same frequency spectrum of the previous SSR technology,
but the communications are initiated by the aircraft, that periodically broadcasts
messages reporting position, speed and other airplane-related information [4].
On the one hand, ADS-B provides a lot of advantages, both from the system
perspective and from the costs side. On the other hand, it poses a lot of concerns
regarding communication security. In fact, messages are delivered in clear text
and without any inherent mechanism to guarantee their authenticity. This paves
the way to a huge variety of threats, such as the one introduced by the capillary
diffusion of cheap Software Defined Radios (SDRs), able to inject custom-made
packets in the air without requiring specific skills by operating entities [2].

Dealing with security issues in the context of avionic operations is a challeng-
ing task. In fact, avionic firms are often very slow to implement changes in their
routines, due to business and regulatory concerns. In addition, the task is further
complicated by both constraints in the communication bandwidth and the high
message loss experienced on the single link due to obstacles and congestion [5]. In
the last years, with the approaching of the cited deadline, researchers from both
academia and industry started formulating solutions to overcome these vulner-
abilities. While a part of them focused on non-cryptographic security solutions,
others still pushed for cryptography-based approaches. However, these latter
contributions did not maintain compatibility with the latest standards, requir-
ing substantial modifications to the message size, the available bandwidth, or
the hardware to be used on-board of equipped aircraft (see Sect. 2 for a detailed
overview).

Contributions. Our contributions are manifold. First, we propose Securing Open
Skies (SOS), a standard-compliant framework integrating the well-known Timed-
Efficient Streamed Loss Tolerant Authentication (TESLA) protocol and allowing
the verification of the authenticity of ADS-B messages on a time-slot basis, with-
out resorting to resource-demanding public-key cryptography solutions. Second,
the integration is carried out in a standard compliant fashion. Third, the frame-
work allows for a joint processing of all the received packets on dedicated com-
munity servers, thus overcoming limitations due to the distributed nature of the
network and the not negligible message loss on standalone receiving antennas.
Moreover, SOS does not require hardware modification of the ADS-B receivers
already deployed, thus being easy to integrate through a simple software update.
Finally, a thorough evaluation of SOS against competing solutions allows to
establish its superior performance in terms of bandwidth overhead and provided
security.

Roadmap. The paper is organized as follows: Sect. 2 reviews the recent literature
on the topic; Sect. 3 introduces the preliminary details about the ADS-B technol-
ogy, the TESLA protocol and the adversary model; Sect. 4 provides the details
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of SOS, while Sect. 5 analyzes the performance of the proposed solution and pro-
vides a comparison against state-of-the-art approaches, showing the superiority
of our solution. Finally, Sect. 6 tightens conclusions and draws future work.

2 Related Work

The huge amount of work dealing with security in the context ADS-B technology
can be divided in two main branches. From one side, grounding on the considera-
tion that the scarce amount of bytes available in a ES1090 packet (see Sect. 3.1 for
more details) does not allow for the inclusion of reliable cryptography solutions,
many contributions focused on providing security services through additional
system-level approaches. To provide an example in this direction, the authors
in [5] propose a two-stage location verification scheme. During an offline stage
it creates a fingerprint of a particular aircraft, leveraging both Time Difference
of Arrival (TDoA) values and deviations from nominal behavior. Then, in the
online phase, it compares the received values with the fingerprint and evaluates
the feasibility of the received data. In another work by the same authors [6], they
propose an intruder detection algorithm based on the received signal strength,
combining the measurements at the two antennas on board of an ADS-B aircraft.
Also, privacy issues are investigated in [7].

From the opposite side, other contributions still strive for cryptography based
approaches, contextualizing their adoption in the severe constraints of the ADS-
B technology. Authors in [8] use a Staged Identity Based Encryption (IBE)
(SIBE) scheme to provide confidentiality in ADS-B communications. In their
scheme, an aircraft uses the public key of a specific ground station to encrypt
a message containing a random symmetric key. The ground station is the only
entity able to decrypt the message with its private key, and then all subsequent
communications use this new symmetric key. Even if the proposal is valuable,
authors are converting a broadcast communication channel in a unicast com-
munication channel, thus heavily modifying the logic and the functioning of the
ADS-B technology. Authors in [9] propose a three-level Hierarchical Identity
Based Signature (IBS) (HIBS) scheme, in which each aircraft, associated to a
given airlines recognized by a root authority (as ICAO or EUROCONTROL)
is able to sign its ADS-B OUT messages by using keys generated according to
its identity. Upon reception of a given signed message, a ground controller is
able not only to identify the generating aircraft, but also its relationship with a
given airline, approved by the root authority. However, being rooted on bilinear
pairings, this scheme incurs a very high message fragmentation and overhead,
thus being very hard to really be implemented in commercial aircrafts (more
details will be provided in Sect. 5.2). In [10] and [11] the authors propose to use
the Hashed Message Authentication Code (HMAC) technique to assure integrity
and authenticity of ADS-B messages. To reduce the message overhead of their
solution, they split the cryptographic value between several concatenated mes-
sages, and verify the cryptographic validity of the HMAC value only when all
the portions are correctly received. However, the digests are computed over each
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single message, generating a very high communication overhead. In addition,
they change the computation of the Cyclic Redundancy Check (CRC) field,
thus making their proposal not standard compliant.

As for the adoption of the TESLA authentication scheme in the ADS-B
technology, only few previous contributions have discussed its feasibility. While
[2] briefly highlights potential benefits and drawbacks of such an approach, recent
work [12] and [13] delved into details, providing also an initial implementation of
the solution using SDR. However, these approaches are not standard compliant
and they did not consider the constraints of the communication technology,
neither with regards to the message size nor with respect to the severe bandwidth
requirements highlighted in Sect. 3.1. In addition, their integration in a complete
security framework, as well as their interaction with a set of community receivers,
is not considered.

To sum up, by considering both branches of the current literature discussed
above, we highlight that cryptography-based solutions are the only possible way
to secure the ADS-B system in a fully reliable fashion. However, a standard com-
pliant solution that is able to integrate security services while maintaining the
full compatibility with the standard and guaranteeing a tolerable overhead on
the communication side is still missing. In this context, SOS emerges a standard-
compatible approach, that integrates cryptography in the ADS-B communica-
tions by requiring a limited amount of additional packets to be exchanged on
the wireless channel.

3 Preliminaries and Adversary Model

3.1 ADS-B in a Nutshell

Despite its mandatory adoption on-board of commercial flights has been sched-
uled for the 2020, the ADS-B technology was born in the late 1980s, in corre-
spondence with the introduction of the satellite technology, and it was originally
designed to work aside with legacy communication technologies such as Primary
Surveillance Radar (PSR) and SSR [11].

The system has been designed to be Automatic, given that it just needs
to be turned on to work as intended, Dependant because it requires dedicated
operating airborne equipment, Surveillance, because it is used as the primary
surveillance method for controlling aircraft worldwide, and finally Broadcast, due
to the particular operational mode, in which the information is sent in broadcast
[2]. The reference communication model is depicted in Fig. 1.

An aircraft equipped with the ADS-B technology is able to obtain its position
through satellites; then, it broadcasts its position via dedicated ADS-B messages.
The wireless operations can take place at two different frequencies: the 1090 MHz
frequency band, namely Extended Squitter - 1090 MHz (ES1090), is used when
the aircraft is above the height of 18,000 ft (about 5.5 km), while below this
threshold the communications take place using the 978 MHz frequency band,
referred to as Universal Access Transceiver (UAT), to avoid further congestion
on the ES1090 frequency band (due to the operation of previous technologies). In
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Fig. 1. Overview of the ADS-B communication model.

both cases, the dedicated channel bandwidth is 50 kHz. The information deliv-
ered by the aircraft can be both received by Air Traffic Control (ATC) ground
stations, that can use them as a replacement or as a validation source for SSR,
or by other aircrafts.

The advantages deriving by the adoption of the ADS-B technology are
manifold. First, ADS-B can improve pilots situation awareness. In fact, pilots
become able to receive traffic information about surrounding ADS-B enabled
aircraft, weather reports, and temporary flight restrictions. In addition, the
cost of installing ADS-B ground stations is significantly cheaper with respect
to installing and operating the PSR and SSR systems previously used. More-
over, ADS-B provides better visibility to the aircraft with respect to legacy
radar technologies, being able to guarantee an acceptable transmission range
also in harsh regions (about 250 Nautical Miles, i.e., 450 km). At the data-link
level, the ADS-B message is encapsulated in Mode-S frames. As such, ADS-B
uses Pulse-Position Modulation (PPM) and the replies/broadcasts are encoded
by a certain number of pulses, each pulse being 1µs long [14].

From the system perspective, ADS-B consists of two different subsystems,
ADS-B OUT and ADS-B IN. ADS-B OUT is the service that allows the air-
craft to periodically broadcasts information about the aircraft itself, such as
identification information, current position, altitude, and speed, through a ded-
icated on-board transmitter. The ADS-B IN service, in parallel, allows for the
reception of Flight Information Service - Broadcast (FIS-B), Traffic Information
Service - Broadcast (TIS-B) data and other ADS-B messages by the aircraft, as
a result of a direct communication from nearby aircraft.

UAT and ES1090 have different payload requirements. The UAT technology
dedicates 272 bits (34 bytes) to the payload, while 36 and 112 bits are allo-
cated for synchronization information (SYNC) and forward error correction par-
ity information (FEC PARITY), respectively [3]. As for ES1090, the structure
of the packet is showed in Fig. 2.

While the preamble is used for synchronization purposes, the Downlink For-
mat (DF) field provides an indication of the transmission encoding, the Capa-
bility field is used to report the capability of an ADS-B transmitting installation
that is based on a Mode-S transponder, the ICAO Address Field is reserved to
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Fig. 2. ADS-B ES1090 message format.

the unique identification of the aircraft, while the Parity Information (PI) field
provides error detection. A total number of 56 bits are reserved for the payload,
where the Type field (8 bits) identifies the specific type of the payload message,
the type T flag is used for synchronization purposes, the Subfield F flag indicates
if the following position data are the even (0) or the odd (1) part of the message,
while Altitude, Latitude and Longitude are reserved for data about the actual
position of the aircraft.

Finally, we highlight that the standard currently recommends (without forc-
ing it) an overall maximum transmission rate of 6.2 messages per seconds, aver-
aged over 60 s time interval.

3.2 Security Considerations

The ADS-B protocol does not include any security mechanism. Indeed, mes-
sages are transmitted in clear-text, allowing anyone equipped with a compatible
receiver to decode their content and easily access to the information contained
therein. This choice was done in the 80 s to boost message availability. However,
nowadays it is the cause of dreadful threats associated with the operation of the
ADS-B technology. In fact, the wide availability of cheap Commercial Off-The-
Shelf (COTS) SDRs opens the possibility to easily inject custom-made ADS-B
messages on the wireless communication channel. Thus, it is very easy to perform
a number of message injection attacks, including Aircraft Spoofing, Ghost Air-
craft Injection/Flooding, Aircraft Disappearance, and Trajectory Modification,
to name a few [2,15].

However, the public availability of aircraft’s data has the potential to
strengthen the control on the avionic traffic and help establishing open initia-
tives to maintain the security of the sky navigation. In fact, the openness of the
system inspired the rise of many collaborative networks, such as the OpenSky-
Network project [16]. OpenSky-Network is a community-based receiver network,
which continuously collects ADS-B data delivered from operational airplanes. In
addition, OpenSky-Network makes data accessible to researchers worldwide for
experimentation and testing.

As it will clearly emerge from the discussion in the following sections, the SOS
protocol leverages a community-oriented approach on the receiver side, inspired
by the presence of projects such as the OpenSky-Network. This allows the overall
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system to be inherently able to overcome limitations such as the potential loss of
messages and the limited computational capabilities of single receiver antennas.

3.3 Adversary Model

In this work we assume a very powerful attacker, characterized by both passive
and active features. The adversary is able to eavesdrop all the communications
on the 1090 MHz frequency band, by assuming the use of COTS devices such as
a SDR [17]. Moreover, it is also able to inject fake messages over the wireless
communication channel, by pretending to be a legitimate aircraft. This is indeed
possible thanks to the presence of cheap SDRs, held at the ground level, able to
forge fake messages and deliver them on the wireless communication channel. We
also assume that the adversary, in order to stay stealthy, follows the constraints
of the ADS-B technology on the transmission rate: thus, it injects packets with a
transmission rate within the limits imposed by the standard. Finally, we assume
that the adversary is able to carry on the attack only for a reduced portion of the
area covered by the flight, i.e., it is static and does not move with the aircraft.

3.4 The TESLA Protocol

The Timed-Efficient Streamed Loss Tolerant Authentication (TESLA) protocol
was initially proposed in [18] to authenticate media streams in a lightweight
and time-efficient way, without resorting to resource-consuming public key cryp-
tography solutions. In TESLA the time is divided in epochs, with each epoch
i having a well-defined starting and ending time. It also assumes a loose syn-
chronization between the communicating parties. To provide authentication of
broadcast messages, the entity that generates the messages is equipped with
an initial secret, namely the root key, shared only with a well-known authority,
known to all the parties. At the boot-up of the system, the authority provides
an initial key, namely key chain commit, generated by hashing the root key a
number n of consecutive times. This element is shared on the communication
channel and it is known to all the parties involved in the communication. A
message, i.e., mi, is authenticated by appending a HMAC generated through a
key Ki, obtained by hashing the initial key chain commit exactly n − i times.

The security of the scheme lies in the fact that the key used to generate
the HMAC in the epoch i is not shared before the ending of the epoch itself.
Thus, the receiving entities simply store the messages received in the slot, but
they cannot verify them immediately (because of the lack of knowledge about
the symmetric key). Only after a disclosure lag d in epochs, the key is disclosed
(in broadcast) on the communication channel and included in all the packets
generated exactly d epochs after, allowing the verification of all the messages
delivered by the transmitting entity exactly d epochs before. Note that the key
disclosed by the transmitting entity is assumed to be genuine only if it allows, by
i consecutive hashing operations, to obtain exactly the key chain commit. In this
way, because of the one-way features of the hashing operation, the authenticity
is guaranteed. Despite its success and wide adoption, TESLA was not designed
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for severe constrained environments. To cope with this limitation, in μTESLA
the key is not disclosed in each packet, but only once per epoch [19]. In addition,
taking care of the constraints in the size of the memory of sensors, μTESLA
also restricts the number of authenticated senders, thus limiting the memory
footprint of the protocol.

As it will emerge in the following sections, the proposed framework leverages
the core logic of the μTESLA protocol, even if it provides further modifications
necessary to deal with the limited payload size of ADS-B messages.

4 The SOS Framework

4.1 Preliminary Considerations

The system scenario assumed hereby involves the following actors:

– Aircraft. It is an ADS-B equipped plane, emitting standard-compliant ADS-B
messages.

– Avionics Authority. It is a super-parties authority, whose responsibility is
to assign cryptography materials and unique addresses to operating aircraft.
It is assumed to be online at least for a small amount of time during the
operation of the aircraft. This role is the one natively assumed by ICAO and
EUROCONTROL.

– Receiver Antennas. They are a set of ADS-B receivers, distributed over a large
area, able to receive and successfully decode the messages delivered by the
aircraft. In addition, they are supposed to forward the received messages to
a remote server. This role is actually played by OpenSky Receiver Antennas.

– Community. It represents a set of general-purpose servers that receive mes-
sages from the distributed antennas and provide additional computing intel-
ligence to validate their authenticity and web-oriented services. This role is
actually played by the OpenSky-network project.

In the following we assume that the legitimate ADS-B-equipped aircraft has
already taken off from an airport, and it has exceeded the altitude of 5,500
meters. Thus, it switches from UAT to ES1090 mode, and starts emitting stan-
dard ADS-B messages. The set of wireless receivers in its communication range,
equipped with ADS-B decoders, are able to detect and decode the messages.
Next, they deliver all the messages to the servers community. The aim of the
SOS framework is to provide authentication of the messages that have been
effectively transmitted by the transmitting plane.

We also assume that the receivers and the transmitter are loosely synchro-
nized with a common clock source, such as the UTC or the GPS system. In
addition, the time is divided in time-slots of a given duration di. Assuming t0 is
the time of the boot-up of the aircraft, the time-slot ti will trigger at the absolute
value ti = t0 +

∑i−1
j=0 dj . Finally, without loss of generality, we assume that legit-

imate aircraft deliver ADS-B messages at a constant rate of 6 packet/s, in line
with constraints defined by the standard for the maximum allowed transmission
rate for each aircraft [3].
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4.2 Extending the ADS-B Protocol

SOS provides the authentication of broadcast messages by leveraging symmetric
cryptography techniques, without modifying the legacy structure of ADS-B mes-
sages. To this aim, we extend the ADS-B technology, while pursuing standard-
compliance, by adding new type of messages dedicated to the delivering of cryp-
tography elements.

The security messages are included in the ADS-B packet as a part of the
payload, leveraging the sub-field Type of the message and specific values whose
meaning is reserved for future use by the standard. A sample picture of the
structure of security packets is provided in Fig. 3.

Fig. 3. The content of verification packets transmitted by adopting SOS.

The following two verification messages are defined:

– Verification Digest, Type = 25. This message is used to allow for the trans-
mission of a message digest at the end of a slot by an aircraft.

– Verification Key, Type = 32. This message is used to transmit a verification
key used in the previous slot, allowing the verification of the full batch of
messages.

When the Type field in the payload is either 25 or 32, the following part of
the payload includes the following sub-fields:

– Chunk ID (2 bits). It specifies the unique identifier of the portion of the
following content included in this message.

– Content (46 bits). It contains the effective payload of the verification message.
In case the Type field was 25, it contains the portion of the digest. Other-
wise, in case the Type field was 32, it includes the specified segment of the
verification key for the previous slot.

4.3 Details of the SOS Framework

SOS provides messages authentication leveraging delayed hash chains. While it
is inspired by the μTESLA protocol proposed in [19], it presents several modi-
fications made in order to adapt the protocol to the more severe constraints of
the ADS-B technology.

Overall, an ADS-B receiver system that runs the SOS framework can work
in two modes:
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– Unsecured Mode: The receiver does not verify the authenticity of packets
received through the receiver antenna. Thus, as soon as the packet is correctly
decoded, the information are processed. The new ADS-B messages having the
Payload Type Field equal to 25 or 32 are simply discarded.

– Secured Mode. As soon as the messages are decoded, they are buffered until
the related verification digest and verification code are received. Only if the
pool of messages is verified through the procedure described below, the infor-
mation contained therein are further processed.

From now on, we will assume that the Community Server (or, equivalently,
the computational unit behind the receiver antennas) works in the Secured Mode.
The SOS scheme, depicted in Fig. 4, can be divided in three distinct phases, that
are the Setup Phase, the Online Phase and the Verification Phase.

Fig. 4. The SOS scheme.

The steps performed in each of these phases are reported in the following.

– Setup Phase. It is executed at the bootstrap of the flight by the Avionics
Authority (i.e., a prominent authority, such as ICAO or EUROCONTROL).
Specifically, the Aircraft Authority equips the aircraft with the following ele-
ments:

– a master key, KM , that is a K bit key uniquely assigned to the particular
aircraft for the duration of the flight;

– an integer n, that is a large integer number representing the length of the
hash chain.

Specifically, starting from the above two parameters, the root key K0 of the
aircraft is computed as:

K0 = H(H(. . . (H(KM ) . . .))) = Hn(KM ), (1)
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where Hn(KM ) refers to the execution of the hashing function H on the
input value KM for n consecutive times. At the end of this phase, the Aircraft
Authority makes public the following parameters:

– the ICAO address of the flight, that is the unique identifier of the aircraft
during the present flight;

– the absolute value of t0, that represents the boot-up time of the flight, i.e.,
the time in which the aircraft was equipped with the previous materials;

– the root key K0 of the aircraft, representing the key used by the aircraft
to authenticate messages broadcast at the first useful slot.

All these parameters are shared through a publicly available server, that is
supposed to be online at least for some time during the duration of the flight.

– Online Phase. Let us focus on the operation of the aircraft during the time-
slot ti, with i > 0, and assume the aircraft actually delivers N messages,
[m1,m2, . . . ,mn, . . . ,mN ], N ≥ 1, during the time-slot ti.
At some point in time, before the end of the slot, the aircraft computes the
key for the current time-slot ti, according to the following Eq. 2:

Ki = Hn−i(KM ). (2)

The key Ki is used by the aircraft to authenticate all the messages delivered
during the time-slot ti. To this aim, the aircraft generates a message digest
hi, by using a HMAC function and the key Ki, as in the following Eq. 3:

hi = HMAC(m,Ki) = H((K ′
i ⊕ opad)||H((K ′

i ⊕ ipad)||m)), (3)

where K ′
i is another secret key generated from the key Ki, the symbol ||

refers to the concatenation operation, while ipad and opad are the well-known
hexadecimal inner and outer constants, respectively [20].
The digest hi is the element that allows for the verification of the pool of
messages delivered within the time-slot ti. Given that all the messages sent
in that time-slot should be verified together, the aircraft delivers this message
as the last of its pool, within the time-slot ti.
Note that the receivers decode and store all the messages received by the
aircraft. However, they still cannot validate them, given that they miss the
information about the key Ki used to generate the digest hi. Thus, they
temporarily store the messages in a buffer.

– Verification Phase. This final phase is dedicated to the verification of the
messages delivered within the slot ti, and it takes place at the beginning of
the following slot, namely the i + 1-th slot.
From the aircraft perspective, it consists in the delivery of a single-message,
containing the key Ki used by the aircraft to build the digest hi and to
authenticate the messages sent in the time-slot ti. The verification message
is delivered by specifying a Payload Sub-Type field equal to 32.
When the ground stations receive the message, provided that they have
received all the messages delivered by the aircraft in that time slot, they
can verify the authenticity of all the messages received within the time-slot
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ti. However, this is more likely to happen on the central server of the com-
munity controlling the particular receiver. Indeed, while some packets can
be lost by some receivers hardly reached by the aircraft messages, it is very
unlikely that a message is lost by all the receivers, since they enjoy a loose
location correlation. This is further discussed in Sect. 5.1.
This phase can be further divided in two sub-phases: the Normal Mode and
the Recovery Mode.

Normal Mode. In this sub-phase the verifier (either the single receiving sensor
or the community server) checks the following conditions:

• It is possible to obtain the root key K0 by hashing exactly i times the key
Ki, thus K0 = hi(Ki);

• The received hash h′
i is equal to the hash computed over all the messages

received in the time-slot ti, by using the key Ki; thus, h′i = HMAC(m,Ki).

In this way, the set of community receivers can be confident that the messages
were authenticated using the key Ki, and that the key could only be generated
by the target aircraft, given that it is the only entity that could have generated
it. Otherwise, if the second check is not verified for any of the active airplanes,
it means that the target aircraft is under message injection attack. Thus, the
recovery mode is triggered.

Recovery Mode. The aim of this phase is to make an attempt to recover the set of
legitimate messages. Specifically, the messages can be discarded, or an attempt
to recover them can be performed as discussed below:

• Assume M = N + J distinct messages have been received by the community
server in the time-slot from a given aircraft, where N is the number of legit-
imate messages and J is the number of malicious messages. Note that N is
known to the Community Server, given that the number of messages between
two consecutive Verification Key messages is fixed.
The time within the time-slot bounds is further divided in a number S of
smaller sub-slots, each containing L messages, Within the sub-slot, the com-
munity server takes a decision based on majority voting. Thus, it selects the
messages whose position is validated by the majority of the anchors. After
applying the majority voting within all the slots, the community server ends
up with a total of T messages, with T < M .

• On the selected T messages, assuming N of these are legitimate messages, the
community server tries all the possible combinations of messages, with the aim
of finding the legitimate pool. Specifically, it evaluates all the possible groups
of N messages, checking that the digest computed through the verification
key ki and the selected pool of messages is equal to the value hi previously
delivered by the aircraft. Thus, the maximum number of hash operations and
comparisons required by the community server to find the correct sequence
of messages is Δ =

(
T
N

)
. If a valid pool is found, these are the authentic

messages. Otherwise, no authentic messages are found for the time-slot ti
and the messages are discarded.
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It is worth noting that the strategy implemented in the Verification Phase of
SOS is indeed effective against an adversary that injects fake position messages
of the target aircraft, being this position totally different from the real one. In
addition, realistic adversaries emit their messages with a SDR that is located at
the ground-level. Being the ADS-B technology very sensitive to the presence of
obstacles [16], the expected number of receivers for the fake messages is lower
than the legitimate ones, that are emitted at greater altitudes, with a reduced
probability to find obstacles and thus higher chances to be received by a greater
pool of anchors. Otherwise, if the attacker is able to force the reception of the fake
message by many anchors (i.e., by using ADS-B equipped drones), the maximum
benefit it can expect is to cause a Denial of Service (DoS) on the system, given
that none of the authentic messages will be accepted.

5 Performance Assessment

5.1 Benign Scenario

In this section we evaluate the performances of SOS in a benign scenario, with the
aim of gaining more insights on its bandwidth and computational requirements
in standard operational conditions.

In Fig. 5 we illustrate the bandwidth overhead of SOS with respect to the size
of the verification digest and the duration of the time-slot, by assuming a fixed
128-bit verification key. As the length of the verification digest increases, both
the security provided to the messages and the message overhead increase, given
that more messages need to be delivered over the radio interface. At the same
time, the overhead lowers as the time-slot duration increases, given that more
messages are authenticated using the same digest. It is worth noting that the
same considerations are valid if we increase the key size, while fixing a specific
digest size. As the security of SOS lies in the size of both the verification key
and verification digest, a compromise between the bandwidth overhead and the
security level is required. In general, assuming both a key length and a verifica-
tion digest of 128 bits, and assuming to fix a 2 s long time-slot, the bandwidth
overhead introduced by SOS is 47.58%, that is we use roughly the 50% of the

Fig. 5. Overhead derived by the adoption of SOS, by considering different lengths of
the verification digest and different duration of the time slot.



28 S. Sciancalepore and R. Di Pietro

messages to authenticate the batch of messages sent within the time-slot. Note
that this overhead can be considered both as included in the actual through-
put of a peer-to-peer communication, or added as an additional overhead to the
actual rate of the ADS-B technology. In the second case, this leads to an increase
of the maximum packets rate from 6.2 to 9.14 packets/s. Given that the ICAO
standard envisions situations in which the maximum recommended rate can be
exceeded, this is not a violation of the standard.

5.2 Comparison and Discussion

Still assuming a benign scenario, in this section we compare the performance
of SOS with closely related work, by considering the size of the cryptography
materials (keys and digest size), the bandwidth overhead, and the compliance to
the standard of all the solutions. The main results have been reported in Table 1.

Table 1. Comparison with security approaches published in [12,13] and [9].

Scheme Key
size
[bits]

Digest
size
[bits]

Crypto
parameters
soundness

Slot
duration

Std.
compliance

Overhead
[%]

SOS 128 128 ✔ 2 s ✔ 47.58

SAT [12] 128 16 ✘ 5 s ✘ 22.9

LHCSAS [13] 80 128 ✔ 1 msg. ✘ 500

HIBS [9] N/A 1,024 ✔ - ✔ 2,200

SAT [12] is based on the TESLA authentication primitive, but it is not
standard-compliant. In fact, its authors include the digest of each message within
the related ADS-B packet just before the PI field, thus modifying the message
length imposed by the standard. In addition, every 30 s the protocol recommends
the broadcast of a certificate including a key of 128 bits, signed through a public
key of 512 bits and the Elliptic Curve Digital Signature Algorithm (ECDSA)
technique. Finally, independently from the particular hashing algorithm used,
SAT constrains the digest to be 16-bits long, hence jeopardizing the security
of the proposed scheme. Assuming that the certificate is generated through the
well-known openssl tool, it results in a minimum overhead of 22.9%.

LHCSAS [13] still breaks the compatibility with the standard: in fact, it
modifies the mandatory subType field, replacing it with cryptography data. In
addition, the aircraft delivers cryptography elements for each message, thus gen-
erating 5 additional packets for every ADS-B message.

HIBS [9] adopts robust cryptography properties. In fact, packets are authenti-
cated through a digest of 1024 bits. However, a digest of such a size is generated
for each packet, resulting in an enormous bandwidth overhead. By assuming
to work with the extended version of the scheme and maintaining the size of
the message imposed by the standard, 22 additional messages are necessary for
each payload to be authenticated, resulting in a dramatic bandwidth increase
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of 2200%. Instead, SOS integrates authentication services based on symmet-
ric encryption within the ADS-B payload in a standard-compliant fashion. The
resulting overhead, as per what discussed in the previous subsection, is 47.58/%.
This slight higher overhead, however, is compensated by the enhanced security
level provided to the ADS-B technology.

SOS, as all the other solutions that do require packet fragmentation, is vul-
nerable to packet loss. In fact, if a single packet delivered within the whole
time-slot is not received by any of the ground receivers, all the packets within
the same slot cannot be verified [21]. In general, the deployment of a large num-
ber of antennas improves the probability that at least one of them receives a
packet. Even if packet loss is theoretically always possible, it is worth noting
that an high level of packet loss disrupts also the correct functioning of the
other computing solutions discussed above. Neglecting not standard-compliant
approaches and assuming different values of the slot duration of SOS, Fig. 6 eval-
uates the probability to successfully receive all the elements necessary to carry
out the authenticity check, both with SOS and with [9], with an increasing loss
probability on the overall system.

Fig. 6. Loss probability for a single packet.

SOS cannot verify the authenticity of a single packet if at least a message
transmitted in the time-slot of duration 2 s is lost. Assuming a default trans-
mission rate of 6 packet/s, the loss could occur in any of the 12 messages sent
within the time-slot, or in the 3 messages delivered in the next slot and con-
taining the verification key. Thus, there would be at least a single packet loss
in 15 messages. However, HIBS requires the correct reception of 23 messages
to evaluate the authenticity of the information. Thus, the packet loss would be
more disruptive in the proposal by [9] than in the SOS scheme. This is still true
also in case packet losses happen in burst, given that SOS could provide, under
reasonable assumptions, intermittent connectivity with the community server.

5.3 Scenario with a Malicious Adversary

In this section we evaluate the performance of SOS and the contribution in [9]
in the presence of a malicious active adversary.



30 S. Sciancalepore and R. Di Pietro

During a given time-slot, the adversary injects fake packets in the wireless
communication medium, with the aim of confusing the receivers about the cur-
rent position occupied by the legitimate aircraft. In case of an active attack, the
second check performed in the verification phase of SOS fails. Specifically, the
digest computed over all the messages received by the community server from
the target aircraft, through the key Ki of the current slot ti, will not be equal
to the verification digest hi. In this situation, the community server triggers the
Recovery Mode. Thus, it first adopts an approach based on majority voting, by
discarding messages claiming a given position but received by the minority of
the anchors within a given sub-slot. On the remaining messages, the community
server checks for the pool of messages that verifies the authenticity check. This is
indeed possible thanks to the fixed number of packets between two consecutive
digests. The performance of SOS and HIBS in this situation are showed in Fig. 7,
assuming the maximum transmission rate by the legitimate aircraft of 6 pkts/s.

Fig. 7. Number of required computations by SOS and [9] on the community servers,
under the hypothesis of attack by a malicious adversary.

Focusing on the performance of SOS, the figure shows that the shorter the
time-slot, the less the maximum number of operations that are required on the
community server’s side. Assuming a short duration of the time-slot, i.e., 1 s, and
that the adversary injects malicious packets with a rate of 6 pkts/s, the number of
operations required by the community server would be equal to about 924, indeed
a tolerable amount of HMAC for the community server. Of course, the higher
the rate of transmission by the adversary, the higher the computational overhead
by the aircraft. This becomes an issue by assuming an higher duration of the
time-slot, resulting in an unmanageable maximum number of comparisons when
the duration of the slot is equal or higher to 5 s. The same issue emerges with
the usage of the HIBS protocol. Assuming the transmission rate of 6 packets/s,
HIBS requires almost 4 s to deliver a single information packet, along with all
the security material. If the attacker injects packets at a rate of 6 pkts/s, this
would result in more than 242 maximum computations, indeed a very resource-
consuming task. By looking at results showed in Sect. 5.1, the time-slot duration
of the SOS protocol must be carefully selected in order to trade-off between
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the bandwidth overhead and the number of comparisons to deal with in case of
attack. For instance., by assuming to work with a time-slot duration of 2 s, in
case the adversary injects 6 packets, the community-server will require about a
maximum number of 221 hashes and comparisons to find the authentic pool of
messages. According to latest measurement with dedicated hardware (https://
gist.github.com/epixoip/a83d38f412b4737e99bbef804a270c40), about 2.25 s are
necessary to find the legitimate pool of messages. Other measurements with non-
dedicated hardware can be obtained through public data (https://en.bitcoin.it/
wiki/Non-specialized hardware comparison).

6 Conclusions and Future Work

Inspired by its mandatory adoption on board of all commercial aircraft by the
2020, and pressed by its anticipated adoption by major airlines (e.g., Qatar
Airways, American Airlines and British Airways), in this paper we proposed
SOS, a lightweight and standard-compliant framework designed to guarantee
the authenticity of the communications in the ADS-B technology. The frame-
work integrates the μ-TESLA protocol in ADS-B communications, allowing to
batch-verify all the messages originated by an airplane in a given time-slot. In
addition, the framework leverages a majority voting filtering stage in the mes-
sage reception phase and it is suitable for deployment on community-oriented
services, as the emerging OpenSky-Network community. Moreover, it is resilient
to active attacks attempting to poisoning the message authentication process.
Finally, comparisons with state of the art solutions do show that SOS is the
winning solution in terms of provided security and achieved performance.

Future research activities include refining the packet loss hypothesis (study-
ing packet burst loss model) and the implementation of the proposed framework
using commercial Software Defined Radios.
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Abstract. The DNS traffic of a large-bandwidth Tor exit node is investigated
for anomalies and compared to domain name registrations. From the results we
can conclude what people are using the Tor network for. Some national
anomalies can be identified - websites in China (.cn) and Russia (.ru/.su), and to
some degree in Ukraine (.ua), are used differently through Tor than e.g. websites
under the top-level domain of Germany (.de).
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1 Introduction

The institute of networks and security (INS) operates a high bandwidth (max.
200 MBit/s) exit node (tor2e.ins.tor.net.eu.org) within the Tor anonymization network
[1]. For research purposes we investigated the exit traffic [2] and provided statistics
regarding bandwidth, services contacted, and target countries based on GeoIP [3]. The
investigation was then extended to include the DNS traffic of this exit node. As there is
no other use of this system except anonymization, all DNS requests and the associated
replies stem from the Tor exit traffic. This data was obtained by installing a DNS relay
server (dnsmasq), pointing it to a university DNS server, and configuring the Tor exit
node to use this relay server for name resolution. Query logs from the DNS relay server
then contain all the information needed: what domain name was requested plus the
response, i.e. the IP address (not used here and ignored) or an error. Additionally, any
direct (timestamps remain) relation to connections/Tor circuits is broken. To ensure as
detailed data as possible, the DNS timeout values the relay returns to the exit node is set
to a very low value of 1 min. Note that this is only partially effective, as Tor itself sets
the timeout to 5 min for very small timeouts it receives (and 60 min to longer ones) to
protect against attacks (DefecTor: [4]). This limitation was seen as acceptable for the
investigation and reasonably retains privacy.

1.1 Ethical Considerations

What is investigated here is traffic intended to be anonymous, and the first priority of
any research in this area must be to keep this promise. Note that the DNS name alone
usually does not tell anything about the user visiting this site (domain name only, not
the full URL), but this is not necessarily true for every domain name. Also, together
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with the exact time of the request the domain name could potentially be useful for
correlation attacks against anonymization. To avoid imperiling anonymity the recorded
data is additionally stored in 1-h chunks and the exact time of requests/replies is
removed at the earliest opportunity - and not used anyway. As we observed a minimum
of 3,698 DNS requests per hour, this results in approximately one query per second
(average over all 1-h periods: 18 requests/second; maximum: 81/s during a single
period). As the precision of timestamps is typically one second, this lower value is
perilously close to being able to identify individual connections, so all evaluations took
place over aggregations in 1-h periods.

Note that this information is not confidential anyway: DNS requests are usually
sent to the next server in full. Even when passing it on (iterative resolution), typically
the whole name is passed on, not merely the necessary subpart (see QNAME min-
imisation for privacy improvements: RFC 7816 [5]). Therefore, third parties may
observe parts or all of the data anyway, so more complex schemes to collect statistics
and preserve privacy as e.g. described in [6] are not necessary.

1.2 Related Work

Main directions of Tor research are hidden services (see [7, 8]) and malicious behavior
through Tor [9] or by exit nodes [10]. In contrast to this we focus on the “normal” (and
typically legal) use by ordinary end users: illegal behavior does exist and for some
persons anonymity is important, so they use Tor. But for some groups Tor might be
much more important and we try to identify whether this is the case and if these groups
can be more clearly identified/located/described.

Always interesting to many parties are methods to de-anonymize users (individu-
ally or generally; see [11, 12] as examples). This is investigated here indirectly and to a
smaller degree: DNS information of Tor traffic is mostly public (see above). We
contribute to this by investigating how much information can be collected from this
data and whether the exit traffic show differences between groups of users - which at
least allow a reduction in the number of persons that might be the source of some
traffic. A proposal to improve DNS privacy is described by [13], although outside Tor.
Based on our results this might be a worthwhile addition.

1.3 External Data Sources

To classify domains, we employ external services. As we cannot disclose to them when
a specific domain name (DN) was accessed (or that it was accessed at all, esp. as we
don’t know in advance whether there will be a match), only free lists available for
offline use were considered. This excluded e.g. various “safe-browsing” APIs.

• Alexa Top 1 million [14]: The list of the one million most visited web sites during
the last three month. We check whether a DN appears on the list (+rank) or not.

• Shalla’s Blacklists [15]: These lists provide categorizations of URLs. With a count
of 1.7 million entries they are quite comprehensive. These lists contain both DN and
URLs. While it is easy to extract domains from the URLs, this would be prob-
lematic. E.g. download links of the microsoft.com website are classified as
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“download”, but this does not mean that the whole of “microsoft.com” is a
download site.

• Finally, a list of known mal- or adware sites is used [16]. This is a compilation of
several other lists with duplicates removed, containing slightly below 60,000 DN.
Variants with more categories (fake news, gambling, porn…) exist, but we avoided
them, especially because many extensions are legal in most countries or are already
covered by the blacklists classification (previous item).

After preliminary testing it turned out that the website ranking (Alexa) needs
special treatment: counting DNS requests e.g. for “google.com” does not make sense
because of caching (the number of DNS requests is not identical to the number of users
visiting this website or the number of connections to it), and because it is a single
domain and not a class of sites. Also, most websites at the top of the list were visited
during almost every observation period. It is rather more informative to identify which
websites were not visited during the observation periods. Small numbers are of no
interest (even very popular sites will by chance not be visited by anyone during some 1-
h period), but as shown below, certain sites are practically completely absent.

2 Top-Ranked Websites NOT Visited

Websites from the Alexa Top 1 Million list which have not been visited is one of the
investigations performed. These can be broadly classed in sites, that are sometimes not
visited during a 1-h period, sites that are often missing, and those very rarely or never
visited at all via our exit node. Only the top 100 sites of the whole list were checked. The
first group (almost always visited) consists of (increasing visit count): twitch.tv, 360.cn,
sina.com.cn, aliexpress.com, wikia.com, livejasmin.com, weibo.com, ebay.com,
google.co.uk, yahoo.co.jp, alipay.com, netflix.com, t.co, linkedin.com, bongacams.com,
tumblr.com, baidu.com, wikipedia.org, reddit.com, pornhub.com, google.fr, and
xhamster.com. These are absent between 6.7% of all 1-h periods (twitch.tv) and �0%
(not occurring merely in one single hour over five month; the last six of the list above).
Twenty sites from the top 100 were visited in every single monitoring period.

The second group is absent between 29.8% and 12.8%: google.com.br, amazon.co.
jp, sohu.com, jd.com, imdb.com, google.co.in, and naver.com

The third and most often missing group is absent between 100% (never occurring)
and 53.7% missing periods (note: no websites between 29.8% and 53.7% respectively
6.7% and 12.8%!), where merely 9 sites are below 99% absence. This means, 42 of the
top 100 sites were not observed even once in at least 99% of all 1-h periods. Because of
large bandwidth, random exit node selection, 5-month long observation window, and
the huge popularity of these sites, this is quite unexpected and was investigated in more
detail. Based on rank, the highest ones missing more often are tmall.com (rank 9;
62.2% absent), google.co.in (13; 14.5%), sohu.com (15; 19.6%), jd.com (17; 18.9%),
google.co.jp (22; 53.7%), and login.tmall.com (25; 99.6%).

If we classify the missing DN (from the two least visited groups, i.e. at least 12.8%
absence; 58 sites), we find the following categories:
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• “National versions” of main sites (e.g. google.co.in vs google.com): These are 14
Google and 3 Amazon sites. This can tentatively be explained in two ways: pref-
erentially visiting the “main” site via Tor, and that these sites might perform a
GeoIP lookup and redirect you to national versions based on your location - which
would not work correctly (or be deactivated) for Tor exit nodes. This is therefore to
be expected and may not say much about users or their activities.

• “Huge files” are sites with large downloads, like video streaming. These are less
suited for Tor, as the bandwidth through the system is still limited and delays
increase, and so probably less often visited. In this group there are 8 sites.

• “Shopping” sites (7 occurrences) are a bit more problematic. Buying things is
mostly not anonymous there (delivery address, payment methods…), so Tor makes
less sense. However, at least for some of them it is known that prices change based
on search&surfing behavior. Anonymization would therefore be useful. Four of
them are “tmall” sites (Taobao mall), a very large Chinese shopping portal. Com-
pare this to amazon.com too, which was observed in every single 1-h period.

• The “News” sites category contains 6 domain names, with five virtually never being
visited (thestartmagazine.com, bbc.com, bbc.co.uk, and tribunnews.com), while
msn.com was slightly more often queried for (85.2%) and sohu.com fared much
better (19.0% absence rate). It seems that for the former sites it is not necessary to
remain anonymous - or there is no desire for this with the groups using Tor.
Together with the next section below (country code TLDs), however the Chinese
website sohu.com is interesting: it provides (according to itself) information,
entertainment and communication (apparently in Chinese only). The much lower
level of absence as compared to the broadly similar msn.com points to it being more
important for its users to remain anonymous.

• “Social” web sites (7 domain names) are probably rare, because they require users to
login. However, facebook.com is not on the list (visited during every single 1-h
period) and it provides practically nothing without login - and despite of offering
access as a hidden service (but which would not show up as a DN query). Some can
be explained (whatsapp.com - used mostly as App and not via the web; requires
identification). Interesting to compare is pixnet.net and csdn.net: the former is
Korean (absence rate 100%), while the latter is Chinese (missing in 62.6%), rein-
forcing the trend identified above. Note, that csdn.net is SW-developer focused and
less “private”, so anonymity might be of less interest there - or these users emphasize
anonymity because of technical knowledge. However, stackoverflow.com (100%
absence) and github.com (99.9%; but not classed as “social” site) are practically
never visited anonymously - there the social aspect is even less pronounced.

• Web sites of companies are easy to explain (4 sites): If interested in Apple, Adobe,
or Microsoft (including office.com), browsing via Tor is rarely a necessity. The
same should apply to developer websites (github.com) too.

• Ads: These consist of three sites: popads.net and cobalten.com, as well as craigslist.
org. The first two sites’ absence is obvious: these are pure advertisement sites with
no own content. As the “NoScript” and “uBlock Origin” extensions are part of the
(typ. used for anonymous web surfing) Tor browser, they reduce/prevent contacts to
these websites, which happen typically through advertisements shown as banners,
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iFrames or other indirect ways. Craigslist.com (classified ads) is more difficult, as
browsing there might be of use anonymously (replying/buying probably not).

• Six other DN do not easily fit the classification: hao123.com is completely absent.
As it is often classed as malware, this could also be seen as part of the “Ad”
category. So.com and soso.com (ranks 85/67; both 100% missing) are Chinese
search engines. The site naver.com (54; 12.8%) is also a search engine but focused
on Korea. Here the pattern seen above is inverted (but see below). Github.com has
been discussed above already. Wordpress.com (99.7% absence) is not interesting in
itself: it hosts many small individual sites below this domain name. So while it
scores high on Alexa (which aggregates subsites), most of the separate subsites
would probably not be on the list at all, so not showing up here as often is
understandable. But note that wikia.com, a somewhat similar site, is visited prac-
tically all the time (merely 0.6% absence).

3 Country-Code TLDs Queried

The evaluation regarding countries shows some anomalies too. When excluding all
generic Top-Level-Domains (TLDs), the distribution regarding the TLDs of the DN
queried for depicts an extreme distribution (see Fig. 1): 29% of all country-code Top-
Level-Domains (ccTLD) queries are for domains under .ru, and 12.5% refer to .de. The
next ones (.fr/.nl) are already at 4.27% resp 4.04%. In total each of the top 25 countries
achieves more than 1% and together they account for 86.9% of all queries. In com-
parison [17], under .ru there are 4,976,168 domains registered, while under .de there are
14,572,649, i.e. almost three times as many. This means that in direct comparison .ru is
overrepresented to .de by a factor of 6.8. An even more pronounced result can be seen
with .su (former Soviet Union; still existing as TLD and administered by/primarily used
in Russia), which produced 4.7 times as many queries during the five months than
domain names exist (note: repetitions; the same domain name can be queried for many
times!). A similar spike exists for Ukraine (.ua) - where state censorship of website
access exists [18]. The peaks of .io and .tv can be explained by the fact that unlike the
other country-code TLDs their DN have nothing to do with the territory and are reg-
istered for the name itself (.io ! computer science term, used especially for start-ups; .
tv ! television).

From this we can conclude for which ccTLDs accessing them anonymously is more
important for users: Russian websites are “only” accessed anonymously, but “nobody”
cares whether German websites know who the surfer is. However, there exists a
counterexample: China. China has strict rules regarding web access, so Tor could be
very important. However, it has a very large number of domains registered, but only
comparatively few queries. This could be explained by the fact that most Chinese
websites (in the sense of registered under the China-TLD) are hosted in China, i.e. their
content is under political control, and the real name of the owner is strictly verified.
Accessing them anonymously is therefore useless, as critical or undesirable content
cannot be expected. The importance for Tor lies for Chinese users at least partly in
accessing foreign web sites - but we cannot identify such activities here, as we lack all
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“source” information. Russians/Ukrainians on the other hand have comparatively little
(but see censorship) difficulties accessing foreign web sites but might want to remain
anonymous against their own country and unsupervised “local” sites.

The results are similar regarding the amount of traffic, i.e. Bytes transferred to these
countries (see Fig. 2; traffic data has been collected as described in [3]), based on
GeoIP of the destination IP address. Some countries show again large spikes: Russia,
France, Netherlands, United Kingdom, China, and Austria; Notably missing, i.e. less or
normal are Ukraine, Soviet Union, and Indian Ocean. So while they may have lots of
DN queries related to their TLD, the actual traffic to these countries is much less. Note
that .su, .io, and .tv are zero, as these do not represent an actual hosting location (.su
domains are probably hosted in Russia; Indian Ocean/Tuvalu likely have no significant
“local” hosting facilities at all).

Fig. 1. Domain name queries compared to domain names registered

Fig. 2. DNS queries compared to traffic from/to these countries
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However, a better measurement is the ratio of bytes per flow (see Fig. 3; traffic data
again from our own collection cited above), i.e. the average size of a connection to
these sites. Here we can observe that exceptions are .fr, .nl, .cn, .at, and .ro. The large
amount of traffic (and the large ratio) to Austria is easy to explain with the location of
the exit node: especially large-scale traffic, like video, will be directed to “close”
servers, resp. for such traffic distributed hosting with GeoIP lookup is most rewarding.
France, the Netherlands and Romania are comparable - they have numerous hosting
centers for TLDs from everywhere. This leaves China as the only exception: few
popular sites targeted at other countries are likely to be hosted physically within China.
A possible explanation is that Chinese users are “forced” to use Tor, even when it is
suboptimal (remote exit node, large files etc.).

4 Second-Level Domain Results

We then investigated which second-level domains (ignoring “intermediate SLDs” like
“.co.uk” or “.com.cn”) are accessed how frequently for each country and how often
each TLD is queried for, producing an interesting list. The top TLDs are .uk (average of
58.7 visits per SLD), then .ua (18.6), .io (8.24), .kr (8.23), .cn (6.12), and .jp (5.64).
These extreme differences were further investigated:

• The most common SLDs for .uk are “adskeeper” (80,655), “amazon” (76,020),
“google” (50,133), “bbci” (37,236), “dailymail” (27,114), “bbc” (22,172), and
“vitalfootball” (31,792, with the next one below 20,597). Apart from advertise-
ments on the top position, two companies and two news agencies score high.
Vitalfootball is a sports network site with subsites for individual clubs, i.e. a kind of
“hosting”. As they are solely from England/Scotland and typically do not cover any
special content, visiting them via Tor seems peculiar.

• For Ukraine (.ua) the list is only partly similar: “at” (191,232), “google” (143,687),
“yandex” (65,805), “in” (55,871), “ucoz” (47,470), and “kiev” (31,296; next one:

Fig. 3. kBytes per flow for destination countries

DNS Traffic of a Tor Exit Node - An Analysis 39



18,427). Especially interesting here is Yandex, which is simple to explain: Yandex
is a Russian social network, which is very much in use in Ukraine. However, for
political reasons this DN was blocked by government orders to ISPs. People
probably do not want to lose access to their social network, so visits via Tor to
circumvent these restrictions is important and borne by the numbers. “at” and
“ucoz” belong together and are, like vitalfootball, merely a header for subsites.
Here, however, no topical restrictions apply. This might also explain the enormous
count (238,702, which is almost twice that of the national version of Google).

• The TLD .io (British Territories in the Indian Ocean, but mostly used for its name)
differs from this, as practically no generic or special SLDs occur. This is to be
expected, as the rules for that TLD state, that such domains are only available to
residents of the territory - but no civilian population exists at all (Population:
approx. 3,500 military person; mostly USA nationals on Diego Garcia). In essence,
this should be treated as a generic TLD. The SLDs require 25 domain names to drop
from 44,347 down to below 10,000. The most popular SLD are liftoff (44,347),
intercom (43,878), onthe (42,590), 1rx (37,497), and 1dmp (36,628).

• The Korean .kr shows the following SLDs: “www” (17,257), “auction” (12,533),
“gmarket” (11,249), “hosting” (9,949), “dotname” (8,531) and “11st” (6,178; next
4,936). Again, hosting services figure prominently.

• The Russian “.ru” starts with “mail” (1,292,387), “yandex” (729,591), “ucoz”
(525,895), “imgsmail” (452,312), “fastpic” (420,176), “rambler” (291,963), and
“ok” (240,715; next is 202,709). Communication sites and search engines/portals
top the list.

• The Soviet Union .su contains “clan” (184,272), “rolka” (63,475), “moy” (44,406),
“rambler” (44,127), “fsin” (17,784) and “ipb” (16,189; next is 12,548). A strong
concentration is visible, with the top being again occupied by hosting services.

• The Chinese .cn TLD shows several anomalies. Like .io it seems to be very bal-
anced, as the top 50 only drop from 88,147 to 15,571. However, this is misleading,
as many of these domain names start with “360” and very likely belong to the same
company. If accounting for this, “360*” tops the list with 912,209 DN queries,
followed by 373,209 for “022*” and 131,702 for “sin*” on place three. As a
consequence, queries to China are concentrated to few, but huge, companies:
Number four on the list (123*; 91,525) is only one tenth the size of the first one.
Compare this to other countries: in the UK only the 17th falls below 10%, for
Ukraine it is the 7th, Japan, 21th, io the 50th and Korea the 18th. The most prominent
sites are sina.cn (infotainment portal), uc.cn (mobile web browser - proxy for faster
loading; could be used on top of Tor to improve speed), 12306.cn (Chinese Rail-
ways - this is very curious and hard to explain; perhaps to circumvent measures
against webscraping software/automated ticket buying), weibo.cn (Blogging site),
3g.cn (portal for mobile users) and 360.cn (search engine, security services, cus-
tomized browser). Search engines, portals, and infotainment dominate, with hosting
playing a smaller part. A very large share are sites affiliated to Qihoo 360 Inc (360.
cn), an internet security company which is sometimes classified as malware,
cheating customers, or a privacy problem.

• In Japan (.jp) the list begins with “yahoo” (107,763), and then follow “ne”
(100,410), “ameba” (97,002), “ameblo” (63,095), “naver” (61,210), “amazon”
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(54,261), “shinobi” (50,874), and “rakuten” (32,554). Yahoo/Naver are large search
engine/social networks, while ne.jp is intended for network providers, i.e. a kind of
hosting domain, but for large companies. Ameba/ameblo/shinobi are social net-
works respectively blogging, sites, i.e. a kind of hosting. Rakuten is a shopping site.
Japan therefore partly resemble China with its focus on social networking sites/large
portals, but with a much smaller concentration, i.e. many other sites, especially
hosting, are important for Tor users there too.

From this we can conclude that “hosting” sites figure prominently in many countries. In
some (Russia, Ukraine), communication sites are important too. But only China shows
a strong focus on infotainment portals, railways and security sites at the top.

How many Second-Level-Domains were queried for how often was investigated
too. In many countries a very large share of second-level domain names was asked for
only once during the full five months (see Table 1). Korea tops the list: 73% of all
queries were to SLDs that were never seen again. This is a large difference to Ukraine,
where such queries only account for 26% - i.e. a query for some .ko DN is three times
as likely to never be seen again than one under .ua. Such queries do not seem to show
real user interest (even small sites would probably be visited more often than once in
5 month), or they could be a sign of extensive scans for domain names (for which some
actual evidence not discussed here was found). Note that this does not take into account
“hosting” sites as identified above, as e.g. vitalfootball.co.uk would be seen (and
counted) multiple times, but the subsite “bournemouth.vitalfootball.co.uk” might have
been queried for only once, but would not show up in this table under that heading as
only the third-level domain is different.

Table 1. Share of SLDs queried once

TLD Once All Queried once

kr 44,334 60,375 73.43%
jp 65,480 102,913 63.63%
cn 163,988 271,463 60.41%
uk 223,663 387,837 57.67%
ru 1,073,882 2,023,506 53.07%
se 52,602 108,856 48.32%
de 426,272 916,636 46.50%
it 115,031 256,900 44.78%
su 22,547 52,673 42.81%
pl 89,579 224,792 39.85%
ro 32,200 83,046 38.77%
nl 110,051 290,117 37.93%
fr 112,552 369,117 30.49%
io 6,375 21,932 29.07%
ua 14,166 54,229 26.12%
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These results were investigated in more detail by calculating average values and
standard deviations for the number of queries per second-level domain - with the
restriction of only taking SLDs into account that were queried for at least twice during
the whole five months observation period to exclude automated scans (see Table 2).
The “average” value tells us how often all SLDs under a given TLD were queried for
during the whole five months. High values mean that either all sites are asked for often,
or that there are a few sites queried for very often and most of the rest rarely. This
measurement is enhanced by the standard deviation: if it is large, a wide diversity of
visit counts exists, like some sites visited several hundred times and some thousands of
times etc. over five months. A low standard deviation however means that few different
query counts other than the average occurred (i.e. all SLDs were queried for the same
number of times during five month). The thresholds for “high” and “low” have been
determined according to the numeric results. For the average this was set to 27 - the
middle value (excluding .io), while for standard deviation this is where a strong drop
occurs between 564 (.cn) and 900 (.io).

Group 1 (high average and high standard deviation) consists of Russia, Ukraine,
and Japan (plus .io). These countries show frequent queries for a wide range of query
counts of DN. Access via Tor seems to be important for low, medium, and high-traffic
sites. For Russia and Ukraine this can be explained by fears of monitoring traffic on the
end-user side. This does not apply to Japan, where censorship etc. does not seem to be
an issue.

Group 2 (high avg., low std. dev.; few sites queried for very often, while others are
rarely asked for) contains only China. This is similar to the previous group, but some
very popular sites dominate. With aggregating SLDs belonging together (e.g. 360*),

Table 2. Visits per TLD

TLD Average Std. deviation

Russia (.ru) 29.9884 1,609.1124
Ukraine (.ua) 35.9571 1,147.4791
Soviet Union (.su) 26.6181 1,023.9960
Japan (.jp) 36.8108 984.5983
Indian Ocean (.io) 75.6114 900.6163
China (.cn) 40.1727 564.0314
Italy (.it) 17.6033 525.6812
Poland (.pl) 25.6187 465.0291
France (.fr) 15.9863 447.6316
United Kingdom (.uk) 14.6441 316.8021
Germany (.de) 19.7816 259.4667
Sweden (.se) 19.9829 248.2967
Korea (.kr) 23.4048 207.2832
Netherlands (.nl) 17.0734 195.1083
Romania (.ro) 15.0148 94.0264
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this would be enhanced even more (see above). Chinese domains are therefore pre-
dominantly large portals with very high query counts, and access to comparatively few
other SLDs. This can perhaps be explained by wanting to remain anonymous with
respect to these sites, i.e. monitoring access on the sites themselves: anonymously
accessing “other” sites (general surfing anonym.) seems to be a lesser priority.

Group 3 (low avg., high std.dev.) consists of the Soviet Union: Many sites are of
interest, with low, medium, and high visit count, but generally the number of visitors
per SLD is lower. Note that here the difference to group 1 is small, as the average is just
barely below the limit.

Group 4 (low avg., low std.dev.) shows the rest of the countries investigated: Italy,
Poland, France, UK, German, Sweden, Korea, Netherlands, and Romania. Here visits
are not so common and few sites with a very high count of visits exist. These can best
be characterized as generally surfing anonymously, except perhaps the “high-profile”
sites. Anonymity seems to be valued more in general terms than for specific sites.

5 Conclusions

Internet use in/regarding websites differs according to the countries, in some aspects to
a very large degree. Especially countries where censorship exists or is an actual concern
show differences.

We could tentatively identify three large groups of countries: “normal” countries
where anonymization is used generally for web surfing, both for visiting small sites as
well as large ones, but e.g. shopping sites being visited (in comparison to their
importance/non-anonymized visits) less often.

Countries like Russia and Ukraine are in a different group, because websites are
visited more often anonymously. This happens across a very wide share of less to very
commonly visited sites. I.e., anonymization seems to be used most of the time. This is
enhanced by accessing “communication sites” (E-Mail, messaging, etc.) anonymously,
which is rare in the first group.

The third “group” is China, which stands out in several aspects

• No anonymization for sites, where this is not possible anyway: Amazon is
encountered in every single 1-h period, but tmall.com is practically completely
absent. It can be accessed via Tor, but nobody seems to bother. As buying most
things is not possible anonymously because of physical delivery, Chinese persons
(and nobody/few else are probably interested, as it seems to be a Chinese only site -
no language-switch could be found) seem to avoid visiting it anonymously.

• Some very high-ranking websites like the search engines so.com, soso.com, and
hao123.com are (almost) completely missing and not visited via Tor, while e.g.
google.com was queried for in every single 1-h period. This could be because of
active countermeasures, as while they can be accessed via Tor, all tests to access
them were extremely slow with hao123.com, while so.com was barely reachable at
all (and all were quick outside Tor).

• Second-level-domains visits in China via Tor are strongly concentrated, with a large
share pertaining to 360*.cn sites. As these sites perhaps often coincide with locally
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installed software (the company’s main products are anti-virus, a customized web-
browser, an own app store etc.), anonymity is potentially endangered. Tor only
provides anonymization on the network level, hiding the IP address from the
communication partner and intermediate entities, while locally installed software
can typically communicate with the Internet directly as well if it wants to.

• For both news and social websites, the prevalence in DNS queries is higher for such
sites directly targeting China than those of other countries or a worldwide audience,
see e.g. sohu.com vs msn.com or pixnet.net vs csdn.net (see above). This either
means that such sites are more important for Chinese people and therefore more
often visited, or that anonymization is used by a larger share of their users.

• Despite a huge number of domains under the TLD .cn, comparatively very few of
them are queried for via Tor, which strongly differs e.g. for Russia, Ukraine, or
Soviet Union. Such a low ratio is not completely uncommon, it is shared e.g. with
the United Kingdom and Brazil. Still, it is one more hint for a concentration towards
selected/few domains being accessed via Tor.

• Unlike the other countries where a large amount of traffic is transferred per con-
nection, China is not known for hosting “foreign” ccTLDs or generic TLD websites.
So either Chinese content is generally larger (potentially because of the language -
but more bytes might be compensated by more “meaning” for a single ideogram), or
users of Chinese content access even “large” data via Tor, although this is com-
monly slower.

So while no definite conclusions can be derived from monitoring the DNS data, evi-
dence points to a significantly different use depending on the Top-Level Domain that is
accessed. We will monitor these trends and verify, whether longer observation can
confirm these findings.
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Abstract. We present a new VANETS architecture, which is a compo-
sition of two modules, software defined network (SDN), and Fog com-
puting. The SDN-based framework gives the scalability, flexibility, pro-
gramming capability, and the global information, while the Fog com-
puting delivers delicate and locations-aware services that can meet the
future demands of VANETs. The proposed framework can address the
main problems of VANETs by providing vehicles communications (V2V),
vehicle to infrastructures (V2I). We used hybrid SDN architecture and
addition od security plane, proposed secure mechanism for communi-
cation. In addition, our proposed framework provides a textual aware-
ness system that automatically and intelligently provides possible traffic
safety and provides secure and fast communications. Results indicates
that the proposed system provides the best results in terms of both type
of communication in VANETs.

Keywords: VANETs · SDN · Vehicles · Fog computing
Cloud computing · Communication · Infrastructure

1 Introduction

VANETs have attracted a considerable attention in the modern era [10]. This
potentially active and progressive area is designed to improve the road safety,
increase traveling and traffic and efficacy, and give the comfort and conve-
nience to the travelers and drivers [8]. V2I, and V2V communications are
expected to increase in demand by increasing the growth of mobiles and on-
board unite (OBUs) devices [6,11,30]. For providing the better services on the
roads, VANETs can be very useful in provision of safety and the non safety
programs [5,9]. For example, management and safety services for vehicles, social
services, cloud services, and monitoring service. The VANETs is now a phenom-
ena and supports a diversity of new protocols, and services [4,19], the tradi-
tional VANETs architecture for communication is illustrated in Fig. 1. Such as
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traffic alert, route planning, background information and mobile cloud services,
unbalanced traffic between multi-router topologies, and inappropriate network
utilization [1,18,22,29].

Fig. 1. VANETs architecture and communication [4].

Some challenges are unresolved with the latest framework, such as increasing
the connected devices, the use of effective resources and irregular traffic,privacy,
security, geographical address, delays due to excessive traffic and unreliable con-
nections, and QoS [7,15]. Even if, self-organized, distributed networks mode,
such as MANETs, can be used to resolve the problems [26,28]. In these cases,
the absence of a enthusiastic methods for connections and resource management
makes the some services inaccessible. Therefore, open and flexible architecture of
vehicles is a key requirement that allows testers to conduct their testing in pro-
duction of environment, and improve the network resource management, appli-
cations, and the users [7,16]. To handle the above mentioned challenges, we
look at the Software Defined Networks (SDN) and Fog computing. Today, SDN
has emerged as a commonly used SDN protocol as a flexible method for con-
trolling the networks in a free flow and in efficient way [18]. SDN Flexibility is
an interesting method that can be used to meet the concerns of the VANETs.
For employing the SDN policies and rules to VANETs, there is plenty of plan-
ning and flexibility available in today’s wireless distribution network [14]. For
enabling the V2I and V2V applications and services and facilitate the network
management [20].

In this article, we focus on using SDN and Fog Commuting (FC) for secure
communication. In particular, we have attention on the framework, services,
operations and communication of the software-defined VANETs with FC.

The reminder of the paper is organized as follows. Section 2, is about the
overview of the system design and architecture. Section 3, is about results, dis-
cussion, and performance analysis, and the last section is about the conclusion.
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2 Overview of the System and Design

The flow of the proposed framework is illustrated in the Fig. 2, for the secure
communication among the vehicles and the cloud and transportation servers,
we used SDN controller (SDNC) and FC. We used hybrid SDNC with security
plane as shown in Fig. 3 for scalability, flexibility, security, programmability, and
for the global information. While, the FC provide location-awareness and delay-
sensitive services, for satisfying the demand of the future VANETs. The main
components we used in our system are given below,

– SDNC is a logical essential intelligence entity of our framework. The SDNC
controls the actions of the whole network.

– SDN wireless node: this node is controlled by SDNC, also receive the instruc-
tions from SDNC to execute the processes.

– SDN RSUs: the SDN RSU also controls by the SDNC, and they are fixed
alongside the roads, and used for forwarding the data, All RSUs works as fog
devices.

– SDN Roadside Controllers (RSUC): A group of the RSUs connect to the
RSUC priors to approaching the SDNC to bandwidth connections. RSUC
Open Flow is enable and control by SDNC. In addition to data transmission
responsibility, RSUC also stores road information and provides emergency
and necessary services. All RSUC works as fog devices under the orchestration
of SDN controller.

– Fog Computing: Fs acts as an intermediate tier between SDNC and the cloud
server to provide the secure transmission of communication in VANETs.

Fig. 2. VANETs architecture based on SDN controller and fog computing.
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2.1 Software Defined Networks

The main idea behind SDN is the collision between the control and the data
planes [13]. In the SDN, the network devices like switches and the routers are
based on the policies and rules. These rules are created or changed before being
sent to network devices. The overall behaviours of the network is only determined
by the control logic [21]. This new network paradigm has many advantages cor-
related with the traditional distribution methods. First, the network is being
developed and deployed in applications, functions and protocols. In the SDNC,
it is very simple to program, modify, manipulates and configures a centralized
protocols, without the need for independent access and configuration of network
hardware across the networks [21].

Second, SDN-based architectures are network-based controllers that have
global knowledge of network status that can control the network infrastructure
independently of the vendor. These network devices simply accept control poli-
cies without understanding and enforcing the standards of different network
protocols and directly controls, programs, synchronize, and managed the net-
work resources in SDNC. For SDNC, the communication protocol is the main
requirement for control and the data planes.

Fig. 3. Software defined VANETs architecture and communication.

2.2 Fog Computing (FC)

Recently, FC has become an active cloud-related research area. It was incorpo-
rated by the Cisco in 2012 [23,27]. It is extended paradigm of the cloud comput-
ing where network edge is employed for data processing and services on contrary
to the existing technique in which it is completely done in the cloud. It offers
many advantages in comparison with traditional systems as location awareness,
mobility support and low latency can be achieved by using fog architecture which
eventually places it closer to end-users. FC also incorporates core cloud services.
It also changes conventional data centres into heterogeneous and distributed
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platforms [24,25]. Therefore, the FC support the applications of IOT in vehicu-
lar network, actors/sensor networks and the industrial automations that require
the processing of contexts awareness and sensitive delays [12,17].

Privacy in Fog Computing. The most concerning problem of user is the
risk of privacy leakage in VANETs. In fog computing, the algorithms of privacy
preserving are run among FC nodes and cloud, because there is no problem of
computation, processing, and storage for the both sides, and these are sufficient.
And the running algorithms are resources barricade at end devices level, they
usually collect the data for the end devices for the privacy preservation at the fog
nodes the homomorphic encryption is used for the preservation of the privacy
without the decryption. For the statistical and aggregation differential privacy is
applied to validation of non exposure of privacy of an arbitrary and conflicting
single entrance in data set.

2.3 Basic Operations

The communication of SDNC in proposed framework are composed on three
parts, the security, control, and the data planes. We used hybrid control mode of
SDN with little modification of security plane in it, to provide the better security
for vehicles communication as shown in Fig. 3. Data control communications
are for flow of rules and policies regulations, while, data plan communication
is for data transfer. The security control plane send the security keys to the
RSUs, where the RSUCs collect all the keys, combined them and send to the
SDNC as illustrated in Fig. 3. By using of the FC, we select the mode with
the hybrid control, because in this mode the controller does not have complete
controls over the network, but it propagate the policies and rules with the RSUCs
through RSUs. For example, in preference of providing specific flow rules and
policies, SDN provides an abstract policy called policy information, where the
particular behaviours are determined by the RSUs and RSUCs, its depends on
their local information. RSUC data is then sent to the Fog server via SDNC for
the global and continuous goals. To manage the network topology, the link layer
structure in any vehicle can be used for tracking accessible messages continuously
to learn neighbouring knowledge. This knowledge, contains the vehicle traffic
information, route map, speed, position, and the sensor information.

SDNC not only receives the vehicles information from the RSUs and RSUCs,
but, also transmits information from the RSUs and RSUCs to the vehicles. So,
it can create a global connected graph of the SDN, RSUCs and RSUs, and
other information essentials for the different services. The RSUCs also receive
traffic knowledge from an RSUs, so they can process some supervisory infor-
mation without full knowledge of the SDNC. RSUs and RSUCs provide local
and appropriated information with short-term awareness and location features.
These RSUCs and RSUs merge the sub quires and security keys and then send
to the SDNC.

In the FC, both the edge devices and the data centers, support indirect
sources and services. The RSUs and RSUCs, send the information through SDNC
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to the Fog server, also share resources for vehicle control. To enabled the FC
architecture in the software defined VANETs, SDNC, RSUCs and RSUs provide
not only the SDN capabilities but also Virtualization to enable Fog and cloud
services [2,3]. Hence, a hyper visor, which is a small-level middle-ware, must
be run on these physical devices to support virtual machine abstraction (VM).
Services are hosted on these VMs that allow the transmission and re-service of
the service.

2.4 V2V and V2I Communication Mechanism with Security Plane

In this section we only provide the secure communication mechanism for V2V
and V2I communication in the VANETs, by using SDN and Fog computing.

For the secure communication plan we used three types of data plan in our
proposed system, namely, security plan, control plan and data plan. Where the
security plane is used to forward the encrypted keys. An active switch also acts
as a secures channel for communication to the SDNC, which allows data packets
and remote streaming packets are sent through the SDNC by using free stream
protocols [13]. SDNC have the responsibility for deciding whether to add, remove,
and modify the policies, rules, and actions in the flow of traffic through free flow,
thus enabling scheduling to automatically configures the VANETs networks.
SDN services and applications communicate directly to their needs and network
activities through the North-bound (NBI) user interface APIs to the SDNC.

The software component required to construct a SDN architecture to ensure
the cooperation of integration. The SDN function and the fog calculation enter
the vehicular network. The RSUs and the BS can match the Mayor Orchestration
is based on MANO architecture. In this way, BS and RSUs need a management
mechanisms to allow data transfer the information and rules to the managed
services. Fog node must acknowledge the dissimilar decisions, for example, qual-
ity of service (QoS), quality of experience (QoE), network technology,topology,
operators, to determine its location and time.

Request Generation Process. The anonymous inquiry process is generated
by the vehicle V , which intend to approach the service giving by the trans-
portation server or cloud server. There is no communication overhead for the
V in execution of inquired queries for communication process, V commitments
to firstly define M as message and the k as privacy preferences. Then, V added
the M identity mid and transmit the M into the k data movement generating
the set of messages {m1,m2, . . . ,mk} and set of keys K = {k1, k2, . . . , km}. The
encrypted messages are distributed among the vehicles communication range in
the VANETs, and the derived keys are sent to the RSUs through security plane,
where the RSUCs collect all the keys and send to the SDNC. Distinctive meth-
ods (it depends on the position of the vehicles or the state of the network) can
be implemented for the broadcasting of messages in the vehicles. Here in our
method, we use a easy approach for the sharing of messages among the vehicles
in VANETs. Our broadcasting method for communication among the vehicles
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performs as follows. The initiator V encrypts all the encrypted messages mi
using the set of keys Ks shared among vehicles and RSUs, Fs and the affix mid,
that {mi = {EKs(mi)||mid}} for every {i = 1, k}. Due to the, existence of the
id of the message mid in all the messages, allow the vehicles to recognize the
dissimilar sub-messages associated to the same M . Query initiator V randomly
chose k − 1 vehicles V s in his communications ranges, then send the messages
from {m1 ⇒ mk}to each of them. It then send these messages to SDNC via Fs,
RSUs and RSUCs, where these RSUs and RSUCs works as fog devices. Upon
accepting the messages mi from the every vehicle in the communication range,
then V 1 first checks the mid. If the vehicle is already acknowledged to send
the message with same mid, {mid ∈ Sent}, V 1 transmit mi to next vehicle
V 2 in the communications range. After the transmission process every selected
vehicle V separately sends the encrypted messages received by the SDNC. These
encrypted messages from all the vehicles are forwarded to SDNC through RSUCs
and the FS. Now SDNC can decrypt the each message incrementally, reconstruct
the messages and sends it to the cloud server.

Fig. 4. Anonymous request based on SDN and fog computing.

Figure 4 shows an example of communication among the vehicles. Where,
the vehicle V generate and forward a encrypted message to the next neighbour-
ing vehicles, while the selected vehicles in the communication range sends the
encrypted messages to the SDNC through RSUs and RSUCs. In the given exam-
ple, the inquired V describe k = 5 then distribute M into the five sub-messages
{m1, . . . ,m5}. Messages are then encrypted with the ABE method, generated
the set of keys K = {k1, k2, . . . , km} and shared between V and SDNC, and
mid is appended with each of the sub messages. The set of keys are directly
forwarded by the particular V to the all nearest RSUs, from there the RSUCs
collect all keys and send to the SDNC through FS. The inquired vehicle V
sends the encrypted message m1 to SDNC and transmits the remaining k − 1
messages to other vehicles in communications ranges. Categorically, the sub-
message m2 and the m5 are forwarded to the vehicles V 1 and V 3 that forward
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these messages to the Fs. Considering v4 not accept for transmit sub-message
m3, sub-message m3 then gets a route V 4 =⇒ V 7. The sub-message m4 gets
a route V 6 =⇒ V 7 =⇒ V 9 because, when the sub-message is acknowledged by
V 7 and V 7 considers that it has already get sub-message (m3) with same mids,
then it forward sub-message m4 ⇒ V 9. Lastly, vehicles V, V 1, V 3, V 7, and V 9
sends the sub-message to SDNC via FS, RSUs and RSUCs.

Response Generation Process. The response generation process is anony-
mous, because of encryption and decryption, and no one can track the original
vehicle by tracking the communication process. If in the case, the cloud or trans-
portation server, compromised no one can track the communication, because
they did not know the exact query or information of the vehicles.

Figure 5 represent an illustration of anonymous feedback to the query in
Fig. 5. Encrypted Queries Mr are broadcast to all the vehicles utilized in Fig. 5,
that are, {V, V 1, V 3, V 7, V 9}. When V collects the message, he can decrypt it
with keys Ks shared by the SDNC. The auxiliary vehicles deleted this message
Mr, because they do not have the key.

Fig. 5. Anonymous response based on SDN and fog computing.

3 Experiments, Results and Discussion

3.1 Experimental Setup and Simulation

For the simulation, we used Veins model for simulation along with SUMO and
OMNet++ environment. The parameters we used in simulations are presented
below in the Table 1.
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Table 1. Description of the parameters

Parameter Value

Simulation framework OMNet++, Sumo and Veins

Area 50–100 km2

Vehicles 100–200

No of RSU 25–50

Transport protocol UDP

Propagation model Nakagami

Speed 15, 20, 25, 30m/s

Maximum acceleration 6m/s

Maximum deceleration 4m/s

Channel bandwidth 12MHz

OBU receiver sensitivity −80.0dBm

Antenna height 1–1.5 m

Type of the antenna Omnidirectional

Network layer 802.11p and IEEE 1609.4

ROI size 9 km2

Transmission range 500m

3.2 Security Analysis

Our secure communication method provides complete privacy protection because
it guarantees the privacy of the vehicle and the anonymity of the link in terms
of both the vehicle and the server. Our approach preserves the communication
privacy of vehicles and protects against privacy breaches by using secure com-
munication methods as well as SDNC and FC. In order to check the privacy of
the vehicle, through our proposed method, when establishing a new communi-
cation session with the cloud or transport server, the vehicle always generates a
set of keys for its own message. Therefore, it is computationally impossible for
a vehicle or group of vehicles to notice the true identification of other vehicles
and to link different communication sessions or authentication mids to the same
vehicle.

For both types of communication (V2V and V2I), the cloud and transport
server does not know the real information about the communication due to
encrypted communication. The desired result produced by the cloud or transport
server is the user result of all vehicles within the communication range, not the
enemy, nor the cloud server, knowing that the result is returned to the active
user. Therefore, they cannot access location information related to the vehicle.
The fog server was unable to know the original query information for each vehicle
because we had performed encryption through the vehicle driver and SDNC.

The communication and location information from every vehicle to the Fog
server is encrypted queries and information. The decryption function parameters
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are only known by the vehicles V s and SDNC. The trusted entity could not find
the original query information about the communication. Even if the SDNC or
fog server is attacked by an enemy, the information of the vehicle will not be
revealed due to the fog server privacy.

The vehicles does not know the queries of the other vehicle while communi-
cating with each other. The FS accurately obtains the expected results for every
vehicle, and everyx vehicle can easily obtain their own results without knowing
the identity of other vehicles. Even if some malicious cars cooperate, they can’t
understand other problems with trusted vehicles.

Fig. 6. (A) Processing time from vehicle to SDNC, (B) Processing time from SDNC
to cloud server

Fig. 7. (A) Communication cost from vehicles to SDNC, (B) Communication cost from
SDNC to cloud server.
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3.3 Performance Analysis

There are four entities in our proposed scheme, and we calculate the cost of
computation of these four entities, the complexity of vehicle is the O(N + mk),
where N , and m, and ks are the numbers of the vehicles, messages, and security
plan respectively. The ruining time of SDNC is the O(N + m + K), where the
N shows the vehicles and m are the messages, and K is the set of security keys,
because the SDNC is only responsible to collect the messages from the vehicle
encrypt them and forward to the Fog server. The running time of the fog server
is the O(N + logm), where N are the vehicles and m are the messages. The
complexity of cloud server is O(N + logm + mr), where the N are vehicles and
m are messages and r are the required results. The total complexity of proposed
system is given below.

O(N + m + K + N + logm + N + logm + mr).
O(3N + 2m + k + 2logm + mr).
we excluded the constant, so the final computational cost is given below.
O(N + m + k + logm + mr).

The communication cost among the vehicles and the SDNC becomes O(Ck+D),
where C and D are the constants, and we reduce it as O(k). The communication
cost between the SDNC and the Fog server is O(Ak + B). Lastly, we examine
the communication cost between the SDNC and the cloud server. So, the com-
munication cost is O(KC ∗mD), where C and D are the constants. So the total
cost among the vehicles and the cloud server is O(k + AK ∗ mB).

Mainly the complexity of the framework depends on its algorithms. To eval-
uate and analyse the complexity, we perform some simulations, in simulations
we calculated the communication cost and time complexity.

Figure 6(a, b), shows the time of processing for vehicles in our proposed
method. The x-axis and Y-axis contain the vehicles and time information respec-
tively.

The Fig. 6(a, b) contain the processing time of the vehicles with SDNC and
cloud computing. to achieve this goal, we simulate approximately 100 vehicles,
and it is clearly shown that, if the all vehicles are in the communication range,
then the processing time is very low. Figure 6(a, b) shows the time of processing
from the Vehicles to the SDNC and from the SDNC to the cloud server, from
the Figs, we can clearly analyse that the time of processing for this environment
is also very low.

The communication cost (CC) of the proposed system is shown in the
Figs. 7(a, b). The information about vehicles and memory (bytes) is listed on
x-axis and Y-axis respective. the CC is represented in Fig. 7(a), when vehicles
start the communication through RSUs or by others vehicles that are available
in the communication range. Figure 7(b) represents the CC from SDNC to the
cloud server.

The results from the Figs shows that our proposed scheme have very low CC,
when all vehicles are in the communication range. From the Fig. 8, the execution
time required by the OBU to generate the messages for the communication
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between V2V and V2I is very low. It is seems that in very short time span the
maximum numbers of the messages are communicated between the vehicles.

Fig. 8. Execution time of messages

4 Conclusion

In our proposed approach, we preserve the communication privacy in VANETs.
There are two types of communications in VANETs V2V and V2I. In order
to preserve communication privacy for V2V and V2I, we provide the trusted
communication among the vehicles and infrastructure. In V2V and V2I commu-
nication privacy, primarily, we used SDNC along with Fog computing. In SDNC,
we used security, data, and control planes, for sending the keys and data to the
RSUs generated by the vehicle. Fs operated as and intermediate tier between
SDNC and cloud server to provide the secure transmission of communication in
VANETs. We create encrypted messages at initial level from the user side and
send to the SDNC, where the SDNC combined the keys as well as the messages,
decrypt the message. After this, we send all these information to the cloud server
for the desired results, after getting the results the SDNC transmit all the results
to the vehicles through FS and RSUC, RSU, where the vehicle driver received
the results with keys and decrypt the results.
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Abstract. Wearable devices collect and share data through social net-
works accessed by a smartphone. We can therefore view the smartphone
carried by a criminal suspect as a central repository of information that
may be useful in a criminal investigation. But it is not clear how this
information can be used to deduce conclusive, legally admissible evi-
dence. The challenges here are not only technological, but practical. In
this paper, we discuss the challenges faced when we try to abstract crim-
inal data from wearable devices. We also present a case study involving
a wearable fitness tracker. In particular, we try to determine if a phone
synced with a fitness tracker can provide evidence related to the execu-
tion of a violent act. While the approach presented here opens up a new
area for investigators to look for evidence, our results suggest that it can
actually be difficult to obtain concrete digital evidence in this manner.

Keywords: Wearable devices · Forensic investigation
Information retrieval · Experimental methods · Information security

1 Introduction

Wearable devices collect information about the behaviour of the user. In princi-
ple, this information can be used as evidence in criminal investigations. However,
there are technical, legal and practical issues that make this challenging. In this
paper, we consider the potential of such devices for forensic investigation. We
focus primarily on wearable fitness trackers. These are simple devices that track
the movement of the wearer to help them achieve certain fitness goals. Users can
share progress online, which is normally done by syncing the fitness tracker to
their phone and then using the phone to communicate data over the Internet.
As such, there may be a great deal of data about a user involved in a crime that
is being shared and stored for analysis.

Before fitness trackers can be used effectively in an investigation, we first need
to understand exactly what information is being stored and synced. Wearable
fitness trackers such as Fitbits are relatively new and can offer a wealth of infor-
mation to investigators as the device constantly monitors the physical status of
c© Springer Nature Switzerland AG 2018
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its wearer. There are vast amounts of information that can be extracted from
these devices, including geolocation data, distance traveled, heart rate data, and
activity time. There is great value in this data as it can describe the state of the
person wearing the Fitbit during physically violent moments.

Although various fitness trackers have been tested for their accuracy in the
field of health sciences, little information about the forensic applications of these
devices is available. As such, we need to determine if commercial fitness trackers
are actually collecting and sharing data that can be useful in identifying criminal
activity.

This paper makes several contributions to existing literature on social net-
work forensics. While there is a great deal of technical documentation and health
related information about fitness trackers, this paper is unique in that we explic-
itly consider the challenges faced when using the data for investigating purposes.
Moreover, to the best of our knowledge, this paper includes the first experimen-
tal study that attempts to use a fitness tracker to identify when a violent attack
has been perpetrated. Methodologically, our paper is distinct in the computing
literature as we advocate for the importance of physical experimentation with
wearable devices; this is an important step towards correlating the actions with
the data being stored.

2 Preliminaries

2.1 Challenges

Fundamentally, the information collected and stored through a fitness tracker
may be useful in a criminal investigation. But several issues need to be addressed:

1. Legal: What information can be stored, and where can it be maintained?
2. Technical: How easily can we obtain stored information from the device, or

from a paired smartphone?
3. Empirical: How do we demonstrate conclusively that the information on the

device is evidence that a given behaviour has occurred?

This challenges are all related. In this paper we focus primarily on the third, and
only remark on the first two challenges as they relate to identifying behaviours.

2.2 Related Work

With all the different sensors built into a wearable device, there is a lot of
data being collected, and therefore a lot of ways the data can be useful. For
example, we can try to identify the activities being performed based on the
data. This has been done for various forms of exercise [2], but other activities
can be detected as well. One novel application of wearable devices comes from [5].
In this study, the police officers, construction workers, members of the general
population each wore a wearable device to compare whether the detection of
gunshots was accurate or if the device would confuse a gunshot with the usage
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of construction equipment, for example. The results found 98.9% of gunshots
were correctly identified, and only 0.4% of non-gunshots were misidentified as
gunshots. In this study, the AX3 Watch was used as a wearable device; the data
was obtained from an accelerometer.

Several studies have tested the accuracy, validity, and reliability of fitness
trackers as they measure energy expenditure, physical activity, and heart rate
[7,9]. In one study, participants engaged in an hour routine of running and
cycling with some time to rest between the exercises. The results found that
although the fitness trackers produce poor estimates of energy expenditure, they
all accurately measure heart rate [10]. The same conclusion was drawn in [6].
It is worth noting that these two studies differed in several respects, including
the physical placement of the wearable devices. Note, for example, that a Fitbit
worn on the wrist will detect arm motion more accuratelly than one worn on
the hip. This must be taken into account when setting up new experiments for
activity detection.

In terms of measuring physical activity, [8] tested a Fitbit on 25 university
students performing a variety of activities such as treadmill walking, incline
walking, jogging, and stair stepping. This study concluded that the Fitbit had
“moderate” validity in identifying activities. Roughly speaking, the Fitbit is able
to be used to identify certain kinds of exercise, but it is not useful for activities
such as climbing stairs.

In stark contrast with [10] regarding heart rate measurements, [3] concluded
that the Fitbit Charge failed to accurately measure heart rate during more inten-
sive physical activities, but the device still could adequately measure heart rate
during rest and recovery. There are many differences between these two studies.
First of all, the test equipment was slightly different. Second, the exercise proto-
cols were not the same. In order to validate the data obtained through the use of
wearable tech to monitor physical activity, other studies have used statistics to
interpret the results and draw conclusions. For example, [1] measures the range
of motion using three different apparatus which all measuredchanges in joint
angles and reach distance. To interpret the results, means and standard devi-
ations were calculated for each set of data to perform an analysis of variance.
Going further, coefficients of determination were computed between two pairs of
apparatus for all the movements to be able to determine how much variability
can be explained by the model used. Loeffler [5] calculated feature statistics for
each spike in that data that could potentially be a gunshot. Furthermore, a logis-
tic regression model was used to predict the identification or misidentification
of a gunshot. All of the statistical features for the potential gunshot detections
were entered into this model to support the predicted classifications of whether
the spike was a gunshot or not.
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3 Stored Data

3.1 Sensors

Although fitness trackers vary in terms of the actual embedded sensors, the
following are standard:

– Accelerometer: Senses device acceleration.
– Gyroscope: Senses angular velocity.
– Heart Rate: Senses the heart rate of the user.
– Orientation: Senses orientation of the device.

In principle, these sensors can give a great deal of information about the activities
being carried out by the user.

3.2 Where is the Data?

In general, the data is stored in three locations:

– The Device: Information gathered is stored for a short term on the device
before syncing. For Fitbit trackers, for example, information is stored for 7
days.

– Local Machine: Information is synced with a local PC or smart phone.
– Remote storage: Information is stored on the cloud indefiinitely.

Information stored on the device or locally should be useful for criminal inves-
tigation. There is a legal issue surrounding remote storage, however. In many
countries, privacy laws dictate that information can only be stored for a specified
purpose. Obtaining this information for investigative purposes may therefore be
problematic. For this reason, we focus on the first two storage locations in this
paper.

The data gathered by fitness trackers is stored in a way that allows the user
to track their activity, and overall health. This is quite different than the way we
would store information to identify particular activities. For this reason, it is an
open question how useful the data will actually be in a criminal investigation. In
order to make such a determination, we actually need to look at specific activities
and determine if they can be associated with particular stored profiles.

4 A Case Study

4.1 Motivation

Having specified the sensors and the storage locations for information, we now
describe a case study intended to demonstrate how data gathered may be used in
a criminal investigation. Ther purpose of this case study is not necessarily to give
precise, legally admissible results. Instead, the purpose is to show a methodology
that can be used to evaluated the utility of fitness trackers to identify particular
behaviours.
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We remark that the primary contribution of this case study is actually
methodological. By setting up a precise scenario, we hope to demonstrate how
a controlled experiment can be useful in determining which kinds of physical
activity a fitness tracker can be used to identify. But this is a preliminary paper
on work in progress; at present we are actually refining the methodology and
studying teh data available on different devices. As such, the results to date have
not been particularly useful. Neverheless, this report will describe our general
methodology in order to start a useful discussion about the value of activity
detection through fitness tracker data.

4.2 Equipment

Our case study uses a commercial fitness tracker, a rooted Android smart phone,
and digital forensic tools for investigation. We list the hardware and software
that was used in our work.

– Cellebrite UFED: Hardware designed for mobile device forensics that can
take an image of the internal digital storage of many different mobile devices.

– EnCase: A professional digital forensic software toolkit designed to analyze
a multitude of digital information including disk images, memory dumps, and
individual files.

– Fitbit: A brand of wearable fitness tracker devices that can measure the
wearer’s fitness levels, heart rate, steps taken, distance traveled, length of
time spent being physically active or inactive, hours of sleep, and so on.
Throughout this paper, “Fitbit” will refer to the Fitbit Charge 2 which is the
specific device that we used.

The Fitbit Charge 2 used in this study came fresh out of the box with the
absolute minimum amount of setup completed for the device to function. Fitbit
was selected as the brand due to its popularity in the marketplace.

5 The Experiment

In this study, a participant wore the Fitbit Charge 2 and let it sync with an
Android smartphone via the official Fitbit app in real time. The procedure for
one run of the experiment began with Wi-Fi and Bluetooth being turned on and
the Fitbit app was run so the phone can sync with the Fitbit in real time. The
participant wore the Fitbit on their dominant hand.

The main steps of each run were as follows:

1. The participant walked for 30 min. During this phase the Fitbit collected data
about the participant during a normal, non-violent state.

2. After 30 min, the participant stopped at a designated, safe location.
3. The participant kneeled on the ground and used a rock to hit the ground in

front of them 10 times.
4. The participant then walked for a second round of 30 min.
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Fig. 1. Experiment flowchart

Following these steps, the fitbit was removed and placed in a safe location (with
the paired smartphone) until the next trial. The experiment was repeated three
times to ensure consistency in the resulting fitness data.

After the experiment had been performed three separate times with ade-
quate time for the participant to recover in between the tests, the rooted smart-
phone with the synced Fitbit data on it was analyzed with EnCase sofware. This
involved several steps to complete the acquisition process, which was repeated
twice for the sake of consistency in the data. The two images were each hashed
through two separate hashing algorithms, MD5 and SHA1, to check if the images
matched each other.

The images were imported into a free forensic toolkit called Autopsy 4.0.0
and a case insensitive keyword search was conducted on both images for files
and folders containing the text “fitbit”. Matching files and folders appeared in
many places throughout the Android system:

/CarvedFiles/
/app/
/app-lib/
/dalvik-cache/
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/data/com.android.browser/
/data/com.android.providers.downloads/
/data/com.android.vending/
/data/com.fitbit.FitbitMobile/
/data/com.google.android.gms/
/data/com.google.android/.../shared prefs/
/data/com.samsung.InputEventApp/share prefs/
/data/com.samsung.android/databases/
/data/com.samsung.klmsagent/databases/
/data/com.sec.android.app.launcher/databases/
/data/com.sec.android.app.memo/shared prefs/
/log/dumpstate app error.txt.gz/
/log/dumpstate app native.txt.gz/
/media/0/Android/data/com.fitbit.FitbitMobile/
/system/

Of these, the most important location was the Fitbit app’s data directory located
at “/data/com.fitbit.FitbitMobile/”.

For both images, the folder for the Fitbit app was exported using Autopsy
and all the files in the two exports had their write permissions removed. Because
the hashes of the two images did not match, all the files from the two exports
had their SHA1 hashes computed, saved to a file and the files were compared.
At this point, we need to manually look at the data to determine if the fitbit
had stored any evidence on the smartphone that could be used as evidence of
a violent act. A complete flow chart for the case study experiment is given in
Fig. 1.

Note that there are other methods of recovering the Fitbit data directly.
These methods include Joint Test Action Group (JTAG) which would have some-
one partially disassembling the Fitbit device to expose its circuits. Wires would
be soldered to the right places for special hardware to read a bit-by-bit copy of
the device’s digital storage. Alternatively, a Chip-off could be performed where
the device’s flash memory chips are physically removed and read with specialized
equipment. These methods were not attempted in this experiment; our focus was
solely on obtaining information from the disc image. We are envisioning a sce-
nario where the fit bit itself may have been damaged or unavailable, hence the
one way to retrieve information is through the phone.

5.1 Results

The exported Fitbit app data contains cache directories, a preferences directory,
a database directory, and several other miscellaneous directories, as shown in
Fig. 2.

The cache directories contain plaintext files, JSON files, images, and videos.
The videos range from only 37 kilobytes in size to a little over 1 megabyte.
Inside the “shared prefs” folder are XML files, almost all of which are less than
a kilobyte in size. The “files” directory contains unrecognizable content. The only
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Fig. 2. Directories in Fitbit app data

file with content that makes sense to a human is the plaintext file “gaClientId”
which holds a 36 character hyphen-separated hexadecimal string.

The last and most notable directory is “databases”. This directory contains
pairs of files where one file is an SQLite3 database and the other contains the
name of the database file with the text “-journal” appended to the end of the
file name. Some of the names of these SQLite3 databases are as follows: “activ-
ity db”, “exercise db”, “fitbit db”, “heart rate db”, and “mobile track db”. The
full listing of the database directory is in Fig. 3.

The names of columns in the tables of the databases indicate that the
databases hold metadata. There are several columns for timestamps including
creation time, time updated, start time, and stop time. Other columns hold
various identification values such as server ID, session ID, and UUID. Some of
the tables also include information about certain kinds of activities, such as
thresholds. For example, Fig. 4 shows the contents of “activity db”.

Similarly, “heart rate db” contains thresholds for differing levels of activity,
except “heart rate db” actually has data describing the amount of time spent
in each of the ranges and the amount of calories burned, but it is unclear why
several records contain duplicate ranges with different times spent in the ranges.
There are no associated timestamps with the records to possibly explain this as
different results for different days.

Manual investigation of all database files indicates that none of the databases
contains any information about the actual times when different levels of activity
were recorded. As such, there is no information on the phone that allows us to
determine when vigorous activity occurred.

5.2 Discussion

It is not immediately clear why the phone contains no useful data about the
actual activities performed by the user. Given that the fitbit itself does in fact
have the activity data, there are several possibilities. It may be the case that
the Fitbit app simply does not store such data on the phone by default. Instead,
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Fig. 3. Database directory

this data may bestored on Fitbit’s servers, and the phone app is only used to
retrieve simple metadata about activities.

It could also be the case that rooting the device caused synced data to be
damaged or overwritten. With some models of phone, it is actually possible to
use the Cellebrite UFED to obtain application data form an unrooted device.
However, that approach did not work in our test case.

In any event, using standard mobile forensic tools, we were unable to find
any useful data on the phone for an investigation. It may be the case that this
is not true for other brands on wearable fitness trackers. It may also be the case
that the Fitbit data could in fact be retrieved through JTAG or Chip-off.

Despite the results of this case study, we certainly expect that, for some
phones and some wearable fitness trackers, we will be able to obtain useful data
about activity levels with timestamps. The point of this study is not, there-
fore, to reject the utility of this approach. Instead, the point of this paper is to
demonstrate a viable methodology for studying the investigative potential of fit-
ness tracker data for activity detection. The methodology here is experimental:
we need to first produce behaviour that replicates a criminal activity, and then
we use forensic tools to dtermine if that behaviour can be detected. Once we are
able to detect our “fake” criminal activity, then we can try to determine how
closely our fake activity resembles a real violent act. As such, this is a long term
project, and we are just at the outset.
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Fig. 4. Database directory

6 Activity Detection

6.1 Revisiting the Case Study

The case study presented here failed for technological reasons, as the phone did
not record activity from the device. However, even if the phone had collects
the data, there is an empirical question about the degree of granularity that we
can expect from the device. Activity recognition on the Fitbit basically operates
by matching the information recorded with an “expected” profile for different
activities. For example, aerobic activity can be distinguished from sport activity
by looking at fluctuating heart rates and accelerations.

Activity matching in this manner requires a characteristic set of a data for a
given activity. We can then compare the sensed movements with the character-
istic set; if it is close, then we can conclude that the given activity was taking
place. There are two problems here. First, the precise notion of “close” for activ-
ity recognition is not clear. Second, we essentially need to know the activity that
we are looking for in advance.

The notion of determining “closeness” is actually a question of statistical
variation; there are known methods for addressing this problem. The second
problem is an empirical one. If we want to get a profile for a given activity, how
can we do it? The case study here suggests a simple solution: we simply replicate
the action on a new device.

6.2 A Methodology for Investigation

The preceding discussion suggests a methodology for using Fitbit data in a
criminal investigation. Given that an event has taken place, involving a suspect
wearing a Fitbit:

1. Retrieve all available data from the suspect’s device and paired hardware.
2. Generate a hypothesis h about what actually occurred in the crime under

investigation.
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3. Recreate the physical activity described in h, with a collection of actors wear-
ing the same Fitbit.

4. Perform a similarity comparison between the suspect’s device data and the
data obtained from the actors.

At step (1), we address all technological and legal issues related to gathering the
activity data collected by the wearable device. Step (2) is essentially traditional
investigation; based on any available information about the crime, we come up
with a possible explanation. Step (3) is essentially what we have outlined in our
case study. By replicating the physical performance of a given crime, we can get
an activity profile for that crime. The final step is a statistical matching. The
evidence provided by this step is similar to DNA evidence, in a sense. We are
able to conclude some level of certainty in the activity matching, based on the
data.

We remark that repeatedly performing recreations of physical acts is a dif-
ficult process. It would certainly be better over time to collect activity profiles
for different criminal acts that are resilient to small variation. In this manner,
we would be able to use device data to identify activity without the costly
recreation process. Better yet, using Machine Learning techniques, we should
be able to learn the profiles for different activities without specifically labelling
them. However, this requitres a great deal of data that is not currently available.
Moreover, in terms of a criminal investigatino, it would be more convincing to
demonstrate close correlation with a specific story rather than a complicated
mathematical explanation.

7 Conclusion

This study attempted to find potential forensic evidence originating from a Fit-
bit tracker that was worn during a simulated attack. The reason for this study
was to contribute to the field of digital forensics and benefit forensic investigators
by exploring the potentials for new digital devices such as fitness trackers to pro-
vide data that is useful as evidence in an investigation. To acquire the data from
the Fitbit, an Android smartphone synced with the fitness tracker via the offi-
cial Fitbit app and the Android device was rooted and forensically imaged with
EnCase. The Fitbit app data located at “/data/com.fitbit.FitbitMobile/” was
exported from the images and the files contained within were analyzed. Among
the exported files were preferences saved in XML format, cache files, and SQLite
3 databases. Although the SQLite database files were named appropriately for
some given tracking feature of the Fitbit, they did not contain very useful infor-
mation or sometimes did not contain any information at all. Therefore, this study
finds no useful evidence present on the Android smartphone.

While the case study experiment did not obtain useful information, in future
work in this area could extract the data straight from the Fitbit by performing
a Chip-off or JTAG technique to skip using a smartphone entirely and give the
best chances at obtaining the device data. In addition, other Fitbit trackers
could be tested since several different types are available and this study used



Wearable Device Data for Criminal Investigation 71

one of the higher-end models. A final area of further study would be analyzing
other brands of fitness trackers as other companies would most likely design their
product differently and other kinds of data could be extracted and the success
of syncing with a smartphone to obtain data may be different with these other
brands as well.

Significantly, the case study suggests an approach to using wearable devices
in an investigation. By replicating criminal activities and performing statistical
analysis, we should be able to determine with great confidence if the wearer of a
device was performing a given activity. This information could surely be useful
in a criminal investigation.
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Abstract. With the increase of location-aware and Internet-capable
mobile handset devices, location-based services (LBSs) have experienced
an explosive growth in recent years. To scale up services, location-based
service providers (LBSPs) outsource data management to third-party
cloud service providers (CSPs), which in turn provide data query ser-
vices to users on behalf of LBSPs. However, the CSPs cannot be trusted,
which may return incorrect or incomplete query results to users, inten-
tionally or not. Skyline query is an important kind of query, which asks
for the data that is not spatially dominated by any other data. There-
fore, enabling users to authenticate skyline query results is essential for
outsourced LBSs. In this paper, we propose an authentication solution
to support location-based skyline query. By embedding each data with
its skyline neighbors in the data’s signature, our solution allows users
to efficiently verify the soundness and completeness of location-based
skyline query results. Through theoretical analysis, we demonstrate the
effectiveness of our proposed solution.

Keywords: Data outsourcing · Query authentication
Skyline query · LBSP · Road network

1 Introduction

With the explosive growth of mobile handset devices, such as smartphones and
tablet computers, location-based services (LBSs) attract increasing attention
from both research and industry communities. Mobile users carrying location-
aware and Internet-capable mobile devices are able to perform queries to learn
about points of interests (POIs) anywhere and at any time. As the adoption of
cloud computing increases, which provides LBSs an efficient way to outsource
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POI datasets and various data queries to third-party cloud service providers
(CSPs). Outsourcing POI searching to third-party CSPs provides a cost-effective
way to support large scale data storage and query processing.

As one important class among various types of location-based queries,
location-based skyline queries (LBSQs) [1–3] ask for the POIs that are not dom-
inated by any other POI with respect to a given query position, and we say one
POI dominates another if the former is both closer to the query position and
preferable in the numeric attribute of interest. In Fig. 1, a POI is characterized
by a location and a price, such as o1’s location and price are 1 and 2, respectively.
We say one POI dominates another if the former is both cheaper. For example,
o4 dominates o3 because o4 is both closer to q and cheaper than o3. We can
observe that the LBSQ results are unpredictable, because as the query position
moves, the POIs’ distance to the query position changes.

Fig. 1. An example of road network.

Due to security concerns, query-result integrity needs be protected against
possibly dishonest CSPs. The CSPs may return incorrect results for a variety of
reasons. For example, the CSPs may manipulate LBSP’s POI dataset or return
biased results in favor of POIs willing to pay. In addition, the CSPs may opt to
return incomplete results in order to save computation resources, or they may
return overly large results so that the CSPs can charge fees for the communica-
tion bandwidth. Hence, it is vital to provide users a capability to authenticate
query results to ensure the authenticity and completeness. Results are authentic
if every result appears in the original POI datasets and are complete if all the
skyline POIs are included in the query results.

Most recently, Chen et al. [4] proposed a LBSQ authentication method in
which the POIs are modeled as distributed over a road network. However, Chen’s
solutions still have several limitations. Firstly, the data preprocess is complex.
The LBSP needs to preprocess the dataset, generate the skyline neighbor set and
skyline neighbor range, and then generate MHT for query verification. Secondly,
the query process has a high computation overhead. The dataset is first divided
into two subsets, then CSP do skyline query three times on the dataset and its
two subsets respectively. Finally, the size of the verification object is large, each
skyline result contains an auxiliary set for verification.
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In this paper, we propose a novel method to solve the LBSQ authentication
problem: our method enables simple data preprocess, efficient skyline query and
lower communication overhead.

The contributions of this paper are summarized as follows:

– We propose a novel authentication solution to verify skyline query in road
network. Our method supports efficient skyline neighbor generation process
and each record is chained with its distance neighbors and skyline neighbors.

– Our method supports efficient data query process and small communication
overhead from LBSP to CSP and from CSP to user.

– We give the performance analysis, which shows the effectiveness and efficiency
of our method.

The remains of the paper is organized as follows: Sect. 2 summarizes the
related work. Section 3 presents the problem formulation. Section 4 describes the
details of our proposed solution. Section 5 presents the security analysis and
overhead analysis. Finally, Sect. 6 concludes our paper.

2 Related Work

Query authentication has been studied extensively. Most studies [5–8] are based
on either Merkle Hash Tree (MH-tree) [5] or signature chain [6]. In signature
chain, each data in the dataset is signed by the data owner, while the signatures
of results and non-result boundaries are returned to the client. Various types of
queries have been studied, including range queries [9,10], spatial top-k queries
[11–13], multi-dimensional top-k queries [14,15], kNN queries [8,16], shortest-
path queries [17], skyline queries [4,18,19] etc. It is common to let the data
owner outsource both its dataset and its signatures of the dataset to the service
provider, which returns both the query result and a VO computed from the
signatures for the querying user to verify query integrity.

The skyline query can be widely adopted in information retrieval [20–22],
searchable encryption [23–25], system monitoring [26], resource allocation [27],
and etc. References [4,18,19,28] are the most related work targeting verifiable
outsourced skyline query processing via untrusted CSPs. In [18,19], Lin et al.
presented several schemes based on a data structure called Merkle Skyline R-tree
assumed that the POIs are distributed in a general 2D plane. Recently, Chen et
al. [4] proposed a LBSQ authentication method which is more practical in real
situations, the POIs are modeled as distributed over a road network rather than
a 2D plane. However, their work returns large verification objects, incurs high
communication overhead. Our work aims at decreasing the communication cost
in LBSQ authentication methods.

3 Models and Problem Formulation

In this section, we introduce our system model, the definition of LBSQ, and
problem formulation.
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3.1 System Model

Our system model involves three types of parties: LBSP, CSP, and data user. The
general setting works as follows: First, the LBSP makes some pre-computation
on the POI dataset and computes the dataset’s signatures S. Second, the LBSP
uploads the POI dataset and their signatures to the CSP. Third, a user sends
a skyline query to the CSP, and the CSP computes the results, a verification
object and sends both of them back to the user. Finally, the user verifies the
soundness and completeness.

Fig. 2. Representation of a road segment. (Color figure online)

The dataset O contains a set of POIs of the same category, e.g., hotel, and
each POI is characterized by its location and one numeric attribute (e.g., price).
We adopt the similar settings with Chen’s [4]. As shown in Fig. 1, the POIs
reside in a road network is represented by a planar graph G = (V,E), where
V is the set of vertices, and E = {e1, · · · , em} is the set of road segments. The
representative red road segment and POI are ei and oi,j , and the query position
is denoted as q. As shown in Fig. 2, we use {ei = ui+tvi} to denote the segment,
where ui,vi ∈ R

2 are two reference vectors, ui and ui + vi are two end points.
The dataset is denoted as O =

⋃m
i=1 Oi, where Oi is the set of POIs in road

segment ei. Assume there are ni POIs in road ei, and we use oi,j to denote the
jth POI in road ei. Each POI can be represented as oi,j = {ti,j , λi,j}, where ti,j
is oi,j ’s relative position with respect to road ei, λi,j is the numeric attribute of
interest. The query q can be projected on segment ei and its relative position is
denoted as ti,q. We assume that a POI only belongs to one road segment, and
the POIs are at different positions and have different numerical values.

3.2 Location-Based Skyline Query

Assuming that a lower numeric attribute (e.g., price) is preferable, we now give
the definitions for spatial dominance and location-based skyline query.

Definition 1 (Distance). For any two POIs oi,j and oi′,j′ in one road segment
ei, the distance between oi,j and oi′,j′ is denoted as d(oi,j , oi′,j′) = |ti,j − ti′,j′ |.
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Definition 2 (Query distance). For a POI oi,j in road segment ei, the query
distance between query position q and POI oi,j is denoted as d(q, oi,j) = |ti,j −
ti,q|.
Definition 3 (Dominance). For any two POIs oi,j and oi′,j′ in one road seg-
ment ei, we say oi,j spatially dominates oi′,j′ with respect to query position q if
and only if d(q, oi,j) ≤ d(q, oi′,j′) and λi,j ≤ λi′,j′ but the two equalities do not
both hold.

Definition 4 (Location-based skyline query). A location-based skyline
query sky(O|q) asks for the POIs that are not spatially dominated by any other
POI in O with respect to q.

3.3 Problem Formulation

Assume a user submits a LBSQ query 〈q, I〉 to the CSP where q ∈ R
2 is the

query position and I ⊆ {1, · · · ,m} is a set of indexes of road segments E =
{e1, · · · , em}. After receiving 〈q, I〉 from the user, the CSP returns the results
sky(O|q), where O =

⋃
i∈I Oi.

The LBSP is assumed trusted; however, the CSP is considered untrusted due
to a variety of reasons. For example, the CSP may modify LBSP’s POI dataset,
forge non-existent POI records, return some results that are not skyline records,
or omit some skyline records.

Our security goal is to offer approaches for authenticating LBSQ queries. In
our setting, we consider the CSP is dishonest and may present to the user a tam-
pered result. Our proposed solutions can allow the user to verify the soundness
and completeness of the query results.

Soundness: The user can verify that all qualifying data records returned are
correct. They have not been tampered with nor have spurious data records been
introduced.

Completeness: The user can verify that the results covers all the qualifying sky-
line POI records.

4 Basic Solution

In this section, we introduce the basic solution for verifiable LBSQ processing
via an untrusted CSP.

4.1 Properties of LBSQ

We adopt Proposition 1 from [4].

Proposition 1. Let O be the set of POIs distributed along road segment e =
{u + tv}. For any query position q ∈ R

2, we have

sky(O|q) = sky(O|tq). (1)
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In other words, sky(O|q) is determined by the query q’s relative position tq,
where tq is defined as

tq =
vT (q − u)

||v||22
(2)

Figure 3(a) shows 7 POIs on a road segment, where all POIs are distributed
along a road segment, and the x- and y-coordinates represent each POI’s relative
position and numeric attribute, respectively. Each POI oi can be represented by
its numerical value λi and relative position ti. For example, o1 = (1, 2), where 1
and 2 are the o1’s relative position and numerical value, respectively. The query
position’s relative position is tq = 5. Figure 3(b) shows the LBSQ results for q,
where d(q, oi) = |ti− tq| represents the query distance, and the LBSQ results are
sky(O|q) = {o5, o4, o7}. The other POIs are dominated by the POI in sky(O|q),
for example, o6 is dominated by o4, o3 is dominated by o7.

(a) Sample POIs (b) LBSQ for query q

Fig. 3. LBSQ results.

We give a formal description of the properties of LBSQ. Without loss of gen-
erality, for a given query q, we assume that there are u results {o1, o2, · · · , ou},
where oi = (ti, λi) is the ith result. Which are ordered by query distance
d(q, o1) < d(q, o2) < · · · < d(q, ou). The LBSQ results have the following prop-
erties:

– The LBSQ results can also be ordered based on the numerical attribute,
λ1 > λ2 > · · · > λu.

– o1 should be a POI with the smallest query distance for all oi ∈ O.
– ou should be the POI with the smallest numerical value for all oi ∈ O, and it

has no skyline neighbors.
– For every adjacent pair (ox, ox+1), x ∈ [1, u − 1], ox+1 is the closest POI

towards the query position in the subset under ox, represented as d(q, ox+1) ≤
d(q, oj) for all oj in O−

x = {oi|λi < λx, oi ∈ O}.

Based on these properties, for each POI oi, our method finds the first skyline
result by finding the POI having the smallest query distance, and then continue
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to find the next result, the next result’s numerical value is smaller and its query
distance is smallest in all candidate POIs.

In the following subsection, we define distance neighbor to find the closest
POI to the query position, which has smallest query distance. We define skyline
neighbor to find the next skyline result, which has smallest query distance in all
POIs whose numerical value is smaller than the previous result.

4.2 Distance and Skyline Neighbor

Definition 5 (Distance neighbor). For any oi ∈ O, we define that its left (or
right) distance neighbor with respect to relative position denoted by Nl(oi) (or
Nr(oi)), as the closest POI oj ∈ O with tj < ti (or tj > ti).

For each POI oi, its distance neighbors are two POIs having smallest distance
with oi on its left and right sides. For each POI oi ∈ O, oi’s query distance is
computed as d(q, oi) = |ti − tq|.

We define the closest POI towards the query position on this segment as
omin if d(q, omin) = min{d(q, oi)|oi ∈ O}. The left and right distance neighbor
of omin are denoted as Nl(omin) and Nr(omin), respectively.

Note that only the closest POI omin’s query distance is not larger than its
both left and right distance neighbors’ query distance for all POIs in the same
road segment, which is described as d(q, omin) ≤ d(q,Nl(omin)) and d(q, omin) ≤
d(q,Nr(omin)).

For each POI oi, we divide O into two subsets according to ti as

O−
l = {oj |oj ∈ O, λj < λi, tj < ti}

O−
r = {oj |oj ∈ O, λj < λi, tj > ti}

(3)

Definition 6 (Skyline neighbor). For any oi ∈ O, we define its left (or right)
skyline neighbor in subset O−

l (or O−
r ), denoted by N−

l (oi) (or N−
r (oi)), as the

closest POI oj ∈ O−
l (or oj ∈ O−

r ) according to relative position.
For each POI oi, its skyline neighbors are two POIs chosen from POIs with a

numeric attribute smaller than oi’s numerical attribute, meanwhile the skyline
neighbors have smallest distance with oi on its left and right sides.

4.3 Data Preprocessing

The LBSP preprocesses its POI dataset O = {oi|1 ≤ i ≤ n} before outsourcing
it to the CSP, where oi = (ti, λi). Without loss of generality, we assume that
t1 < t2 < · · · < tn.

For every POI record oi, i ∈ [1, n], the LBSP computes the distance neighbors
Nl(oi), Nr(oi) and skyline neighbors N−

l (oi), N−
r (oi). If the left or right neighbor

does not exist, then assign null as its neighbor.
LBSP creates a signature for oi, i ∈ [1, n] by chaining oi with its four neigh-

bors:
s(oi) =Sig(H(H(oi)|H(Nl(oi))|H(Nr(oi))

|H(N−
l (oi))|H(N−

r (oi))))
(4)
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Here, H(·) is a hash function, and Sig is a signature generation algorithm.
The total number of signatures is n. Then LBSP sends the POI dataset O and
signatures S to the CSP.

4.4 Query Processing

Assume that the user issues an LBSQ sky(O|tq). The CSP constructs the query
result as follow.

– Compute tq from q as in Eq. (1).
– For every oi ∈ O, find the closest POI point omin with query position, which

has the minimum distance d(q, omin); Select omin as the first skyline result,
put omin into sky(O|tq), set the skyline result oj equal to omin. If there are
two POIs having the minimum distance, then choose the one with a smaller
numerical value.

– Put the skyline result oj into sky(O|tq), find the next skyline result from oj ’s
two candidate skyline neighbors; Select the POI with a smaller query distance
from N−

l (oj) and N−
r (oj) and set it as the next result oj . If two skyline neigh-

bors have the same distances, then choose the one with a smaller numerical
value, as the skyline neighbor with smaller numerical value dominates the
other one.

– Repeat the previous step until oj has no skyline neighbor.
– For each oi ∈ sky(O|tq), the CSP returns its neighbors N−

l (oi), N−
r (oi),

Nl(oi) and Nr(oi) and its signature s(oi).

4.5 Query Result Verification

On receiving the query results from the CSP, the user verifies the results’ authen-
ticity and completeness. Without loss of generality, assume that the query results
are {o1, · · · , ou}, where d(q, o1) < d(q, o2) < · · · < d(q, ou). The verification
object contains all the signatures of results, {s(o1), · · · , s(ou)}, and the distance
and skyline neighbors of results, {Nl(o1), Nr(o1), N−

l (o1), N−
r (o1), · · · }.

During authenticity verification, for each x ∈ [1, u]; since its neighbors are in
the query result, the user uses them to compute its signature s(ox). If the query
result is authentic, the user proceeds to check the completeness of the query
result in the following three steps.

First, user checks whether o1 is the closest POI to query position by check-
ing if d(q, o1) ≤ d(q,Nl(o1)) and d(q, o1) ≤ d(q,Nr(o1)), as only the closest
POI’s distance to query position is not greater than its both neighbors’ dis-
tance. If there are two same minimum distances, then check the numerical value.
If d(q, o1) = d(q,Nl(o1)), then λ1 < λ(Nl(o1)). If d(q, o1) = d(q,Nr(o1)), then
λ1 < λ(Nr(o1)). Second, user verifies that ou is the last POI by checking whether
ou’s numeric value λu is equal to λmin.

Third, user checks every pair of adjacent POIs in {o1, · · · , ou} are indeed
skyline neighbors of each other with respect to query position tq using its
neighbors. Specifically, for every ox, x ∈ [1, u − 1], the user checks its next
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neighbor ox+1 with its skyline neighbors N−
l (ox) and N−

r (ox). If N−
l (ox) is

equal to ox+1, then check if d(q,N−
l (ox)) < d(q,N−

r (ox)), or if d(q,N−
l (ox)) =

d(q,N−
r (ox)) and λ(N−

l (o1)) < λ(N−
r (o1)). If N−

r (ox) is equal to ox+1, then
check if d(q,N−

r (ox)) < d(q,N−
l (ox)), or if d(q,N−

l (ox)) = d(q,N−
r (ox)) and

λ(N−
r (o1)) < λ(N−

l (o1)). If any POI does not pass the verification, the query
result is considered incomplete. If all the verifications succeed, the user considers
the query result as complete and incomplete otherwise.

5 Performance Analysis

In this section, we study the performance of the proposed solutions through
security, comparison with Chen’s and overhead analysis.

5.1 Security Analysis

We prove that the proposed skyline query authentication scheme can achieve
the security goals as follows. Let sky(O|tq) = {o1, · · · , ou} be the query results,
where d(q, o1) < d(q, o2) < · · · < d(q, ou).

We first discuss the case in which sky(O|tq) is not sound: As for an adversary,
in order to change the value of a record, he must be able to generate the corre-
sponding signature. However, it is computationally infeasible without knowing
the private key of LBSP.

Then we discuss three cases in which sky(O|tq) is not complete:
Case 1: If the initial result o1 is forged, then the adversary must forge a

fake POI o′
1, its distance neighbors Nl(o′

1) and Nr(o′
1) and its signature s(o′

1),
which satisfy d(q, o′

1) < d(q,Nl(o′
1)) and d(q, o′

1) < d(q,Nr(o′
1)). However, there

is only one record o1 in the road segment which satisfies this requirement; it is
computationally infeasible to compute s(o′

1) without knowing the private key of
LBSP.

Case 2: The end result ou is forged. The adversary must forge a fake POI o′
u

whose numerical attribute is λmin and its signature s(o′
u). It is computationally

infeasible to compute s(o′
u) without knowing the private key of LBSP.

Case 3: Two contiguous records ox and ox+1 in sky(O|tq) are not skyline
neighbors. Since every ox, x ∈ [1, u − 1], its signature s(o(x)) contains its can-
didate skyline neighbors {N−

l (ox), N−
r (ox)}, the adversary cannot forge a fake

POI o′
x+1 /∈ {N−

l (ox), N−
r (ox)}. Suppose ox+1 = N−

l (ox), the user can further
check if d(q, ox+1) < d(q,N−

r (ox)). Any fake o′
x+1 will be detected by the user.

5.2 Comparison with Chen’s

We illustrate the processes of the benchmark method in [4] (denoted by Chen’s)
using Fig. 3(a) as an example.

In data preprocessing process, for each POI, the LBSP needs to issue a LBSQ
to obtain the POI’s skyline neighbor set, and each POI binds with its candidate
skyline neighbors.
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In query process, if tq = t5, the CSP issues three LBSQs and obtains results
sky(O−|tq) = {o1, o4, o5}, sky(O+|tq) = {o6, o7} and sky(O|tq) = {o4, o5, o7}.
Then it returns

⋃
oi∈sky(O−|tq)∪sky(O+|tq) Ti, where Ti is the set of non-leaf nodes

required along with the leaf node oi to compute the Merkle root hash.
In query result verification process, for each oi ∈ {o1, o4, o5, o6, o7}, the user

uses Ti to compute the Merkle root hash. The user also needs to check whether
all the results are indeed skyline neighbors, in addition, it checks that every
oi ∈ {o1, o6} is indeed dominated by some other returned POI, and every oi ∈
{o4, o5, o7} is indeed not dominated by any other returned POI.

We can observe from the examples that Chen’s methods have some limita-
tions. Each POI record is bound with its candidate skyline neighbors which can
up to n − 1, while our method’s neighbors is 4. Meanwhile, Chen’s needs 3 sky-
line query in query process, while our method is much simpler, meanwhile our
results and verification object are smaller than theirs.

5.3 Overhead

We analyze the overhead introduced by the proposed technique on the LBSP, the
CSP, and the user side, respectively, and we compare our methods with Chen’s
methods.

(1) LBSP Overhead: In the data preprocess, Chen’s methods need to generate
skyline neighbor set and skyline neighbor range for each POI, which takes O(n)
skyline query operations, and the skyline query incurs high computation over-
head. While our methods do not need to do the skyline query in data preprocess
and our skyline neighbor generation process is simpler than Chen’s methods.

In addition, in Chen’s methods, the LBSP generates a MHT as the authenti-
cation structure, which needs 1 signature generation and O(n) hash computation,
then the LBSP outsources 1 signature and O(n) digests to CSP. Our solution’s
main cost is related to the number of the signatures, which is proportional to the
cardinality of POI dataset n. The computation and communication cost of our
solution is O(n). Since MHT and signature chain are two different authentication
structures.

(2) CSP Overhead: In our methods, the CSP compares n POI’s distance to
the query position and chooses the minimum one as the first result. Then it
finds the next skyline neighbor subsequently, which takes o(n) comparisons. The
remaining cost comes from constructing the verification object and sending it to
users. The verification object contains O(k) signatures and 4k neighbors, where
k is the number of query results. In Chen’s, the CSP needs to do 3 skyline query
for n POI, which takes o(n2) comparisons. The verification object contains 1
signature and k′logn digests, where k′ is the number of query results, which is
larger than k. Thus, Chen’s query cost and VO size are larger than our solution.

(3) User Overhead: In our methods, user takes k signature verify operation in
verification process, while Chen’s takes 1 signature verify operation and k′logn
hash computations.
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6 Conclusion

In this paper, we consider the problem of authenticating location-based skyline
queries. We propose novel solutions that allow users to verify if the query results
are sound and complete. By embedding skyline neighbors with each POI to its
signature, our solutions achieve better performance in query process and com-
munication overhead compared with the existing scheme. We prove that without
knowing the private key of the data owner, it is computationally infeasible for
an adversary to forge query results without being detected. Our extensive per-
formance evaluation shows the proposed solutions are practical and can be used
in real-world applications.
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Abstract. Healthcare systems are designed to facilitate the end users
in order to maintain the good health and predicting the future trends
for safety measures. Most of the systems running right now are assisting
the users with the number of services like m-health, e-health. Although,
many of the systems are operative, but still a lot of problems are to be
addressed. The data related to healthcare industry is extremely sensitive,
that could not be altered or edited by any source, and likely many prob-
lems of privacy and security are still maintained in the current systems.
Though, many systems are still working on the security challenges but
they are struggling to resolve the related issues. To secure patients data is
the biggest deal to solve. We will try to overcome the problem related to
security by proposing a framework, named as Service Oriented Architec-
ture for Health care based on cloud computing (SOHA-CC). This frame-
work contains four layers, specifically, Application layer, Cloud applica-
tion and Service layer, Network computing layer and, finally Healthcare
layer.

Keywords: Healthcare · Cloud computing · Security · Privacy
Architecture

1 Introduction

Health is an important issue to consider, and so is the fabrication of healthcare
systems is being done. The healthcare systems are devised to analyse and fix the
healthcare issues growing in the environment [26]. They deal with the betterment
of the health services such as improving the quality of service, reducing the delay
time, early access to emergency situations, reducing the cost. A lot of researches
are going on for providing the better health services, but there are lot of diverse
issues in the systems that are not related to the health service only [21,26].

Despite of much difficulties, a lot of systems have been designed in the past
and a bunch is running. Healthcare is acquiring importance day by day with the
advancement in the information technology [1,21,26] modern technologies are
being integrated with the traditional systems to make them more efficient.
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Cloud computing and Big Data Analytic are couple of the rising tides cur-
rently and in the near future [3,4,14]. Substantial, systems are presently running
comprising of the cloud computing and Big Data Analytic for securing the data
[21,27]. With amplifying medical data from gigabytes through tera bytes to peta
bytes along with a lot of heterogeneity in it, manipulating and analysing such
gigantic data is not an easy task. Privacy and security is a great threat with this
abundance of the data [8]. This acceleration in the volume and velocity of data
disposing it to the extent of big data. Now for analysing and processing such a
huge amount of heterogeneous data big data analytic is being utilized [14].

The proposed system is designed to deliver the healthcare services, in the
consideration of improving the services to the users. Most of the systems are
delivering the services part, but, still considerable issues are dwelling. To over-
cast these issues of services, we have proposed a framework that emphasizes on
refining the services provided to the user. In this framework, we have tried to
address this matter at hand by proposing a model constituting of four layers.
These layers are designed in a way that it manages the data in a well-organized
manner that delivers the services to the end user in a most promising fashion.

This paper is organized in five sections, on-wards with related work progres-
sively next section is the proposed framework leading to analysis and discussion
and finally ending with conclusion.

2 Related Work

Bunch of smart system have been developed posterior to the dawn of the informa-
tion technology. For instance, the National Centre for Bio-computation (NCBC)
in alliance with Stanford University School of Medicine and the Department of
Surgery, collectively, initiated a project avowed as smart health monitoring sys-
tem (SHMS) in order to proper a motile tele-medicine mechanism conductive to
physiological, experimental and environmental inspection for facilitating NASAs
consignment to anthropoid probes [23]. In USA, in 2004 a non-profit Health
Information Exchange (HIE), Indiana Health Information Exchange (IHIE) had
developed a system which facilitates the hospitals to share the data in order to
provide better health support and to provide the secure channel for sharing the
patient data [11].

Furthermore, only in 2004 another web-based application was developed in
USA known as PatientsLikeMe, this was a platform in which patient shares their
experience so that others can improve based on their experience data [25]. In
2005, Sermo was developed as a social networking for the physicians acting as a
virtual lounge for the doctors in order to provide pervasive treatment [9]. Fur-
thermore, in 2005, cancer predictive and diagnostic system was derived which
had amended the bio-diagnostic decisions but lacks in data integration. On-
wards, by Hande et al. [12] a system was created for monitoring ECG, BP (Blood
Pressure) and pulse-oximeters remote position. In another system developed by
[17] for observing the personalized heart utilizing smart phones and wireless
bio sensors. In a while in 2008, an organization, Hong Kong smart health devel-
oped a system for decision making and data integration but having shortcomings
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in the privacy and security. Two systems in UK had executed a collaborative
project, specifically, NHS Harefield Hospital and NHS Royal Brompton Hospi-
tal [5], deployed a system comprises of SMART Bridgit Collaboration Servers
in addition to touch empowered LCDs and software system. This system was
designed to provide secure and worthy data collaboration [7]. In 2010, Mayo
Clinic implemented an algorithm for image processing in order to analyse brain
aneurysms which shows 95% efficiency and substantially enhance the patient out-
comes. For such work Mayo clinic was also presented by the reward of leading
neurosurgery and neurology hospital in 2016. Another system was designed in
China, by the We Doctor Group. It was China’s utmost online platform designed
for facilitating the users with the online registration, treatment and medical ser-
vices [13]. It was a great accomplishment simplifying for the patient as they dont
have to waste time for consultation and managing to reach the hospital due to
the reason that, by gaining the popularity a lot of hospitals nearly 1900 key
hospitals embrace the system along with 270 million consultants [13].

Health service improvement system is developed in USA in 2010 proposed
by Health Data Initiative (HDI), the main aspiration is to disseminate the med-
ical data and to educate the external users about the value of data, harnessing
the potential of the data for improving the healthcare services HDI (2010). A
treatment system was designed in Italy, for understanding the clinical divergence
within families IOR (2011). In 2011, a collaborative effort was produce by two
organizations specifically, AstraZeneca and Healthcare, for experimental analysis
regarding chronicle illness that improved the research and development commu-
nity a lot CAH (2011). A program was initiated by Blue Cross Blue Shield of
Massachusetts (BCBSMA), in order to control the over dose of opioid and to
precisely analyse the hazardous problems BCBSMA (2011).

Imminently, smart system was designed for monitoring health of elderly per-
sons wherein a call is connected through server computer using wireless mobile,
this call grant the access of the graphical chart using wireless mobile (Maki
et al. 2011). Additionally, Italian Medicines Agency (AIFA) developed a web
portal for improving clinical research. This system is designed for medical anal-
ysis [22]. Further, a smart approach is used by the kids hospital (SickKids) to
avert nosocomial disease. It applies analytic to the data aggregated from the
different devices to determine the probable indication of the infection to take
preventive measures (IBM software, 2015).

3 Proposed Architecture

We have designed an architecture that concentrates to deal with the services
issues presently. We can observe from the Fig. 1, that it contains four layers
specifically, Cloud Real time application layer, Service layer, Cloud Infrastruc-
ture layer and finally the essential part of our system is Healthcare system layer
as shown in Fig. 1. From these four layers the Service layer is having two sub lay-
ers namely, Cloud Service layer and Web Service layer. These layers are described
in the next part.
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Fig. 1. Service Oriented for Healthcare Framework (SOHA).

3.1 Cloud Real Time Application

Being aware of the real-time circumstances should be the primeval focus for the
healthcare organizations. The envisioned theme is to implement an interface for
the medical organizations, in order to examine real time position of the patient.
The first component of this layer considers the exact situation of the patient.
By accessing the instant update of the patient, its easy to analyse the condition
and to take action according to the circumstances. Physician, can examine the
activities any of his patient and can warn him/her, if the situation is getting
injurious to the patient.

3.2 Cloud Real Time Application

The services to be provided are the necessity for any system. For healthcare,
different services are available and the services, we are utilizing in our system
are described below.

Network as a Service (NaaS). Almost everyone in the world is utilizing
the internet, but the important part is that no one is facilitating the resources
effectively. For overcome this problem an architecture was proposed by [18] as
a Network as A Service (NaaS). This architecture address the issue of properly
utilizing the network resources. In our architecture this service is included for
the same reason.
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Information as a Service (INaaS). Information as a Service being used
by excessive business organizations and they are getting bounteous results. We
can implement this service to the healthcare towards improving the healthcare
services for the end users. The health monitoring unit can make use of INaaS for
updating the remote patient about any amendments made by the doctor about
him/her.

Computing as a Service (CaaS). Cloud computing is providing a lot of
facilities to the business corporations. Among these on of the facility is CaaS.
CaaS is a type of service provided by cloud environment which allows any orga-
nization to facilitate with the hardware/software utilities renting form the cloud
providers and can easily benefited with the data manipulation for the desired
results.

Cooperation as a Service (CopaaS). As name indicates, this service is uti-
lizing the experience of the other fabricated systems for making precautionary
measures as proposed by Hajar Moussaieff et al. in [20] for VANETS. In health-
care environment number of systems are running, we can utilize the experience
of these systems for safety measures.

Data as a Service (DaaS). In Data as a service (DaaS), the data from the
organizations is made available to the user or organization for convenience, and
is independent of the geographical area, which is an important factor to consider.

Infrastructure as a Service (INaaS). Infrastructure as a service (INaaS), is
a service provided by the cloud environment as to avail the computing infrastruc-
ture through internet. The best part is that it reduces the trouble of handling
hardware installation and the cost overhead also.

3.3 Web Services

Social networking is one of the common platforms right now for ever field [4].
The extraction of the data is also on a high trend from these platforms. We can
deal with these platforms too, to get the useful information.

Social Services. Social networking is becoming most prevailing platform for
research institutions for scrutinizing the concealed patterns. Healthcare environ-
ments are also engaging for disclosing the power of data present on the social
networking sites. We can utilize these platforms to discover new patterns or
changes in the different environments and can apply these changes to the cur-
rent areas.
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Context Information Services. Context information services could be
respective to the user. The patients or users connected to the medical orga-
nization are usually in regular contact to the organizations, now the information
related to the user exist in the organizations history and this data is useful for
transmitting the updates to the patient regarding the disease he/she is suffering
from.

Control Services. The name specified the working, this service usually con-
trols the activity of all the services. This service actually look over the running
services, and direct the service.

Management Services. The managing services used to manage all the other
services. It connects the flow of services on the basis of service call. The service
which is called, is directed by the management service and look over the resources
available to make a possible connection.

3.4 Cloud Infrastructure Layer

Cloud storage systems are widely used updated technology. Also cloud comput-
ing provides analytic tools for managing and manipulating the data. In health-
care, the data accumulated is hard to process due to its complexity and het-
erogeneity. The cloud Infrastructure Layer contains two modules which are as
follows:

GIS Services. These services are concerned with medical records. The patients
records is extremely essential entity for the healthcare organizations. To manage
the patient information in a convenient manner should be the intent of the
organization. So this service manages the patients information before its gets
manipulated with in the cloud storage.

Cloud Computation. Cloud computing is the robust and updated technology
in the present situation. To facilitate the business world cloud computing is one
of the powerful mechanism. We have utilized cloud computation to manipulate
the accumulated data form different sources. As we are using the cloud storage,
all the data collected is stored on the cloud and to perform analysis to make the
data precise.

3.5 Healthcare Layer

The healthcare layer comprises of four modules, as Data Collection, Data Man-
agement, Data Monitoring and Data Utilization respectively, having specific
functionality. These modules are defined in Fig. 2.



90 S. Q. A. Rizvi et al.

Fig. 2. Health care architecture.

Data Collection. Data is the main entity for any organization. In healthcare,
there are diverse sources of data. Most of the organizations are practising Elec-
tronic Health Record (EHR). But the data could be gathered from different
sources including social network for analysing it in a proper manner as depicted
in Fig. 3. Most of the data produced in healthcare domain is in the forms of
images, such images includes different dimensionality depending upon the type
of tool used for capturing the image and also there format are different too.

Fig. 3. Data collection in healthcare architecture.

Data Management. The managing part is also important because, it includes
depositing, securing and evaluating the data. Figure 4 depicts the life cycle of
the Data Management process. After the collection of data processing is the next
step, currently, cloud computing are popular schemes where we can rent space
and store the data. Cloud computing is providing the tools for managing the
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data which abolishes the complexity of the organizations to handle the data.
Big data analytical techniques are the recent trend for making the data work.
Due to the complexity of the data, analysing it also difficult, since it contains
structured, unstructured data [10].

Fig. 4. Data management in healthcare architecture.

Data Monitoring. The data organized in the healthcare organizations is
extremely important, hence to maintain the data quality is one of the important
measures. This monitoring should provide a great essence to the data present or
gathering in the repository. Figure 5 sketches the functionality of the Data Mon-
itoring unit, the data monitoring unit of the organization scrutinize the data at
regular basis, if any of the data accumulated signals to be doubtful, its prompt
a warning indicating the flaws in the data to the management unit in order to
notify the monitoring unit [19].

Fig. 5. Data monitoring in healthcare architecture.
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Data Utilization. After collecting, monitoring and managing the data, the
essential part is the utilization of the assembled data. Now after refining the
data, how to use this data is the significant phase. As depicted in Fig. 6 before
utilization it requires three steps to make the data utilized, these three phases
aims to make the data in such format that it could be utilized. For healthcare
domain using this data is quite complicated part also, due to its diversified type.

Fig. 6. Data utilization in healthcare architecture.

4 Security Mechanism for Data Sharing in Proposed
Framework

We are using the AES algorithm for encrypting the data to make the patient data
more secure. AES is the algorithm that runs on block cipher works iteratively.
The basic block of the AES is of 128 bit and cloud be of 192 and 256 bits. The
key is also having the length of 128, 192 and 256 bits. The number of rounds
is 10, 12 and 14 depending on the block size. The Key depending on the key
length, the key is represented by an array of matrix consisting of 4 rows and Nk
columns, where Nk = Key length/32, means for 128 bits it is 4 columns and so
on. The block size is also calculated as same, means it also depends upon the
length of the block. It contains the same 4 rows and Nb columns, where Nb =
Block Length/32, for 128 bits it will be 4 rows. The AES algorithm follows four
basic steps during each cycle namely, Sub-bytes, Shift-Rows, Mix Columns, Add
Round Key.

4.1 Substitute Byte Transformation

The first step required bytes from every block state is substituted with the S-Box
mapped byte as shown in Fig. 7.
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Fig. 7. Byte transformation.

4.2 Shift Rows Transformation

After being byte transformed the succeeding step is the Shifting of the rows. This
concept runs on the transformation of rows from left to right without moving
the first row circularly. The first row is shifted 1 byte towards left, the second
row is shifted two bytes toward left and the last row is shifted 3 bytes towards
left circularly [24]. The size of the new stat is not changed but just the position
of the indexed of the elements will be changed.

4.3 Mix Columns Transformation

The consecutive step is the Mix Column. In this step matrix multiplications
takes place, each row of the transformation is multiplied by the column of the
row. Forwardly, these multiplications are XORed to form the new state matrix.

4.4 Add Round Key Transformation

This stage is most important stage in the AES. Both the state (input data)
and the key are accommodated in the 4 × 4 matrix. Here the input data is the
transformed matrix which is the cipher [15]. The output of the Add Round key
is fully depends upon the key specified by the user [2,6] as shown in the Fig. 8

Fig. 8. Round key transformation.
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Yet sub key is also used and combined with the state in the stages. For deriving
the sub keys, the main key is utilized incorporating Rijndaels key schedule. Size
of the state and the sub key is same. Now, the sub key is added by integrating
every element of the state with the element of the sub key utilizing bit wise
XOR [16].

4.5 Decryption

Decrypting the received information is the process to uncover the original infor-
mation [2–4]. In AES the decryption process is just reverse of the encryption.
The same key is used to decrypt the data as that used in the encryption. The
last cycle of the decryption includes the same components in the reverse order
InvShiftRows, InvSubBytes and Add Round Key. InvMixColumn depicted in the
Fig. 9.

Along with the AES, we are using the Base64 to make the data more secure.
Because we are using 128 bits key in the AES algorithm, although the algorithm
itself is strong towards attack but still is having some vulnerabilities.

Fig. 9. Decryption process.

BASE64. The Base64 is an encoding process that use to encode the binary
data into the ASCII based on the base 64. It includes A—-Z, a—z, 0—9 and two
symbols +, /. The algorithm works in the manner that it divides the incoming
bytes into 3 bytes. Continually, it divides the input into 4 parts of 6 bits each and
replace each 6 bits patch with the corresponding Base64 character set. Padding
is used if it does not makes the multiple of three if one byte is missing then two
0’s are appended with the input bytes and if 2 bytes are missing then number of
0’s are appended according to the condition a to make the octet complete and
in the output string = is replaced in the place of 0’s in pair.
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5 Analysis and Discussion

Our algorithm utilizes the benefits of AES first and the output of the AES is
then transformed using the Base 64. The key used in the AES is transferred to
the requested end to make the decryption. First of all the data obtained on the
requested site will be decoded by the Base64 and then the output is considered
as the input for the AES algorithm for decrypt the original data.

Currently, the conditions for data utilization are becoming more suitable with
the advent of innovative technologies. From the systems which were designed
up to now, a lot of systems had used up-to-date technologies but still they lacks
in various sections, especially, in providing the services, either on the part of
the user or from the organizations point-of-view. Data is the fundamental entity
for the organizations to act upon and extract meaningful information to pro-
vide service. Cloud computing and Big Data Analytic are the major contributor
currently towards enhancing the technologies potential to higher extent for trans-
forming the data into valuable asset. The organizations needs appropriate tools
to process the data in order to utilize it to the maximum extent.

In our framework, the second layer Service Layer, reap the benefits of the
most of the members of as a service family that maintains the service part of the
system. It provides the sublime strength to the designed system for maintaining
the durability of the data over time. These services definitely have reformed
the information maintained on the cloud as they are equipped with the recent
mechanism to govern the data in a proper manner. As an analogy, consider the
Information as a Service service, thats trades on right information at right time,
improves the condition a lot for the recent systems and many of the live systems
are relying on the said service for avoiding miscalculated information that leads
to inferior conclusions.

The proposed architecture SOHA, incorporates four layers among which the
functionality of fourth layer is responsible for making an association between the
healthcare corporations to the cloud warehouse, and making the data analysed by
the clinical experts to make conclusions from the data. Also, the first three layers
are processing the data collected in the cloud from different sources to make it in
structured format, because the data accumulated is in structured, un-structured
and semi-structured formats. These different formats cant be integrated easily, in
contrast with, we have worked on the collected data in different layers to make
it in a precise format for analysis. This processed data is easy to analyze by
the physicians and the organizations productivity definitely improves to prosper
the service to the user or patient. So deductively, we can say that this system
incorporates the integrative influence of cloud-computing mechanism along with
some Big data Analytics and smart systems, that makes it precise and distinctive
model. Although, it is having advantages but none of the system is perfect,
likewise this designed model also suffers from the issues related to security and
privacy and we will try to figure out and minimize these issues in the next turn.
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6 Conclusion

We conducted reviews on the design of health care systems, according to our best
knowledge, these systems have some limitations in terms of security, privacy, and
data communication. We can say that, we have tried our best to overcome some
of the problems inclined to the healthcare services. We have tried to focus on
the medical services and to develop an architecture to deliver the solutions for
the healthcare organizations. In our architecture we have proposed a healthcare
services layer, which is the main component from the services perspective. And
this proposed architecture will improve the functionality of the clinical industry.
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Abstract. This paper analyzes the processing of cryptographic confidentiality
block cipher operation modes on “Advance Encryption Standard” recommended
by the National Institute of Standards and Technology. The block cipher
operation modes that are under consideration for analysis are Electronic Code
Book mode, Cipher Block Chaining mode, Cipher Feedback mode, Output
Feedback mode, Counter mode, and XEX-based tweaked-codebook mode. The
processing analysis of each block cipher operation modes are based on
encryption time and decryption time with variable sizes of the data file when
implemented in MATLAB. The result of each experiment of the operation mode
is summarized in the graphical representation to help to make an instructional
decision about operation mode processing when choosing for different appli-
cations with secret key ciphers.

Keywords: Cryptography � Block cipher � Advance Encryption Standard
Modes of operation � Encryption algorithms

1 Introduction

The block cipher is an elementary and important component in the design of security
protocol, an encryption protocol, and cryptographic protocol. Block cipher extensively
used to perform encryption of sizeable data and process the input text on a fixed length
of bits (block size) and the length of each input text is exactly the same as another
block. A block cipher only appropriate for the secure encryption and decryption of one
block. On the other hand, if data larger than a block then for securely transform a mode
of operation are used, some sort of mode used for feedback and some sort for simple
operation. The modes of operation divided into three categories (I) confidentiality
(II) authenticity (III) authenticated encryption [1].

In this paper, we analyze the processing of confidentiality operation modes and
these modes recommended by the National Institute of Standards and Technology
(NIST) [2, 3]. There are six confidentiality operation modes in which Cipher Block
Chaining mode (CBC), Cipher Feedback mode (CFB), Output Feedback mode (OFB),
Counter mode (CTR), and XEX-based tweaked-codebook mode (XTS-AES) have
initialization vector (IV) where IV is either a random value, nonce, or tweak but in
Electronic Code Book mode (ECB) mode IV is not present. The processing analysis of
these confidentiality modes is based on the following two metrics: (I) Encryption Time
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(II) Decryption Time, with different size of data file. On the other hand, the Advance
Encryption Standard (AES) algorithm is used for block encryption with 128-bit block
size and 128-bit the size of encryption key it has been standard by NIST in 2001. The
results show that the operation modes are not appreciably different in term of pro-
cessing time with a high confidence level. The significant difference between the
operation modes is relatively small for the small size of data files and for sizeable data
files there is a visible difference in term of encryption time and decryption time among
these modes.

The rest of this paper is organized as follows. Section 2 describes the background
and related work. Section 3 introduces block cipher mode of operation proposed by
NIST. The methodology of our study explains in Sect. 4. Section 5 describes the
results and analysis. The comparison of each operation mode and contribution of our
study describe in discussion Sect. 6. Section 7 concludes this paper.

2 Background and Related Work

In 1997 NIST was realized that Data Encryption Standard (DES) is not secure enough
because computer processing power increase, so in order to replace the DES. In 2001
NIST introduce another data encryption algorithm that is AES. After the recommen-
dation of AES, there are numbers of data encryption algorithm introduce, they have its
own pros and cons [4, 5]. Today, AES is one of the most used algorithms for block
encryption. In 2001 NIST recommend five confidentiality modes of operation that are:
ECB mode, CBC mode, CFB mode, OFB mode, and CTR mode. Each operation mode
has its own functionalities and own parameters and these modes are important to
provide the necessary security for confidentiality. In 2010 NIST recommend another
confidential mode XTS-AES mode that has an extra input a tweak instead of initial-
ization vector (IV).

Diedon and Erke [6] investigate the confidential mode of operation that is rec-
ommended by NIST. The modes analyzed in this paper are the following: ECB mode,
CBC mode, CFB mode, OFB mode, and CTR mode. These operation modes are
analyzed and compared in terms of their efficiency, security, and performance when
implemented in MATLAB. The result of this analysis show CTR mode is the most
efficient, secure, and fastest way of doing encryption and decryption.

Blazhevski et al. [7] this paper describes all recommended modes operation and
their strengths and weaknesses and for a proper AES implementation demand the
parameters that are necessary to guarantee security. In addition, the analysis shows that
in CTR mode each block encrypts or decrypt independently, so due parallel encryption
and decryption, there is no propagation of error occur from one block to other blocks.

Almuhammadi and Al-Hejri [8] in this paper describes the comparison of the NIST
recommended block cipher operation mode (ECB mode, CBC mode, CFB mode, OFB
mode, and CTR mode) on AES on the bases of encryption time, decryption time and
throughput. The analysis shows that ECB mode takes small time for encryption and
decryption than the other operation modes. The difference between the operation modes
is relatively small for small files. However, with big size of data files a visible dif-
ference in the performance among these operation modes.
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A new block cipher mode of operation proposed named counter chaining by El-
Semary and Abdel-Azim [9]. The proposed counter chaining mode integrates the CBC
mode with the CTR mode. To achieves the better encryption time than CBC mode and
CTR mode, conduct experimental result in a multi-processor environment. the CTR
mode provides a similar encryption time with the advantage of providing message
authentication.

3 Block Cipher Modes of Operation

This section describes and illustrate six confidential operation modes that are recom-
mended by NIST.

3.1 Electronic Codebook Mode (ECB)

The ECB mode is a confidential mode that is simplest and fastest mode than other
modes. The ECB mode is defined as follows:

Ci ¼ Ek Pið Þ for i ¼ 1. . .n: Encryptionð Þ
Pi ¼ Dk Cið Þ for i ¼ 1. . .n: Decryptionð Þ

In ECB mode the Encryption/Decryption algorithm is applied independently and
directly to each block of the input text. The input text divided into blocks
P ¼ ðP1;P2; P3; . . .;PnÞ, where each divided input text encrypted separately. The
resulting sequence of each block is the ciphertext C ¼ ðC1;C2; C3; . . .;CnÞ, respec-
tively resultant ciphertext decrypt separately. If the input text size is larger than a block,
then the last block filled with padding. If there is an error appear in any block, then
ECB mode not propagated to the other block because each block encrypts or decrypt
independently. So, the processing time of ECB mode is higher than other modes of
operation due to independent block encryption/decryption.

3.2 Cipher Block Chaining Mode (CBC)

The CBC mode is a confidential mode in which a chain appears between the successive
encryption/decryption blocks. The CBC mode is defined as follows:

C1 ¼ Ek P1 � IVð Þ Encryptionð Þ
Ci ¼ Ek Pi � Ci�1ð Þ for i ¼ 2. . .n:
P1 ¼ Dk C1ð Þ � IV Decryptionð Þ
Pi ¼ Dk Cið Þ � Ci�1 for i ¼ 2. . .n:

The encryption, as well as decryption of each block, significantly depend on pre-
vious block ciphertext or input text. Its XORed with the previous block output before
encrypting the block of the input text. On the other hand, in first block initialization
vector XORed with input text. If the same input text encrypted number of times the
resulting ciphertexts are distinct due to use of IV. The IV must be unpredictable and
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need not be secret. Due to the chaining mechanism, CBC mode takes more processing
time than ECB mode.

Cipher Feedback Mode (CFB)
The CFB mode is a confidential mode requires an initial input block IV and must be
unpredictable like CBC mode and need not be secret. The CFB mode is defined as
follows:

C1 ¼ ðEk IVð Þ � P1Þ Encryptionð Þ
Ci ¼ ðEk Ci�1ð Þ � PiÞ for i ¼ 2. . .n:
P1 ¼ ðDk IVð Þ � C1Þ Decryptionð Þ
Pi ¼ ðDk Ci�1ð Þ � CiÞ for i ¼ 2. . .n:

The CFB mode runs a block cipher as a stream cipher at the first block the
encryption algorithm performed by using a key and IV then resulting XORed with
input text and for other blocks encryption and decryption depend on the
output/ciphertext of the previous blocks and XORed with corresponding input text.
In CFB mode the encryption and decryption operation are the same. If the error occurs
in any block, then it propagates to the next block due to depending on the previous
block.

3.3 Output Feedback Mode (OFB)

The OFB mode is a confidentiality mode that is quite similar to the CFB mode and also
runs a block cipher as a stream cipher. The OFB mode is defined as follows:

S1 ¼ Ek IVð Þ; C1 ¼ ðS1 � P1Þ Encryptionð Þ
Si ¼ Ek Si�1ð Þ; Ci ¼ ðSi � PiÞ for i ¼ 2. . .n:
S1 ¼ Ek IVð Þ; P1 ¼ ðS1 � C1Þ Decryptionð Þ
Si ¼ Ek Si�1ð Þ; Pi ¼ ðSi � CiÞ for i ¼ 2. . .n:

The OFB mode generates a keystream block then it XORed with input text or
ciphertext to get resultant input text or ciphertext. Each block depends on all previous
block expect the first block if there is an error propagate in any block during the
encryption or decryption operation it will influence a part of the input text or cipher text
that will result from that block.

3.4 Counter Mode (CTR)

The CTR mode is a confidential mode that uses a block cipher as its stream generator,
whose input is a counter value. The value of the counter changes every time a new key
stream is generated and the counters for a given message are divided into chunks of
counters. The CTR mode is defined as follows:

Ci ¼ ðEk IVð ÞjjCTRiÞ � PiÞ Encryptionð Þ
Pi ¼ ðEk IVð ÞjjCTRiÞ � CiÞ Decryptionð Þ
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The value of the counter is independent of the output of the previous block, so if an
error occurs in one block then there is no effect of other blocks. Considering the
independence of the blocks and parallelism in the encryption operation and the
decryption operation facts show that CTR mode takes less processing time than other
mode including CBC mode, CFB mode, OFB mode.

3.5 XTS-AES Mode

The XTS-AES mode is a confidentiality mode use for full disk encryption. The XTS-
AES is the two-key version of XEX construction [10]. The XTS mode is defined as
follows:

Ci ¼ Ek Pi; T ;Nð Þ for i ¼ 1. . .n: Encryptionð Þ
Pi ¼ Dk Ci; T ;Nð Þ for i ¼ 1. . .n: Decryptionð Þ

The XTS-AES cipher takes an input a key 128-bit, a tweak 128-bit, block inside the
data unit is 128-bit and the input text 128-bit. The whole construction and working of
XTS-AES mode [10–12]. The XTS-AES mode is a relatively new mode that is a
relatively complex design. it involves a multiplication in a Galois Field, two ECB-AES
encryptions, and two XORed operations. This mode work with fixed-size data units, for
instance, logical disk blocks, and each data block processed separately and indepen-
dently of another data block.

4 Methodology

This is a quantitative research used in our analysis. In our experimental analysis, we
used MATLAB R2014a to do the processing evaluation of all block cipher modes.
These modes wrapping with the AES-128 algorithm (Standardized by NIST). Whereas
the size of the used encrypted key is 128-bits.

We used core i5 with 2.30 GHz CPU, 8 GB RAM and a hard disc of 1 TB for this
technique. The different size of data files with different ranges used like 3 MB to
200 MB. Our experiment with different size of data file has achieved a different pro-
cessing time. We discuss the processing of each operation modes (ECB mode, CFB
mode, OFB mode, CBC mode, CTR mode, and XTS-AES mode). The processing
evaluation of each operation mode are based on the Encryption time and Decryption
time. The processing time of each operation mode is calculated one by one.

5 Results and Analysis

This section shows that the processing of each operation modes, which are obtained by
running the simulation of each mode using different size of data file. The processing
(encryption time and decryption time) of each operation mode (ECB mode, CFB mode,
OFB mode, CBC mode, CTR mode, and XTS mode) are shown in graphical
representation.
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5.1 ECB Processing

In our first experiment, we implement ECB mode using AES, it takes the different size
of the data file using implemented ECB mode and yields different processing time
Fig. 1 shows the processing of ECB mode and summarizes the results of encryption
time and decryption time with the different size of data file.

Our analysis observed that ECB mode take less processing time (encryption time
and decryption time) as compared to the other operation modes because different data
block encrypted by different encryption unit in parallel.

5.2 CBC Processing

In our second experiment for analysis of CBC mode processing, we implement CBC
mode using AES, it takes different size of data file using implemented CBC mode and
yield different processing time Fig. 2 shows the processing of CBC mode in term of
encryption time and decryption time and summarizes the results of encryption time and
decryption time with different size of data file.

Our analysis observed that CBC mode takes much processing time (encryption time
and decryption time) than ECB mode because the input block of each encryption
algorithm depends on the result of the previous block. So due to chaining of each block
with other blocks the processing time more than ECB mode encryption and decryption.

0 500 1000 1500 2000 2500 

3 
15 
60 

110 
200 

ENCRYPTION/DECRYPTION TIME(MS) 

FI
LE

 S
IZ

E(
M

B)
 

3 15 60 110 200 
Dec. (ms) 108.3 229.1 720.6 1320 2190 
Enc. (ms) 108.3 229.1 720.6 1320 2190 

Dec. (ms) Enc. (ms) 
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5.3 CFB Processing

In our third experiment for analysis of CFB mode processing, we implement CFB
mode using AES and takes the different size of the data file using implemented CFB
mode and yield different processing time Fig. 3 shows the processing of CBC mode
and summarizes the results of encryption time and decryption time with the different
size of data file.
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Our analysis observed that CFB mode take almost the same processing time (en-
cryption and decryption time), like CBC mode encryption and decryption each input
block depends on the result of the previous block output. The encryption and
decryption block cannot perform in parallel, so, the processing time almost like CBC
mode.

5.4 OFB Processing

In processing analysis of OFB mode, we implement OFB mode using AES and takes
the different size of the data file using implemented CFB mode and yield different
processing time Fig. 4 shows the processing of CBC mode and summarizes the results
of encryption time and decryption time with the different size of data file.

Our analysis observed that OFB mode take less processing time than CBC mode
and CFB mode because the input block to each encryption algorithm takes the output
of the previous block before XORed with input text. The processing time is less than
the CBC mode and CFB mode due to the get immediately output of previous
encryption algorithm (before XORed with input text).

5.5 CTR Processing

In our CTR mode processing experiment, we implement CTR mode using AES and
takes the different size of the data file using implemented CTR mode and yield different
processing time Fig. 5 shows the processing of CTR mode and summarizes the results
of encryption time and decryption time with the different size of data file.
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In CTR mode, the encryption, as well as decryption, performed independently each
input text encrypt or decrypt through block separately and yield corresponding
ciphertext or input text. So, due to parallel encryption or decryption of input text or
cipher text the CTR modes have less encryption and decryption time than CBC mode,
CFB mode and OCB mode.

5.6 XTS-AES Processing

In our last experiment, we implement XTS-AES mode, it takes the different size of the
data file using implemented XTS-AES mode and yield different processing time Fig. 6
shows the processing of XTS-AES mode in term of encryption time and decryption
time and summarizes the results of processing time with the different size of data file.

Our analysis observed that XTS-AES mode take more processing time than all
another confidential mode. The XTS-AES mode is a relatively recent operation mode
that is a relatively complex. it involves two ECB mode encryptions, two XORed
operations and a multiplication in a Galois Field. This mode has been designed to work
with fixed-size data units, for instance, logical disk blocks, and each data unit must be
processed separately and independently of other data units.

6 Discussion

Our study deeply analyzes the processing in term of encryption time and decryption
time of each operation mode (ECB mode, CBC mode, CFB mode, OFB mode, CTR
mode and XTS-AES mode) and plotted the encryption time and decryption time of
these operation modes with variable size of data file. We observed that significant
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different between the operation modes is relatively small for the small size of data files
and for sizeable data files there is a visible difference in term of encryption time among
these modes. Table 1 comparatively summarizes the results of the encryption time
analysis with different size of data file among all these operation modes.

We also noticed that the decryption time for these operation modes are almost the
same. Generally, the differences between the modes are negligible. Table 2 compara-
tively summarizes the results of the decryption time analysis with different size of data
file among all these operation modes.

We conduct our analysis on the most popular encryption algorithm AES. Our
analysis fills the gaps in the existing operation modes analysis on AES. On the other
hand, our work first-time analyze the processing of XTS-AES mode. The study
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Fig. 6. Encryption & decryption time of XTS-AES mode

Table 1. Encryption time comparison

File
size

ECB CBC CFB OFB CTR XTS-AES

3 108.3 123 125.8 120.5 112.6 145.3
15 229.1 255 261.5 255.1 233 280.7
60 720.6 830.1 861.6 834.2 735.1 862.4
110 1320 1535 1544.1 1530 1329 1563.2
200 2190 2210 2230 2212 2200 2255.1
Aveg.
388

Aveg.
4568 (ms)

Aveg.
4953.1
(ms)

Aveg.
5023 (ms)

Aveg.
4951.8
(ms)

Aveg.
4609.7
(ms)

Aveg.
5106.7
(ms)
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provides additional insights into the processing of recommended modes. Table 3
summarizes the operation mode and the performance analysis of all existing studies,
and compares them to our work.

7 Conclusion

This paper experimentally analyzed the processing of confidential operation modes on
AES in term of encryption time and decryption time. The block cipher operation modes
that analyzed in our experiments are: ECB mode, CBC mode, CFB mode, OFB mode,
CTR mode and XTS-AES mode. Previous studies have reported the processing anal-
ysis on modes recommended by NIST 2001. However, this paper presents the analysis
on the processing of XTS-AES mode recommended by NIST 2010, in addition to the
five confidential modes recommend by NIST 2001. Our study provides additional
insights into the processing of recommending modes. The results show that the

Table 2. Decryption time comparison

File size ECB CBC CFB OFB CTR XTS-
AES

3 108.3 108.2 120.4 110.3 112.6 145.3
15 229.1 237.6 254 245.2 233 280.7
60 720.6 809.5 850.5 819.9 735.1 862.4
110 1320 1510 1531.8 1515 1329 1563.2
200 2190 2191.2 2215.5 2201.4 2200 2255.1
Aveg.
388 (MB)

Aveg.
4568 (ms)

Aveg.
4856.5
(ms)

Aveg.
4972.2
(ms)

Aveg.
4891.8
(ms)

Aveg.
4609.7
(ms)

Aveg.
5106.7
(ms)

Table 3. Comparison with existing analysis

Sr.
#

Operation mode Performance analysis References

1 ECB Encryption time, CPU time, CPU clock
cycle, battery power

[13]

2 ECB, CBC, CFB Encryption time, decryption time,
throughput

[14]

3 ECB, CBC, CFB, OFB Execution time [15]
4 ECB, CBC Data transfer cost, throughput [16]
5 ECB Execution time, throughput, memory

usage
[17]

6 CBC, ICBC Encryption time, decryption time [18]
7 CBC Encryption time [19]
8 ECB, CBC, CFB, OFB,

CTR, XTS-AES
Encryption time, decryption time This paper
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operation modes are not appreciably different in term of processing time with a high
confidence level. The significant different between the operation modes is relatively
small for the small size of data files as well as for sizeable data files there is a visible
difference in term of encryption time and decryption time among these modes. On the
basis of current understanding of processing analysis of confidential modes, we intend
to analyze the processing of other authenticate modes as well as authenticated
encryption mode in the future.
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Abstract. Although sensor ontologies are regarded as the solution to
data heterogeneity on the Semantic Sensor Web (SSW), these sensor
ontologies themselves introduce heterogeneity by defining the same entity
with different names or in different ways. To solve this problem, it is
necessary to determine the semantic identical entities between hetero-
geneous sensor ontologies, so-called sensor ontology matching. Due to
the complexity of the sensor ontology matching process, Evolutionary
Algorithm (EA) can present a good methodology for determining ontol-
ogy alignments. To overcome the EA-based ontology matcher’s short-
comings, i.e. premature convergence, long runtime and huge memory
consumption, this paper present a Compact Evolutionary Tabu Search
algorithm (CETS) to efficiently match the sensor ontologies. The exper-
iment utilizes Ontology Alignment Evaluation Initiative (OAEI)’s bib-
liographic benchmark and library track, and two pairs of real sensor
ontologies test CETS’s performance. The experimental results show that
CETS is both effective and efficient when matching ontologies with var-
ious scales and under different heterogeneous situations, and comparing
with the state-of-the-art sensor ontology matching systems, CETS can
significantly improve the ontology alignment’s quality.

Keywords: Semantic Sensor Web · Sensor ontology matching
Compact evolutionary algorithm · Tabu search

1 Introduction

The linking of elements from semantic web technologies with sensor networks
is called Semantic Sensor Web (SSW), whose main feature is the use of sensor

c© Springer Nature Switzerland AG 2018
G. Wang et al. (Eds.): SpaCCS 2018, LNCS 11342, pp. 115–124, 2018.
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ontologies. A sensor ontology is defined as 3-tuples (C,P,R), where C, P and R
are respectively the set of classes, properties and relationships. In general, class,
property and relationship can also be called ontology entities. Sensor ontology
can capture information about sensor capabilities, performance, and the condi-
tions in which it can be used, allowing the discovery of data for different purposes
and in different contexts [1]. Sensor ontologies are regarded as the solution to
data heterogeneity on the SSW, and in recent years, such sensor ontologies as
CSIRO sensor ontology1, SSN ontology2 and MMI Device ontology3 have been
developed. However, these sensor ontologies themselves introduce heterogene-
ity by defining the same entity with different names or in different ways. To
solve this problem, we need to use the ontology matching technique to deter-
mine the semantic identical entities between heterogeneous sensor ontologies.
The obtained sensor ontology alignment A is a correspondence set, and each
correspondence inside is a 4-tuple (e1, e2, n, r), where e1 and e2 are the entities
of two sensor ontology, respectively, n ∈ [0, 1] is a confidence value holding for
the correspondence between e1 and e2, r is the relation existing between e1 and
e2, which refers to equivalence.

Due to the complexity of the ontology matching problem (large-scale optimal
problem with lots of local optimal solutions), Evolutionary Algorithm (EA) can
present a good methodology for determining ontology alignments [12]. Recently,
Xue et al. [10,11] have utilized EA to match the sensor ontologies and obtained
good alignments. However, the premature convergence, long runtime and huge
memory consumption are three main shortcomings of EA-based matchers, which
make them incapable of effectively searching the optimal solution for sensor
ontology matching problems. In this paper, a Compact Evolutionary Tabu Search
algorithm (CETS) is proposed, which makes use of a probabilistic representation
of the population to perform the optimization process, and introduces the Tabu
Search algorithm (TS) [6] as a local search strategy into EA’s evolving process. In
particular, a similarity measure on sensor concept is proposed to calculate the
similarity value of two sensor concepts, an optimal model for sensor ontology
matching is constructed, and CETS is presented to efficiently solve the sensor
ontology matching problem.

The rest of the paper is organized as follows: Sect. 2 presents the single objec-
tive optimal model for ontology meta-matching problem; Sect. 3 gives the details
of CETS; Sect. 4 shows the experimental results; finally, Sect. 5 draws the con-
clusions.

1 https://www.w3.org/2005/Incubator/ssn/wiki/SensorOntology2009.
2 https://www.w3.org/TR/vocab-ssn.
3 https://marinemetadata.org/.

https://www.w3.org/2005/Incubator/ssn/wiki/SensorOntology2009
https://www.w3.org/TR/vocab-ssn
https://marinemetadata.org/
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2 Sensor Ontology Matching Problem and Similarity
Measure

2.1 Sensor Ontology Matching Problem

Based on the observations that the more correspondences found and the higher
mean similarity values of the correspondences are, the better the alignment qual-
ity is [2], we utilize the following metric to measure the quality of a sensor
ontology alignment:

f(A) =
φ(A) ×

∑|A|
i=1 δi
|A|

α × φ(A) + (1 − α) ×
∑|A|

i=1 δi
|A|

(1)

where |A| is the number of correspondences in A, φ is a function of normalization
in [0, 1], δi is the similarity value of the ith correspondence in A, and α is a
parameter used to tradeoff the instance alignments characterized by high recall
[3] (with the decreasing of α) or high precision [3] (with the increase of α). In
general, the value of α is set to 0.5 to prefer neither recall nor precision.

On this basis, given two sensor ontologies O1 and O2, the optimal model of
sensor ontology matching problem can be defined as follows:

⎧
⎨

⎩

min F (X)
s.t. X = (x1, x2, · · · , x|O1|)T

xi ∈ {1, 2, · · · , |O2|}, i = 1, 2, · · · , |O1|
(2)

where |O1| and |O2| respectively represent the cardinalities of two entity sets of
O1 and O2, xi, i = 1, 2, · · · , |O1| represents the ith pair of correspondence, and
F (X) calculates X’s corresponding alignment’s quality.

2.2 Similarity Measure on Sensor Concept

The similarity measure on concept is the foundation of ontology matching [5].
In this work, a profile-based similarity measure is utilized to calculate the sim-
ilarity value between two sensor concepts. First, for each sensor class, a profile
is constructed by collecting the label, comment, and property information from
itself and all its direct descendants. Then, the similarity of two sensor concepts
c1 and c2 is measured based on the similarity of their profiles p1 and p2:

sim(c1, c2) =

∑f
i=1 max

j=1···g
(sim(p1i, p2j)) +

∑g
j=1 max

i=1···f
(sim(p1i, p2j))

f + g
(3)

The similarity value of two profile elements is calculated by N-gram distance
[13], which is the most performing string-based similarity measure for the bio-
logical ontology matching problem, and a linguistic measure, which calculate a
synonymy-based distance through Wordnet [8]. Given two words w1 and w2, the
similarity sim(w1, w2) is calculated according to the following formula:

sim(w1, w2) =
{

1, if two words are synonymous
N − gram(w1, w2), otherwise (4)
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3 Compact Evolutionary Tabu Search Algorithm

In this work, a Compact Evolutionary Tabu Search algorithm is presented to
solve the problem of sensor ontology matching. The Evolutionary Tabu Search
algorithm (ETS) is an optimization algorithm composed of an evolutionary
framework which contains and launches in each generation one or more local
search components. This marriage between global search and local search is
helpful to reduce the possibility of the premature convergence and increas-
ing the convergence speed. To save the runtime and memory consumption, we
present a compact version of ETS, i.e. CETS. CETS simulates the behaviour
of population-based TES by employing the probabilistic representation of the
population. Thus, a run of CETS is able to highly improve the performance
of solving large scale matching problem in terms of both runtime and memory
consumption.

3.1 Chromosome Encoding

In this work, the genes are encoded through the binary coding mechanism to
represent the correspondences in the alignment. Given the total number of classes
in source ontology and target ontology O1 and O2, the first part of a chromosome
(or PV) consists of O1 gene segments, and the Binary Code Length (BCL) of each
gene segment is equal to �log2(O2)+0.5�, which ensures each gene segment could
present any target ontology class’s index. While, the second part of a chromosome
(or PV) has only one gene segment, whose BCL is equal to �log2(

1
numAccuracy )+

0.5�, which can ensure this gene segment could present any threshold value under
the numerical accuracy numAccuracy. Thus, the total length of the chromosome
(or PV) is equal to ns × �log2(nt) + 0.5� + �log2(

1
numAccuracy ) + 0.5�. Given a

gene gene = {geneBit1, geneBit2, · · · , geneBitn} where geneBiti is the ith gene
bit value of the gene segment, we decode it to obtain a decimal number whose
value is equal to

∑n
i=1 2geneBiti . In particular, the decimal numbers obtained

represent the indexes of the target classes, where 0 means the source instance is
not mapped to any target ontology’s class.

3.2 Probability Vector

In this work, we use one Probability Vector (PV) to characterize the entire
population. The number of elements in PV is equal to the number of individual’s
gene bits and each element’s value is in [0, 1]. Since each element’s value in
PV represents the probability of being one, we can use PV to generate various
solutions. In addition, PV can be updated based on the better solution in terms
of its fitness value, with the aim to move the PV toward the better solution. Here
is an example of generating a new solution through PV (0.1, 0.8, 0.5, 0.9)T . First,
generate four random numbers, such as 0.4, 0.5, 0.8 and 0.1. Then compare the
numbers with the elements in PV accordingly to determine the new generated
individual’s gene values, For example, since 0.4 > 0.1, the first gene bit’s value
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of the new solution is 0, and similarly, the remaining gene bits’ values are 1, 0
and 1, respectively. In this way, the new solution we obtain is 0101. By repeating
this procedure, we can obtain various individuals. In addition, if 0101 is the best
solution in the current generation, i.e. elite, PV should be updated according
to its information. Given the PV update value updateV alue, say 0.1, if the
gene value of the elite is 0, the corresponding element of PV will decrease by
updateV alue, otherwise increase by updateV alue. In this way, the updated PV
is (0.0, 0.9, 0.4, 1.0)T .

3.3 Local Search Process

The local search strategy performs iterative search for optimal solution in the
neighborhood of a candidate. In order to tradeoff between the local search and
the global search, the local search process in our work is designed according to
the following rules:

– the local search is applied within each evolutionary cycle,
– the local search is executed after crossover and mutation,
– the local search is applied to the best individual of population,
– the local search method is the tabu search algorithm.

Tabu search concerns with imposing restrictions to guide a search pro-
cess to negotiate otherwise difficult regions, where the restrictions can oper-
ate by direct exclusion of search alternatives classed as “forbidden” [6]. Given
a tabu matrix TM = [TV1, TV2, · · · , TV|O1|] where the ith tabu list TVi =
(tv1, tv2, · · · , tvtLength)T , i = 1, 2, · · · , |O1|, tvj ∈ 0, 1, 2, · · · , |O2|, the pesudo-
code of tabu search process is given as follows:

During the EA’s evolving process, if soluitonelite keep unchanged for δ = 20
generations, each tvi

j ∈ TVi, whose corresponding class in Ctgt has the highest
similarity value with ci, will be removed.

4 Experimental Results and Analysis

In the experiments, the bibliographic benchmark and library track in the Ontol-
ogy Alignment Evaluation Initiative (OAEI)4 and two pairs of real sensor ontolo-
gies, i.e. CSIRO sensor ontology vs SSN ontology and MMI Device ontology vs
SSN ontology, are used to test the performance of our approach. The obtained
alignments are assessed by means of the standard evaluation metrics, i.e. recall,
precision and f-measure [3], and the symbols r, p and f in the tables are respec-
tively referred to recall, precision and f-measure. In particular, our approach’s
results are the average of ten independent runs.

4 http://oaei.ontologymatching.org/2016.

http://oaei.ontologymatching.org/2016


120 X. Xue and S. Liu

Algorithm 1. Local Search Process
iterNum = 0;
while iterNum < maxIterNum do

for neighborNum = 0;neighborNum < neighborScale;neighborNum + + do
solutionnew = solutionelite.copy();
for i = 0; i < solutionnew.length; i + + do

if random(0, 1) < localSearchMutationProbability then
solutionnew[i] = random({0, 1, · · · , |Ctgt|} − {tvij ∈ TVi});

end if
end for
append solutionnew[i] into neiborPopulation;

end for
solutionlocalElite = selectBestSolution(neiborPopulation);
compete(solutionElite, solutionlocalElite);
if winner == solutionlocalElite then

for each TVi ∈ TM do
if TVi is not full then

append solutionlocalElite[i] to TVi;
else

replace tvij ∈ TVi, whose corresponding class in Ctgt has the lowest simi-
larity value with ci, with solutionlocalElite[i];

end if
end for
iterNum + +;

else
break;

end if
end while

4.1 Experiment Configuration

In our work, CETS uses the following parameters which represent a trade-off set-
ting obtained in empirical way to achieve the highest average alignment quality
on all testing cases. Through the configuration of parameters chosen in this way,
it has been justified by the experiments that parameters chosen are robust for
all the heterogeneous problems presented in the testing cases, and it is hopeful
to be robust for the common heterogeneous situations in the real world.

– Tabu list length = 10,
– Local search population scale = 15,
– Local search iteration number = 5,
– Local search mutation probability = 0.5,
– Termination condition = 3000 generations.

The hardware configurations used to run the algorithms are as follows:

– Processor: Intel Core i7-4600U CPU,
– CPU speed: 2.10 GHz,
– RAM capacity: 15G.
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4.2 OAEI Datasets

Bibliographic Benchmark. Bibliographic benchmark consists of a set of small
scale ontologies which are built around a seed ontology and many variations of
it. The brief description of bibliographic benchmark is presented in Table 1, and
Table 2 shows the average recall, precision, f-measure, runtime and f-measure
provided per second of all test cases in bibliographic benchmark.

Table 1. Brief description of bibliographic benchmarks. 1XX, 2XX and 3XX stands
for the test case whose ID beginning with the prefix digit 1, 2 and 3, respectively.

ID Brief description

1XX The ontologies are the same

2XX The ontologies have different lexical, linguistic or structure features

3XX The ontologies are real world cases

Table 2. Comparison of CETS with OAEI participants on bibliographic benchmark.
The symbols r, p and f in the table stand for recall, precision and f-measure, respec-
tively.

Systems r p f Runtime (second)

AML 0.24 1.00 0.38 120

CroMatch 0.83 0.96 0.89 1,100

Lily 0.83 0.97 0.89 2,211

LogMap 0.39 0.93 0.55 194

LogMapLt 0.50 0.43 0.46 96

PhenoMF 0.01 0.03 0.01 1,632

PhenoMM 0.01 0.03 0.01 1,743

PhenoMP 0.01 0.02 0.01 1,833

XMap 0.40 0.95 0.56 123

LogMapBio 0.24 0.48 0.32 454,439

CETS 0.86 0.95 0.90 82

As can be seen from Table 2, the results of CETS outperform all the par-
ticipants in OAEI in terms of f-measure and runtime. Therefore, for small-scale
ontology matching problem, CETS is both effective and efficient.

Library Track. The library track is also a large ontology matching task which is
about matching two real world thesauri: STW (economics) and TheSoz (social
sciences). Despite being from two different domains, these two thesauri have
huge overlapping areas, and moreover, they have roughly the same size, are
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both originally developed in German, are both multilingual, both have English
translations. To be specific, the STW Thesaurus for economics provides more
than 6,000 standardized subject headings and 19,000 additional keywords in both
language, and TheSoz contains overall about 12,000 keywords, from which 8,000
are standardized subject headings (in English and German) and 4,000 additional
keywords.

Table 3. Comparison of CETS with OAEI participants on library track. The symbols
r, p and f in the table stand for recall, precision and f-measure, respectively.

Systems r p f Runtime (second)

AML* 0.78 0.82 0.80 68

AML 0.75 0.72 0.73 71

LogMap* 0.68 0.74 0.71 222

LogMap 0.65 0.78 0.71 73

LogMapLite 0.77 0.64 0.70 93

XMap2 0.89 0.51 0.65 12,652

MaasMatch 0.66 0.50 0.57 14,641

LogMap-C 0.26 0.48 0.34 21

RSDLWB 0.04 0.78 0.07 32828

CETS 0.80 0.81 0.80 62

As can be seen from Table 3, although CETS’s f-measure is equal to AML,
which are the best among all competitors, the runtime needed by our approach is
less than AML. Thus, CETS is able to effectively handle such ontology including
a huge amount of concepts and additional descriptions. To conclude, experimen-
tal results on OAEI testing cases show that CETS is both effective and efficient
when matching ontologies with various scales and under different heterogeneous
situations.

4.3 Real Sensor Ontologies

In this section, we test CETS on two pairs of real sensor ontologies, i.e. CSIRO
sensor ontology vs SSN ontology and MMI Device ontology vs SSN ontology.
Since SSN is the most used global reference ontology that has been developed in
the domain of sensor networks, the goal of this experiment is to align the CSIRO
sensor ontology and MMI Device ontology to SSN ontology. Table 4 shows the
comparative results of CETS and the state-of-the-art sensor ontology matching
systems ASMOV [7], CODI [4], SOBOM [9], FuzzyAlign [1] and CCEA [11], on
two pairs of real sensor ontologies in terms of recall, precision and f-measure.
Table 4 shows the experimental results of CETS and five state-of-the-art sensor
ontology matching systems on two pairs of real sensor ontologies.
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Table 4. Comparison of CETS with the state-of-the-art sensor ontology matching
systems on two pairs of real sensor ontologies. The symbols r, p and f in the table
stand for recall, precision and f-measure, respectively.

Systems CSIRO vs SSN MMI device vs SSN

r p f r p f

ASMOV 0.78 0.72 0.75 0.65 0.84 0.73

CODI 0.78 0.81 0.79 0.83 0.78 0.80

SOBOM 0.81 0.76 0.78 0.74 0.81 0.77

FuzzyAlign 0.82 0.95 0.88 0.84 0.92 0.88

CCEA 0.89 0.96 0.92 0.86 0.94 0.90

CETS 0.94 0.96 0.94 0.90 0.95 0.92

As can be seen from Table 4, the values of recall, precision and f-measure
obtained by CETS all outperform other approaches, which demonstrates the
effectiveness of it when matching sensor ontologies. Despite high recall obtained,
there are still a few mappings undetected because some very specific terms in
sensor networks domain, e.g. hygrometer and humistor, are not found in Word-
Net databases, so it would be desirable to use a specialized sensor thesaurus
instead of WordNet.

5 Conclusion

In this paper, a Compact Evolutionary Tabu Search Algorithm is proposed to
efficiently address the sensor ontology heterogeneity problem. CETS makes use of
a probabilistic representation of the population to perform the optimization pro-
cess, and introduces the Tabu Search algorithm as a local search strategy to over-
come the algorithm’s premature convergence, long runtime and huge consump-
tion. The experimental results show that CETS is both effective and efficient
when matching ontologies with various scales and under different heterogeneous
situations, and comparing with the state-of-the-art sensor ontology matching
systems, CETS can significantly improve the ontology alignment’s quality.
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Abstract. In this paper, an event-triggered fault-detection filter design
for reducing communication actions in networked time-varying stochas-
tic systems over a finite-time horizon is proposed. A coordinate trans-
formation approach is exploited to achieve the purpose that the fault-
detection residual is only sensitive to system faults while robust to addi-
tive unknown disturbances. This approach can transform the considered
system into two subsystems, and the disturbances are removed from
one of the subsystems. Furthermore, the optimal gain for each filter is
derived, which applies to the optimization criteria of unbiasedness and
minimum mean-square estimation error.

Keywords: Networked fault detection · Event-triggered protocol
Coordinate transformation · Stochastic system · Time-varying system

1 Introduction

In this work, a novel event-triggered fault-detection strategy for time-varying
stochastic systems is proposed. We consider the problem of model-based fault
detection based on the measurements taken by a battery-powered sensor. The
remote fault-detection module can receive the sensor information through a
wireless channel. It is supposed that the transmission itself will consume more
energy than computation, which is a reasonable assumption because the energy
consumed by the wireless transmission module is always much more than the
computing module in practice [1,2]. Thus, an event-triggered sensor data trans-
mission scheme is designed for reducing communication actions [3–6].

The presented coordinate transformation approach for event-triggered fault
detection is one common approach in fault diagnosis literature [7–9], where can
transform the system into two subsystems. One of the subsystems is free from
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disturbances, but subject to system faults. Consequently, a fault-detection resid-
ual based on the derived filter for this subsystem can only sensitive to faults.
However, to the best of the authors’ knowledge, coordinate transformation app-
roach has not been considered for event-triggered fault detection.

In particular, this article makes the following main contributions: two sep-
arated event-triggered optimal filters for each subsystem based on coordinate
transformation approach are synthetically designed so that the fault-detection
residual is sensitive only to faults while insensitive to disturbances. The gain of
each filter is derived by the optimization criteria of unbiasedness and minimum-
variance.

Nomenclature: The terms state observer and state estimator are used syn-
onymously in this paper. N and R denote the sets of natural and real numbers,
respectively. Rm×n denotes the sets of m by n real-valued matrices, whereas Rn

is short for Rn×1. Rn×n
+ and R

n×n
++ are the sets of n×n positive semi-definite and

positive definite matrices, respectively. When X ∈ R
n×n
+ , it is simply denoted

as X ≥ 0 or X > 0 if X ∈ R
n×n
++ . For X ∈ R

m×n, XT denotes the transpose
of X. A diagonal matrix is denoted by diag [·]. In symmetric block matrices,
“∗”is used as an ellipsis for terms induced by symmetry. I denotes a identity
matrix with appropriate dimensions. Furthermore, E[·], V ar(·) and tr(·) denote
the mathematical expectation, variance and the trace of a matrix, respectively.

2 Problem Statement

2.1 System Model

Consider the following discrete stochastic time-varying system defined on k ∈
[0, L]:

xk+1 = Akxk + Bkuk + Dw,kwk + Fkfk + Dd,kdk

yk = Ckxk + Dv,kvk

(1)

In above equations, the subscript “k” is a discrete-time index, system state
xk is a m-dimensional vector, uk is a n-dimensional control input, yk is a p-
dimensional sensor’s measurement. The noise process {wk}, {vk} and the initial
state x0 are assumed mutually independent, white, zero-mean with known vari-
ance: E

(
wkwT

k

)
= Qw,k ≥ 0, E

(
vkvT

k

)
= Rv,k > 0 and E

(
x0x

T
0

)
= P0,k > 0,

respectively. The additional terms, fault signal fk is a q-dimensional vector,
and dk represents bounded uncertainties/disturbances with s-dimension. It is
assumed that the time-varying matrices Ak, Bk, Ck, Fk, Dw,k, Dd,k and Dv,k

with appropriate dimensions are known.
When yk is obtained in sensors, the event-triggered data transmission scheme

is supposed to decide on whether it is sent it to the remote fault-detection filter
or not. Let γk be the decision variable: γk = 1 indicates that yk is sent out and
otherwise γk = 0. As a result, only when γk = 1, the filter knows the exact
value yk.
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Roughly speaking, we develop a novel fault-detection strategy with event-
triggered data scheme for the above system (1) so that the fault-detection resid-
ual is still able to contain the characteristics of sensibility and real-time capacity.
To achieve this goal, we first introduce two assumptions.

Assumption 1: [4]

rank (Ck × Dd,k) = rank (Dd,k) (2)

Assumption 2: [5]
For every complex number ζ with nonnegative real part,

rank

([
Ak − ζI Fk Dd,k

Ck 0 0

])
= n + rank (Fk) + rank (Dd,k) (3)

2.2 Transforming of the System into Two Subsystems

Inspired by [4,5] and [6], we adopt the coordinate transformation approach to
transform the system into two subsystems: the first subsystem is free from dis-
turbances, but subject to system faults. For the first subsystem, a fault-detection
residual based on the derived filter will only sensitive to faults; conversely, the
designed estimator of the second subsystem includes disturbances and system
faults, which can robust to the disturbances. The transformation results are
briefly presented below.

According to [4], Assumption 1 is equivalent to the existence of a set of
non-singular matrices Tk and Sk such that

x = T−1
k

[
x̃1

x̃2

]
, and y = S−1

k

[
ỹ1

ỹ2

]
(4)

respectively. The system (1) can be accordingly transformed into

x̃1
k+1 = Ã11,kx̃1

k + Ã12,kx̃2
k + D̃1

w,kwk + F̃ 1
k fk + B̃1,kuk

x̃2
k+1 = Ã22,kx̃2

k + Ã21,kx̃1
k + D̃2

w,kwk + F̃ 2
k fk + D̃d,kdk + B̃2,kuk

ỹ1
k = C̃11,kx̃1

k + D̃1
v,kvk

ỹ2
k = C̃22,kx̃2

k + D̃2
v,kvk

(5)

where

TkAkT−1
k =

[
Ã11,k Ã12,k

Ã21,k Ã22,k

]
, TkBk =

[
B̃1,k

B̃2,k

]
, TkDw,k =

[
D̃1

w,k

D̃2
w,k

]

(6)

TkFk =
[

F̃1,k

F̃2,k

]
, TkDd,k =

[
0

D̃d,k

]
,

SkCkT−1 =
[

C̃11,k 0
0 C̃22,k

]
, SkDv,k =

[
D̃1

v,k

D̃2
v,k

] (7)
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Thus, two subsystems given by (5) can be rewritten separately as
The 1st subsystem:

x̃1
k+1 = Ã11,kx̃1

k + Ã12,kx̃2
k + D̃1

w,kwk + F̃ 1
k fk + B̃1,kuk

ỹ1
k = C̃11,kx̃1

k + D̃1
v,kvk

(8)

The 2nd subsystem:

x̃2
k+1 = Ã22,kx̃2

k + Ã21,kx̃1
k + D̃2

w,kwk + F̃ 2
k fk + D̃d,kdk + B̃2,kuk

ỹ2
k = C̃22,kx̃2

k + D̃2
v,kvk

(9)

Obviously, the disturbances are not included in the 1st subsystem, and the 2nd
subsystem contains both. For each subsystem, we will derive the corresponding
event-triggered fault-detection filter in the next section.

3 Design of Event-Triggered Fault-Detection Filter

Now we proceed to develop the recursive equations of fault-detection filter for
each subsystem. For each i = 1 and 2, define the state estimation error ei

k as

ei
k = ˆ̃x

i

k − x̃i
k (10)

where ˆ̃x
i

k indicates estimated state value for each i = 1 and 2, and the corre-
sponding error covariance P i

k is defined as follows

P i
k = E

[(
ˆ̃x

i

k − x̃i
k

) (
ˆ̃x

i

k − x̃i
k

)T
]

(11)

The main result on the filter of the 1st subsystem will be presented in the
following theorem.

Theorem 1. For the 1st subsystem given by the formula (8), the optimal event-
triggered filter ˆ̃x

1

k satisfies:

ˆ̃x
1

k+1 =

⎧
⎪⎪⎨

⎪⎪⎩

Ã11,k
ˆ̃x
1

k + Ã12,k
ˆ̃x
2

k + B̃1,kuk + K1
k

(
ỹ1

k+1 − C̃11,kÃ11,k
ˆ̃x
1

k

−C̃11,kÃ12,k
ˆ̃x
2

k − C̃11,kB̃1,kuk

)
if γk = 1

Ã11,k
ˆ̃x
1

k + Ã12,k
ˆ̃x
2

k + B̃1,kuk if γk = 0
(12)

where
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

K1
k = O1

kC̃T
11,k

(
C̃11,kO1

kC̃T
11,k + R1

k

)−1

O1
k = Ã11,kP 1

k ÃT
11,k + D̃1

w,kQw,k

(
D̃1

w,k

)T

+ Ã12,kP 2
k ÃT

12,k

P 1
k+1 =

(
I − K1

kC̃11,k

)
O1

k

(
I − K1

kC̃11,k

)T

+ K1
kR1

k

(
K1

k

)T

R1
k = D̃1

v,kRv,k

(
D̃1

v,k

)T

(13)
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Proof. If γk = 1, a linear filter structure is considered as follows

ˆ̃x
1

k+1 = Ã11,k
ˆ̃x
1

k + Ã12,k
ˆ̃x
2

k + B̃1,kuk + K1
k

(
ỹ1

k+1 − C̃11,kÃ11,k
ˆ̃x
1

k

−C̃11,kÃ12,k
ˆ̃x
2

k − C̃11,kB̃1,kuk

) (14)

We need to find the gain matrix K1
k that minimizes tr

(
P 1

k

)
and the correspond-

ing error dynamics of the 1st subsystem without system faults are calculated
as

e1k+1 = ˆ̃x
1

k+1 − x̃1
k+1

= Ã11,k
ˆ̃x
1

k + Ã12,k̂̃x2
k + K1

k

(
ỹ1

k+1 − C̃11,kÃ11,k
ˆ̃x
1

k − C̃11,kÃ12,k
ˆ̃x
2

k

−C̃11,kB̃1,kuk

)
− Ã11,kx̃1

k − Ã12,kx̃2
k − D̃1

w,kwk

=
(
I − K1

kC̃11,k

) (
Ã11,ke1k + Ã12,ke2k − D̃1

w,kwk

)
+ K1

kD̃1
v,kvk+1

(15)

By the formulae (15) and (11), the expression for the estimation error covariance
matrix can be expanded as

P 1
k+1 = E

[(
ˆ̃x
1

k+1 − x̃1
k+1

) (
ˆ̃x
1

k+1 − x̃1
k+1

)T
]

= E

[((
I − K1

kC̃11,k

) (
Ã11,ke1k + Ã12,ke2k − D̃1

w,kwk

)
+ K1

kD̃1
v,kvk+1

)

×
((

I − K1
kC̃11,k

) (
Ã11,ke1k + Ã12,ke2k − D̃1

w,kwk

)
+ K1

kD̃1
v,kvk+1

)T
]

(16)
Now, the indicated expectation is performed and nothing that the estimation
errors e1k are uncorrelated with the system noise wk and the measurement noise
vk+1, and then wk is independent to vk+1. Thus we have

P 1
k+1 =

(
I − K1

kC̃11,k

)(
Ã11,kP 1

k ÃT
11,k + Ã12,kP 2

k ÃT
12,k

+D̃1
w,kQw,k

(
D̃1

w,k

)T
) (

I − K1
kC̃11,k

)T

+ K1
kD̃1

v,kRv,k

(
D̃1

v,k

)T (
K1

k

)T

(17)
Notice that the first and second terms are quadratic in K1

k . The matrix differ-
entiation formula may be applied to formula (17). Now differentiate tr

(
P 1

k+1

)

with respect to K1
k . The result is

∂
(
tr

(
P 1

k+1

))

∂ (K1
k)

=
(
I − K1

kC̃11,k

) (
Ã11,kP 1

k ÃT
11,k + Ã12,kP 2

k ÃT
12,k

+D̃1
w,kQw,k

(
D̃1

w,k

)T
)

C̃T
11,k − K1

kD̃1
v,kRv,k

(
D̃1

v,k

)T
(18)

We assume the derivative equal to zero. The optimal gain is given as follows

K1
k = O1

kC̃T
11,k

(
C̃11,kO1

kC̃T
11,k + R1

k

)−1

(19)
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where R1
k = D̃1

v,kRv,k

(
D̃1

v,k

)T

and O1
k = Ã11,kP 1

k ÃT
11,k + D̃1

w,kQw,k

(
D̃1

w,k

)T

+

Ã12,kP 2
k ÃT

12,k.

Remark 1. Theorem 1 provides the optimal gain K1
k without system faults,

which is a similar form to the discrete-time standard Kalman filter [2]. When
the 1st subsystem is healthy, the mean-square estimation error is minimized so
as to ensure accurate state estimation. Otherwise, the estimation error become
larger for achieving the purpose of fault alarming.

Parallel to the event-triggered state estimator (12) for the 1st subsystem, the
following estimator form for the 2nd subsystem can also be considered as follows

ˆ̃x
2

k+1 =

⎧
⎪⎪⎨

⎪⎪⎩

Ã22,k
ˆ̃x
2

k + Ã21,k
ˆ̃x
1

k + B̃2,kuk + K2
k

(
ỹ2

k+1 − C̃22,kÃ22,k
ˆ̃x
2

k

−C̃22,kÃ21,k
ˆ̃x
1

k − C̃22,kB̃2,kuk

)
if γk = 1

Ã22,k
ˆ̃x
2

k + Ã21,k
ˆ̃x
1

k + B̃2,kuk if γk = 0
(20)

Similar to Theorem 1, the gain K2
k can be derived such that the state estima-

tion error satisfies unbiasedness, and then the mean-square estimation error is
minimized in the following theorem.

Theorem 2. The event-triggered filter for the 2nd subsystem (9) with the for-
mula (20) has the following optimal gain:

K2
k = O2

kC̃T
22,kÕ2

k +
(

D̃d,k − O2
kC̃T

22,k

(
Õ2

k

)−1

C̃22,kD̃d,k

)

×
(

D̃T
d,kC̃T

22,k

(
Õ2

k

)−1

C̃22,kD̃d,k

)−1

D̃T
d,kC̃T

22,k

(
Õ2

k

)−1
(21)

where
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

O2
k = Ã22,kP 2

k ÃT
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(
D̃2

w,k

)T

+ Ã21,kP 1
k ÃT
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Õ2
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(
Ã22,kP 2

k ÃT
22,k + D̃2

w,kQw,k

(
D̃2

w,k

)T
)
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k

P 2
k+1 =

(
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kC̃22,k

)
O2

k

(
I − K2

kC̃22,k

)T

+ K1
kR2

k

(
K1

k

)T

R2
k = D̃2

v,kRv,k

(
D̃2

v,k

)T

(22)
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Proof. Let E

[
ˆ̃x
2

k − x̃2
k

]
= 0. When γk = 1, the error dynamics of the 2nd sub-

system with unknown disturbances can be obtained as

e2k+1 = ˆ̃x
2

k+1 − x̃2
k+1

= Ã22,k
ˆ̃x
2

k + Ã21,k
ˆ̃x
1
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(
ỹ2
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2
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1
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k − D̃2
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=
(
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) (
Ã22,ke2k + Ã21,ke1k − D̃2

w,kwk

)
+ K2
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+
(
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kC̃22,kD̃d,k − D̃d,k

)
dk

(23)

Unbiasedness is viewed as the first optimization criterion. So, the estimator must
satisfy

E

[
ˆ̃x
2

k+1 − x̃2
k+1

]
= 0

E

[(
I − K2

kC̃22,k

) (
Ã22,ke2k + Ã21,ke1k − D̃2

w,kwk

)
+ K2

kD̃2
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+
(
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)
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]
= 0

(
I − K2
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)(
Ã22,ke2k + Ã21,ke1k

)
+

(
K2

kC̃22,kD̃d,k − D̃d,k

)
dk = 0

(24)

which leads to the following constraint

K2
kC̃22,kD̃d,k − D̃d,k = 0 (25)

The second optimization criterion that we presented is also selected as the mini-
mum mean-square estimation error, which is similar to the optimization indicator
of Theorem 1. Recall from the definition of error covariance P 2

k in formula (11),
P 2

k can be derived as follows

P 2
k+1 = E
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(26)
Now it has become an optimization problem to find the estimator gain K2

k that
minimizes tr

(
P 2

k+1

)
subject to the constraint formula (25). The Lagrangian
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function is constructed as follows.

tr
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P 2
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)
= tr
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)
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where θ2k is a Lagrangian operator and O2
k = Ã22,kP 2

k ÃT
22,k+D̃2
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21,k. Some further matrix manipulations lead to
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where Õ2
k = C̃22,k

(
Ã22,kP 2

k ÃT
22,k + D̃2

w,kQw,k

(
D̃2
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k. Now

assume the derivative of tr
(
P 2

k+1

)
with respect to K2

k equals to zero, which
combines the formula (25) into equations below:

⎧
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(29)

In this paper, we concern that D̃d,k has full column rank, i.e., its columns are
linearly independent, where this condition is required for the existence of a solu-
tion of the formula (29) satisfying constraint formula (25). Thus, the gain K2

k is
recursively computed as follows
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where O2
k = Ã22,kP 2

k ÃT
22,k + D̃2
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w,k
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+ Ã21,kP 1
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Remark 2. In the above filter design, the filter (12) of the 1st subsystem is
derived, which is dependent of disturbances; on the contrary, the filter (20) of the
2nd subsystem contains disturbances. Therefore, the proposed fault-detection
residual of the 1st subsystem is only robust to faults. Furthermore, it is noted
that the filter design for reduce-order system can improve the computational
efficiency.
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4 Design of Event-Triggered Fault-Detection Strategy
Based on the Observer of the 1st Subsystem

Prior to presenting a novel fault-detection strategy, the state estimation error
dynamics of the 1st subsystem can be obtained as follows

e1k+1 =
(
I − K1

kC̃11,k

) (
Ã11,ke1k + Ã12,ke2k − D̃1

w,kwk

)
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k fk

(32)
Let us define a fault-detection residual as
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where ˆ̃y
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ˆ̃x
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k + Ã12,k
ˆ̃x
2

k

)
. To achieve both the satisfactory robust-

ness against disturbances and the satisfactory sensitivity to faults, we suggest
the following event-triggered fault-alarming algorithm.

Algorithm 1. Event-triggered fault-detection
In each time instant, the following steps are implemented:

1: while r1k < δf do

2: if
((
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ˆ̃x
1

k

)T (
ˆ̃y
2
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> δe,k then

4: γk = 1, the remote filter can receive the measurements,

5:

ˆ̃x
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k+1 = Ã11,k
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1

k + Ã12,k
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)
.

7: else
8: γk = 0, the remote filter cannot receive the measurements to achieve energy-

saving,

9: ˆ̃x
1

k+1 = Ã11,k
ˆ̃x
1

k + Ã12,k
ˆ̃x
2

k + B̃1,kuk,

10: ˆ̃x
2

k+1 = Ã22,k
ˆ̃x
2

k + Ã21,k
ˆ̃x
1

k + B̃2,kuk.
11: end if
12: end while
13: r1k ≥ δf , declaring that a fault has happened. For the purpose of detecting fault

immediately, the current sensor measurement is sent to the remote fault-detection
filter without entering the event-triggered decision.
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Remark 3. Based on the proposed event-triggered fault-alarming algorithm, the
system is free from system faults when r1k < δf . Thus, the event-triggered data
transmission scheme can be utilized to achieve energy conversation. Whereas,
if r1k ≥ δf , it is claimed that the system is faulty. The current sensor mea-
surement is sent to the remote estimator immediately without entering event-
triggered decision. The time-delay issue on fault detection can be effectively
solved, although such strategy may reduce working-life of battery slightly. Fur-
thermore, the thresholds Hb and δe,k in Algorithm 1 are assumed to be known,
which greatly simplifies our design. The problem about how to determine the
event threshold will appear in the near future.

5 Conclusion

A coordinate transformation approach for removing additive unknown distur-
bances from the one of subsystems was utilized in this work. For each subsys-
tem, the optimal event-triggered filter was constructed using the optimal crite-
ria of unbiasedness and minimum variance. A reduced-order Kalman-like filter
was designed for the 1st subsystem without faults to generate a fault-detection
residual. When any system faults occurred, the residual would exceed the prede-
termined threshold. The current measurement information would be sent to the
remote filter immediately without entering the event-triggered decision. Such
fault-alarming strategy can guarantee the sensitivity of fault-detection residual.
The derived filters also reduced the computational complexity because they were
based on reduced-order subsystems.
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Abstract. Wireless communication channels around 2.4 GHz are shared
by a number of popular wireless protocols, such as WiFi, Bluetooth, Zig-
bee, implemented on off-the-shelf devices. The fast increasing number
of internet-of-things (IoTs) devices introduce serious challenge on reli-
able communication due to the problem of cross-technology interference.
While, the interference problem can be mitigated if the type of the inter-
ference source is known so that the sophisticated interference avoidance
method can be facilitated to improve the communication quality. In this
paper, we focus on the cross-technology interference problem in indoor
environment. We propose to use Channel State Information (CSI) to
detect and classify the type of the interference. According to our evalua-
tion on dataset collected from real-world experiments, our proposed CSI-
based approach achieved significant performance gain compared with
existing RSSI-based approach when using different classification meth-
ods including Nearest Neighborhood (NN), Supportive Vector Machine
(SVM) and Sparse Representation Classification (SRC).

Keywords: 2.4 GHz interference · IoTs interference detection
Sparse Representation Classification · Channel state inference
Received Signal Strength Indicator

1 Introduction

The internet-enabled devices or Internet-of-Things (IoTs) are booming in last
decade with the fast development of wireless communication technologies [1,17].
In which, the IEEE 802.15.4 protocols, such as WiFi, Bluetooth, Zigbee are
popularly used. These wireless communication technologies are pervasive in our
indoor environment. They enable smart devices providing comprehensive services
for our living, working and education, and these services are becoming the basic
needs for human beings’ modern life.

However, the penetration of internet-enabled devices within indoor environ-
ment also bring severe cross-technology interference which significantly degrades
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the performance of services. The interference may bring higher package loss or
even high probability of connection failure due to the fact that the different wire-
less technologies may share the same frequency band [8]. For example, WiFi and
Bluetooth devices are pervasive in indoor environment. There sometimes exist
multiple of such devices running simultaneously in a very limited indoor space
however they have to request same frequency band, i.e., 2.4 GHz.

To solve the interference problem, different interference mitigation
approaches have been proposed recently [4–6,8]. However, the interference mit-
igation approaches are technology-dependent, understanding the source of the
interference can be essential for fully utilising the existing interference mitigation
approaches.

The interference classification approaches are proposed to determine the type
of the interference based on the cutting-edge machine learning techniques, e.g.,
using Supportive Vector Machine (SVM) to classify the interference basing on
Received Signal Strength Indicator (RSSI) readings [5].

In this paper, we facilitate another important wireless channel property, i.e.,
Channel State Information (CSI) as the reference to classify different types of
interference (WiFi, Bluetooth and Microwave) using frequency band around
2.4 GHz which are common in our daily life and working environment. Com-
pared with RSSI, CSI provides more prolific information with detailed wireless
sub-channel states, i.e., 30 subchannels in our experiment. We then apply Sparse
Representation Classification (SRC) to classify different types of interference and
fully utilising the information from multiple channels by fusing the multi-channel
CSI by Sparse Fusion [12]. The contributions of this paper can be summarised
as follows,

– We propose to use CSI to classify different types of 2.4 GHz interference. As
our knowledge, this is the first work concerning using CSI for interference
classification.

– We propose to use SRC for CSI-based interference detection and incorporating
Sparse Fusion to better facilitate the multi-channel state property of CSI.

– We conduct real-world interference experiments to collect CSI datasets and
evaluate the performance of different types of classifiers.

– The results from extensive evaluations show that CSI-based interference clas-
sification is superior than RSSI-based approach and the SRC with Sparse
Fusion improves the classification accuracy significantly compared with other
traditional classifiers, i.e., SVM and KNN.

The rest of the paper is organised as follows. We first describe the experiment
setting and the approach to classify different types of interference in Sect. 2 then
evaluate it and compare with state-of-the-art approaches with real-world dataset
in Sect. 3. The related work is reviewed in Sect. 4. Finally the whole paper is
concluded in Sect. 5.
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Transmit 
end

Transmit 
end

Interfence

Fig. 1. Experiment deployment for interference classification

2 CSI-based Interference Classification via SRC

2.1 Experiment Setup and CSI Data Collection

The experiment setup is shown in Fig. 1. We use a Dell INSPIRON N4050 laptop
equipped with Intel WiFi Link 5300 network chip as the receiver and a Netgear
R7000 WiFi router as transmitter to build the interference classification system.
We only use single antenna for both transmitter and receiver which provides 30
sub-channels. The laptop samples the CSI of each sub-channels at 400 Hz which
produces observation matrix with 30 × 400 CSI elements for every second. We
place two WiFi or Bluetooth enabled devices and transmit large video files to
build wireless communication link as interference. We use the microwave oven
to generate the Microwave interference source. We conduct the experiments in
a classroom around 100 square meters and collect trainingset and testset for
further evaluation. The testset is collected two weeks after the trainingset to
include sufficient variance.

We present examples of the CSI time series from 30 sub-channels for 0.1 s
of three types of interferences and non-interference in Fig. 2. From the figures
we can observe that, different types of interference will produce different pat-
terns of CSI time-series which can be used to train a machine learning model
to automatically classify current interference so that most effective interference
mitigation strategy can be applied accordingly.

2.2 SRC for Interference Classification

In this paper, we model the CSI-based interference classification as a sparse
representation problem and incorporating sparse fusion [12] to fuse the CSI time
series from multiple channels (30 in our experiment).
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(d) Microwave Interference

Fig. 2. Samples of CSI time series influenced by different types of interferences

Dictionary Building. The first step of modelling a sparse representation
problem is to build a appropriate dictionary from the training data. Different
from the traditional approaches used in [10,11,13,15,16], we build multiple sub-
dictionaries for the CSI data, i.e., one sub-dictionary for each CSI sub-channel,
as we consider the CSI sub-channels as providing intermediate results indepen-
dently. We denote the set of sub-dictionary as D = {D1,D2,D3, ...,Di...,DC},
where C is the number of sub-channels of CSI and Di consists of time-series of
the amplitudes of CSI from the ith channel with the same length.

Sparse Representation for CSI Time-Series. When a new matrix of CSI
observation Y = {y1, y2, y3.., yi.., yC} are acquired, the sparse representations
for each sub-channel observation vector yi can be obtained by solving the linear
equation,

yi = Diθi (1)

where θi is the representation of yi under sub-dictionary Di. When the repre-
sentation vector θi is sparse, i.e., only few elements are non-zeros or dominant,
the sparse representation problem can be solved by �1 optimisation,

min
θi

1
2
||yi − Diθi||22 + λ||θi||1 (2)
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where the �1-norm accounts for the sparseness of the representation and �2
penalty controls the accuracy of the representation under dictionary Di.

Sparse Fusion. After multiple sparse representations from different sub-
dictionaries are obtained, sparse fusion is applied to reduce the inaccuracy caused
by random noises so that the classification accuracy can be improved. The app-
roach of sparse fusion can be expressed as,

θ = ΣC
i=1ωiθi (3)

where wi is the weight determined by the quality of the sparse representation of
the ith channel. The quality of sparse representation is defined in [15], which is

SCI(θi) =
P · maxP

j=1 ||δj(θi)||1/||θi||1 − 1
P − 1

(4)

where P is the number of classes, i.e., the total types of interferences considered
in the system. Then the weights can be computed as,

ωi = SCI(θi)/ΣC
j=1SCI(θj) (5)

Besides fusing the sparse representation vectors, the SCI observation vectors
and sub-dictionaries are also required to combined using the weights determined
above and the weighted observation vector and the dictionary is expressed as,

y = ΣC
i=1ωiyi,D = ΣC

i=1ωiDi (6)

Class Residues for Interference Classification. After sparse fusion, the
residues for each classes are computed to determine the type of the interference.
The residue for the jth class is,

rj = ‖y − Djθ(j)‖2 (7)

Finally, the classification results are obtained by finding the class having the
minimal residue, i.e.,

ĵ = arg min
i=1,2,...P

rj , (8)

3 Evaluation Results

In this section, we evaluate our proposed approach, sparse representation clas-
sification for CSI-based interference classification, termed as SRC-CSI using the
dataset collected from our real-world experiments. To demonstrate its perfor-
mance, we compare it with other baseline approaches by varying the wireless
channel properties, i.e., CSI v.s. RSSI and machine learning models, i.e., KNN,
SVM and SRC. Therefore, five competing approaches are considered in our eval-
uations.
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Fig. 3. Classification accuracy using RSSI
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Fig. 4. Classification accuracy using CSI

3.1 Overall Classification Accuracy

We first evaluate the overall accuracy of interference classification approaches
based on RSSI or CSI. We gradually change the length of the time series from
0.1 to 3 s and compute the corresponding classification accuracy. The results
are shown in Figs. 3 and 4. In Fig. 3 SRC-RSSI demonstrates the best perfor-
mance on classification accuracy compared with KNN-RSSI and SVM-RSSI. For
CSI-based approaches, different from SRC-CSI, SVM-CSI and KNN-CSI apply
majority voting to fuse the classification results from different sub-channels. We
also include the SRC-RSSI as the baseline because it achieves highest accuracy
among RSSI-based approaches. From the results in Fig. 4, we can observe that
our proposed approach, SRC-CSI, outperforms other CSI-based and RSSI-based
approaches significantly. The classification accuracy increases with the growth of
the signal length then becomes level when the sample length is over 1 s. There-
fore, we set the sample length as 1 s for the following evaluations.

3.2 Classification Results for Different Types of Interferences

We then further investigate the performance of the proposed approaches on each
specific type of interference, i.e., the classification accuracy on WiFI, Bluetooth
and Microwave respectively. The length of the sample is set as 1 s and the results
are shown in Fig. 5. From the results we can see that SRC-CSI always achieves
the best performance on every interference type and the CSI-based approach
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produces higher classification accuracy than RSSI-based approach when using
the same classifier. Another observation is that detecting WiFi interference tends
to be more difficult (i.e., lower classification accuracy). An intuitive explanation
is the CSI time series are extracted from WiFi probes which can be easily mixed
together with WiFi interference and corrupted.

bluetooth microwave wifi
0
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100
SVM-RSSI
KNN-RSSI
SRC-RSSI
SVM-CSI
KNN-CSI
SRC-CSI

Fig. 5. Classification accuracy for different interference sources

At last, we plot the confusion matrices of different classification approaches
to investigate which classes are easily confused. The results are presented in
Fig. 6, where the vertical labels are groudtruth and the horizontal labels are
predicted. The darkness of the small blocks represents the percentage of the
classification results falling in the corresponding category. According to the def-
inition, a confusion matrix with dark blocks on the diagonal but light blocks for
the rest is desirable. From the confusion matrices, we can see that the correct
classifications are dominant for most of the approaches especially the CSI-based
approaches which means the CSI-based classifiers are able to distinguish different
interferences better than RSSI-based ones.

4 Related Work

In this section, we will review the related work to interference classifications and
some interference mitigate strategies. Recently,the number of wireless signals
operating in the 2.4 GHz frequency bands is steadily increasing, numerous prior
works have been done to investigate the interference. A rich literature focus on
using RSSI to analyze signal components. In [18], the author sample the signals
and compute the RSSI and they focus on FFT of RSSI to evaluate the accuracy of
prediction. A approach based on spectrum sampling is proposed by Bloessl et al.
[2], they determine the interference by the spectrogram of RSSI. However, This
method does not work well in high frequency signal aliasing such as microwave
and bluetooth. [9] use commercial WiFi hardware to detect WiFi access points
and other non-WiFi devices. However, their approach relies on device-specific
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Fig. 6. Confusion matrices for different classification approaches

WiFi functionality and involves computationally intensive processing such that
it is not feasible for resource-constrained wireless device or human activity.

RSSI provides the coarse information of the received signal strength, while
CSI data contain numerous information from 30 wireless sub-channels. In [19],
the authors propose a classification model to predict human activity.Hand ges-
tures Identification can also use CSI data in [7]. In [14], the authors present a
novel deep-learning-based indoor fingerprinting system using CSI data, which is
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termed DeepFi. Based on three hypotheses on CSI, the designed system architec-
ture includes an offline training phase and an online localization phase. [3] pro-
pose a unified performance analysis of interference alignment (IA) over multiple-
input-multiple-output (MIMO) interference channels, finally they obtain some
important guidelines for performance optimization of IA under imperfect CSI
data. Our work in this paper is different from papers above, we prove that CSI
data can be used for interference classification and signal component analysis
for the first time.

5 Conclusion

In this paper, we propose to CSI-based approach to differentiate different types
of interferences including WiFi, Bluetooth and Microwave which are common
within indoor environment. We formulate the CSI-based classification as a sparse
representation problem and term it as SRC-CSI. We compare SRC-CSI with
RSSI-based approaches and other common classifiers, i.e., SVM and KNN. The
evaluation on real-world experiments show that SRC-CSI achieves significantly
higher classification accuracy than its competing approaches.
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Abstract. With the emergence of Internet of Things (IoT), there is
exponential growth in the usage of smart applications that exhibit
machine-to-machine and device-device interactions. As IoT integration
with applications like healthcare became a reality, it is inevitable to
leverage RFID authentication systems with privacy preserving features.
Unless RFID system guarantees a strong meaning of privacy, the tech-
nology cannot be used by people without apprehensions. To address
aforementioned issues, in this paper, we first investigate the privacy con-
cerns in RFID authenticated systems. We define privacy and its probable
occurrences in such systems. Then we propose and implement a frame-
work for secure and privacy preserving RFID based access control to
smart buildings. We evaluate it with an attack model that focuses on
privacy related attacks. Our prototype application demonstrates proof
of the concept. Our empirical results reveal the utility of the proposed
system for leveraging privacy while authenticating requests to access
smart buildings.

Keywords: RFID · Smart buildings · Privacy preservation · Security

1 Introduction

Radio Frequency Identification (RFID) is the technique used to identify objects
and help them to participate in computing. Unlike barcodes that are tradition-
ally used to identify objects and to have data about objects, As RFID became a
popular means of identifying objects uniquely, it is used for authentication pro-
cess. RFID and sensor networks are active participants in the vision of Internet
of Things (IoT), a technology used to integrate physical and digital world, evolu-
tion [1]. RFID tags carry information required for authentication. In all kinds of
RFID based authentication systems, there is every possibility of privacy issues.
The tag information exchanged contains sensitive information that needs to be
protected from privacy attacks. For instance location information is considered
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sensitive. Thus privacy breaches may occur in different smart applications. Loca-
tion based services and smart environments are vulnerable to privacy threats. In
additional to location information, the other privacy concerns include privacy of
queries and identification of users. Privacy concerns with respect to IoT applica-
tions where RFID authentication is used are investigated in [2]. In the literature
it is found that RFID based authentication has privacy breaches. The privacy
gaps around IoT projects are to be addressed. In this paper, a privacy preserv-
ing RFID based authentication scheme is proposed and evaluated by comparing
with other state of the art techniques. Our contributions in this paper are as
follows.

– We proposed a secure and privacy preserving RFID based access control
(SPPRAC) scheme for smart buildings. The scheme supports mutual authen-
tication, strong anonymity, availability, forward security, scalability, and
secure localization. SHA-256 is simulated on mixed signal micro controller
that MSP 430 family. The frequency considered is 8 MHz. The results are
compared with state of the art authentication schemes.

– The SPPRAC is integrated with our baseline approach to evaluate it with
RFID based privacy preserving approach coupled with biometric authenti-
cation. The performance of the integrated system is compared with baseline
and other schemes.

The remainder of the paper is structured as follows. Section 2 reviews litera-
ture on RFID based secure authentication and privacy preserving RFID authen-
tication. Section 3 presents our baseline approach with two-fold RFID based bio-
metric authentication. It covers a system model that is used for illustrating smart
building case study. Section 4 presents the proposed secure and privacy preserv-
ing RFID based access control scheme. Section 5 covers experimental results
while the Sect. 6 concludes the work in this paper and gives directions for future
work.

2 Related Works

This section reviews literature on privacy preserving RFID authentication. First,
it covers RFID authentication schemes and then the current academic thinking
on privacy preservation in RFID schemes.

2.1 RFID Authentication Schemes

Gope et al. [3] proposed and implemented a new RFID authentication scheme.
The scheme is developed with privacy preservation to be adapted to Internet of
Things (IoT) and suitable for smart cities. They explored mutual authentication,
tag anonymity, availability, forward security, scalability, and secure localization.
Their study found that RFID based authentication schemes should compute
position information but it needs to be sent through legal RFID tag only. In the
same fashion, the position computation messages should never be compromised.
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The rationale behind this is that position information is considered sensitive.
Arjunan et al. [4] explored RFID based access control for energy efficient smart
buildings. Misplaced RFID enabled things without proper authentication can
lead to theft of sensitive information Das et al. [5] proposed a multi-modal esti-
mation approach to find the building occupancy in smart building applications.
User location discovery methods for smart homes are reviewed in [6].

2.2 Privacy Preserving RFID authentication

Pervasing computing and pervasive inter-connection between divides with
machine to machine (M2M) interactions prevail in IoT applications. In such
applications RFID authentication is used. Ziegeldorf et al. [1] opined that RFID
is behind the vision of Internet of Things (IoT) technology. The ubiquitous data
collection and tracking supported in the IoT integrated applications cause pri-
vacy threats. Therefore privacy-aware handling of data pertaining to RFID is
essential. Privacy implications and privacy threats are explored in Zhang et al.
[7] foused on smart city applications in terms of privacy and security. Smart
home is one of the applications of smart city. Privacy leakage in data sensing,
privacy in data storage and availability, dependable control and trustworthiness,
Celdran et al. [2] investigated user privacy in RFID based IoT applications that
are context-aware. They proposed SeCoMan framework for achieving this. In the
literature it is found that RFID based secure authentication needs privacy pre-
serving approaches. Towards this end, in this paper a privacy preserving RFID
based authentication scheme is proposed and evaluated by comparing with other
state of the art techniques.

3 Baseline Approach for RFID Based Access Control

This section provides details of our baseline approach for RFID based access
control. It is based on smart building case study. There are different components
involved in the system. They include micro controller, GSM modem, camera,
RFID reader, RFID tag, server, alarms and locks. Semi-passive RFID is used
for experiments. This kind of RFID tag can make use of battery power and also
power derived from radio waves. RFID reader is used to read tag information
from RFID tag. Camera is used to capture live image of human as part of
biometric authentication. When a person is willing to enter into smart home,
camera gets human image and thus involved in authentication process. Server
is a computer which has processing capability and storage facility. RFID tags
are associated with legitimate persons who gain access to smart home. The
microcontroller is meant for controlling execution flow. RFID tags and images
of humans are registered with server for authentication process. Door locks are
automatically operated based on result of authentication. Alarms are meant for
providing notifications to stakeholders.

Camera and RFID reader can communicate with the server. RFID readers are
associated with antenna. There are two scenarios in the system model. Scenario
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Fig. 1. RFID based biometric authentication process

(A) shows legitimate authentication process where an authorized person carries
RFID tag. The RFID reader and camera capture corresponding information and
send to server. The server performs authentication and based that door locks are
controlled. The second scenario is unauthorized person carrying authorized RFID
tag. In this case the tag information matches while the biometric authentication
fails. The biometric authentication along with tag verification enhanced security.
The operational procedure of the system is illustrated in Fig. 1.

As a human enters into the premise of the entrance of smart home, RFID
tag information associated with the human is read by RFID reader. At the same
time, the image of the person is captured and sent to server. RFID verification
and image matching are performed by the server. If both are successful, the
door is unlocked if not the door is not opened. When the authentication fails, an
alarm is raised. In other words, security violations raise alarms so as to notify
legitimate persons of smart building.
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4 Privacy Preserving RFID Based Access Control
to Smart Building

4.1 Problem Definition

Existing RFID based authentication schemes have certain limitations. An adver-
sary may steal RFID-tag information leading to compromising privacy informa-
tion. It can also result in forgery attacks. Location of RFID tag owner is sensitive
information. The location information should not be disclosed. Another short-
coming is that RFID based authentication schemes are causing heavy compu-
tational complexity. Since RFID-tag has limited computing capability, it is a
potential risk to smooth functioning of such schemes. Moreover many existing
anonymous RFID-based authentication systems are not suitable for smart build-
ings. This is the motivation behind the work in this paper.

4.2 Proposed Scheme

We proposed a scheme known as Secure and Privacy Preserving RFID based
Access Control (SPPRAC) for ensuring RFID based authentication that takes
care of privacy preservation as well. The privacy of location information is pre-
served and its transit during authentication is protected from privacy breaches.
Besides, the scheme ensures that the end-to-end security of the whole system is
not jeopardized. Table 1 shows various notations used in the proposed scheme.

As part of security of the proposed system, RFID tags and RFID readers
need to register with backend server denoted as S. They take security credentials
from S. In the same fashion, every S needs to get registered with an Authenti-
cate Cloud Server (ACS). The ACS is used to facilitate secure communications
between two backend database servers. They can achieve mutual authentica-
tion with the help of ACS in other words. In the secure authentication process,
besides ACS, three parties are involved. They are RFID tag, RFID reader and
database server.

There are two phases in the proposed SPPRAC scheme. They are known as
registration and verification. In the first phase, registration process is involved
among the three parties. The RFID(Tj)wants to interact with reader. Before
that it needs to register with S. Then S generates random number nss and
tacking sequence number Trseq . After that it computes Kts and prepare tuple
representing pseudo identity. Each tuple contains unlinkable pseudo identities
and emergency keys. After registration, the security credentials are given by
S which helps in mutual authentication between S and Tj . After registering
with backend server it generates random number Nt and computes location
area identity LAIt, AIDT ,EL, Nx, V1. This whole information is put into
MA1(AIDT , Nx, Trseq (ifrequired), Sid,EL,V 1. Then it is sent to reader.

RFID Tag Side Operations
Generate:Nt, Compute:, Nx = Kts ⊕ Nt , AIDT = h(IDTj ‖ Kts ‖ Nt ‖ Trseq )
, ‖ operatorforconcatenation.AIDT ishashingfunctionofIDTj ‖ Kts ‖ Nt ‖
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Table 1. Notations used in the paper

Notation Description

Tj jth RFID tag in a distributed environment

Ri ith RFID tag reader in a distributed environment

S Backend, database server in a distributed environment

IDTj Identity of Tj

AIDT One-time-alias identity of Tj

PID Pseudo-identity of Tj

Sid Identity of S

Nt Random number generated by Tj

Nr Random number generated by Ri

Kts Shared key between Tj and S

Kem Shared emergency key between Tj and S

Krs Secret key shared between the Ri and S

Trseq Track sequence number

LAI Location area identifier

h(.) One-way hash function

⊕ XOR operator

‖ Concatenation operator

Trseq ,EL = LAIt ⊕ h(Kts ‖ Nt), EL IS EX OR function of LAIt and hashing
function of Kts ‖ Nt

V1 = h(AIDT ‖ Nx ‖ Kts ‖ Ri ‖ Sid ‖ EL),
V1 hashing function of AIDT ‖ Nx ‖ Kts ‖ Ri ‖ Sid ‖ EL,Or

pidj ∈ PID,Kemj ∈ Kem, AIDT = pidj ,Kts = Kemj

Reader gets information MA1 from RFID it generates random number Nr

and computes Ny,Krs, V2, LAIr. This information is put into the MA2(MA2 :
[Ny, Ri, V2, LAIr,MA1). The total information MA2 sent to back-end server S
for verification.

RFID Reader Side Operations
Generate Nr, Derive Ny = Krs ⊕ Nr

Ny is Ex OR operation ofKrs ⊕ Nr,ComputeV2 = h(MA1 ‖ Nr ‖ Krs ‖ LAIr)
V2 Hashing function of MA1 ‖ Nr ‖ Krs ‖ LAIr
After getting information from reader first it check with tracking number and
simultaneously computes AIDT ,Kts, Nx, RiSid and checks whether it is equal
to V1. If so, S computes Nt = Kts ⊕ Nx, and then verifies AIDT and LAIt
with LAIr . Otherwise, S terminates the session. If verification is successful it
generates random number m and update tracking sequence number. And then
computes V4, V3 . This whole information is put into MA3 and send this MA3 to
reader. After receiving MA3 computes h(Ri |� Nr �| Krs)and verifies whether it
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is equals to V3. If it verifies so, Ri then sends MA4 to Tj

Compute and Check Operations at Reader
V ∗
3 = h(Ri |� Nr �| Krs) = V3 , V ∗

3 is hashing function of (Ri |� Nr �| Krs)

Operations at Database Server
Check:? Trseq , Derive:Nt = Kts ⊕ Nx, Nr = Krs ⊕ Ny

Compute and verify:?V2.?V1.?AIDTandLAItwithLAIr

Fig. 2. Illustrates secure and privacy preserving RFID based authentication process

Generate m: , Compute: Trseqnew
= m

Tr = h(Kts||IDT j ||Nt) ⊕ Trseqnew
, Tr is Ex OR operation of Trseqnew

and hash-
ing function
V4 = h(Tr||Kts||IDT j ||Nt), V4 is hashing function of Tr||Kts||IDT j ||Nt

V3 = h(Ri|(|Nr|)|Krs), V3 is hashing function of Ri||Nr||Krs After getting
MA4, Tj computes and verifies whether it is equals toV4

V4
∗ = h(Tr||Kts||IT j ||Nt) = V4

Compute and update:
Trseqnew

= h(Kts||IDT j ||Nt) ⊕Tr, Trseqnew
is Ex OR operation of Tr and hash-

ing function.f ,Ktsnew = h(Kts||IDTj
||Trseqnew

)Ktsnew is hashing function of
Kts||IDTj

||Trseqnew
, Trseq = Trseqnew

,Kts = Ktsnew
, Or
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Ktsnew = h(IDTj
||kemj

)⊕x,Kts = Ktsnew ,Ktsnew is Ex OR operation of hashing
function and x.

It is an anonymous authentication process which involves security and pri-
vacy preserving end to end communication among the three parties such as RFID
tag, tag reader and database server. In the proposed scheme there is mutual
authentication procedure, anonymity, availability of updated security informa-
tion due to unlinkable emergency key and pseudo-identity, forward security as
adversaries cannot obtain security information of old sessions, scalability due to
usage of backend server which responds quickly, and secure localization as the
location information is encoded. It can effectively prevent replay attack as old
session information is not traceable. In the same fashion, and for the same rea-
son forgery attack is not possible. Cloning attack can be prevente by the scheme
as RFID-tags do not share a common secret key. The usage of emergency key
and unlinkable pseudo-identity can prevent Denial of Service (DoS) attack as
adversaries cannot take the advantage of synchronization problem (Fig. 2).

5 Experimental Results

Performance evaluation of the proposed scheme is made based on various security
attributes required by RFID authentication. They are known as mutual authen-
tication, strong anonymity, availability, forward security, scalability, an secure
localization. These requirements and the performance of different schemes found
in the literature including the proposed scheme are presented in Table 2.

Table 2. Performance comparison of RFID authentication schemes (Y: Support; N:
Does not support)

Scheme Mutual

Authentication

Strong

Anonymity

Availability Forward

security

Scalability Secure

localization

Execution

time by

msec

[8] N N N Y N N 0.45

[9] Y N N N N N 0.78

[10] Y N N Y N N 0.65

Proposed Y Y Y Y Y Y 0.92

As presented in Table 2, the proposed scheme is supporting all essential secu-
rity attributes requird by RFID based authentication scheme. Only forward
security is provided by the scheme in [8]. Mutual authentication is supported
by the scheme in [9] while both mutual authentication and forward security are
supported by the scheme in [10]. Our scheme outperforms all other schemes in
terms of secure and privacy preserving RFID based authentication when these
security attributes are considered. The execution time of the proposed scheme is
compared with the existing schemes. The results are presented in Table 2. The
results are obtained are from simulations study. SHA-256 is simulated on mixed
signal micro controller that MSP 430 family. The frequency considered is 8 MHz.
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The execution time of the proposed scheme is compared with the state-of-the-art
schemes.

As shown in Table 2, it is evident that the execution time of the proposed
scheme is 0.92 ms time which is higher than the other schemes. The least exe-
cution time is shown by the scheme in [8]. With respect to the execution time,
the proposed scheme is taking more time comparatively but provide end-to-end
security.

Comparison with Baseline Approach
The baseline approach [11] proposed by us is described in Sect. 3. It con-

tains RFID based authentication with Image Matching Algorithm (IMA). In this
paper the proposed scheme is tested with the case study scenario and application
for smart buildings presented in [11]. Face images with 40 subject categories are
obtained from Cambridge faces data-set. Each category has 10 images that are
taken with different lighting conditions, times and facial expressions. The image
size is 92 × 112 and it has 256 gray levels per pixel.

For biometric authentication these face images are used. Both tag informa-
tion and images are registered with database server. When IMA is evaluated
with other image processing algorithms such as SIFT and SURF, the average
execution time of 100 experiments is presented in Table 3.

Table 3. Average execution time comparison

Algorithms Average execution time (seconds)

S1 S2 S3 S4 S5 Average

SIFT 60.45 83.23 143.87 49.62 70.91 81.616

SURF 6.22 8.59 15.99 5.49 7.14 8.686

IMA 9.85 11.95 17.84 9.22 9.98 11.768

IMA with Proposed scheme 9.90 12.02 18.34 10.12 10.23 12.12

As presented in Table 3, the execution time of IMA with the proposed scheme
is more than that of IMA. The reason behind this is that the proposed scheme has
overhead of privacy preservation and compliance with several security attributes.
Nevertheless IMA and IMA with the proposed scheme outperform SIFT and
SURF algorithms. The rationale behind this is that the DAISY descriptor used
in IMA algorithm reduces time complexity.

6 Conclusions and Recommendations

Of late, there is ever increasing usage of RFID authentication in smart appli-
cations including IoT applications. RFID based secure authentication is found
to have severe privacy issues. Most of the privacy issues found in the litera-
ture are related to location information, disclosure of user identity and privacy
of queries. To overcome privacy issues, this paper proposes a secure privacy
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preserving RFID based access control scheme. A smart building case study is
considered. The scheme ensures that only authorized people can gain access to
smart building. The proposed scheme provides end to end secure and privacy
preserving communications among parties limitations in the proposed scheme.
The database server is assumed to be honest. But it is not the case in the real
world Another limitation is that physical security of RFID tags is not considered.
Our future work focuses on overcoming these limitations.
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Abstract. In sensor-cloud systems, a common scenario is that more
than one sources can provide the data of the same object. Since the data
quality of these sources might be different, when querying the observa-
tions, it is necessary to carefully select the sources to make sure that
high quality data is accessed. A solution is to perform a quality evalua-
tion in the cloud and select a set of high-quality, low-cost data sources
(i.e. sensors or small sensor networks) that can answer queries. This
paper studies the problem of min-cost quality-aware query which aims
to find high quality results from multi-sources with the minimized cost.
The measurement of the query results is provided, and two methods for
answering min-cost quality-aware query are proposed. Experiments on
real-life data verified that the proposed techniques are effective.

Keywords: Sensor-based systems · Sensor-cloud systems
Data quality · Quality-aware query · Source quality

1 Introduction

The quality of data can severely impact the data-driven applications. It is
reported that data error rates of enterprises can be as high as 30% [11]. In
some multi-sources applications, such as wireless sensor networks, internet of
things or data fusion, data quality-aware sensing have been identified as one
of the key concerns sensor-based data architecture [10]. A common fact is that
although many sources provide the data of the same object, they vary in data
quality, thus how to control and evaluate data quality is important.

In sensor-cloud systems which integrate sensor networks and cloud computing
[2], a lot of historical data is accumulated in the cloud. The quality of data and
sources can be evaluated in the cloud based on the classic data quality methods
(which are not lightweight and therefore may be difficult to perform on the
sensor). Then, a set of data sources that can provide relatively high quality data
at low cost can be selected to provide the required data. In this way, we do not
need to visit or wake up the rest of the data sources, and thus saving resources.
Example 1 demonstrates a set of data sources with different data quality.
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https://doi.org/10.1007/978-3-030-05345-1_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05345-1_13&domain=pdf
https://doi.org/10.1007/978-3-030-05345-1_13


Answering the Min-Cost Quality-Aware Query on Multi-sources 157

Example 1. Three sources in Fig. 1 provide weather conditions observed in same
place at the same time. However, the sources provide different values of the same
object. For instance, Source 1 claims that the temperature is 26 ◦C, but Source
2 and Source 3 claim that the temperature are 26.7 ◦C and 16 ◦C, respectively.

Some relative quality constraints can be used to infer the relative quality
of the observations. For example, if we know that the temperature sensor used
by Source 2 possibly be a newer model of the sensor of Source 1, we can infer
that the value of temperature provided by Source 2 tends to be more accurate
than Source 1. The arcs with probability can represent the existence of relative
quality constraints. In Fig. 1, the arc from (temperature, 26 ◦C) to (temperature,
26.7 ◦C) indicates that there may exist a relative quality constraint that “the
sensor of Source 2 provides higher quality temperature than the sensor of Source
1”, and the probability of the existence of the constraint is 0.9.

According to relative quality constraints shown by Fig. 1, the value of tem-
perature and wind speed of Source 3 might be less accurate than Source 1 and
Source 2, thus if we only access the data from Source 3, we might get inaccurate
values. In this case, if the user is willing to pay a higher cost, perhaps we can
access the other two data sources to obtain higher quality data.

Fig. 1. Data sources with different data quality.

When selecting sources for answering query with relative quality constraints,
both low cost and high data quality need to be guaranteed. In this paper, we
study the min-cost quality-aware query (MQQ for short) answering problem
which aims to get high quality results from multi-sources with the minimized
cost. The contributions of this paper are as follows.

1. A general definition of MQQ answering problem is provided.
2. The data quality measurement of quality-aware query on multi-sources is

defined based on relative data quality constraints.
3. Two methods for solving the min-cost quality-aware query answering problem

are proposed.
4. The experiments on real-life data are conducted, which verifies the efficiency

and effectiveness of the provided solutions.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 provides the problem definition. Section 4 gives the data qual-
ity measurement. Section 5 studies the solutions of MQQ answering problem.
Section 6 shows the experimental results. Section 7 concludes the paper.
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2 Related Work

There is currently a lot of work on constraint-based data quality [3,4,7,9,12].
The problem of data quality evaluation is studied in these work. The relative
data quality constraints can be derived based on their methods. However, most
of these methods focus on evaluating and repairing the entire data set rather
than answering a query.

Data fusion and truth discovering study how to find high quality data from
multi-sources [5,6,13]. These methods focus on estimating the quality of data
sources based on the observations, but they do not consider how to evaluate and
guarantee the data quality of query results.

Quality-aware query has been studied in some data-driven systems [14,15].
Yeganeh et al. provided a data quality-aware system architecture which supports
data quality profiling and data quality aware SQL [15]. The sample conditional
data profile generated by the system can be used as a type of quality constraints
in our work, but the work does not focus on how to get a best query result with
cost and quality requirements. Wu et al. studied the quality-aware query schedul-
ing in wireless sensor networks. They provide a framework that can determine
the target quality of each query. The work can be used as the basis for this study,
but it does not consider optimization problems when there are multiple query
results, and it also do not consider how to do quality-aware query in sensor-cloud
systems.

3 A General Definition of MQQ Answering Problem

3.1 Preliminaries

First we provide some basic concepts which will be refered in the following
sections.

Data Sources. Let S = {S1, . . . , Sn} be a set of data sources, where Si =
{φ1, . . . , φmi

} is the ith data source consisting of mi observations. An observation
φ = (s, o, v) is a triple consisting of a source s, an object o and a corresponding
value of the object v. For instance, (S2, humidity, 60%) indicates that Source S2

observes that the humidity is 60%. It is easy to observe that all the observations
in a same source is with the same s.

Data Quality Constraints. Quality function hq is defined to represent data
quality constraints. hq(φ, φ′) = p means that the quality of φ probably be higher
than the quality of φ′, and the existence probability of this constraint is p. For
example, hq(φ, φ′) = 0.9 means that the data quality of φ is higher than φ′ with
the probability 0.9. The quality constraints can be considered as the relative
value of data accuracy or other data quality measurements [3,7].

Access Cost. Each data source Si in S has a access cost cost(Si) ∈ R+, indi-
cating the cost of querying Si. High data quality sometimes means high access
cost, thus how to balance the cost and quality is a key problem.
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3.2 Definition of MQQ Answering Problem

Quality-Aware Query. The goal of a quality-aware query Q is a query with
data quality requirements. Q is in the form of Q = (OQ, θ), which is a pair of an
object set OQ and a quality lower bound θ. OQ consists of the objects queried
by Q. The quality lower bound θ means that the measurement of the returned
observations must be no less than θ.

MQQ Answering Problem. A MQQ aims to find the observations of OQ

from sources in S which satisfying data quality lower bound and with minimized
access cost. Formally, the MQQ answering problem can be defined as follows.

Input: a quality-aware query Q = (OQ, θ),
Output: a observation set Φ which can satisfy the following conditions:
1. For each o ∈ OQ, ∃φ ∈ Φ such that φ is the observation of o, that is, Φ

contains the observations of all queried objects,
2. Φ can satisfy the quality lower bound θ,
3. �Φ′ returned by SΦ′ ⊆ S such that Φ′ satisfies condition (1) and (2), and∑

S∈SΦ′ cost(S) <
∑

S∈SΦ
cost(S).

As of now, we have not discussed how to calculate the data quality of query
results. In the following sections we will first discuss how to calculate the data
quality of a set of observations, and then present the analysis of MQQ answering
problem.

4 Measuring Data Quality Based on Quality Constraints

Quality Graph. hq(φ, φ′) = p indicates the existence probability of quality
constraints. Thus, uncertain graphs [16,17] can be used to model the constraints,
that is, observations can be considered as nodes, and relative quality constraints
can be considered as weighted arcs.

Fig. 2. The direct graph of the observations of temperature in Fig. 1.

Definition 1 (quality graph). Given an object o, the observation set Φo con-
taining all the observations corresponding to o, and the data quality function
corresponding to Φo, the quality graph Go = (V,A) is defined as follows.

1. Each node vφ ∈ V corresponds to an observation in Φo.
2. For each pair (φ, φ′), if hq(φ, φ′) �= null, there exists an arc from φ to φ′ in

A, the weight of the arc (φ, φ′) is hq(φ, φ′).
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Fig. 3. The possible worlds of a quality graph.

In the definition, hq(φ, φ′) = null means that hq is not defined at (φ, φ′).
Figure 2 is the quality graph of the object “temperature” in Fig. 1. For the arcs in
Go, the semantics of the weight of an arc is the probability of the arc’s existence.
For example, if the weight of an arc a is 0.9, the probability of a’s existence is
0.9, and the probability of non-existence is 1 − 0.9 = 0.1. Therefore, possible
worlds [1] can be used to describe different situations of data quality. Figure 3
shows the possible worlds corresponding to Fig. 2, which consists of four possible
worlds, and the probabilities are 0.02, 0.18, 0.08, and 0.72, respectively.

Data Quality Score. The data quality score of an observation φ of the object
oφ is defined as the probability that the quality of φ is NOT lower than any other
observations of oφ. Let Goφ

be the quality graph of oφ. In any possible world,
the quality of φ is lower than φ′ if there exists an arc from φ to φ′. Therefore, the
quality score is the probability that vφ’s out-degree is 0, where vφ is the node
corresponding to φ.

Definition 2 (quality score of an observation). Let W be the set of possible
worlds corresponding to Goφ

. dq(φ) =
∑

w∈W Pw × f(w) is the quality score of
Φ, where f(w) = 1 if node vφ has an out-degree of 0 in w, otherwise f(w) = 0.

According to the semantics of the arcs in the quality graph, a naive idea
to calculate the quality score of a node is to enumerate all possible worlds and
check in which possible worlds the node’s out-degree is 0. However, if we assume
that the existence of the arcs are independent of each other, calculating the
quality score becomes calculating the probability that all out-arcs do not exist,
that is, dq(φ) =

∏
a∈out(vφ)

(1 − weight(a)), where out(vφ) is the outgoing arc
set of vφ, and weight(a) is the weight of arc a in Goφ

. Furthermore, the quality
of observation set Φ can similarly be defined.



Answering the Min-Cost Quality-Aware Query on Multi-sources 161

Definition 3 (quality score of observation set). Given an observation set
Φ, the quality of Φ is the probability that for each observation φ ∈ Φ, the quality
of φ is not lower than any other observations, that is, dq(Φ) =

∏
φ∈Φ dq(φ).

Given a quality-aware query Q = (OQ, θ), the query result of Q is a set
of observations. Therefore, condition (2) in the definition of MQQ answering
problem can be rewritten by “dq(Φ) ≥ θ”.

5 Methods for Solving MQQ Answering Problem

As is defined in Sect. 3.2, if Φ is a valid output of MQQ answering problem, Φ
should satisfy three conditions, i.e., (1) Φ covers all the object in OQ, (2) dq(Φ)
is no less than θ, and (3) the access of returning Φ is minimized. Please note
that if condition (2) is not considered, MQQ answering the problem is a equal
problem of “weighted set cover” which is a NP-hard problem [8].

In this section, we first provide a search and prune method to accurately
solve the MQQ answering problem, then provide an approximate method to try
to get a feasible (but not necessarily optimal) solution quickly.

The Search and Prune Method. The main idea is that we first find the obser-
vation set with highest quality score, then we continually replace one observation
in the current observation set by an unused observation with a lower or equal
quality score, to see if we can get a new set that meets the quality threshold and
with lower cost. The replacement step is repeated until the quality threshold can
not be satisfied or there is no less-cost solution.

Fig. 4. The main idea of the search and prune method for MQQ answering.

Figure 4 shows the search tree of this process. Each node in the tree is an
observation set, and a child corresponds to a substitution of its parent. Since we
replace exactly one observation each time, for each node Φ = {φ1, . . . , φk} in the
search tree, if Φ′ = {φ′

1, . . . , φ
′
k} is the child of Φ, Φ′ has exactly one observation

different from Φ. That is, ∃j s.t. φj �= φ′
j and for any i �= j, φi is the same as φ′

i.
Moreover, if dq(φj) ≥ dq(φ′

j).
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To ensure that the search can finally enumerate all possible solutions, we sort
all the observations associated with each object based on their quality scores.
At the time of replacement, the current observation is replaced with the next
observation in its sorted sequence. Please note that for each node Φ in the search
tree, Φ may have 0 to |OQ| child nodes. The time complexity of the full search
strategy is exponential, we need an effective pruning strategy to speed up the
process. Since we always replace one observation by another observation with
a equal or lower quality score, the quality score of a parent node is always not
lower than its children. Theorem 1 formalizes this conclusion.

Theorem 1. For any node Φ and its child Φ′ in the search tree, dq(Φ) ≥ dq(Φ′).

Proof. Let Φ = {φ1, . . . , φk} and Φ′ = {φ′
1, . . . , φ

′
k}. ∃j s.t. φj �= φ′

j, dq(φj) ≥
dq(φ′

j), and for any i �= j, φi is the same as φ′
i. Thus dq(Φ) = dq(φj) ×∏

i�=j(dq(φi)), and dq(Φ′) = dq(φ′
j) × ∏

i�=j(dq(φ′
i)). Therefore, dq(Φ) ≥ dq(Φ′).

For any node Φ and its child Φ′, dq(Φ′) ≤ θ if dq(Φ) ≤ θ. Thus, if the quality
threshold θ can not be satisfied on node Φ, it also cannot be satisfied by any
descendant node of Φ. Thus the subtree rooted at Φ can be pruned off.

Let OQ be the object set queried by Q, the time complexity of the worst case
is O(|OQ||S|). It is still unbearable in the condition of high efficiency requirement.
Therefore, we propose an approximate search strategy which can quickly provide
a feasible solution when the user is willing to relax the requirements for the cost.

Approximate Search. When we ask a specified data source to return one
observation or multiple observations, the cost to pay is the same. For node Φ
and its child Φ′, let SΦ and SΦ′ be the source set returning Φ and Φ′ respectively,
cost(Φ) =

∑
s∈SΦ

cost(s) to represent the cost of Φ. We have Theorem 2.

Theorem 2. cost(Φ) ≤ cost(Φ′) and dq(Φ) ≥ dq(Φ′) if S �∈ SΦ and SΦ′ =
SΦ ∪ {S}.
Proof. According to Theorem 1, dq(Φ) ≥ dq(Φ′). Since SΦ′ = SΦ ∪ {S},
cost(Φ′) =

∑
S′∈S

cost(S′) + cost(S) = cost(Φ) + cost(S), we have cost(Φ) ≤
cost(Φ′).

According to Theorem2, an idea to quickly get a feasible solution is to drop
the substitution that add new data sources. That is, for any node Φ, only the
observations returned by SΦ is used to do the replacement. More precisely, for
any node Φ and its child Φ′, we stipulate that a replacement should ensure either
SΦ′ = SΦ or SΦ′ = SΦ \ {S}, where S ∈ SΦ. If the quality threshold can not be
satisfied or there is no less-cost solution, the search is terminated.

It is easy to observe that this search strategy only considers the subset of
the data sources which provide the observations with best quality score. The
solution returned by this strategy necessarily satisfies the conditions (1) and (2)
in the MQQ answering problem definition, but does not necessarily satisfy the
condition (3) (i.e., the cost is not necessarily the lowest).
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6 Experimental Results

We conduct the experiments on real-life data set. The codes are written in
Python and run on a machine with i5 2.50 GHz Intel CPU and 8 GB of RAM.
The dataset consists air quality data generated by network of 56 sources located
in Krakow, Poland. The available object set is {temperature, humidity, pressure,
pm1, pm25, pm10}. Since the data set does not provide the cost of data sources,
we randomly assign each source a cost. In practical applications, the cost can
be the bandwidth, power consumption, or the money of getting data, etc. We
compared the accurate search and the approximate search.

6.1 Varying |S|
Figure 5 shows the experimental results of runtime, cost and quality under dif-
ferent |S|. Here we fixed |OQ| to 4 and the quality threshold to 0.95.

Runtime. The worst case of accurate search is O(|OQ||S|). This theoretical
analysis is consistent with the experimental results. The efficiency of approximate
search is significantly higher than that of accurate search. When the number of
data sources is 10, the time cost of the two is similar, but as the number of data
sources increases, the time cost of the accurate search increases exponentially,
while the time cost of the approximate search is basically not change much
because it controls the choice of the data sources.

Cost. We compared the cost of the result of query returned by the accurate
search and the approximate search. As the number of available data sources
increases, the costs of the results of the two methods are both declining. This
is because that the more data sources we can access, the more likely we are
to discover data sources with high-quality and low-cost. Overall, the cost of the
accurate search results is significantly lower than that of the approximate search,
because the accurate search returns the optimal solution.

Quality. The quality of the optimal solution returned by accurate search is
usually closer to the quality threshold and therefore lower than the quality of
the result of the approximate search. Please note that when the data source is 10,
there is no result that satisfies the quality threshold. In order to comprehensively
compare the two methods, when implementing the two methods, we require that
both methods return the highest quality result in this case. At this time, the
results of the two methods are the same, and the quality score is 0.945.

6.2 Varying |OQ |
We fixed |S| to 56 (i.e. all the avaliable data sources) and the quality threshold
to 0.95. We change |OQ| from 1 to 6. Figure 6 shows the experimental results.

Runtime. Since the runtime of the accurate search varies greatly, the vertical
axis of Fig. 6(a) uses a logarithmic scale. As can be seen from the results that
the time cost of accurate search is much higher than the approximate search. As
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(a) runtime (b) cost (c) quality

Fig. 5. Experimental results when varying |S|.

(a) runtime (b) cost (c) quality

Fig. 6. Experimental results when varying |OQ|.

|OQ| increases, the runtime increases first and then decreases. This is because
when |OQ| is large enough, the result that satisfies the quality threshold is grad-
ually reduced (the quality score is the probability multiplication, the more the
observation, the smaller the value tends to be). Based on the pruning strategy
of Theorem 1, the search space is also gradually reduced.

Cost. As |OQ| increases, the cost increases, because in order to find the records
of all objects in OQ, it is often necessary to access more data sources. Overall, the
cost of accurate search is lower than the cost of approximate search, but when
|OQ| = 6, the two are the same, because no result meets the quality threshold
at this time, both methods return the result with highest quality score.

Quallity. As |OQ| increases, the quality of results decreases. Accurate search
sacrifices quality to reduce cost while ensuring that the quality threshold is met,
so sometimes (in the case of |OQ| = 3 or |OQ| = 4 in this set of experiments)
the resulting quality scores are lower than approximate search.

7 Conclusions and Future Work

This paper studies the problem of answering MQQ query on multi-sources in
sensor-cloud systems. First, a general definition of MQQ answering problem in
the multi-source environment are given. After that, the quality measurement is
provided based on relative quality constraints, and two methods for solving the
MQQ answering problem are proposed. In future work, we will study how to get
more types of quality scores of different sources by the methods of data mining
or machine learning, and will explore other forms of quality-preserving queries.
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Abstract. With the development of big data, mobile cloud computing, cyber
security issues have become more and more critical. Thus, enabling an intrusion
detection method over big data in mobile cloud environment is of paramount
importance. In our previous research, we proposed an approach named Mini
Batch Kmeans with Principal Component Analysis (PMBKM) for big data
which can effectively solve the clustering problem for intrusion detection of big
data, but it needs to preset the number of clusters. The best clustering number is
selected by comparing the clustering results of different clustering values mul-
tiple times. To address the above issue, we propose a new clustering method
named Balanced Iterative Reducing and Clustering Using Hierarchies with
Principal Component Analysis (PBirch) in this paper. Compared to PMBKM,
the experimental results show that PBirch can obtain a good clustering result
without presetting clustering values, and the clustering result can be further
improved by optimizing the relevant parameters. The clustering time of PBirch
decreases linearly with the increasing of the cluster numbers. Thus, the larger the
number of clusters, the smaller the PBirch time cost. All in all, our proposed
method can be widely used for big data in mobile cloud environment.
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1 Introduction

Intrusion detection system (IDS) can discover the network malicious activities and
provides an important basis for network defense [1–4]. Due to the development of the
cloud computing, mobile cloud computing, wireless sensor network as well as big data,
IDS is becoming more important than before [5–7].

Data mining is an intelligent data analysis technique [8, 9] which was firstly
introduced to IDS in 1998 [10]. In general, IDS based on data mining mainly consists
of two aspects, thus clustering [11] and classification [12]. Both issues are different but
the indispensable parts of IDS. More specifically, each data record in the initial dataset
of cluster problem is not labeled, and the goal of which is to put the data records with
the same features into the same cluster. Differing from the former one, the main task of
which is to operate on data that has been clustered. That is, for a new test sample, we
determine which cluster it belongs to by comparing it to data records in each class. The
clustering results is the input of the classification. In this study, we mainly focus on the
former one.

In our previous research, we proposed an approach named Mini Batch Kmeans
with Principal Component Analysis (PMBKM) for clustering of intrusion detection
which can effectively solve the clustering problem of big data, but it needs to prede-
termine the number of clusters. The best clustering number is selected by comparing
the clustering results of different clustering values in multiple times. To solve the above
shortcomings, we propose a new clustering method named Balanced Iterative Reducing
and Clustering Using Hierarchies with Principal Component Analysis (PBirch) in this
paper.

Firstly, a preprocessing method is used to traverse the dataset and digitize the
strings and then the data record is normalized. Secondly, principal component analysis
(PCA) method [13–15] is used to reduce dimensionality on the processed dataset.
Thirdly, Balanced Iterative Reducing and Clustering Using Hierarchies (Birch) [16] is
used for the data clustering. In addition, the clustering time and Calinski Harabasz
(CH) indicator is used for the experimental result evaluation [17]. Compared to
PMBKM, the experimental results show that PBirch can achieve a good clustering
result without presetting the clustering values, and CH can be further improved by
optimizing the relevant parameters. Although the clustering time cost of PBirch is
much longer than PMBKM, the clustering time decreases linearly with the increasing
of the cluster numbers. Thus, the larger the number of clusters, the shorter the PBirch
time cost. All in all, our proposed method can be widely used for big data environment.

The remaining parts of this paper are organized as follows. In Sect. 2, the pre-
liminary is described. PBirch intrusion detection clustering method is introduced in
Sect. 3. Section 4 presents the experimental result and discussion, followed by Sect. 5;
we conclude the paper and show the future work.

2 Preliminary

In this section, we introduce algorithm theory in Sect. 2.1 and evaluation indicator in
Sect. 2.2.
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2.1 Algorithm Theory

In this section, we mainly introduce the relevant theory of Balanced Iterative Reducing
and Clustering Using Hierarchies (Birch) in Sect. 2.1.1 and principal component
analysis (PCA) in Sect. 2.1.2

2.1.1 Balanced Iterative Reducing and Clustering Using Hierarchies
(Birch)
We firstly introduce basic definition. Suppose there are N data points in a cluster and
denote as f�Xi; i ¼ 1; 2; . . .. . .;Ng. The metrics for a single cluster are shown as follows:

Center point �X0 ¼
PN
i¼1

�Xi

N
ð1Þ

Radius R ¼
PN
i¼1

ð�Xi � �X0Þ2

N

0
BB@

1
CCA

1
2

ð2Þ

Diameter D ¼

PN
i¼1

PN
j¼1

ð�Xi � �XjÞ2

NðN � 1Þ

0
BBB@

1
CCCA

1
2

ð3Þ

In this paper, we mainly use the center point Euclidean Distance D0 ¼ ðð�X01 �
�X02Þ2Þ

1
2 for the metrics for the two clusters.

Birch is a clustering algorithm whose biggest feature is to use limited memory
resources for high quality clustering of large-scale data dataset and only scan dataset
once so as to minimize the overhead of I/O. Birch performs clustering using a similar
B + tree structure, which is generally called a Clustering Feature Tree (CF Tree) [16].
As shown in Fig. 1, there are three types of nodes, such as root node, internal node, as
well as leaf node. Each node is composed of several Clustering Features (CFs). Each
node, including leaf nodes, has several CFs, and the CF of the internal node has a
pointer to the child node, and all of the leaf nodes are linked by a doubly linked list.

Each CF is a triple, which can be represented by N; LS; SSð Þ. Where N represents
the number of sample points in a cluster, LS represents the sum of all data points in the
cluster.

LS¼
XN
i¼1

�Xi ð4Þ

SS is the sum of the squares of all data points in a cluster.
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SS¼
XN
i¼1

�X2
i ð5Þ

There are three important parameters for CF Tree. The first one is the maximum CF
number B of each internal node. And the second one is the maximum CF number L of
each leaf node. The third one is for the sample point in a CF in the leaf node, which is
the maximum sample radius threshold ts of each CF of the leaf node. That is, all sample
points in this CF must be in the radius less than ts in a hypersphere.

2.1.2 Principal Component Analysis (PCA)
When a dataset has multiple features, many of which are related and some are even
redundant. Consequently, we only use the most relevant features for clustering, which
can improve the clustering efficiency without affecting the clustering results. In this
study, we use Principal Component Analysis (PCA) [13–15] for the dimension
reduction. For given dataset T with n features, the goal is reducing n features to d
dimensions. The corresponding process and formulas are as follows.

(1) For each data record x in Tm�n, calculate the mean of each column in Tm�n. The first
step is mean centering which subtracts the column mean from each record and the
processed data is obtained and denoted as TAdjustðm�nÞ.

(2) The covariance matrix of TAdjustðm�nÞ is calculated and denoted as C.
Let

cij ¼ Covðxi; xjÞ ¼ Ef½xi � EðxiÞ�½xj � EðxjÞ�g ð6Þ

Where i; j ¼ 1; 2; . . .; n
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Fig. 1. CF Tree structure
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And then the covariance matrix can be expressed as follows.

Cn�n ¼
c11 c12 � � � c1n
c21 c22 � � � c2n
..
. ..

. � � � ..
.

cn1 cn2 . . . cnn

2
6664

3
7775 ð7Þ

(3) The eigenvalues and eigenvectors of the covariance matrix C is calculated
(4) The eigenvalues are sorted in descending order, the largest d of them are selected,

and then d eigenvectors corresponding to the eigenvalues are used as column
vectors to form the eigenvector matrix, which is denoted as EigenVectorsn�d

(5) The sample point is projected onto the selected eigenvector and the processed
dataset is obtained and denoted as Finaldatam�d

FinalDatam�d ¼ TAdjustm�n�EigenVectorsn�d ð8Þ

2.2 Evaluation Indicator

(1) Clustering time

Clustering time represents the whole time of clustering process. The shorter the better.

(2) Calinski Harabasz (CH)

Differing from the classification of supervised learning, it is impossible to determine
directly whether the clustering result is right by using precision or recall as there is no
label for each data record in the given dataset. However, we can evaluate the clustering
results based on the degree of in-cluster density and the degree of inter-cluster dis-
cretization. Both Silhouette Coefficient (SC) and Calinski Harabasz (CH) [17] are the
common evaluation indicators. In order to compare with PMBKM, we choose CH as
the clustering evaluation indicator. In addition, the calculation process of CH is simple
and the computation cost of CH is much lower than SC. Moreover, CH can be obtained
by formula (9).

CH ¼ SSBetween
SSWithin

�m� K
K� 1

ð9Þ

Where K is the number of clusters, and m is the total number of data records,
SSWithin represents the overall within-cluster variance and SSBetween represents the
overall between-cluster variance.
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3 PBirch Intrusion Detection Method

As shown in Fig. 2, the PBirch intrusion detection system consists of four steps.

Thus, the data input, data preprocess, PBirch, as well as the output.
Step 1: Data input

Input the initial dataset T . The data is usually captured online by some tools such as
Wireshark, Snort, etc. Each record consists of several features. Note that the input data
does not have any tag information. Our task is to divide these data records into different
clusters, ensuring that the data record with the same feature is grouped into one
category.

Step 2: Data preprocessing

In clustering process of step3, we compare the similarities between two records using
Euclidean distance, while Euclidean distance can only compare the similarity between
numbers not the similarity between characters. Thus, we should make sure all the string
in the dataset is the number. This step mainly contain two sub-step. The first one is the
string preprocess. This process is mainly responsible for replacing non-numeric data
record in dataset with random numeric data. The other one is data normalization. In
addition, note that the range of numbers in the given dataset may not uniform. This

Step1
Input: Dataset

Step2
Data preprocess

Data Preprocess

Step4
Output

Data Normalization

Step3
P-Birch

PCA

Load data into 
memory by building a 

CF tree

(optional)Condense 
into desirable

range by building 
smaller CF trees

(optional)Global 
Clustering

(optional): Cluster 
Refining

Fig. 2. PBirch intrusion detection clustering method
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means that a column with a large number of values may lead to the neglect of the roles
of a column with relatively small values. And thus the normalization process should be
performed before executing the clustering process, and the goal of normalization is
make the feature data in the range of [0–1]. We use the pre-processing algorithm which
we proposed in [12]. Algorithm 1 illustrates the process of PBirch. As shown in
algorithm 1, for given dataset T , T is traversed and all the strings is found and the value
Sn is returned (Line 2). Secondly, the Replacement function is called to replace Sn with
random numbers n and the processed dataset T 0 is returned (Line 3). In addition, the
normalization dataset T1 is obtained by calling Normalization function (Line 4).

Step 3: PBirch clustering

Birch is an effective clustering method, but it is not suitable for high-dimensional data
sets. Therefore, PCA method is used to reduce dimensionality. PCA method consists of
four steps and is implemented according to the formula (6) to (8) in Sect. 2.1. Firstly,
the processed data TAdjust is obtained by Adjust function (Line 5). And then the
covariance matrix C is obtained (Line 6). In addition, eigenvector matrix EigenVectors
is obtained (Line 7). Finally, the dimension reduction data T

0
1 is obtained (Line 8).

Next, we discuss the process of Birch.

(1) Load data into memory and build a CF tree
The main process is shown in Sect. 2.1 and the corresponding function is

CFTreeCreate (Line 9). There are two parameters, T 0
1 and threshold ts in CFTreeCreate.

An initialized CF tree is created by scanning the data T 0
1, and then dense data is divided

into several clusters and sparse data is treated as multiple isolated points. Note that the
parameter threshold ts determines the size of the CF Tree. Generally speaking, the
smaller the ts, the larger the size of the CF Tree. Different scales will affect the final
clustering result. In the experiment phase, we will test different values of ts to get the
best clustering result.

(2) Condense into desirable range by building smaller CF trees
The global or semi-global clustering algorithm of sub-step (4) has the requirements

of the input range to achieve the speed and quality requirements. Therefore, based on
sub-step (2), a smaller CF tree is established. The corresponding function is
CFTreeSmaller (Line 10). This sub-step is optional.

(3) Global Clustering
Remedy the clustering of all leaf nodes using global/semi-global algorithms due to

splitting due to input order and page size. The corresponding function is Global
Clustering (Line 11). This sub-step is optional.

(4) Cluster Refining
The center point of sub-step (3) is used as a seed, and the data points are reassigned

to the nearest seed to ensure that the duplicate data is divided into the same cluster, and
the cluster label is added at the same time. The corresponding function is ClusterRefine
(Line 12). This sub-step is also optional.
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Step 4: Output

Output the clustered data. We can further determine which is the normal behavior and
which is the abnormal behavior based on the clustering result.

4 Experimental Result and Discussion

4.1 Experimental Environment

In this section, our proposed IDS method PBirch is tested over NSL-KDD dataset [18],
which is an improved dataset from KDDCUP99 dataset [19]. KDDCUP99 is a 9-week
network connection data collected from a simulated LAN of US Air Force. NSL-KDD
dataset removes redundant data from the KDDCUP99, which overcomes the problem
that the classifier is biased towards recurring records, and the performance of the
learning method is affected. The experiment is implemented by Python language on a
Windows 10 OS, which the processor is Inter Core i7 2.7 GHz, the RAM is 16 GB,
and the main software platform is Eclipse and Anaconda 2.7 SCIkit-learn [20].
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4.2 Experimental Result Discussion

(1) Comparison of different scenarios of PBirch
First we test the clustering time and clustering score CH in both thread = 0.5 (Scenario
1) and thread = 0.35 (Scenario2). When thread = 0.5, the best clustering result is
N = 4. Therefore, we mainly compare the clustering time and CH of scenario1 and
scenario2 while N taking 2, 3, and 4.

As shown in Fig. 3, in the same clustering situation, the clustering time of sce-
nario2 is longer than the clustering time of scenario1, but in general, in both scenarios,
the clustering time decreases linearly with the increasing of the number of clusters; in
both scenarios, the clustering scores CH increase as the number of clusters increases. In
the same clustering situation, CH of scenario2 is higher than that of scenario1.

(2) Comparison of PBirch in scenario1 and scenario2 with PMBKM [11]
A. Comparison of PBirch in Scenario1 with PMBKM

When thread = 0.5, the best clustering result is N = 4. Therefore, we mainly compare
the clustering time and CH of scenario1 and PMBKM and when N takes 2, 3, and 4. As
shown in Fig. 4, in general, the clustering time of scenario1 is linearly decreased as the
number of clustering increases, and the clustering time of PMBKM is relatively stable;
in the same clustering, the clustering time of scenario1 is longer than clustering time of
PMBKM. In general, in both scenarios, the cluster scores increase as the number of
clusters increases. In the same cluster, CH of PMBKM is slightly higher than that of
scenario1. In the best clustering situation, CH scores of these two methods are basically
equal.
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B. Comparison of PBirch in Scenario2 with PMBKM

In scenario2, the best clustering result is N ¼ 6. Therefore, we mainly compare the
clustering time and clustering score CH of scenario2 and PMBKM when N takes 2, 3,
4, 5, 6
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As shown in Fig. 5, in general, the clustering time of PBirch in scenario2 decreases
linearly with the increasing of the number of clusters, and the clustering time of
PMBKM is relatively stable. In the same cluster, the time of scenario2 clustering is
longer than the clustering time of PMBKM.

Based on the same number of clusters, in general, CH scores of both methods
increase as the number of clusters increases. The PBirch in scenario2 has a higher CH
than PMBKM. In the best clustering scenario, the PBirch algorithm is slightly higher
than PMBKM.

4.3 Conclusion of Experimental Results

In summary, we can conclude that the time overhead of PBirch is higher than PMBKM
from the perspective of clustering time, but the clustering time of the PBirch linearly
decreases with the increasing of the number of clusters, so it is more suitable for
clustering over big data. From the perspective of CH, PBirch does not need to specify
clustering values in advance, it calculates an optimal clustering result, at the same time,
and CH score can be improved by adjusting the parameters simply. Overall, PBirch is
much better than PMBKM and can be widely used for big data.

5 Conclusion

In this study we implement a new clustering method named Balanced Iterative
Reducing and Clustering Using Hierarchies with Principal Component Analysis
(PBirch) for intrusion detection system over big data. Compared to PMBKM, the
experimental results show that PBirch can obtain good clustering results without
specifying clustering values, and the clustering result can be further improved by
optimizing the relevant parameters simply. The clustering time is linearly decreasing
with the increasing of the cluster numbers. All in all, our proposed method can be
widely used for big data mobile cloud environment. In the future research, we will
engaged in the parallel clustering algorithm to further reduce clustering time.
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Abstract. There is significant interest in network management and security to
classify traffic flows. As the essential step for machine learning based traffic
classification, feature subset selection is often used to realize dimension
reduction and redundant information decrease. A four-stage hybrid feature
subset selection method is proposed to improve the classification performance of
hybrid methods at low evaluation consumption. The proposed algorithm is
designed to dispose features in the level of block and evaluate every feature even
the remaining ones which cannot provide much information by themselves to
use the interactions among all of them. Additionally, a wrapper-based selection
is designed in the last stage to further remove the redundant features. The
performances are examined by two groups of experiments. Our theoretical
analysis and experimental observations reveal that the proposed method selects
feature subset with improved classification performance on every index while
depleting fewer evaluations. Moreover, the evaluation consumption can keep at
a low and stable level with different size of block.

Keywords: Full coverage � Machine learning � Hybrid feature subset selection
Network traffic classification � Network management

1 Introduction

Traffic classification is making a significant difference in network resource scheduling,
safety analysis and future tendency prediction [1]. As the pre-processing step for
machine learning based network traffic classification, Feature Subset Selection (FSS) is
widely used [2–5]. This approach can not only point out critical features, but also
decrease the noisy (unrelated) features from the original feature set.

The conventional filter-based and wrapper-based FSS methods have the intrinsic
drawbacks. Recently the literatures contain numerous references to the use of hybrid
FSS algorithms to combine the superiority of different methods. Xie & Wang [6]
included a feature ranking in a sequential forward search method with the application
of the F-score measure to rank the features, while Peng [7] added a random sampling
method to choose features from the ranking. Zhang [8] and Bonillahuerta [9] proposed
the similar methods including a Relieff estimation based ranking, which were also
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applied to compress the searching space. These methods make much improvement on
feature selection, but they are still stuck with the restriction of computational com-
plexity and classification accuracy. It can be seen that ranking is widely embedded in
the feature selection algorithms as the initial step to filter out the least promising
features. Meanwhile, it is the principal and auxiliary selection mechanism with sim-
plicity, scalability and good empirical success. The features ranking in the front are
more likely to be selected into the subset, while the ones in the bottom are always
neglected. As a result, the neglected features ranking in the bottom will never be taken
into account in the following steps of selection. However, the variable that is com-
pletely useless by itself may provide a significant improvement on the classification
performance when it is combined with the others [10]. The complex interaction among
features plays an important role in representing the whole feature collection.

In this paper, a four-stage hybrid algorithm called full-covered feature selection
(FCFS) is proposed to improve the efficiency and performance of network traffic
classification. We still utilize the ranking strategy to take its advantages of simplicity
and scalability. Then, features are disposed in the level of block to save the con-
sumption of iteration. Meanwhile, all the features and their interactions are estimated,
including the ones with less value by itself and ranking in the bottom. At last, we
design a final wrapper-based selection to refine feature subset and further improve its
classification ability.

The rest of the paper is organized as follows. The following section presents the
related work of a set of typical FSS methods. In Sect. 3 we describe the proposed four-
stage FSS algorithm in detail. The 4th section contains two groups of experiments and
the corresponding analyses. We provide a summary of the paper and future work in
Sect. 5.

2 Related Work

2.1 Filter-Based Feature Subset Selection

Filter-based feature ranking techniques use statistical measures to assign a score to each
feature and rank the resulting features according to the value of the scores [11]. As
common sense, the classification performance may be enhanced with the increasing of
the selected features. However, the truth shows the opposite side. The termination
criterion is always set at the certain threshold or percentage of the features that are on
top of the rank, and the termination criterion is difficult to confirm according to dif-
ferent datasets. What is more, it is not guaranteed that the best performance can be got
when the process of feature selection moves to the termination criterion.

Filter-based feature subset selection techniques use measurements to evaluate the
quality of feature subsets. Filter-based FSS methods evaluate features as a pre-
processing step, which is independent from the chosen predictor. As the most classical
algorithm, correlation-based feature selection (CFS) was proposed to filter the features
by defining a merit for each selected subset of features [12]. The merit is based on the
hypothesis that a promising collection involves those features, which are uncorrelated or
weakly correlated to each other but correlated to the class label. From the viewpoint of
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information theorem, the information of a set of features could be calculated by various
statistical measures, and that is the core of the filter-based feature selection methods.
Due to the fast speed of data processing, filters are often applied to feature selection in
high-dimensional data [13]. However, the filters cannot guarantee the best result.

2.2 Wrapper-Based Feature Subselect

Wrapper-based feature subset selection method always pursues higher prediction
accuracy through a machine learning method. It evaluates each feature subset with the
specific indicator of classification performance, such as accuracy or F-measure.
A machine learning algorithm is applied as a black-box to score subsets of features
according to their predicted ability. They consider all the subsets and evaluate their
merits by considering the built classification model only with the selected features.
Sequential Forward Selection (SFS) method is one of the wrapper algorithms that are
widely used [14]. It starts from an empty set and adds one feature at a time when the
classification performance improves. The procedure would not stop until the test result
starts to get worse or the number of features reaches a predefined threshold [13].

Conceptually, wrapper-based feature subset evaluation is very simple: the chosen
feature subset is used as the basis for a classification model, and then the performance
of this model is used as the score for that feature subset [15]. However, they are often
criticized because they seem to be brute force methods which require massive amount
of computation. The computational complexity is too high to be O(n2) even with
efficient search strategies like Bestfirst and Greedy.

2.3 Hybrid Feature Subset Selection

Hybrid method is a more recent and promising direction in the feature selection field
[16–20]. Most of the hybrid FSS algorithms are based on double-stage model. They use
the ranking information obtained from filter methods to guide the search in the opti-
mization algorithms used by wrapper-based methods.

In the past few years, a set of typical literatures have contained numerous references
to the use of hybrid FSS algorithms. Incremental Wrapper-based Subset Selection
(IWSS) is a canonical method which was presented by Ruiz [21]. The features that
satisfy the relevance criterion would be selected into the feature subset. The advantage
of this method is the low computational complexity of O(n). However, the problem is
that the features are kept into the subset once they are selected, which may result in
excessiveness of feature subset. The algorithm of IWSS with replacement (IWSSr) was
proposed to alleviate this problem [22]. This method does not only add features to the
subset, but also use them to replace the former ones. The selected subset is more
representative, but it is also obvious that all the features are disposed once at a time.
Therefore, the process is inefficient to deal with high-dimensional problems. Pablo
Bermejo put forward the method of IWSS with re-ranking (IWSSrR) by the introduced
concept of block [15]. The proposed algorithm can select features at the level of block
and make much improvement on classification efficiency. The size of block is also
required to be large enough to give some freedom to the wrapper algorithm, and that
may increase extra evaluations.
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3 Methodology

Our goal in this paper is to design an algorithm to select a feature subset with satis-
factory classification performance and simultaneously at a reasonable computational
cost. The FCFS is proposed to make use of all the features, including the ones of little
value by itself but with available improvement when combined with the others. In the
first stage, the features are ranked by the filter-based ranking method. Then, we divide
the ranking features into blocks and iteratively select the features in the level of block
in the second stage. Stage 3 evaluates the remaining features of stage 2 one by one and
brings in the ones that make improvement on the base of the selected feature subset.
Last stage, wrapper-based selection method is applied to delete the redundant infor-
mation to improve the classification performance.

3.1 Filter-Based Ranking

Feature ranking is a filter-based method according to the classification performance
[23]. The universally acknowledged benefits of feature ranking are computational
simplicity and statistical scalability. Computationally, it is efficient because of the
requirement of only n evaluations and sorting the scores, where n is the number of
features. Statistically, it is robust against overfitting because of the introduction of bias
but with considerable less variance [24]. We apply filter-based ranking method as the
pre-processing method of the FSS algorithm. The process of feature selection starts
from the top of the ranking. As a result, a provisional feature subset with relatively
acceptable classification performance could be quickly obtained.

In this study, we use Information Gain (IG) which is one of the wildly used feature
ranking methods to evaluate the predictive attributes [25]. It measures the difference
between the entropy of the class label and the conditional entropy of class label when a
feature is given. IG generalizes for nominal data but breaks down on continuous data. It
is applicable to multi-class problems. If A is a feature and C is the class, (1) and (2) give
the entropy of the class before and after observing the feature.

HðCÞ ¼ �
X
c2C

pðcÞ log2 pðcÞ ð1Þ

HðC Aj Þ ¼ �
X
a2A

pðaÞ
X
c2C

pðc aj Þ log2 pðc aj Þ ð2Þ

The amount by which the entropy of the class decreases reflects the additional infor-
mation about the class provided by the feature [26]. Each feature is assigned a score
based on the information gain between itself and the class as formula (3). The higher
the IG value is, the more correlated the feature with the classes will be. Then, the
features are sorted in descending order according to the score.

IGi ¼HðCÞ � HðC Aj iÞ
¼HðAiÞ � HðAi Cj Þ
¼HðAiÞþHðCÞ � HðAi;CÞ

ð3Þ
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3.2 Iterative Feature Selection in the Level of Block

In the second stage, the features are separated into blocks according to the ranking
order. The size of block should be large enough to supply sufficient combination of
features to be evaluated by wrapper-based method, but not so large that the advantages
of iteration process fade away. The size of 30 is thought to be suitable to keep the
balance [14]. We start feature selection from the first block with wrapper-based
method. In this stage, we apply SFS method which is one of the widely used wrapper
algorithms. Let Fa be the subset of features selected from the block. The classification
performance of Fa is evaluated by the same classifier that is embedded in SFS. Then,
the same progress moves to the second block but taking into account the features that
have already been selected into Fa. The newly selected features from the second block
are also added into Fa. The process iterates until no new features are selected from the
block or the classification performance of Fa stops increasing. The detailed process of
stage 2 is shown in Algorithm 1.
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It can be seen that all the features are disposed in the level of block, which can
drastically reduce the number of evaluations to improve the efficiency of the algorithm.
It should also be noticed that the features of Fa keep increasing but not being renewed.
Once a feature has been selected into Fa, it stays in the subset but not interchange with
the following selected ones. This strategy keeps all the promising features in the
provisional feature collection until the last stage of the algorithm.

3.3 Selection from the Remaining Features

In stage 2, it can be seen that the selection process ceases at the termination criterion.
The rest of the features ranking in the bottom have not been evaluated. Our purpose in
this stage is to take the advantage of the remaining features. That is because the features
with little value by themselves, which are usually abandoned, may make significant
improvement when they are combined with the others.

In this stage, every remaining feature is evaluated with the combination of the
features selected from stage 2. If the classification performance of Fa improves, the
feature would be selected into the feature subset Fb, otherwise it is omitted. This stage
can extract the potential value of the features that are usually ignored. As we know, the
subset Fa selected from the features ranking in the top has strong classification ability.
What’s more, with the complement of the chosen remaining features in subset Fb, the
classification performance can make a further improvement.
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The evaluations cost in this stage is just the same as the number of the remaining
features. However, many more promising features could be selected which can supply
more deficient information. It can be seen that all the features in the subset Fc are either
the ones with much meritorious information or the ones that can provide additional
supplement.

3.4 Wrapper-Based Selection for Final Feature Subset

From the above three stages, we can get the feature subset of Fc containing all the
promising features. However, there is still room for the reduction of features, and there
is too much redundant information among the selected features which have repetitive or
even negative effect on the classification performance. To overcome this problem and
further reduce the dimensions of feature, another step of wrapper-based approach is
added to refine the selected feature subset. In this stage, SFS method is applied to
accomplish the final feature subset selection. So a more representative feature subset
can be got with all the meritorious but less redundant information. Due to the feature
subset of stage 3 is highly compressed comparing with the original collection, the
evaluations cost by SFS method can be well controlled in a limited range. As a result,
the exact final feature subset can make a further improvement both on dimension
reduction and classification performance.

4 Experiments

4.1 Experimental Setup

This paper applies traffic flow dataset of Moore to the experiment [27]. The dataset
contains 12 traffic categories, which are WWW, MAIL, FTP-CONTROL, FTP-PASV,
ATTACK, P2P, DATABASE, FTP-DATA, MULTIMEDIA, SERVICES, INTER-
ACTIVES and GAMES. There are 24863 flows with 248 features in the dataset. CFS,
SFS and IWSSrR are the three representative methods of filter-based, wrapper-based
and hybrid FSS methods. They are presented as the comparisons of the proposed FCFS
algorithm in this paper.

The experiment adopts Naivebayes as the classifier. The 10-fold cross-validation
method is used to estimate the data. The result takes the average of the experiment
which is conducted ten times.

4.2 Experiment 1: Comparing FCFS with Other Feature Selection
Method

This experiment is designed to compare the classification performance of the feature
subsets selected by different algorithms. In this part of experiment, the block size of
FCFS and IWSSrR is set to be 30. Therefore, the collection of 248 features is divided
into 9 blocks.

From Table 1, we can observe the result of every step of FCFS algorithm. The
features are targeted in bold when they are selected into the feature subset for the first
time. It is obvious that there are new features being selected in the first three iterations.
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The second stage of algorithm gets to the termination criterion when it selects the same
feature subset on the fourth iteration. And then, 11 remaining features ranking in the
second half of the rank are selected into the subset on stage 3. Stage 4 filters away the
redundant features to simplify the subset to be smaller. From the analysis of the final
feature subset, we can see that 9 out of the 11 selected remaining features are chosen
into the final subset, which account for the half amount.

Figure 1 compares the performance of different algorithms on five indexes. The
precision and recall represent for the ratio of correctly classified flows over all predicted
flows and all flows respectively. The F-measure is the statistical technique to examine
the classification performance of a system. It is defined to describe the comprehensive
performance of precision and recall [28]. In this paper, F-measure is weighted equally
to both precision rate and recall rate as shown in Eq. (4).

F � measure ¼ 2ðPrecision � RecallÞ
PrecisionþRecall

ð4Þ

The indexes of precision, recall and F-measure stand for the classification ability of
the FSS method. The area under the curve of ROC and PRC are the performances that

Table 1. Result of every step when the size of block is set to be 30.

Step Feature subset

Iteration 1 4, 99, 100, 101, 106, 107, 108, 183, 200, 205
Iteration 2 4, 38, 57, 99, 101, 106, 107, 108, 135, 183, 200, 208
Iteration 3 4, 8, 38, 99, 107, 108, 183, 200, 208
Iteration 4 4, 8, 38, 99, 107, 108, 183, 200, 208
Stage 3 4, 8, 38, 57, 74, 76, 79, 83, 84, 85, 99, 100, 101, 106, 107, 108, 135, 155, 181,

182, 183, 195, 200, 205, 208, 230
Stage 4 4, 8, 38, 79, 83, 84, 85, 100, 107, 108, 155, 181, 182, 195, 200, 205, 208, 230

Fig. 1. Performance of different algorithms.
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are frequently used to quantitatively assess the identification model. From the com-
parison, we can briefly come to the conclusion that the filter-based method CFS per-
forms much worse than the other methods on all the aspects, while the wrapper-based
method SFS always has the best performance. As to the hybrid methods, FCFS out-
performs IWSSrR on the classification indexes notably, and has similar performance as
SFS. On the aspect of identification model, the three methods have similar scores.
Without considering the computational cost, we can make a summary that SFS and
FCFS have the similar best performance, filter-based method performs the worst and
IWSSrR scores in the middle. This experimental result corresponds to the former
theoretical analysis.

Though SFS has the best performance on most of the aspects, its computational
complexity of O(n2) is intolerable for the feature selection process. Table 2 shows the
number of evaluations carried out by different algorithms. It can be seen that the two
hybrid methods FCFS and IWSSrR cost nearly the same quantity of evaluations, which
is only the half consumption of SFS. The evaluations carried out by CFS are the least
among all the methods, but considering its classification performance, it is still not an
appropriate choice for accurate classification.

Concerning all the comparisons above, we can come to the conclusion that the
proposed method FCFS succeeds the advantages of hybrid approaches on the overhead
of evaluations. Moreover, its classification performance can reach the same level of the
wrapper-based method SFS.

4.3 Experiment 2: Evaluating the Classification Performance
with Different Size of Block

The block size is a key parameter in this approach. In this section of experiment, we
test the effect of different initialized size of block on the performance of FCFS, IWSSrR

and SFS. Five experiments are conducted with the initialized size of block set from 10
to 50.

Figures 2, 3 and 4 show the classification performance of different algorithms. The
performance of SFS is not influenced by the block, and it is applied as the baseline. It is
obvious that IWSSrR always performs worth than the other two methods. Meanwhile,
FCFS and SFS have similar classification performance when the block size is set to be
larger than 30. With the increase of the block size, the integrated performance of both
FCFS and IWSSrR shows a rising trend. The computational complexity of different
algorithms can be compared from the result of evaluation consumption as shown in
Fig. 5. FCFS has the similar evaluation consumption of IWSSrR when the block size is
set to be 10, 30 and 40, and it always keeps at the steady level of around 2000 with any
block size. However, IWSSrR shows a sudden rise of more than 4000 evaluations when
the block size is set to be 20 and 50. It is because the termination criterion does not take

Table 2. Evaluations of different algorithms.

CFS SFS IWSSrR FCFS

Evaluations 1479 6351 2797 2848
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effect to prevent the unnecessarily consuming of evaluations. IWSSrR continues to
iterate selection even when the classification performance is not improved, while FCFS
stops at the proper threshold value to start the next stage of feature selection. The result
shows that FCFS is able to realize accurate classification with stable and reasonable
evaluation consumption with different block size.

We collect the result of all the five experiments with different block size to compare
the relationships of evaluations consumption and classification performance as shown
in Fig. 6. The classification accuracy of both methods, as a whole, improves with the
increase of the evaluations. However, the jitter characteristic of FCFS is much
inconspicuous than IWSSrR, which means FCFS is more likely to perform better even
with less cost. From the performance comparison of the two methods, it can be seen
that FCFS always has better classification accuracy at the same evaluation consump-
tion, and it only costs half evaluations of IWSSrR when they get to the best classifi-
cation performance respectively. So it can be concluded that FCFS can make full use of
the consumed evaluations to get better classification performance.

Fig. 3. Recall of different algorithms.

Fig. 4. F-measure of different algorithms.

Fig. 2. Precision of different algorithms.

Fig. 5. Evaluations of different algorithms.
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Figure 7 is the classification performance of FCFS method at each step with dif-
ferent size of block. The solid part is the target that the performance of FCFS can get.
At each step, it can be seen that the larger the size of block is, the better performance it
can get. That is because more evaluations are consumed when more features are taken
into account at each iteration of selection. It can be seen that the classification per-
formance improves with the increase of the steps. The last step corresponds to the third
and fourth stage of FCFS. It is obvious that the last step of every experiment can
always improve the classification accuracy to a great deal. That means some of the
remaining features are of great value in the combination with the selected features and
the strategy of final subset selection makes much contribution to the classification
performance.

Fig. 6. Collection of classification performance at different evaluation consumption of the five
experiments.

Fig. 7. Classification performance of FCFS method at each step.
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5 Conclusion

A four-stage hybrid feature subset selection mechanism has been proposed and tested
in this paper. The idea is based on full coverage of all the features. The novelty is that
the remaining features of the selection in the level of blocks are reassessed by the
interactions with the selected features one by one, and then the promising ones are
brought into the feature subset. Moreover, wrapper-based selection method is applied
to refine the final feature subset at the last stage. The advantage of this approach is that
all the features are evaluated through the four stages, while the features filtered out by
the termination criterion are reassessed to enrich the feature subset to enhance the
classification performance and refined to restrict the size of final feature subset at the
last stage. The disadvantage is that the approach is composed of several stages, the
process of data processing is complex.

The result of our experiments shows that the proposed four-stage mechanism can
combine the superior aspects of both wrapper-based and hybrid FSS methods. The
selected feature subset of FCFS algorithm has similar classification performance as
wrapper-based method on all the aspects, while the evaluation consumption is much
less. Compared with hybrid methods, the classification of FCFS method is more
accurate with the computational complexity at the same level. Meanwhile, the evalu-
ation consumption of FCFS can keep in a stable standard and overcome the sensi-
tiveness to the block size, which is a critical drawback of the other hybrid methods.
From the description and analysis, it can be seen that the iterations of feature selection
in blocks deplete most of the evaluation consumption. As future work, our research will
be focused on decreasing the number of iterations to further improve the efficiency of
FSS approach.
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Abstract. Smart transportation paradigm has been treated as a feasible solution
to ease the pressures caused by the rapid growth of motor vehicles in the urban
area. As a key building block, smart traffic signal control has motivated many
efforts in both academia and industry due to its promised gains. State-of-the-art
proposals rely heavily on a powerful centralized computation infrastructure to
handle huge amount of heterogeneous traffic data gathered by diversified sensors
and actuators. However, this process will typically incur very large response
latency, which is also the main barrier for their real world deployment. To
realize near real-time traffic signal control, traffic data need to be processed at
the “edge” (i.e. the generated position). Hence, we in this paper propose a fog
computing based traffic signal control architecture, in which the phase timing
task for a single intersection will be handled by a local fog node in a timely
fashion, and global or regional optimization task will be left for the centralized
cloud. In this manner, a tradeoff between local optimization and global opti-
mization can be achieved. Moreover, we address the challenges and open
research problems of the proposed architecture in hope to provide insights and
research directions for modern traffic control.

Keywords: Smart transportation � Traffic signal � Fog computing
Sensor-cloud

1 Introduction

Rapid increase of motor vehicles and rapid process of urbanization cause various traffic
problems in cities. How to optimize Urban Traffic Control (UTC) to mitigate traffic
flow has been a hot topic for both industry and academia in the past few decades.
Traffic signal control, as a traditional and the most popular way to control the urban
traffic flow, has been evolving in the past few years, e.g., from fixed-time control
systems to more advanced control systems such as actuated and adaptive control
systems, to cope with complicated traffic flow in real time.

Real-time adaptive traffic control systems require real-time traffic data collection
and monitoring. Recent development of the Internet of Things (IoT), vehicles to
vehicles (V2V) and vehicles to infrastructure (V2I) communication techniques enable
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collection and monitoring of much richer real-time traffic information. With real-time
traffic data and computation power, more sophisticated and efficient signal control
strategies can be designed to alleviate traffic congestion.

With an explosive increase of real-time traffic flow data available, a new issue is on
how to efficiently leverage the collected data for the phase timing optimization. We
notice that a major shortcoming of existing control strategies is of the highly com-
putational complexity and delay associated with the computation, i.e., the traffic flow
may have already changed greatly by the time the optimization is completed. As a
consequence, the decision making of the signal control strategies is based on the
outdated traffic information rather than the current information.

To overcome the delay problem, we propose a fog computing based traffic signal
control architecture in this paper. The fog computing paradigm, also known as the edge
computing and considered as one of key enablers of IoT and big data applications [1–
5], brings computation and storage resources to the edge of network, enabling highly
computationally intensive applications to run while meeting strict delay requirements.
The enormous amount of traffic information, including road situation (e.g., dry or wet,
under construction, traffic accident), weather situation (e.g., sunny, rainy), vehicle
states (location, speed, acceleration, etc.), and intersection information (e.g., the length
of queue waiting at the intersection), can be collected and processed by fog nodes in
real time, so that the traffic signal controller can make instant response (e.g., extending
the green time or starting new phase timing) to alleviate the traffic congestion and
further ensure the driving safety.

2 Related Works

Numbers of works aim to realize the real-time traffic signal control by optimizing the
traffic signal light configuration such as the phase sequences and the phase timing plan,
under assumption of a variety of conditions. Most metrics and optimization objectives
focus on minimizing vehicle travel time, minimizing the total number of stops,
reducing traffic delay, minimizing the queue length of vehicles waiting at the inter-
sections. However, to design an efficient traffic controlling strategy is not straightfor-
ward, for the reason that numbers of issues need to be addressed, e.g., the
unpredictability of traffic flow, the heterogeneity of vehicles and the communication via
V2X techniques and fusion of traffic data under the backgrounds of Internet of Things
(IoT).

Authors in [6] present an algorithm to improve the efficiency of the traffic control,
based on the genetic algorithm merging with machine learning algorithm (ML). This
algorithm schedules the phases of each traffic light according to realtime traffic flow
based on the genetic algorithm, while taking into account the next phase of traffic flow
at each intersection by ML. A traffic control algorithm which is integrated into SUMO
[7] is presented in [8] to measure the queue length of vehicles at each intersection and
further attempt to minimize the queue length of the vehicles at the intersection. In
addition, many researchers leverage new communication techniques such as V2V and
V2I to realize a better traffic control at the intersection under assumption of certain
market penetration. For instance, authors in [9] reduce the waiting time and the queue
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length at the intersection via V2V communication. Authors in [10] utilize V2I com-
munication techniques to collect the vehicle information such as speed, heading, and
acceleration, with the purpose of improving the efficiency of the traffic control by
minimizing the delay time of the waiting vehicles at the intersections. Authors [11]
present a real-time adaptive signal phase allocation algorithm using V2I/V2V com-
munication techniques, where two objective functions are taken into account (e.g., total
delay minimization and queue length minimization).

Authors in [12] design an architecture called vehicular fog computing (VFC) to
leverage a collaborative multitude of end-user clients or nearby edge devices to perform
the communication and computation. Each vehicle (e.g., moving or stopped) can serve
as a fog node to collect traffic information and share abundant computation resources
with each other. Combined fog computing with Vehicular Ad-hoc Networks
(VANETs), authors in [13, 14] discuss the characteristics of fog computing and ser-
vices based on fog computing platform provided for VANETs. Some challenges and
issues are posed, as well as some research directions of future works. However, these
works focuses on resource sharing among vehicles rather than the traffic signal control
via fog computing.

From the aforementioned works, we notice that the signal control strategies often
suffer from a highly computational complexity of algorithms deployed for phase related
optimization. The response latency sometimes makes the traffic control strategies not
achieve the expected performance. Moreover, the existing works, which introduce the
fog computing into the intelligent transportation system, mainly combine fog com-
puting with VANETs to help improve the road safety and traffic efficiency. On another
hand, it is necessary to introduce the fog computing for the phase related metric
optimization, due to its low latency, location awareness, geographical distribution. To
our best knowledge, it’s the first attempt to construct an architecture for traffic signal
optimization based on fog computing. As an application of sensor-cloud systems [15–
17], combining fog computing with sensor-cloud systems can efficiently improve the
efficiency of signal timing processing.

3 System Architecture

All the traffic flow data should be leveraged by intelligent signal control systems to
help determine the optimal signal controlling strategies. In the fog computing based
architecture proposed in this paper, it is the fog nodes’ responsibility to gather traffic
flow data via either infrastructure-based sensors (e.g., loop detectors, traffic monitoring
cameras or radio) or vehicular networking technologies (e.g., V2V, V2I). Figure 1
depicts a scenario where the fog computing is introduced to aid make decision. While
many smart devices with computational capabilities at the edge of network can serve as
fog nodes, the special fog nodes with appropriate computational abilities are deployed
in vicinity of the traffic signal controller in this scenario. This deployment is needed to
process the on-site realtime traffic flow data efficiently in real time. Three common
events are exemplified, e.g., car collision, emergency event and traffic jam. Different
events should trigger different handling mechanisms. For instance, if a car collision
occurs, the nearby traffic monitoring cameras or the connected vehicles report this
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situation to the fog nodes in vicinity once they capture this event. Then the fog nodes
will start an emergency preplan to deal with this situation as follows. First, the fog
nodes evaluate the extent to which the traffic is affected, and then decide whether or not
to forward this collision as relay stations to other passing vehicles which may have a
much wider communication range compared to the equipped vehicles themselves.

In case of serious vehicle collisions, fog nodes can even directly communicate with
the traffic management center for further help. In addition, if more and more vehicles
are waiting at the intersections or even a traffic congestion occurs, the fog nodes should
calculate the optimal phase timing plans to help traffic signal controller alleviate the
traffic congestion. Note that we enhance abilities of the fog computing by adding a
remote cloud, i.e., the cloud computing layer. Compared to the fog nodes, nodes in
remote cloud usually have more powerful computing and storage abilities but at the
cost of relatively longer transmission latency. The tasks can be further offloaded to the
remote cloud if fog nodes are overwhelmed by workloads.

Fog node

Fog node

Fog node

Fog node

Remote cloud center

1

2

3

Mapping relationships

Data and control link

Wired connection

1

2

3

Car accident

Emergency incident 

Traffic jam 

Fig. 1. An application of fog computing in traffic signal control.
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Based on the above descriptions, the fog computing based traffic signal control
architecture actually consists of three layers, i.e., cyber physical layer, fog computing
layer and cloud computing layer. The cyber physical layer is responsible for collecting
traffic flow data, fog computing layer and cloud computing for determining the optimal
traffic signal controlling strategies.

3.1 Cyber Physical Layer

This layer is composed of a densely distributed ecosystem which covers the connected
vehicles and road side units (RSUs), such as infrastructure-based loop detectors and
video surveillance systems. Thus, vehicles are able to communicate with each other and
RSUs, and the traffic flow data captured by sensors and the equipped vehicles can be
forwarded to the nearby fog nodes.

Data Structure: Note that enormous amount of information is continuously collected
in the cyber physical layer and disseminated to the fog computing layer. In order to
facilitate data extraction, storage and processing in the fog computing layer, the
structure of the source data in the cyber physical layer should be carefully defined.
Useless or redundant information should be excluded when the data stream is dis-
seminated. Different data structures should be applied to the traffic flow data by dif-
ferent techniques (e.g., connected vehicles or traffic monitoring cameras), because the
identical data structure can cause data redundancy and storage wasting even though it
may facilitate data extraction and processing. For instance, in the data structure tailored
for traffic information captured by monitoring cameras, an attribute called “Pedestrian
volume”, i.e., the number of pedestrians waiting at the intersections, should be included
in the data structure to provide important references for decision making in the fog
computing layer.

Communication: The communication is ubiquitous among all kinds of entities (e.g.,
the connected vehicles, fog nodes, sensors and the cloud data center). Aside from some
common wireless communication technologies like 4G, WiFi, WLAN, ZigBee and
Bluetooth, another technique named dedicated short-range communication (DSRC)
[14] has been developed for both V2V and V2I communications. Without the prepa-
ration of association and authentication, DSRC (802.11p) supports fast data and
information exchange when switch to the corresponding channels. DSRC also
improves the flexibility of telecommunication service provisioning, via which the
connected vehicles can communicate with each other and other infrastructures as long
as the distance between them is within the designed communication range.

3.2 Fog Computing Layer

The fog computing layer consists of special fog nodes (servers) with computational and
storage capabilities in the vicinity of the traffic signal controller. Fog nodes are
responsible for data storage, analysis, traffic signal optimization and emergency call
services.

The architecture is composed of multiple modules which perform different func-
tions of intelligent traffic systems as denoted in Fig. 2. The traffic information database
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stores all the traffic flow data transmitted to the fog computing layer. The modules in
the dashed line box are responsible for local optimization– – they decide the optimal
phase timing for single intersection based on the traffic flow information retrieved from
the traffic information database. The orchestrator module evaluates the extent to which
the traffic is affected by analyzing and processing the data traffic flow. In case of vehicle
collisions or emergency incident, it will directly communicate with the traffic man-
agement center for human services. During a normal operation, the fog nodes store and
process the traffic flow data received from the traffic signal controllers as well as the
connected vehicles, and feed back the resulting phase timing plans to the traffic signal
controllers. The phase timing plans may extend the green time or re-set the phase
accordingly in the next phase. When vehicles approach intersections with traffic sig-
nals, they disseminate the periodic beacon messages about the current traffic states to
fog nodes as well as among those vehicles within the communication range. The
message usually consists of current position, speed, as well as a timestamp when the
information is sent. To obtain the waiting vehicle queue length, the V2I techniques can
combine the loop detectors to provide more accurate services. The benefit of utilizing
fog computing in the intelligent traffic signal control systems is the significant reduc-
tion of the response delay, compared to other existing controlling strategies.

3.3 Cloud Computing Layer

The cloud computing layer consists of multiple high performance servers, which
provide more powerful computation and storage services than those provided by the

Orchestrator

Traffic Information 
Database

Traffic Signal 
Management Remote Controller

Emergency ServicePhase Sequence 
Scheduling

Phase Timing 
Planning

Traffic Signal 
Controller

Fog Computing Layer

Local Optimization

Fig. 2. The architecture of fog computing layer
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fog computing layer. In the proposed traffic system architecture, the cloud computing
layer differs from the fog computing layer mainly in that the cloud computing layer
serves multiple intersections while the fog computing layer serves only one. The cloud
computing layer focuses on coordinating regional traffic control based on the traffic
flow information offloaded by fog computing layers. Each fog node determines the
optimal phase timing plan for the corresponding intersection, without considering the
traffic flows from upstream and downstream intersections. However, this kind of
autonomous traffic signal control may not be globally optimal for multiple-intersection
scenarios. For instance, the vehicles released at the current intersection according to the
phase timing plan may result in the traffic congestion at the immediate downstream
intersection. Intuitively, a tradeoff exists between local optimization and global opti-
mization. Accordingly, it is the responsibility of the cloud computing layer to deter-
mine the globally optimal phase timing plans for multiple intersections. Thus, a multi-
layer signal control system based on fog computing is proposed. It considers both
signal and multiple intersections and aims to achieve local and global optimization of
the traffic signal control while maintaining the real-time execution performance.

4 Use Case Study

In this section, two use cases, a traffic jam and a car collision shown in Fig. 1, are used
to illustrate the application of fog computing in the traffic signal control systems. When
a traffic jam occurs due to the inappropriate setting of phase timings at the intersection,
the corresponding interactions between RSUs and fog node are depicted in Fig. 3.
RSUs capture the traffic information such as the queue length and the arrival rate of
vehicles at the intersection. An initial communication link between RSUs and the fog
node is constructed and then traffic message is disseminated by RSUs. The fog node
starts the local optimization module to optimize the traffic signal and deliver the results
to the signal controller in the vicinity in real time. The controller subsequently
reschedules the traffic signals such as extending the green time or rescheduling the
phase timing. When a car accident takes place at the intersection, the collision
avoidance is needed for other vehicles. The extent to which the traffic is affected due to
the car accident should also be evaluated. For the collision avoidance, the equipped
vehicles passing by the accident site can relay the accident situation to the fog node in
the vicinity as well as other vehicles within the communication range.

The fog node evaluates the impacts of the accident. If the car accident affects traffic
severely, the fog node will communicate with the traffic management center directly for
emergency services. At the same time, the fog node uploads the traffic flow information
at the current intersection into the cloud computing layer for further regional signal
control optimization. For instance, the fog node at the upstream intersection can for-
ward the information about the car accident to the approaching vehicles so that they can
choose to bypass the accident site. Besides, to prevent the possible traffic congestion,
the fog node can reduce the traffic flow into the current intersection by extending the
green time of the opposite direction at the upstream intersection. Note that the fog node
can quickly make the decisions about the phase timing plans based on the information
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from the cloud computing layer. The fog node at the downstream can also take similar
countermeasures to avoid the traffic congestion.

5 Challenges and Open Research Issues

The fog computing based traffic signal control proposed in this paper involves several
key techniques which are still in the early stages of development, such as V2V and V2I
communications. While various vehicular services are not fully implemented, cur-
rently, we can envision the potentials and benefits these technologies can bring in the
near future. Nonetheless, many challenges and open issues about the fog computing
based architecture still exist and need solutions. In this section, we present and discuss
these challenges and open issues in hope to provide inspiring guidance for the future
research within this field.
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Fig. 3. Interactions between RSUs and fog node
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5.1 Quick Decision Making for Fog Computing

With many vehicles and various sensors deployed for traffic signal control, the traffic
flow data with a variety of formats will grow explosively. The decision making based
on such a large amount of data with different formats from multiple sources is time
consuming. Thus, how to achieve real-time performance is one of the most important
issues. For traffic signal control in fog computing, the key to maintaining the real-time
response is to perform the computations locally, i.e., it is necessary to deploy efficient
signal control strategies and algorithms at the fog nodes.

5.2 Co-operations Between Fog and Cloud

Cooperation between fog nodes and the cloud is an important issue. On one hand, to
overcome the resource constraints in fog computing, computation offloading mecha-
nism is often adopted, especially for the computation intensive tasks. Some computing
modules of an application are offloaded to the powerful nodes in the cloud. On the
other hand, to reduce the transmission latency caused by task offloading, the compu-
tation should be performed locally as much as possible. Fog nodes should decide which
behaviors at what granularity level to be offloaded. In order to cooperate with each
other efficiently, fog nodes, for instance, should relay the traffic flow data to the cloud
computing layer for global phase timing optimization such as phase offset setting and
green wave achievement. Moreover, if a fog node is overwhelmed by traffic flow data
volume, it should also offload some computations to the cloud computing layer to
maintain its real-time performance.

5.3 Testbed Construction

To realize a practical fog computing based traffic signal control system, it requires the
consideration of cost, deployment, operation and maintenance at both fog computing
layer and cloud computing layer due to the large number of fog nodes to be deployed in
a city. Therefore, a testbed should be designed based on these perspectives and with the
flexibility to quickly deploy and investigate various algorithms and traffic signal control
strategies.

5.4 Transportation-Oriented Software Design for Fog Nodes

To realize a fog-upgraded traffic light control, effective transportation specified soft-
ware entities running at the fog nodes are very critical. The software entities include
application software as well as a few middleware that could support dedicated software
design with several APIs or functions. Besides the functions, these software entities
must support flexible update and upgrade to adapt to new control policies.

5.5 Trace-Driven Evaluation

In the big data era, fog computing enables us to move the computation capability near
the data source. In the smart signal control scenario, each fog node could ideally handle
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the heterogeneous data generated nearby and make control decision locally. To realize
a data-driven traffic control system in this scenario, collecting a large amount of data
with various types in different time period at different locations is important for
designing and testing of effective architectures and fog nodes. A few traces collected in
real transportation scenes could be used as the benchmark dataset for evaluating dif-
ferent proposals.

6 Conclusion

To cope with the highly computational complexity of existing traffic signal control
strategies, we in this paper have presented a new traffic signal control paradigm. We
proposed a fog computing based traffic control system where fog computing nodes are
responsible for phase timing optimization for single intersections and cloud computing
nodes for larger area traffic optimization. The architectures of both fog computing layer
and cloud computing layer are presented in detail. While this paradigm presents
tremendous potentials, many tough challenges exist. We addressed these technical
challenges and open issues to provide guidance for future research within this field.

For the future work, we plan to implement, deploy, and evaluate efficient algo-
rithms for the proposed architecture to solve the traffic signal control problems.
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Abstract. Non-obedient nodes exist in some prevailing computing environ-
ments. They tend to pursue individual interests, provide resources strategically,
and misreport private information. Strategy-proofness and group strategy-
proofness mechanisms in social choice are stimulate nodes to report their true
private information so as to enable cooperation and participation. But they are
rarely applied in computer science. Our work has introduced concepts from
social choice into computer science to solve the incentive issue of node’s truth
report about its private information, and get some meaningful results. First, we
establish an environment of non-obedient resources, design a utility function
without payment by considering nodes’ internal resource costs and feelings, and
define node preference scheme which is single-peaked. Second, we design a
mechanism for provisioning non-obedient resources based on the median voter
scheme with (n − 1) phantom voters. This mechanism is strategy-proof and
group strategy-proof when a node reports reduced value of its private infor-
mation, while when it reports increased value, strategy-proofness and group
strategy-proofness cannot be guaranteed but more resources are provided.
Finally, experiments show the strategy-proofness and group strategy-proofness
characteristics of this mechanism.

Keywords: Strategy-proof mechanism � Group strategy-proof mechanism
Provisioning non-obedient resources � Mechanism without payment
Median voter scheme

1 Introduction

With the strengthened function and the improved performance of desktop machines,
handheld devices and wearable equipment, also with the popularity of mobile net-
works, resource providers have the non-obedient characteristic of tending to pursue
individual interests and provide resources strategically. We say they are non-obedient
nodes. They do not comply with central control. And they are more susceptible of
interests driven to form malicious collusion group, destroy the reliability of the whole
system.

Non-obedient nodes exist in some prevailing computing environments. Federated
cloud [1] is to integrate resources from different providers whose sharing resources are
self-interested parties with their own goals and objectives. Nodes in P2P system share
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their resources such as compute cycles, files, and bandwidth. Their objectives are to
maximize their own interests while participating in the system. In cloud computing [2–
4], mechanisms are designed to make selfish cloud users do not have incentives to
manipulate the system by lying about their requested bundles of VM and valuation. In
Device-to-device load balancing [5], battery-limited devices must have incentives to
contribute by sharing their resources. In ad hoc networks, if nodes are profit-oriented
independent agents, some core functions of ad hoc will be affected, such as routing [6]
and multicast [7]. In pervasive computing [8], selfish users may maximize their profits
by falsely declaring their recommendations strategically. In cognitive radio networks
[9], selfish secondary users expect to achieve a higher throughput with less extra energy
cost. In vehicular ad-hoc network [10], on board unit and road side unit belong to
different service providers, it is inevitable that noncooperation and collusive false data
will happen. From above researches, resource users are always considered as non-
obedient nodes, mechanisms economically motivate users to reveal their true valuation
of resources. Resource or service providers are non-obedient nodes when the dis-
tributed application is to integrate different resources, make a decision from different
information, such as [1, 5, 8, 10] mentioned.

To manage non-obedient nodes, economics and mechanism design offer approa-
ches for cooperation. Mechanisms are designed especially for encouraging nodes to tell
true information of their resources, so that cooperation and participation can be
maintained. Strategy-proofness and group strategy-proofness are concepts in mecha-
nism design. A mechanism is strategy-proof if no node has an incentive to any other
information than his true private information, for nodes obtain maximum utility only
when they show their true private information. A mechanism is group strategy-proof if
no coalition of nodes has an incentive to collectively misreport their true private
information. In computer science, the earliest study in this area began in 2001. Nisan
and Ronen were the first to take algorithms and economics together into consideration,
and called this Algorithmic Mechanism Design [11]. The VCG (Vickrey-Clarke-
Groves) mechanism is a well-known strategy-proof mechanism [1, 3, 4, 13]. Its
characteristic is that payment of each node has nothing to do with its reported private
information, so a node’s utility cannot be improved when lying. The study and design
of group strategy-proof mechanisms were initiated by the seminal work of Moulin and
Shenker [14] and focused on cost-sharing game (A,c(S)). In computer science, there are
not many papers about applications of cost-sharing mechanism. Most researches focus
on routing solution [15], multicast service [16], recommendation reporting [8]. These
two mechanisms need payment to compensate nodes for their loss. Nevertheless, there
are many important environments where monetary payment cannot be used as a
medium of compensation, and monetary payment initialization, transfer, storage and
management in discrete control are not easy to be solved, which affects the mecha-
nism’s deployment in practical environment [12].

In our paper, we solve the incentive issue of provisioning resources without pay-
ment in computer science by using the median voter scheme in the realm of social
choice. Resource providers are non-obedient and resources is considered as compute
cycle, storage capacity, the wifi time span, download or upload bandwidth, service time
span limited by electric power and information about surrounding environment. The
incentive issue mainly focuses on stimulating the node which owns resources to report
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the true value of its private information. The false value can destroy the cooperation of
nodes. We use three terms to describe the node’s behaviors, that is, true-reporting
behavior, low-reporting behavior and high-reporting behavior. The main works we do
is to design a mechanism for provisioning non-obedient resources based on the median
voter scheme (MPR). This mechanism realizes strategy-proofness and group strategy-
proofness when a node chooses low-reporting behavior, while when it chooses high-
reporting behavior, strategy-proofness and group strategy-proofness cannot be reached
but more resources are provided. The rest of this paper is organized as follows; In
Sect. 2, we discuss related work. We introduce our environment of non-obedient
resources as well as some notion in Sect. 3. In Sect. 4, we design a mechanism for
provisioning non-obedient resources based on the median voter scheme (MPR) and
analyze its strategy-proof and group strategy-proof characteristic. Section 5 presents
the experiment results, and Sect. 6 concludes this paper.

2 Related Works

A very large body of work in strategy-proof mechanism and group strategy-proof
mechanism without payment focuses on social choice in the realm of economy with
ordinal preferences. It is rarely applied in computer science. In general, a social choice
problem can be described by these parameters [17]: a set of agents N, a set of alter-
natives A, and for each agent i 2 N a set of preference relations Ri over the alternatives
A, an allocation rule f : � Ri ! A. It is strategy-proof if the rule makes it a weakly
dominant strategy for agents to truthfully report their preferences. In work of [18], the
preferences of the agents are single-peaked. The allocation rule is that adding (n − 1)
fixed ballots to the n agents ballots and then choosing the median of this larger set of
ballots. The rule which is also called a generalized median voter scheme is proved to be
anonymous, efficient and strategy-proof. In work of [19], the set of strategy-proof
mechanism coincides with the set of generalized median voter schemes with n real
voters and (n − 1) phantom voters. The task of searching optimal mechanisms is
reduced to finding the optimal position for the peaks of these (n − 1) phantom voters.
A distributed function of (n − 1) phantom voters is given. In [20], a criterion was
proposed to compare generalized median voter schemes according to their manipula-
bility. In [21], a new facility game was studied, namely, an obnoxious facility game, on
a network where the facility was undesirable and all agents tried to be as far away from
the facility as possible. Mechanisms without money were designed to decide the
facility location so that the obnoxious social welfare was maximized and all agents
were enforced to report their true locations. They gave a first attempt at this game on
different networks and design group strategy-proof deterministic and randomized
mechanisms with approximate optimal social welfare. In [22], it was pointed that if
agents’ preference profile was a domain satisfying sequential inclusion, then any
strategy-proof social choice rule on such domain was group strategy-proof. And then,
they analyzed sequential inclusion for some preference profile domains such as single-
peaked preferences, separable preferences, lexicographically separable preferences and
the universal domain etc.
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3 Preliminaries

Definition 1. Environment of non-obedient resources.
The whole environment is composed of non-obedient nodes which are rational and

selfish. Let Ω be the set of nodes. Node can be a resource provider or a user. Com-
plicated interaction is decomposed into several simple interactions. A simple interac-
tion can be abstracted as 3-tuple (i, M, O). Let i be a resource user, i 2 Ω. Let M be the
mechanism that user i executes to produce a mechanism outcome O. An outcome O is
defined as 2-tuple (N, K), in which N denotes the resource providers set that mechanism
M has chosen and K = {kj}j2N. Each element kj in K denotes the provision level that
provider j has finally offered.

Definition 2. Private information of resource provider.
Let xi be the private information known to node i only, i 2 Ω. xi is continuously

distributed on the interval [1, |A|]. The private information is a quantifiable value which
is generated from provider’s own usable resources, willingness and feelings.

Definition 3. Provision level of resource provider.
For each provider j, it will prefer a provision level kj, which is related to its private

information. Let A be the alternatives set of preferred provision level, which is com-
posed of all the positive integers in [1, |A|].

Definition 4. Utility of resource provider.
Provider i has utility ui(k,xi), which shows the utility provider i has when its private

information is xi and the provision level is k 2 A. In mechanism, the provision level k is
finally determined by multiple providers’ reported private information profile. In our
paper, nodes are considered as entities with the same cognitive level, that is, they have
the similar form of utility function. We assume that is ui(k,xi) = k + (xi − k)2.

Note 1. The utility shows the node’s internal cost, and node is willing to minimize its
utility. k presents the cost caused by node’s final provision level. (xi − k)2 takes node’s
herd mentality into consideration, that is, the more deviation from other nodes, the
worse it feels. Since k is formed among multiple providers, it is the common level and
if node’s private information deviates more from this level, its feeling is worse and its
cost is higher.

Note 2. If xi < k exists for some reason (such as node i misreports its private infor-
mation), it means node cannot provide enough resources. In such circumstance, we let
the number of provided resources be xi, utility is ui(k,xi) = xi + (xi − k)2. Issues it
brings will be discussed in Sect. 4.

Note 3. Given any two provision levels k and l with l < k, node i is indifferent between
them if and only its private information xi is satisfied as in Eq. (1).

ui k; xið Þ ¼ ui l; xið Þ ) kþðxi � kÞ2 ¼ lþðxi � lÞ2 ) xi ¼ lþ kþ 1ð Þ=2 ð1Þ

Let
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x1;k � xi ¼ lþ kþ 1ð Þ=2 ð2Þ

Denoted by

xk � xk�1;k ¼ k � 1þ kþ 1ð Þ=2 ¼ k ð3Þ

the private information xk shows that node i is indifferent between two adjacent level
k − 1 and k. And then the inequality x1 < …<xk< … < x|A| exists.

Definition 5. Node preference scheme of provision level.
From Eqs. (1) and (2), we know if xi = xl,k, then node i is indifferent between level

l and k. If xi > xl,k, then i prefers level k to l. If xi < xl,k, then i prefers level l to
k. Similarly, if xk < xi � xk+1, i prefers level k to all the other levels.

Lemma. Node preference scheme is single-peaked.
Proof is omitted here.

4 Mechanism for Provisioning of Non-obedient Resources
Based on Median Voter Scheme

Definition 6. Median voter scheme M.

xi 2 1; jAj½ �; xki \ xi � xkiþ 1; k1; . . .; kn; a1; . . .; an�1 2 A;Mðx1; . . .; xnÞ
¼ medianðk1; . . .; kn; a1; . . .; an�1Þ ¼ a ð4Þ

In the basic median voter scheme M, there are n real voters. By [Definition 5] their
private information profile (x1, …, xn) corresponds to a preferred level profile (k1, …,
kn). Let (a1, …, an−1) denote the preferred level profile of (n − 1) phantom voters.
Paper [19] points out that one can obtain a dominant strategy incentive compatible
mechanism by adding (n − 1) fixed ballots to the n voters ballots and then choosing the
median of this larger set of ballots. The task of searching optimal mechanisms is
reduced to finding the optimal position for the peaks of these (n − 1) phantom voters.
Let lk denote the number of phantom voters with peak preference on level k in a median
voter scheme with (n − 1) phantom voters. Let z denote the largest integer that is below
z. Let C(x) = E[X|X > x] be expectation of stochastic variable X2[1, |A|] when it is
larger than x. Let c(x) = E[X|X � x] be expectation of stochastic variable X2[1, |A|]
when it is no larger than x. xk is in Definition 4.

Distribution of lk is given in [19].

lk ¼

n x2�cðx2Þ
Cðx2Þ�cðx2Þ

l m
k ¼ 1

n xkþ 1�cðxkþ 1Þ
Cðxkþ 1Þ�cðxkþ 1Þ

l m
� n xk�cðxkÞ

CðxkÞ�cðxkÞ
l m

1\k\jA

n� 1� PA�1

m�1
lm k ¼ jAj

8>>>><
>>>>:

ð5Þ
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The voter scheme will choose median number a among these (2n − 1) voters’
preferred level profile (k1, …, kn, a1, …, an−1), that is the nth number in the ascending
order.

Definition 7. Mechanism for provisioning of non-obedient resources based on median
voter scheme (MPR).

8i 2 N; xi 2 1; jAj½ �; xki\xi � xkiþ 1MPR xi; x�ið Þ ¼ ai ð6Þ

Let x−i= (x1, x2,…, xi−1, xi+1,…, xn) denote private information profile except node
i. The form of MPR shows that the outcome of mechanism is the set of provision level
{a1, …, an}, for node i, its provision level is ai. Figure 1 describes the procedure of
MPR.

Note 4. Mechanism executor is the resource user. The procedure of MPR can be
regarded as a concrete description of a simple interaction mentioned in Definition 1.

Note 5. As a concern of a certain private information profile (x1, …, xn), suppose that
node i loops r times to the end and provides level ai; node j loops t times to the end and
provides level aj . There exists ai� aj if and only if r � t; that is, the earlier node ends
loop, the larger provision level it will provide.

Note 6. Figure 1 describes the main procedure. There are some branch cases that
deserve to be mentioned. When levels set A is adjusted to only one level, that is, A = 1,
the distribution of lk does not need to be computed, and the medium number is 1. When
only one node is left in N, the distribution of lk does not need to be computed, and the
medium number is its own preferred level.

Mechanism for Provisioning Non-obedient Resources Based on Median Voter Scheme( MPR)
Input:
Resource user sends requests, and gets enough reported private information profile (x1,…,xn) from resource 
providers set N={1,...,n} , xi [1,|A|], xki < xi ≤ xki+1; 
Procedure:
Resource user computes provision level profile S={ k1,…,kn }according to [definition 5];
WHILE  N is not empty { 

compute distribution of (|N|-1) phantom voters’ preferred levels:{lk}k A; 
combine S and {lk}k A into preference profile ({ki}i N, α1,…, α|N|-1)
order preference profile in ascend and rename the elements as (y1,…,y2|N|-1); 
get the median number a of  (y1,…,y2|N|-1); 
FOR  each node i N  { 

IF ki>a THEN {
ai=a,that is, node i provides level a; 
Delete ki from  S

Delete i from N }

Let |A|=max S then adjust provision levels set A as positive integer in interval [1,|A|] } 
Output: 
resource providers set N={1,...,n} in the input phase;
provision levels set K={a1,...,an}

Fig. 1. Mechanism for provisioning non-obedient resources based on median voter scheme.
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Theorem 1. MPR is a strategy-proof mechanism when a node chooses low-reporting
behavior. While when it chooses high-reporting behavior, strategyproofness cannot be
guaranteed but this node will provide more resources.

Proof: Amechanism is strategy-proof if a node gets the minimum utility when it
chooses true-reporting behavior. Suppose that when node i’s true private information is
xki < xi � xki+1, node i prefers level ki, and its final provision level is MPR(xi,
x−i) = ai; and under falsely reported value xi′, node i prefers level ki′, and its final
provision level is MPR(xi′, x−i) = ai′. We need to prove that for 8i 2 N, ui(MPR(xi, x−i),
xi) � ui(MPR(xi′, x−i), xi) is established, that is, ui(ai, xi) � ui(ai′, xi) . There are two
cases during the mechanism’s execution when node i’s reporting value is xi.

Case 1. Node i ends up in one loop. Reorder (ki, k−i, a1, …, an−1) in ascend and
rename it as (y1, …, y2n−1). Then MPR(xi, x−i) = median(y1, …, y2n−1) = ai, and ki> ai.
Let Y = {j|yj� ai} denote node’s subscript set in which the node’s preferred level is
not larger than ai. Obviously, |Y| � n. Then, we reorder (ki′, k−i, a1,…, an−1) in ascend,
rename it as (z1, …, z2n−1) and let Z = {j|zj� ai}. There are two behaviors that node
i can choose. One is high-reporting behavior. Since ki′ cannot decrease the number of
elements that is less than ai, then |Z| � n is still established. Note that for every b
which satisfies |{j|zj� b}| � n, we have ai′ = median(z1,…, z2n−1) � b. Then, as for
|{j|zj� ai }| � n, we have ai′ � ai� ki. From [Lemma], ui(ki, xi) � ui(ai, xi) �
ui(ai′, xi) is established. The other is low-reporting behavior. If node i still ends up in
one loop, then ki′ increases the numbers of elements which is less than ai at most, and |
Z| � n is still established. Similarly, we have that ai′ � ai � ki, that means ui(ki,
xi) � ui(ai, xi) � ui(ai′, xi). If node i ends up in multiple loops, then ai′ � ai� ki is
still established by [Note 5].

Case 2. Node i ends up in multiple loops. Consider two behaviors of node. One is low-
reporting behavior. The lower value node reports the more loops it needs to end. Then
ai′ � ai� ki is still established. The other is high-reporting behavior, which makes the
node end up in fewer loops. Then ai� ki� ai′ and ai� ai′ � ki will exist. From
xki < xi � xki+1, we have ki< xi� ki+ 1, then ai� ki� ai′ � xi or ai� ai′ � ki< xi.
It may exist ui(ai,xi) � ui(ai′, xi) that means utility of high-reporting behavior is less
than utility of true-reporting behavior, and strategy-proofness cannot be guaranteed.
But on the other hand, since ai′ is the final provision level node i will provide, it finally
provides more resources. As for ai� ki� xi� ai′, node i’s actual resource is not
enough, and a rational node will not make such a decision. If this case happens, we let
node i to provide all the resource it has, which also causes node i to provide more than
in the case of true-reporting behavior.

Theorem 2. MPR is a group strategy-proof mechanism when a node chooses low-
reporting behavior. While when it chooses high-reporting behavior, group strategy-
proofness cannot be guaranteed but this node will provide more resources.

Since the proof is similar with Theorem 1, proof is omitted here.
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5 Experiments

We implemented the experiments in Java. We did not choose the common network
simulator for we only verified the strategyproofness and group strategy-proofness. Set
200 resource nodes, 100 provision levels |A| = 100, stochastic variable X in C(x) = E
[X|X > x] and c(x) = E[X|X � x] was uniformly distributed in [1,|A|].

Experiment l and Experiment 2 were designed to prove strategy-proofness of MPR,
we did multiple executions of MPR, and there was only one node misreport in one
execution. Node selection was random and if a node was selected in an execution, it
would not be selected any more.

Experiment l. Two hundred executions of MPR were run. In every execution, only
one of the 200 resource nodes chose low-reporting behavior and reported 60 levels
lower than true-reporting behavior. Utility differences between the two behaviors were
calculated. Figure 2 illustrated that the utility of low-reporting behavior was not less
than the utility of true-reporting behavior, which meant strategy-proofness was guar-
anteed when the node chose low-reporting.

Experiment 2. Nodes which end up in multiple loops were selected, and the provision
level was reported 60 levels higher than true-reporting behavior. The utility differences
and total number of final provided resources was calculated. Figure 3(a) illustrated that
there existed nodes whose utility of high-reporting behavior were larger than utility of
true-reporting behavior. Therefore, it was not strategyproofness when nodes chose
high-reporting behavior. On the other hand, from Fig. 3(b), we saw that high-reporting
behavior increased node’s provision levels, and caused total number of final provided
resources to increase.

Experiment 3 and Experiment 4 were designed to prove group strategy-proofness of
MPR, we conducted one execution of MPR, selected a coalition from the 200 resource
nodes, and let some nodes in the coalition misreport.

Experiment 3. In the nodes set which ended up in one loop, we randomly selected
30% nodes as a coalition, and let 80% nodes in the coalition choose high-reporting
behavior or low-reporting behavior with the provision level was reported 60 levels

Fig. 2. Utility differences between low-reporting behavior and true-reporting behavior when 60
provision levels are reported lower than true-reporting behavior
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lower or higher randomly [Fig. 4(a)]. Experiments showed that utility of misreporting
behaviour was not less than utility of true-reporting behaviour, it was group strategy-
proofness for nodes which end up in one loop.

Experiment 4. In all the nodes, we randomly selected 30% nodes as a coalition, and let
80% nodes in the coalition choose (1) low-reporting behaviour with the provision level
was reported 60 levels lower randomly [Fig. 4(b)], (2) low-reporting behaviour or high-
reporting behaviour with the provision level was reported 60 levels lower or higher
randomly. Since the negative utility difference from the original data was too small to
show clearly in coordinates, we used log value of utility and get their differences [Fig. 4
(c)]. Experiments showed that it was group strategyproofness for any kind of nodes
when they chose low-reporting behaviour. While, it was not group strategy-proofness
when they chose high-reporting behaviour or randomly misreporting behaviour. From

Fig. 3. Utility differences between high-reporting behavior and true-reporting behavior for
nodes end up in multiple loops

Fig. 4. Utility differences between misreporting behavior and true-reporting behavior for nodes
in coalition
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Fig. 4(c), there were only 3 nodes that did not reach group strategy-proofness, but the
total resources that they provided was larger than in true-reporting behaviour as shown
in Fig. 4(d).

6 Conclusion

Our work has introduced concepts from social choice into computer science to get
some meaningful results. Mechanism we designed is suitable for nodes with two
characteristics. One is that rational nodes are trying to conceal their actual ability and
provide fewer resources. Our work not only encourages nodes to show their true
information but also makes nodes provide more resources when truth incentive fails.
The other is nodes’ utility can be described by their internal cost and feelings, so that
payment is not important to effect nodes’ choice. Our future work will focus on the
utility function that can reflect nodes’ cost and feeling in a suitable way.
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Abstract. Since most supply chain processes include operational risks, the
effectiveness of a corporation’s success depends mainly on identifying, ana-
lyzing and managing them. Currently, supply chain risk management (SCRM) is
an active research field for enhancing a corporation’s efficiency. Although
several techniques have been proposed, they still face a big challenge as they
analyze only internal risk events from big data collected from the logistics of
supply chain systems. In this paper, we analyze features that can identify risk
labels in a supply chain. We propose defining risk events based on the associ-
ation rule mining (ARM) technique that can categorize those in a supply chain
based on a company’s historical data. The empirical results we obtained using
data collected from an Aluminum company showed that this technique can
efficiently generate and predict the optimal features of each risk label with a
higher than 96.5% accuracy.

Keywords: Risk identification � Supply chain management
Association rule mining � Big data

1 Introduction

Due to the increasing varieties of uncertainties in supply chain management, the per-
formance of a supply chain has become unreliable as it faces different risk events.
A supply chain risk is defined as “the prospect and influence of surprising macro and/or
micro level proceedings or conditions that poorly impact any portion of a supply chain
yielding to irregularities, strategic level failures, or tactical or operational issues” [1].
Mitigating these risk events through SCRM approaches that inspect and control them
as much as possible has become an ongoing interest of researchers [2].

Supply chain risks are categorized as either disruption or operation [1, 3]. The
former occurs via natural disasters, such as earthquakes and floods, which are difficult
to control or predict while the latter relates to supply-demand management and are a
result of unsuccessful processes, people and systems, such as quality or delivery issues.
As operational risk labels can be managed and predicted if their events are carefully
analyzed [3], we focus on defining risk events based on the internal and/or external
features of the relevant supply chain.
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Operational risk events can emanate from either internal or external sources based
on the features of the supply chain. Internal risk features include all the uncertainties
originating from the flow of information between a customer and supplier while
external ones involve issues regarding the environmental dynamics in various areas [4,
5]. The profitability of a supply chain depends mainly on identifying and managing all
these events.

In this paper, we try to determine the important data features and their rules that can
identify risk events from big data collected from supply chain systems. More specifi-
cally, we use the ARM technique that can estimate the highest correlation between
features based on support and confidence measures [6, 7]. In order to validate the
reliability of this method, we collected different internal and external data features
associated with four risk labels (i.e., quality, delay, price and wrong products) iden-
tified by company experts. The experimental outcomes revealed that the ARM tech-
nique can reliably find the optimal rules and features of these labels.

The rest of this paper is organized as follows. Section 2 discusses the background
and studies related to this research. Section 3 explains the proposed methodology and
evaluation of its performance. Section 4 describes the experimental results. Finally,
Sect. 5 presents the conclusion of the study.

2 Background and Related Studies

Over the last few years, the performance of a supply chain has been affected by
operational risks [5]. Most recent research studies [1, 3–5] attempted to mitigate these
risks by investigating the features in the historical data of a supply chain’s process.
Although a few studies considered the important features required to determine oper-
ational risk events [8], they did not clearly define the impacts of those that accurately
indicate possible risk events.

Measuring and identifying the correlation and dependency between the internal and
external features of a supply chain in order to recognize/mitigate risk events have
become a big challenge. Some researchers tried to identify risk using variance-based,
fuzzy logic and mining techniques [3, 9]. Heckmann et al. [11] developed a stochastic
mathematical formulation for designing a network of multi-product supply chains
comprising several capacitated production facilities, distribution centers and retailers in
uncertain markets.

Rangel et al. [12] examined the external events which directly affect a supply chain,
such as economic, governmental, social and technological risk operations. McGregor
and Smit [13] investigated the roles of contractual completeness and complementary
enforcement practices, such as monitoring and sanctioning under fluctuating risk sce-
narios, in identifying and minimizing risk. However, the authors stated that to
undertake systematic rights with due diligence, there is still the issue of determining
and mitigating the external features of risks in SCRM due to the shortage of supply
chain information. Also, external risk labels are not sufficiently clear to evaluate the
cycle of a supply chain.

Recently, many researchers applied data-mining algorithms to SCRM with enter-
prise resource planning (ERP) to mine and predict important patterns from the data
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collected. Haery et al. [10] implemented the ARM mechanism to determine and val-
idate the criteria for selecting suppliers. Zhang et al. [14] qualitatively identified the
delay risk labels of suppliers and quantitatively described the relationship between
them and the degrees of delay of ARM algorithms. Ganguly et al. [15] assessed
different supply chain risks linked to the agility of an organization using the ARM
method to help decision-makers define risk events that could occur in the relevant
organization in order to establish sustainability in the market.

3 ARM for Risk Identification

Since the ARM technique has several advantages in terms of accurately correlating all
the information in a data collection [6, 7], we use it to define the important internal and
external features that can recognize and mitigate risk events in the domain of a supply
chain. It is a data-mining technique that calculates the degree of correlation
between two (or more) variables in order to determine the greatest itemset of rela-
tionships between observations [6, 7]. For example, assuming a set of variables
(V ¼ fv1; v2; v3; . . .; vNg) and a set of transactions (T ¼ t1; t2; t3; . . .:; tN) from a data
collection (D), for each transaction (tj), each 1� i�N is a set of features, where ti�r,
with the association rule v1 variable1ð Þ ) v2ðvariable1) subject to constraints
(1) 9ti; v1; v2 2 ti, (2) v1 � r; fv2 � r and (3) v1 \ v2 ¼ ;.

To create a rule, two functions in ARM, support and confidence, have to be
estimated. Support defines the frequency ratio of each row’s value to determine the
association percentage using Eq. (1). Confidence is the frequency of a precedent if the
antecedent has already occurred using Eq. (2).

support v1 ) v2ð Þ ¼ j#tijv1; v2 2 tij
N

ð1Þ

confidence v1 ) v2ð Þ ¼ j#tijv1; v2 2 tij
j#tijv1 2 tij ð2Þ

The ARM technique discovers the existing itemsets that estimate the strongest rules
by satisfying the conditions that: (i) support is equal to or greater than a user-specified
minimum support (support�minimum support); and (2) confidence is equal to or
greater than the minimum confidence threshold (confidence�minimum confidence).

The process of applying ARM to measure risk events in a supply chain is depicted
in Fig. 1. In the training phase, we compute the strongest features and rules for each
risk label and, in the testing phase, measure the accuracy in terms of correctly predicted
rules based on the specified minimum support and confidence probabilities, as
empirically explained in Sect. 4.
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4 Experimental Results and Explanation

This section discusses the data collection process, measures used to evaluate the ARM
technique for defining risk events in a supply chain and experimental results obtained.

4.1 Big Data Collection Process and Evaluation Measures

The proposed technique is tested using a dataset collected from an Aluminum com-
pany, with the steps for pre-processing the data discussed in the following and depicted
in Fig. 2. Firstly, big data from SLAs, including the data features and attributes of a
supply chain, is collected. This requires a great deal of effort as it is in the XML format
and involves a huge amount of data, known as big data [16]. Then, this data is recorded
in a SQL format to make it easier for the proposed technique to define risk events and
their likelihoods. The ARM technique is trained and tested using 5000 instances, where
the training set includes 3500 instances and the testing set involves 1500 instances.

Input attributes 
associated with risk 

factors

Apply association 
rule mining with 

specific support and 
confidence level

Select the highest 
rules for each risk 

events

Generate optimal rule 
sets of each risk events

If rules are
satisfied confidence 

and support 
level

Testing phase

Test the accuracy 
and error rate of 

different risk factors

Training phase

Output

Yes

No

Fig. 1. Process of applying ARM to define risk events
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Secondly, the main label variables that can lead to defining supply chain risks, such
as prices, and delay their effects on supply chain operations are identified by asking
CEO/experts at the company how they are used. The experts assisted in defining
accurate risk events that enable us to effectively train and validate the ARM technique.
The dataset contains information about the components of the final products of Alu-
minum and their attributes, as shown in Table 1. According to the values of these
attributes, the expert can manually specify the possible risks that face the company.

More specifically, this dataset comprises four risk labels, namely quality, delay,
price, and wrong-product. For example, quality risks/issues have a great effect on
manufacturers’ businesses, which must have servers of the highest quality, with
replacing their extremely expensive components related to high price risks (i.e., causing
a considerable increase in a product’s price). Finally, to automatically identify the
likelihoods of risks at the company, the correlation between risk events and their
attributes is determined using the ARM.

This technique is evaluated using accuracy and error rate measures which are the
percentages of all items and rules correctly and incorrectly classified, respectively,
where error = 100-accuracy.

4.2 Discussion Regarding Using ARM to Identify Risk Events in Supply
Chain

The ARM technique is used to estimate the associations between the attributes of each
product and their risk labels identified by experts in order to establish dynamic rules that
can define any possible future risks, with the likelihood of each risk event occurring

Internal data from 
(SLAs)

External informa on 
from media/news such 

as the current price 
product

Data Collec on Stage

XML format

Ole data DB

Apply the ARM 
technique

Fig. 2. Pre-processing steps for the dataset used
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automatically estimated based on computing the average of the support and confidence
measures (i.e., importance). As the importance level is specified by the probabilities
0.25, 0.50, 0.75 and 1, by determining which can achieve the best accuracy, we can
decide which of the rules it generates can be best used to recognize risk events.

Table 2 presents an example taken from the Aluminum data collection that depends
on the features of price and quantity to buy which indicates attributes and risk labels,
with the same product and location possibly having different risk labels.

Table 1. Attributes and corresponding risk labels of Aluminium dataset

Attribute Risk type Description

Products Internal/external Products manufactured and ready for sale
Location Internal/external A place inside/outside the country from which

orders originate
Quantity on hand Internal The products available in the warehouse and

ready to use
Quantity in the
purchase requisition

Internal/external A document used as part of the accounting
process to begin buying goods or supplies

Estimated date for
receipt

External The expected date for receiving a purchase which
could be in the long or short-term

Safety stock Internal/external Additional products in the inventory reserved to
reduce shortages

Minimum quantity Internal The minimum number of products the company
needs to order

Maximum quantity Internal/external The maximum number of products the company
needs to order

Quantity to buy External The number of products the company needs to
buy at one time

Price External The number of suppliers wanting to sell their
products

Risk labels Internal/external Any attribute that may increase the likelihood of
risk events developing

Table 2. Example is taken from Aluminum dataset with four risk events and their attributes

Products Location Initial
Order

Quantity
On hand

Quantity
in PR

Estimate date
to receive

Safety
stock

MIN
quantity

Max
quantity

Quantity
to buy

Price Risk
labels

Bottom
block

Emc
parts

4 1 4 48 6 116 383 91 30.9 Price

Bottom
block

Emc
parts

5 2 5 64 11 159 418 109 57.5 Quality

Distribution
trough

Emc
slab

1 0 1 15 5 134 345 550 350 Delay

Distribution
trough

Emc
slab

1 0 1 35 19 175 235 153 18.6 Price
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Based on an expert’s view, the first row is labeled ‘price’ because, although the
price of the product was high at that time, to change the supplier would cost the
company more. The second row, ‘quality’, indicates that the company bought a low-
quality product at a relatively low price in order to survive in the market for some time.
The third row is entitled ‘delay’ because the quantity to buy was so large and the
supplier took too long to deliver the product to the company which meant that cus-
tomers could not be provided with their orders on time. The fourth row is labeled
‘price’ as the price was high for that product and the estimated time for its delivery
greater than that for the product in the first row at that time because the company had
some of it in its safety stock.

Using the ARM technique, the important features are correlated with the risk events
that might occur for the company; for example, although the price of a product
increases considerably, the company has to buy it in order to retain its customers. In
such a situation, the price, quantity to buy, quantity in stock and location affect the risk
events in terms of a high price, delay or quality. Therefore, the values of these features
should be associated with the events that differ from one company to another.

The ARM technique can generate a set of rules regarding the most repeated values
of the features and then create the important ones, such as quantity on hand and
quantity in PR, and correlate them with their risk labels, as shown in Fig. 3. It com-
putes the best rules that can predict risk events related to both internal and external
situations although the processes for identifying and managing them are different.
Then, the feature values are estimated within particular ranges that automatically
generate the best rules for each risk event based on the company’s data.

As shown in Fig. 4, the most important features of risk events are generated from
the entire set of the ARM technique based on the highest importance that produces the
best accuracy. In Fig. 5, it can be seen that the 0.75 importance level achieves the best

Fig. 3. Some important features of four risk events and their rules
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accuracy of 96.5% with a 3.5% error rate which means that this technique can define
events based on the important features of Aluminum products by using the highest
level of importance to build the best rules.

A company can benefit from this technique by feeding it different attributes of its
products in order to assist in automating the way of defining and predicting risk events
in supply chains. The technique depends on using historical data and small samples of
each risk selected by experts in order to improve the performance of the technique.

Fig. 4. Important features defining price and delay risk events
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5 Conclusion

This paper discussed using the ARM technique to define risk labels in supply chain
systems by training and validating it on data collected from an Aluminum company. It
could select the strongest rules associated with the risk labels, and extract the most
important features from them to clarify the significant features of each risk event. As
the probability importance levels were adjusted to select those which could
achieve/specify the best accuracy, this technique successfully defined the risk events in
the data collection, with the experiments revealing that it could define risk labels with
high accuracy. The aim of this proposal was to provide a company with the means to
predict any risk issues in its supply chain by learning the technique using some samples
of the products it deals within the market. In the future, we will extend this study to
quantify these risks to decide which are very dangerous and how a company should
mitigate them if they occur.
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Abstract. In order to improve the quality of life and the efficiency of
work, users need timely and accurate services provided by mobile devices.
However, for the same service, different users have various personalized
use styles, such as usage time, invoking frequency, etc. As a result, the
accuracy of real-time service recommendations often depends on effec-
tive user behavior analysis. Technically, user behaviors associated with a
certain service could be reflected with traffic, CPU, memory and energy
consumption during app running. In this paper, an app usage inference
method, named TrCMP , is investigated. This method takes Traffic,
CPU, Memory and Power into consideration in a comprehensive way
for analyzing user behaviors. Extensive experiments are conducted to
validate the efficiency and effectiveness of our method.

Keywords: App usage · Behavior · Service enhancement · Android

1 Introduction

Recently, the massive adoption of mobile devices has dramatically changed the
life of people [1]. To satisfy different needs of mobile users, a large number of
applications with various functions continue to emerge [2]. Meanwhile, mobile
users are increasingly keen to use mobile applications to accomplish kinds of
tasks. In fact, user running apps usually has a certain regularity [3]. For example,
when a user is at leisure, he is accustomed to using mobile applications for
shopping, watching videos, chatting or playing games. When a user is working,
he is keen to use apps to view texts, view emails or edit documents. Therefore,
through the analysis of the app usage, certain user behavior pattern can be
obtained. It should be mentioned that behavior analysis has a positive effect
on providing timely and accurate services for mobile users [4]. To obtain the
regularity, the app usage information should be obtained properly.
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How to get app usage information? Currently, there is a way through traffic
analysis [1,5]. Another way is by analyzing public resources [3,6]. However, cur-
rent methods usually take only one profile (e.g., traffic, power consumption) into
consideration, which is suboptimal for inference result. Moreover, to the best of
our knowledge, current methods cannot speculate apps running in offline state.
In this paper, a method, named TrCMP , is investigated to infer app usage run-
ning on Android devices. This method takes Traffic, CPU, Memory and Power
profiles into consideration for analyzing user behaviors.

The main contributions of this paper are three folds. Firstly, Android’s public
resources and mobile apps communication methods are introduced. Meanwhile,
the communication packet structure to find app-related information are ana-
lyzed. Secondly, the similarity of CPU, memory and power profiles during dif-
ferent apps running, and the differences in online and offline states are studied.
Lastly, we combine four profiles for overall analysis and demonstrate the perfor-
mance of our method in both online and offline states through experiments.

The rest of this paper is organized as follows. In Sect. 2, preliminary knowl-
edge about Android’s public resources and network packets are introduced and
problem of inferring app usage using single profile is analyzed. Subsequently, in
Sect. 3, our method is described to infer app usage via traffic, CPU, memory and
power analysis. Experimental results are presented in Sect. 4 to demonstrate the
performance of our method. Section 5 summarizes the related work and Sect. 6
concludes the paper with some thoughts for future work.

2 Background and Motivation

2.1 Background

Public Resources. Public resources are a set of resources that apps can access
and use freely. Most of the public resources in Android are located in two virtual
file systems, i.e. sys and proc. The sys uses the Linux unified device model as
a management function in addition to viewing and setting kernel parameters.
The proc exists only in memory and does not occupy external memory space.
It provides an interface for accessing system kernel data in the form of a file
system. The voltage and current can be obtained from sys. The memory usage
and CPU usage can be obtained from proc.

Mobile Telecommunication. Almost all mainstream applications use Internet
Protocol (IP) in network layer, Transmission Control Protocol (TCP) or User
Datagram Protocol (UDP) in transport layer and HyperText Transfer Protocol
(HTTP) in application layer [5]. Since IP addresses of the remote server of mobile
apps are fixed, it is possible to analyze the communication server from the IP
address. The Host, recorded in the header of the HTTP packet that will be
sent to the remote server, can be used to obtain the domain name of the server.
Therefore, the server that the app communicate with can also be analyzed.
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2.2 Motivation

In order to explore the profile features of different applications, we perform
experiments on some apps and obtain the CPU, memory and power profiles
during app running, as shown in Fig. 1. Figure 1(a) demonstrates the CPU usage
profiles of QQ and iQIYI. Figure 1(b) demonstrates the memory usage profiles of
Douyin and Weibo. Figure 1(c) demonstrates the power profiles of NetEase Cloud
Music and WeChat. It is difficult to recognize different applications through
single profile. Accordingly, it prompt us to take four profiles into consideration.
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Fig. 1. Profiles comparison of several apps.
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Fig. 2. NetEase Cloud Music running profiles in online and offline states.

We sample CPU, memory and power information of multiple applications in
online and offline states and compare them. As shown in Fig. 2, the CPU usage,
memory usage and power of NetEase Cloud Music in online and offline states
are shown in Fig. 2(a), (b) and (c). In online state, due to the use of network,
the usage of CPU and memory, as well as power are significantly higher than
those in offline state. Therefore, it is necessary to separate the measurements
and analyze them on the basis of different network conditions.
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3 TrCMP Design

3.1 Method Overview

In this section, a general overview of our method is provided. As shown in Fig. 3,
our method consists of the following four steps. (1) Data Collection. We introduce
the data collection from Android device. Measurements of CPU, memory and
power can be obtained from Android’s public resources and traffic information
can be obtained by collecting the network packets. (2) Data Processing. The data
processing method is introduced. (3) Classifier Training. We use the processed
data to train the classifier using machine learning technique. (4) App Inference.
The app usage is inferred using our trained classifier.
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Fig. 3. Overview of TrCMP.

3.2 Data Collection

Traffic. The VPNservice interface in Android platform is used to establish a
virtual VPN connection so that all traffic can pass through it. This allows us to
collect all traffic packets. The specific implementation process is as follows.

According to the preliminary knowledge in Sect. 2.1, we know that most of
the communication protocols used by mobile apps include IP, TCP, UDP and
HTTP. Therefore, we mainly collect packets that send to the remote server using
these four protocols. The prerequisite of collection is to obtain user authorization.
When packets are collected, the timestamp, destination IP address, protocol type
and host value of the HTTP packet header are extracted on the current device
and will be sent to the server for analysis. The traffic data collected by the server
should be multiple tuples (timestamp, IP , protocol, host).

CPU. The current CPU usage information can be checked by accessing file
/proc/stat. The method for calculating CPU usage is as follows:

(1) Sample two CPU data of sufficiently short time intervals, denoted as t1, t2,
respectively;
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(2) Calculate CPU time at t1 and t2, denoted as cpuT ime1, cpuT ime2;
(3) Calculate CPU usage cpuUsage, where

cpuUsage =
(cpuT ime2 − idle2) − (cpuT ime1 − idle1)

cpuT ime2 − cpuT ime1
∗ 100%.

After the CPU usage is obtained, it is needed to get the network state. As
found in Sect. 2.2, an app in different network states has different CPU, memory
and power profiles. The device network state (ON or OFF) can be checked by
creating a ConnectivityManager object and calling a specific command. After
getting the network state, there is a tuple (timestamp, networkstate, cpuUsage).
Multiple tuples should be collected on the device.

Memory. Since the memory used during the execution of each application has
its own features, the memory usage is analyzed to infer the app used at a certain
moment. By obtaining the data in /proc/meminfo, current memory information
of the device can be got. Therefore, the memory usage memoryUsage can be
obtained by the formula,

memoryUsage =
totalMemorySize − availableMemory

totalMemorySize
∗ 100%.

After memory usage and network states are obtained, the memory datasets on
the device should be multiple tuples (timestamp, networkstate,memoryUsage).

Power. Since the energy consumption in each application running has its own
unique features, energy consumption will be analyzed to infer the app used at a
certain moment. We can get the V oltage and Current measurements by check-
ing /sys/class/power supply/battery file, and calculate the Power based on
Power = V oltage ∗ Current.

After the power and network states are obtained, the power profiles collected
on the device should be multiple tuples (timestamp, networkstate, Power).

3.3 Data Processing

When enough data is collected, it is transmitted to the server for analysis. The
transmission method is using network in online state and data cable in offline
state. The data of CPU, memory, power and traffic with same timestamp are
combined into one measurement. Then the measurements are divided into online
dataset and offline dataset by networkstate and data processing are performed
on dataset separately.

Firstly, we consider a dataset D = (d1, . . . , dn), where di is the i-th
measurement for all i ∈ [1, n] and n is the total number of measurements,
di = (timestamp, networkstate, cpuUsage,memoryUsage, Power, IP, protocol,
host). Dataset D represents online or offline dataset.

Secondly, data cleaning techniques are used to separate noise data from nor-
mal data for measurements of CPU, memory and power, respectively. The recog-
nition operation first calculate the population mean μ, the variance σ and the
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confidence interval [μ − ζ σ√
n
, μ + ζ σ√

n
] using Chebyshev theorem. Then noise

data is deleted based on the confidence interval. Next, the gap value is filled by
neighboring data average method.

Thirdly, a sliding window of length W and offset factor r on D is applied to
generate a sequence samples S1, . . . , Sk of equal length, where

Si = (D(i−1)rW+1, . . . , D(i−1)rW+W ),

for all i = 1, . . . , k, and k =
⌊

n−W
rW

⌋
[3]. In this paper, we empirically set r to

0.1 and choose W such that rW ∈ Z.
Lastly, as for CPU data, the following features are extracted from sample

Si and CPU feature vector cpuFeature is generated: the average, the 20th,
50th and 80th percentile, the standard deviation (SD), the maximum, and the
minimum, denoted by Ci avg, Ci 20pctl, Ci 50pctl, Ci 80pctl, Ci SD, Ci max, and
Ci min, respectively. In the same way, memory feature vector memoryFeature =
(Mi avg,Mi 20pctl,Mi 50pctl,Mi 80pctl,Mi SD,Mi max,Mi min) and power fea-
ture vector powerFeature = (Pi avg, Pi 20pctl, Pi 50pctl, Pi 80pctl, Pi SD, Pi max,
Pi min) can also be generated.

As for traffic data, the destination IP address and host value of the HTTP
packet header are processed first. IP address intervals of known servers are col-
lected as much as possible. Then the collected IP address are compared with the
IP address intervals. When IP matches, the corresponding server id is used as
our IP feature value. To process host, the key word that can represent a server
or a company is extract as our host value. Then IP , protocol and host with
the most occurrences are selected as traffic feature vector trafficFeature =
(IP, protocol, host) from sample Si.

3.4 Classifier Training and App Inference

Initially, all the feature vectors extracted from samples are aggregated into
a set. A feature vector include cpuFeature, memoryFeature, powerFeature
and trafficFeature. Subsequently, the classifier is trained through lightweight
machine learning techniques and a 10-fold cross validation is performed with
the set on Random Forest (RF) [7] classifiers. We use Weka [8], an open source
machine learning and data mining software based on JAVA environment for our
experiment. Lastly, the trained classifier is used to infer app usage.

4 Performance Evaluation

In this section, we first introduce the experiment setup, and then give a detailed
description and summary of the experimental results.
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Table 1. Popular apps in different categories

Categories Apps

Social QQ, WeChat, Tantan, Weibo, Toutiao, QQ Postbox

Searching Baidu, Zhihu

Video Tik Tok, Kuaishou, iQIYI, Tencent Video

Music NetEase Cloud Music, QQmusic

Reading Anyview

Shopping Taobao, JD, Pinduoduo, Alipay

Journey Hellobike, Baidumap, Meituan

Game PUBG Mobile, Glory of The King, Anipop

4.1 Experiment Setup

Target Apps. According to the rankings of the Android application markets
like Wandoujia1 and Google Play2, the most popular 25 apps of various types
are selected as target apps for our experiments. Most of these applications are
required to be used normally in online state. In order to reflect the excellent
performance in offline state of our method, some apps that can still be used
offline such as NetEase Cloud Music, QQmusic, Baidumap, Tik Tok, Anyview,
iQIYI have been chosen. The specific selected apps are shown in Table 1.

Data Collection. An Android app is developed whose main function is to
obtain current, voltage, current networking states, memory usage, CPU usage,
grab network traffic packets, and then transmit the data to the server for anal-
ysis.

In order to demonstrate that our method can perform well in different devices
and different versions of the Android system, we use Motorola victara retcn with
Android 6.0 and Android 7.0 and Xiaomi with MIUI 6 and MIUI 7 to collect
data. Fifteen volunteers are recruited for our experiment, i.e. five women and ten
men. Volunteers are required to use 6 different apps within 60 min, and cannot
run other apps in the background as one app is running. The collected datasets
were divided into 80% for training and 20% for testing.

4.2 Experimental Results

A lot of experiments are finished to test the performance of our method and com-
pare with the method via power, CPU, memory and traffic analysis, respectively.
Our method also be tested in different devices with different system versions.

Offline Perfomance. Some experiments are finished to test the performance of
using CPU, memory and power in offline state to infer app usage, and compare
1 http://www.wandoujia.com/apps.
2 https://play.google.com/store.

http://www.wandoujia.com/apps
https://play.google.com/store
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Fig. 4. TrCMP performance in online and offline states under different window size.

with the results obtained by considering individual profile. We test our method
using different algorithms and found that the best performance can be achieved
when using the RF algorithm. It can be seen from the Fig. 4(a), as the length
of the window increases, the number of measurements in one sample increases,
and the unique features of app from every sample become more precise, thereby
improve the accuracy of recognition. The recognition accuracy can be achieved
up to 88.09%, 86.94% 86.79% using RF algorithm when consider CPU, memory
and power profile, respectively. The accuracy of analyzing CPU, memory and
power comprehensively can be achieved up to 95.84%, is higher than that accu-
racy of analyzing a single profile. The relatively high accuracy indicates that our
method combining CPU, memory and power analysis in offline state is effective.

Online Performance. We experimentally test the performance of analyzing
traffic, CPU, memory and power profiles in online state to infer app usage, and
compare with the results obtained by analyzing individual profile. As can be seen
from the Fig. 4(b), under different window lengths, the recognition accuracy can
be achieved up to 89.71%, 87,53%, 85.79% and 70.86% using RF algorithm when
consider CPU, memory, power and traffic profile, respectively. The accuracy of
our method is obviously higher than the accuracy of analyzing a single profile
and can be achieved up to 97.75%. The relatively high accuracy indicates that
the method combining traffic, CPU, memory and power analysis in online state
is effective.

Performance in Different Devices and System Versions. A comparison
of TrCMP performance is made between online state and offline state using
RF in different devices, Motorola victara retcn with Android 6.0 or Android
7.0 and Xiaomi with MIUI 6 or MIUI 7. As can be seen from the Fig. 5, our
method can achieve fine performance without being affected by different devices
or system versions. For Motorola, our method can achieve up to 94.77% and
95.84% in offline state and 97.29% and 97.75% in online state with Android 6.0
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Fig. 5. Comparison of performance between online and offline states in different devices
and system versions.

and Android 7.0, respectively. For Xiaomi, our method can achieve up to 93.31%
and 93.92% in offline state and 97.15% and 96.95% in online state with MIUI 6
and MIUI 7, respectively.

5 Related Work and Comparison Analysis

In this section, we will introduce the current research progress on the app usage
inference. Nowadays, app usage information has been attached importance by
academia and industry and research on this topic has been increased during past
some years.

The usage of mobile applications can be analyzed by many means. There
is a way by traffic analysis [1,2,5,9]. In [5], Dai et al. proposed NetworkPro-
filer for automatically generating network profiles for identifying Android apps
in the HTTP traffic. BIND [9] leveraged dependence in packet sequences on
encrypted network traffic for end-node identification evaluated over app finger-
printing. In [2], Taylor et al. presented AppScanner for the automatic finger-
printing and real-time identification of Android apps from their encrypted net-
work traffic. FLOWR [1] can automatically identify mobile apps by continually
learning the apps’ distinguishing features via key-value pairs in HTTP headers
analysis.

There is another way to infer app usage by analyzing user states [10–12].
In [10], Liu et al. explored multiple aspects of such behavioral data and presented
patterns of app usage. Shehu et al. in [11] proposed computing app fingerprints
exploits invariants found among pairs of metrics, collected during app execution.
In [12], Yang et al. characterized the usage pattern of mobile apps and exhibited
how the mobility, geospatial properties and behaviors of subscribers affect their
mobile app usage at a fine-grained level.

Another method is by public resources analysis [3,6]. In [3], Chen et al. pre-
sented the design and evaluation of POWERFUL, which can fingerprint sen-
sitive mobile apps by analyzing the power consumption profiles on Android
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devices. In [6], Zhou et al. developed an app without any permission with three
unexpected channels: per-app data-usage statistics, Address Resolution Protocol
information, and speaker status to infer app usage.

In comparison with the above methods for app usage inference, our method
integrates traffic, CPU, memory and energy consumption analysis to minimize
the impact of many factors such as network states, environment, equipment and
system versions on the accuracy of speculation. It can infer app usage whether
the device is in both online or offline state. Inference accuracy for app usage can
be achieved up to 95.84% in offline state and 97.75% in online state.

6 Conclusion

In this paper, we developed TrCMP , a method for app usage inference via
Traffic, CPU, Memory and Power analysis. It can implement mobile app usage
inference in both online and offline states on Android devices. A large number
of experiments prove that our method can recognize the apps with up to 95.84%
in offline state and 97.75% in online state. In the future, we plan to analyze
more data to generate specific and accurate user behavior pattern and serve for
providing precise service recommendation. At the same time, user privacy can
be threatened in the process of speculating app usage. How to protect user data
security without affecting apps functions is also a direction of our future work.
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Abstract. During the implementation of the container checkpoint strategy,
checkpoint downtime is a pivotal performance indicator. Shorter downtime is
especially important for systems that provide critical services. To reduce the
checkpoint downtime, an adaptive pre-replication checkpoint strategy named
APR-CKPOT is proposed in this paper. Through several rounds of pre-
replication, the infrequently modified container memory pages are preferentially
copied. The dirty pages generated in the previous round of Pre-Replication are
saved in each round of pre-replication. The number of pre-replication check-
points is adaptively determined by the workload of the user’s operating system
in the container. The coordination between fault-tolerance service capabilities
and performance of the container can be achieved, and the downtime of the
checkpoint can be reduced, which is verified by the given experimental results
based on Docker container system.

Keywords: Docker � Container � Fault-tolerance � Pre-replication
Checkpoints

1 Introduction

As container [1] technology is being widely used in cloud computing systems, the
reliability of containers has become a concern. Checkpoint technology is considered to
be a highly efficient fault tolerant technology [2–4]. It makes the container running state
of some specific time into a checkpoint and saves it to the storage medium. When the
container crashes, the pre-stored status data are read from the checkpoint backup file [5]
to ensure that the container continues to run from the checkpoint location [6, 7].
Checkpoint technology has been widely used because of its relatively small storage
space and computing resources [8–11]. However, its performance depends on the
frequency of checkpoints, the amount of data transferred, etc. Therefore, many works
have studied a variety of checkpoint-oriented data memory migration and replication
optimization strategies, such as stop-and-copy strategy and pre-copy strategy [12],
post-copy strategy, lazy-copy strategy, etc. [13]. Downtime is a key performance
indicator in the implementation of the container checkpoint strategy. Shorter downtime
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is especially important for systems that provide critical services [14]. Around the
indicator of downtime, the checkpoint implementation mechanism is mainly carried out
in terms of time optimization and space optimization [15, 16]. In Google Kubernetes
[9], there are corresponding container health check and recovery strategies [17–20];
Reference [21] designs a container checkpoint and restart method implemented in
OpenVZ [2, 22]. Checkpoint technology is implemented through the migration of
containers, and the proposed optimized migration algorithm reduces service latency.

In order to reduce the downtime of containers, this paper proposes a checkpoint
fault-tolerant strategy based on pre-replication with Docker container system [23] as
the research platform. Through multiple rounds of Pre-Replication, the container
memory page that is not frequently modified will be replicated preferentially; the dirty
pages generated in the previous round of Pre-Replication are then saved in each round
of Pre-Replication by the freezer. There is a large difference in checkpoint downtime
for different load state types of containers. The memory pages of memory-intensive
workloads will be modified frequently, which will allow the Pre-Replication process to
last longer and potentially increase the time overhead of checkpoints. Therefore, the
strategy implemented in this paper, the number of Pre-Replication checkpoints is
adaptively determined by the workload in the container. That is, when the number of
dirty pages in the memory is too large or the number of pre-replicated rounds exceeds
the threshold, the stop-replication phase is executed instead. As a result, downtime in
the pre-replication phase is reduced, resulting in coordination between the container’s
fault-tolerant service capabilities and performance benefits.

The main contents of this paper are as follows: Sect. 2 designs the basic model of
checkpoints, so that the container process maintains the consistency of the data; Sect. 3
elaborates on the proposed adaptive strategy of the container checkpoint, through pre-
replication and stop-replication phase enables fewer checkpoint downtime, which
increases the fault tolerance of the container. The fault-tolerant efficiency of the con-
tainer checkpoint technology was verified by comparing the checkpoint downtime and
the number of dirty pages under different load conditions in Sect. 4. The main con-
tributions of this paper are explained in Sect. 5, the problems solved are summarized by
the adaptive management strategy for container checkpoints and the challenges facing
the future are proposed.

2 Basic Model of Container Checkpoint

The container’s guest operating system can be thought of as a process tree with a series
of processes, so the container’s checkpoint is a system-level process group checkpoint.
The resources of the container process and their previous relationships need to be saved
to the checkpoint. For example, a checkpoint of Linux needs to save CPU registers,
process files, address space, etc., while resources in the container are managed by
Cgroups and are separated by Namespace [8]. The container’s resources are stored in a
checkpoint file (named CKP) through a specific data structure, which can later be
rebuilt during the recovery process. Process related resources (TGID, PGID and other
identifiers) and shared resources (IPC objects, sockets, etc.) are saved at the container
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checkpoint. Kernel objects and process trees are also saved in the container checkpoint.
This data is stored in the checkpoint file (CKP) as a memory page.

The recovery of process hierarchies and process principals is key to container
checkpoint recovery. Different process groups contain different Cgroups leaders, and
processes in different Cgroups are linked through Cgroups leaders. The relationship
between these Cgroups needs to be re-established in the checkpoint recovery of the
container to ensure that the container process hierarchy is restored. The main steps to
setup the container checkpoint include

(1) Process freeze: Migrating the container process to a known checkpoint state and
disable the network.

(2) Container dump: Collecting the complete state of the faulty container process and
the container itself to the dump file.

(3) Container Stop: Killing the container process and unload the container file system.

An important step in the checkpoint setup is the freezing of the container process to
ensure that the process does not change its state and the process data is consistent. In
addition, in the process of performing container recovery, it needs to rebuild the
process tree and restore the relationship between processes. It also needs to restore
shared resources (IPC objects, sockets, etc.) and dump files (memory map exact
locations, threads, timers, etc.). During the startup of the container, all process
dependencies and refactoring dependencies should be saved, including the process’s
related resources (TGID, PGID, and other identifiers) and shared resources.

3 The Adaptive Strategy of Docker Container Checkpoint
Based on Pre-replication

This paper designs an adaptive pre-replication container checkpoint strategy (APR-
CKPOT), taking Docker system as the research platform. Docker’s memory page is
saved by several rounds of pre-replication. During the checkpoint backup process, in
the current process of pre-replication, compared with the result of the previous round of
pre-replication, the memory and data will be changed to generate data memory dirty
pages, and the dirty pages of memory are saved in the stop-replication phase. The
principle of adaptive pre-replication is shown in Fig. 1.

Fig. 1. Schematic of adaptive pre-replication
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The process of APR-CKPOT includes the following sections: preparation of
checkpoints; pre-replication; stop-replication; saving checkpoint data to files.

(1) At the checkpoint preparation stage, the main job is to obtain information of the
target container (the maximum configuration of the container memory, the net-
work adapter of the container process ID, etc.), and the memory file system will be
installed.

(2) The pre-replication phase includes multiple rounds of the container checkpoint of
pre-replication, it includes three phases. The memory page of Docker will be
marked in pre-replication of the first round, and the marked memory pages will be
saved to the checkpoint backup file (CKP). The dirty pages generated in the last
round of Pre-replication and the resources of container are saved to the CKP files
in phase 2 of stop replication. Docker will be frozen firstly, then the kernel object
Cgroups and the process hierarchy will be exported in the phase 3.

(3) Stop-replication. All memory pages of the target container are copied at this stage.
These memory pages mainly consist of two parts: one part is generated in the last
round of pre-replication, and the other part is generated in the pre-replication
phase without a modified CKP file, and the resources of the target container will
be replicated, including CPU registers, IPC objects, and so on. The downtime in
the stop-replication phase is the longest time in the adaptive pre-replication
container checkpoint because the target container is frozen until all checkpoint
data is obtained to obtain a consistent state of the container runtime.

(4) After the checkpoint pre-replication is completed, the checkpoint memory file
system is emptied and the statistical data are collected (such as checkpoint delay
time, checkpoint downtime, and checkpoint file size, etc.).

In the backup migration of container checkpoints, a certain container checkpoint
overhead is generated. The performance overhead of the container checkpoint includes
time overhead and space overhead. The time overhead is affected by space overhead. In
the setting of the checkpoint, the factors that cause the increase in time overhead are
mainly factors such as checkpoint downtime, checkpoint delay time, and checkpoint
restart time.

• Downtime T of the checkpoint, which is the time of freezing containers due to the
checkpoint.

• Delay time S of the checkpoint is the duration required to save the checkpoint,
including the freeze time of the container and the time to save the checkpoint data.

• The checkpoint restart time is the duration from the checkpoint file read to the
recovery container.

Assumed that the size of the container memory configuration is C, the maximum
threshold of the number of pre-replication rounds is Rmax, the maximum threshold
value of the dirty page rate is Dmax, and the minimum threshold of the number of dirty
pages is Lmin, Workload LOADi, i indicates the number of pre-replication rounds for the
specified container checkpoint. The process of the APR-CKPOT strategy is shown in
Fig. 2.
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During the phase of pre-replication, when dirty pages are saved, the Docker con-
tainer is frozen and the container stops running. Therefore, during the execution of pre-
replication of the checkpoint, the alternate execution of the container freeze and resume
operations has less impact on the service provided by the application in the container.
Assume that the pre-replication number is R� 1ð Þ, the number of dirty pages in the
round i is Li, the replication time delay of checkpoint is Si in the round i, the speed of
dirty pages is D tð Þ, and t is time, the size of each memory page is P0, the write speed of
the memory is Dmem, and the checkpoint downtime is Ti in the round i.

The calculation of Li is as shown in Formula (1).

Li ¼ L0; if i ¼ 1
D tð Þ � Si¼1; if i[ 1

�
ð1Þ

where Si involves two parts, one is checkpoint downtime, and the other is the time to
write checkpoint data to the checkpoint file (CKP).

Equation (2) is a formula for calculation of Si.

Si ¼ Ti þ Li � P0

Dmem
ð2Þ

Fig. 2. Flowchart of the strategy
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Checkpoint downtime T is calculated by Eq. (3):

T ¼
XR

i¼1
Ti ð3Þ

The checkpoint delay S is calculated by Eq. (4):

S ¼
XR

i¼1
Si ¼

XR

i¼1
Ti þ Li � P0

Dmen

� �
ð4Þ

Since the velocity produced by the dirty page D tð Þ is instantaneous, the ratio of dirty
pages is used in the formula instead of the rate of dirty pages. The ratio of the dirty
page di in the first round is defined as the absolute value of the difference between the
dirty page of the previous round and the dirty page of the round, except for the dirty
page of the previous round. dmin is the minimum value of the dirty page ratio. There is a
one-to-one relationship between dmin and Dmax:di, the formula is as follows.

di ¼ Li � Li�1j j
Li�1

ð5Þ

Finally, the replication ratio of the dirty page of the round i is calculated by the number
of dirty pages Li.

According to the above process, the checkpoint copy time delay is Si and the dirty
page speed D tð Þ, the replicate number of dirty pages Li of round i is calculated, and
then the memory page is calculated according to the size of the memory page P0 and
the memory write speed Dmem. The replicate delay time checkpoint of the round i, then
the total checkpoint downtime

PR
i¼1 Ti is calculated by the number of dirty pages and

the delay time in each round of pre-replication, and finally the replication ratio of the
dirty page in round i is calculated by the number of dirty pages Li. The number of dirty
pages generated during pre-replication and the number of pre-replicated rounds are
important factors for increasing the downtime of the checkpoint.

4 Experiment and Evaluation

Based on the Docker Swarm container cluster, the experiments are conducted for
verifying the performance of checkpoint. In the design of the prototype system, there
mainly include Docker client, Docker Zabbix, Swarm, DockerAPI, Consul Cluster,
Mysql Database, Registry, Consul-Template, InfluxDatabase, etc. In the experiments, a
Docker Swarm container cluster was built on four servers. The Docker Zabbix per-
formance monitoring module is built in performance monitoring [24]. In the experi-
mental environment, the host system of each node is Ubuntu14.04, and each node
deploys Docker containers. Zabbix realizes the acquisition of performance index data
such as CPU, memory, network import and export volume by calling python container
monitoring script, and stores performance monitoring data in InfluxDatabase database
to visualize performance monitoring data. In addition, by dividing the fault alarm level,
the fault trigger threshold is set in the warning level. When the load reaches the
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threshold, the user wants to send the fault alarm email, thereby implementing a fault
alarm mechanism based on the performance monitoring of the container cluster.

The checkpoint downtime comparison experiment under the high load and low load
conditions of the container was designed, and the checkpoint downtime under different
container configurations was compared. Finally, Idle was used as a control group, and
Tomcat and Iozone were used as testing application to track and compare the number
of dirty pages in memory (Table 1).

(1) Evaluation of Checkpoint Downtime
By evaluating the performance of the checkpoint downtime of the APR-CKPOT
strategy during checkpoint replication, this section compares the downtime of the
different checkpoint methods and then the downtime of the other two checkpoints, SR-
CKPOT (stop-replication Docker Container checkpoint), PR-CKPOT (pre-replication
Docker container checkpoint) [12] and APR-CKPOT (adaptive pre-replication Docker
container checkpoint) in the case of Docker container low load, comparisons of dif-
ferent checkpoint method downtime with APR-CKPOT strategy, they are shown in
Fig. 3. The horizontal coordinate represents the memory allocation of the container is
512 MB, 1024 MB, 1536 MB, 2048 MB, 2560 MB, wherein the values of R_max,
L_min, d_min is 8, 2000, 0.1.

Table 1. Experimental environment

Name CPU Mem Number

Physical server Xeon E7-4820 2 GHz*32 126 G 1"
Web server QEMU Virtual CPU (CPU64-rhel6)

4.00 GHz
4 G 3"

MySQL database server QEMU Virtual CPU (CPU64-rhel6)
2.00 GHz

4 G 2"

Message generator Pentium(R) CPU G640 2.8 GHz 8 G 14"
Web server Docker
management

QEMU Virtual CPU (CPU64-rhel6)
2.00 GHz

4 G 1"

Fig. 3. Comparison of downtime for low load checkpoints
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From Fig. 3, the APR-CKPOT checkpoint downtime is reduced by 0.96% to 7.6%
compared to SR-CKPOT, and by 42.3% to 47.1% compared to PR-CKPOT, because of
the low load Docker. When the container is idle, the load generates less dirty pages.
The downtime reduction rate of APR-CKPOT is very low. PR-CKPOT checkpoints
have the longest downtime due to several rounds of pre-replication.

In the case of high load of the Docker container, the difference between the three
checkpoint methods in the downtime is compared. As can be seen from Fig. 4, the PR-
CKPOT checkpoint downtime is the longest because the checkpoint in each round of
pre-replication Downtime is a waste of time. The APR-CKPOT checkpoint downtime
was reduced by 12.3% to 31.85% compared to SR-CKPOT, and by 20.2% to 77.2%
compared to PR-CKPOT. Because Docker container operations under high load are IO-
intensive tests, APR-CKPOT has a high reduction in container checkpoint downtime
due to the large amount of memory dirty pages generated by Linux kernel compilation.

As can be seen from the above two comparison charts, the checkpoint delay of
APR-CKPOT is medium compared to PR-CKPOT and SR-CKPOT, because some
memory pages of the Docker container are copied multiple times, but, compared with
the two checkpoint methods of PR-CKPOT and SR-CKPOT, the APR-CKPOT con-
tainer checkpoint strategy downtime is relatively low as the container memory con-
figuration increases with different Docker container loads.

(2) Evaluation of Dirty Page Number
Trace of dirty pages in container memory is a key issue in implementing adaptive pre-
replication container checkpoints. This section verifies the effectiveness of reducing
container checkpoint downtime by tracking the number of dirty pages generated by the
container’s pre-replication strategy. The results of the tracking of the number of dirty
pages based on different test benchmarks are shown in Fig. 5.

As can be seen from Fig. 5, the difference in the number of dirty pages between
Iozone and Tomcat is relatively large, followed by Idle. This is because the memory
pages of Iozone and tomcat are often modified, so the number of dirty pages generated
is relatively large. Although Iozone is an IO-intensive benchmark, its memory pages
are always modified. Since memory pages are modified less frequently than Tomcat,

Fig. 4. Comparison of downtime for high load checkpoints
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the number of dirty pages generated by Iozone is relatively small. Through the tracking
comparison experiment on the number of dirty pages, the memory-intensive bench-
mark test generates a large number of dirty pages due to frequent modification of the
memory page, which increases the downtime of the checkpoint, so It is necessary to
stop the pre-replication and go to the execution of the stop-replication phase. This
experiment mainly proves that when the number of dirty pages in the pre-replication
phase is high or the rate of dirty page generation is high, in the APR-CKPOT strategy,
the execution of the stop-replication phase improves the recovery efficiency of the
container checkpoint.

5 Conclusions

This paper proposes an adaptive management strategy for container checkpoints. The
main contributions of this paper includes: (1) Establishing a checkpoint process,
stopping the restart model, implementing process freeze before checkpoint pre-
replication, maintaining the consistency of the container running process; (2) Proposing
an adaptive container checkpoint strategy based on pre-replication (APR-CKPOT), and
triggering the checkpoint pre-replication mechanism to determine and copy the number
of rounds adaptively based on the container load workload, thereby checkpoint
downtime will be reduced and checkpoint recovery efficiency will be improved. In the
future research, facing a larger and more complex load scenario, on the basis of
reducing the checkpoint downtime, the real-time migration strategy in the event of a
Docker container failure will be studied, so that the container failure recovery can be
more rapid.
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Abstract. Smart campus is a recent idea in the development of information and
communication technology, being a combination of cloud computing, Internet
of Things (IoT) and other emerging technologies. This paper demonstrates the
result of our research efforts using IoT technology for the development of a
smart campus, which also assures the improvement of vocabulary knowledge of
the students. Our proposed system is mainly based on e-learning which provides
definition of words and how to use that word in a sentence. However, students
can take part in it and add more vocabularies in this glossary system under
supervision through cloud computing. The quantitative research method is
applied to validate the proposed system that provides the positive outcome.
Therefore, it is an important research finding for vocabulary learning that can
contribute to the building of smart campus exploiting the e-learning
technologies.

Keywords: Cloud computing � IoT � e-Learning � Vocabulary learning

1 Introduction

Nowadays web-based learning system has winged a large paradigm in educational area
which follows the revolutionary changes from instructional design to the implemen-
tation of the learning materials in exploiting different technologies. One of the most
emerging and successful technologies applied in these days is e-learning Due to the
expectation of learners to be made known to better learning technologies, many edu-
cational institutions are concentrating on the association of e-learning successfully [1].
This type of learning ultimately ends up with a good result and makes a campus from
ordinary to a smart campus. However, there are few drawbacks of this learning system.
One of the major problems is limitations of storage and accessibility. Moreover, many
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educational institutions do not have enough funding to invest in this learning process to
buy extra equipment. All these issues can be resolved through cloud computing. Cloud
based learning process has lot of advantages because of its high scalability, high
availability and less expensive. Our proposed system, E-glossary is the concept of
collaborating cloud computing with e-learning in perspective of a smart campus.

This section further focuses on some aspects related to the present research such as
cloud computing, e-learning and smart campus. Then it highlights the design of the
proposed system, research method and findings of the research work. It finally draws
discussion and conclusion in the end.

1.1 Cloud Computing

Various researchers have defined cloud computing differently. Some researchers
believe cloud is an advancement of various computing resources and technologies at
different times, combined to deliver new potentials through high speed internetworks.
Other researchers think that cloud computing is a new standard with new technologies
such as virtualisation [2]. Explanations have also been projected based on scalability
and elasticity, ability to be carried and accessed in real time and cost reflections. The
term cloud computing describes a type of parallel and distributed system consisting of a
collection of inter-connected and virtualized computers that are vigorously provisioned
and offered as one or more unified computing resource(s) based on facility level
arrangements established through negotiations between the service provider and con-
sumers [3].

1.2 E-Learning

e-Learning is learning to exploit electronic technologies to access educational cur-
riculum outside of a traditional learning system. Most importantly, it denotes to a
course, learning tools carried out entirely online. There are many terms used to describe
learning that is delivered online, via the internet, ranging from distance education, to
computerized electronic learning, online learning, internet learning and many others. e-
learning has been authenticated to be a successful process of education system. It
normally offers services in Intranet or Internet for a specified range of users. It is
created by data centre and one or some servers [4].

1.3 Smart Campus

The word “smart” is used to describe the ability of an object in considering intelligence
that has been implanted in it. For instance, a smart phone means that phone is capable of
supporting many intellectual activities through various services provided. The concept
of the word “smart” is not only limited to a single instance rather it contains many
aspects of everyday life of human being. Smart campus is one of these aspects. This is
the idea of being a combination of cloud computing, IoT (Internet of Things) and other
emerging technologies. The modern definition of smart campus has not been conical to a
mass understanding. Many researchers, who have built smart campus, convey the
definition based on different approaches. If grouped, there are three approaches used to
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describe smart campus namely: technology driven, smart city concept adaption and
based on the development of an organisation or business process [5].

The goal of the study is to make a smart campus through collaborating e-learning
and cloud computing by our glossary system. It will not only increase the vocab
knowledge of a learner but also ease the process of learning. One of the main benefits
of cloud computing is collaboration efficiency. Collaboration in a cloud environment
gives a business the ability to communicate and share more easily outside of the
traditional methods. If someone is set up for a certain task across different or distant
locations, he/she could use cloud computing to give third parties access to the same
files. In our case, user can learn vocabularies from anywhere and can also help to
update the library.

2 Design of the Proposed System

The blueprint shown in the Fig. 1, illustrates how cloud computing enabled environ-
ment can be implemented into e-learning system. This application is a glossary system
made for vocabulary learning. In this learning system, students will not only know the
meaning of the words but also know how to use a word in a sentence. However, one
may ask what the difference between e-glossary and other existing relative applications
is. To answer this question, we will discuss the concept of Cloud Computing.

Fig. 1. Proposed system of the e-glossary system exploiting cloud computing
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Cloud Computing, the practice of using a network of remote servers hosted on the
Internet to store, manage, and process data, rather than a local server or a personal
computer. One of the main benefits of cloud computing is self service provisioning.
That means end users can spin up compute resources for almost any type of workload
on demand. This is the unique thing of this e-Glossary system which differentiates it
from others.

Suppose, a student wants to know a meaning of a word but he/she could not find
the word into the glossary. At that moment he/she could contact with teachers through
the system to know the meaning. Whoever amongst the teachers is online, could reply
to the student. In another scenario, a student knows meaning of a certain word that is
not included in the glossary system. Generally, glossary system has limitations of
words and cannot be renovated by end users. But in this case, we will give end users
this opportunity to add more vocabularies into this glossary. Student can send that word
by his device which will go through cloud to the teacher. Each of words sent by
students for adding must be supervised by any of the teachers. After supervision,
teacher will add the vocab into the dictionary if that is legit. Unlikely to other appli-
cations, this learning technique will not only motivate learners but also will help to
reduce the monotony and make things interesting. In this study, we consider Arabic
language to improve Arabic vocabulary as a scope of the research.

3 Research Method

In this study, we used a quantitative research method by using a survey which was
based on five criteria (attitude regarding the tool, benefit, motivational nature of the
tool, importance technology for learning vocabulary and importance of e-learning
technology for building the smart campus). To conduct the research, we randomly
selected 50 participants from faculty of Islamic revealed knowledge, Islamic University
Malaysia. There were 8 females and 42 males as the sample which is selected
randomly.

4 Finding of the Research

The finding of the research questions is based on the 15 questions that are classified
under 5 criteria where the outcome can be interpreted based on Mean Score Inter-
pretation 4.1–5.0 High 3.1–4.0 Moderate High 2.1–3.0 Moderate Low 1.0-2.0 Low
Adapted from [6, 7].

Table 1 represents the survey outcome of the items including the gender differ-
ences. It is illustrated that the attitude regarding the using of the tool (criteria 1) has got
more likings of the students as the mean for both male (M = 4.09, SD = .90) and
female (M = 4.25, SD = .25) are high than the other items under these criteria. In the
benefit of the tool (criteria 2) females have scaled more in 2 items (exercises of the tool
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and knowledge acquisition) (M = 4.25, SD = .46; M = 4.37, SD = .70). In motiva-
tional nature of the tool there is also remarkable outcome of the females as they pointed
in the 3 items higher than males (M = 4.62, SD = .51; M = 4.00, SD = .00; M = 4.25,
SD = .75). It is significantly visible that in importance of e-learning vocabulary
technology is highly demanding for building up smart campus as both males and
females gave high consent to this item (male M = 4.15, SD = .93; female M = 4.25,
SD = .74).

Table 1. Item based result of the Survey questions

Items Criteria Male Female
Mean SD Mean SD

1. Enjoy working with this tool Attitude 3.95 .76 3.87 .83
2. Learning will be useful to me using the
tool

4.09 .90 4.25 .46

4. The design of the tool is related to my
expectations to enhance the vocabulary
knowledge of any language

3.97 .84 3.75 .70

5. It is flexible in use Benefit 3.88 .91 3.87 .83
6. The exercises included in the tool are
good

3.78 .81 4.25 .46

7. I will benefit from the knowledge I
acquired

3.85 .75 4.37 .70

8. I am not disappointed with this design of
the tool

Motivational 3.88 .81 4.62 .51

9. I get enough feedback that makes me
feel satisfied with the tool

3.78 .91 4.00 .00

10. The instructional design of the tool is
motivational

3.75 .75 4.25 .70

3. The glossary tool is effective for the
smart campus built up

Importance
of
vocabulary

3.88 .83 4.12 .64

12. It is highly important to learn
vocabulary in order to communicate with
others

3.69 .69 4.37 .74

14. As vocabulary gets strong, language
skill is developed automatically

3.80 .80 4.00 .92

11. E-learning system is really needed to
make the educational system more effective

e-learning
technology

3.90 .95 3.87 .83

13. E-learning is important for every steps
of classroom as well

3.97 .71 4.50 .53

15. Smart campus building is highly
demanding issue in current era of
technology-based learning

4.15 .93 4.25 .74
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In the following, the total descriptive result of the survey is represented:

In the above Fig. 2, it is demonstrated that all students have liked the design of the
tool as well as its importance for building smart campus. The figure illustrates that in
attitude on the tool (criteria 1) has mean M = 4.01, SD = .17 (high); benefit of the tool
(criteria 2) M = 4.06, SD = .31 (high); motivational nature of the tool (criteria 3)
M = 4.04, SD = .33 (high); importance of the tool for learning vocabulary (criteria 4)
M = 4.01, SD = .24 (high); importance of e- learning technology for building smart
campus (criteria 5) M = 4.02, SD = .28 (high).

We can compare our results with few other reference studies that have also focused
on e-vocabulary learning using web based technology. To compare, we only focused
on the important criteria (attitude, benefit and motivational nature of the tool) and on
those studies that have either or both focused the mentioned criteria. Therefore, the
existing 1 [8], 2 [9], and 3 [10] have taken as concern to compare the outcome of the
present study.

The first criteria we can focus on the attitude of the students on the usage of the e-
vocabulary learning tool. In the present study, it is observed that the total outcome of
the attitude is high. In the second and third important criteria (i.e., benefit and moti-
vation) are also high compared to other studies.

Fig. 2. Outcome of the survey
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In the above Fig. 3, it is observed that the present study (attitude) is higher
(M = 4.01) compared to other reference studies (i.e., existing study 1 and 3 got the
outcome respectively M = 3.93 and M = 3.57) but lower than the existing 2
(M = 4.28). In the second criteria, benefit of the vocabulary learning system using web
based technology the present research work gets higher scale (M = 4.06) than the
existing work 2 (M = 3.57). Third criteria is based on the motivational nature of the
technology used to learn vocabulary where the present work also received a higher
scale of mean (M = 4.04) than the reference existing study 3 (M = 4.02).

5 Discussion

The section deals with the outcome of the present work and validity of the work in the
light of the recent researcher’s cloud system for smart campus building.

The findings of the survey are based on the 5 criteria but most important 3 criteria
are focused where the first criterion is based on the attitude of the students on tool that
demonstrates that positive outcome. All the students have a positive perception
regarding the tool to learn vocabulary. Vocabulary learning using cloud computing
technology is new and interesting to them and the design of the tool is also effective to
enhance the knowledge of glossary. The individual gender based outcome is high on
the two important item that focused on the usefulness of the tool to learn vocabulary
received thus respectively male and female M = 4.09 and M = 4.25 while the mean is
on this criterion M = 4.01. To consider this outcome based on the research validity, is
high and even more the outcome of the present study is higher than one of the reference
studies that also used web based technology to learn vocabulary [8]. Other researchers
also suggested that educational institutions that works for the students enhancement of
knowledge need to consider technology based language learning system in their cur-
riculum [11].

Fig. 3. Comparison of the criteria-based outcome to other studies
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The second criterion is focused on the benefit of the tool benefit of the tool that
reveals the highly effective for knowledge enhancing tool for glossary system.
Exploiting the modern cloud enabled technology, the tool helped to reach every student
and facilitate the leaning process of vocabulary whenever they need to search new
words. Therefore, the mean of survey regarding the question of benefit of the tool
exposed M = 4.06 and in comparison with other tool it is though bit lower M = 4.28
[9]. It is being supported in different studies that technological resources are useful in
improving ELLs reading ability, specifically vocabulary knowledge [12, 13].

The third criterion important in this present work is the motivational nature of the
tool which also showed that the tool is helpful to attaining attentions and satisfaction of
the learners which ultimately motivate towards the usage of the proposed system. The
outcome of this motivational nature students remarked also satisfactory results i.e.,
M = 4.04 which is higher than the reference or existing technology based vocabulary
system M = 4.02 [10] because of the innovative nature of the system. Researchers
recently found that cloud system is helpful for learning as it motivates the students in a
large scale which is found in few studies as well [14–16].

All these above three criteria is highlighted in the discussion is due to focus on the
importance of cloud enabled system for building smart campus through helping the
education as specifically in language learning system in modern era. Cloud enabled
system is changing the performance of the actual e-learning tools or Medias like
wireless connections, security (RFID authentication) and dimension of resources (cloud
systems). Moreover, IoT smart campus can provide the adapted e-learning raised area
that are adapted to the e-students’ needs independently. Besides, IoT smart campus
facilitates the integration of the e-citizens into the e-community as it increases the e-
learner involvement in the process of the learning as well as other sectors [17–26]. As a
consequent, introducing IoT on the proposed system will be direction of this research
area.

6 Conclusion

Cloud enabled technology is an emerging sector that has brought revolutionary changes
in the whole technology-based learning system. From the educational point of view,
technology is not only helping to improve learning capacity of the students but also it
reduced the effort to the process of learning. Smart campus is the one of the incar-
nations of blessing to this kind of technology that focuses on the flexible, motivational
and effective learning system. The present work therefore, been attempted to influence
on the learning particularly on vocabulary learning through designing a tool that has
been planned under the frame work of cloud computing. The findings of the survey to
know the effectiveness of the designed tool support the positive impact of the proposed
system. Thus, it is helpful to increase the effectiveness on technology enhanced
learning process.

Acknowledgments. This paper is partially supported by RDU grant “RDU1703232”, funded by
University Malaysia Pahang.
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Abstract. Utilizing Trusted computing technology to enhance the security of
Cloud has become a hot research, and a large number of solutions have been
proposed in recent years. However, all of these solutions are focused on sepa-
rating one Virtual Machine (VM) from others, and it is too strict for practical
scenario as it forbids the communication between VMs. In this paper we pro-
pose a trust transitive model, named Dynamic Integrity Measurement Model
(DIMM), for two VMs communication, and then an implementation of DIMM
prototype is given. When dataflow occurs between two VMs, the DIMM will
keep the trustworthiness of a system by ensuring the integrity of VMs and the
delivered message. We also demonstrate the effectiveness of the model by
experiments.

Keywords: Cloud computing � Trust chain � Dynamic integrity
TPM � Virtualization

1 Introduction

Cloud computing, or Cloud, is seen as a trend in the IT service model, and it is widely
penetrated into the IT domain, both in industrial and commercial areas. It delivers
massively scalable computing resources as a service through the Internet, and allows its
resources to be shared among a vast number of consumers. The basic unit of the
delivered computing resource is Virtual Machine (VM) which runs user’s dedicated
operation system and applications. As Cloud adopted grows rapidly, security issues
have attracted more attention in industry, and prevents organizations moving their
datacenter to cloud. The resource shared architecture, inherent to Cloud, raises more
threats in security and privacy. The Cloud user has no right to decide who shares the
hardware with him, as well as no knowledge to know the information about the shared
users. The user is possibly hosted on a cloud platform concurrently with some dis-
trusted or even malicious users, so his/her data stored and processed in the Cloud will
be exposed to the risk of being tampered or eavesdropped.

Therefore, VMs on the Cloud require a well-defined security mechanism to ensure
its integrity and privacy. Utilizing the Trusted Computing technology, introduced and
developed by the Trusted Computing Group (TCG) [1], to provide security solution for
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G. Wang et al. (Eds.): SpaCCS 2018, LNCS 11342, pp. 261–271, 2018.
https://doi.org/10.1007/978-3-030-05345-1_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05345-1_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05345-1_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05345-1_22&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05345-1_22


cloud computing has become a hot research in cloud security domain, and many
solutions were proposed by numerous of researchers [5–7, 16–18]. By virtualizing the
TPM, a virtual TPM (vTPM) was built, which provides some hardware TPM func-
tionalities in software. Each VM launched on Cloud associates with a unique vTPM
and benefits from the vTPM by storing its launch measurements in vTPM.

However, most of these solutions were focused on enhance the isolation mecha-
nism, and separating the VM from others on the host. But it is too strict for practical
scenario as it doesn’t consider communication between VMs. When an organization
migrates its datacenter to cloud, it will rent multiple VMs to accommodate different
applications, and chains or configures these applications to cooperation relation for a
service. Then the communication between VMs appears. Sometimes a malicious user
can attack the communication, and compromise the VM by injecting shellcode into
communication.

In this paper we propose a Dynamic Integrity Measurement Model (DIMM) for
VMs’ communication. The DIMM can guarantee the integrity of VM at tuntime. The
remainder of this paper is organized as follows. In Sect. 2 we give an overview of the
DIMM firstly, then the trust transitive of the DIMM is described in detail in Sects. 3
and 4 evaluates our DIMM model in the usability and effectiveness. Section 5 covers
related work on integrity model and Cloud platform security, and the conclusion is
given in Sect. 6.

2 Dynamic Integrity Measurement Model (DIMM)

2.1 Overview

In a Cloud, the communication between the VMs is inevitable. For example, an
enterprise migrates its IT resources to a public Cloud, it will deploy its Web server,
Database server and Email server in different VMs on one or different hosts of a cloud
provider, as Fig. 1 shown. So these servers need to work together to complete the
enterprise service. For example, the Web server will access Database server to veri-
fying the authenticity of a login user, the CRM system will send product information to
the critical customer through Email server, etc. Therefore, VMs need communication
each other. A malicious user can attack VMs by injecting spyware or Trojans into the
traffics, and then the malware or viruses may be spread to all VMs through the com-
munication, and the integrity of VMs, even the Cloud, will be compromised.

Trusted computing is one effective method for privacy and integrity protection, and
many of cloud security schemes are employed the Trusted computing technology.
However, most of them considered VMs as an independent component, and not con-
sidered the communication between VMs.

Literature [13] proposed a Tree-like Trust Chain for VM (TTCVM) model which
builds the user’s trust into cloud platform. In this paper, we will build trust into the
VMs communication, and propose a Dynamic Integrity Measurement Model (DIMM)
for virtual machines. The DIMM model is responsible for verifying all the messages
interacted between the VMs, according to the integrity and confidentiality.
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2.2 The TTCVM Model and lTPM

The TTCVM model introduced in [13] is depicted in Fig. 2. The trust of a user VM is
coming from two difference trust sources, one is the physical TPM on the host, and the
other is the user.

In the TTCVM model, a user-specific virtual TPM, labeled as lTPM, is created for
the user. The lTPM is a user configurable security component which providing trust
service for the associated VM. It stores the user’s security policies for his VM, and
provides the TPM service according to the user’s security settings. So a user VM has
two trust anchor, the Cloud provider (physical TPM on the host) and the user. When a
user initiates his VM, the two trust are merged into the lTPM, and then forward the
merged trust to the user’s VM. This can be considered as that the user gets the right of
control of his VM in term of security.

2.3 The Structure of DIMM

Building trust into the communication of two VMs is that, the message source is trusted
and the message itself is verifiable for its integrity and confidentiality. So a Dynamic
IntegrityMeasurementModel (DIMM) is designed. The overview of the DIMM is shown
in Fig. 3. In the model, we introduce a secure module, named Input Authentication

Fig. 1. An example for cloud service

Fig. 2. The tree-like trust chain model
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Module for VMs (IAMV), into the cloud underlying infrastructure. The IAMV is
responsible for verifying the integrity of the data flow between two VMs.

The Cloud platform will provide a virtual TPM for each guest VM by the TPM
virtualization technology. The trustworthy of the Cloud platform is guaranteed by the
trust chain defined in [13], the trust is transferred from the physical hardware TPM to
the VMM according to the TCG specifications, then it is transferred to guest VM
through the lTPM, where the user’s security policies is loaded and stored. Because the
lTPM is a user-specified component, the processes running in the VM as well as the
VM itself are trusted. If the received data is coming from a trusted source and its
integrity is intact, we say that the VM remain trust at runtime according to the Non-
interference theory [4].

2.4 The Function of IAMV

The IAMV module is composed of three units logically, they are the Depository Unit
(DU), the Interception Unit (IU) and the Measurement Unit (MU).

2.4.1 Depository Unit
The Depository Unit (DU) is a database storing the information about the virtual
machines. It is created when the IAMV is initiated, and located in privilege ring0.
When a virtual machine is mounted, the IU will intercept the provisioning information
and register them in the DU. The provisioning information includes owner of the VM,
the bound lTPM, the creation time and others. The DU is a protected unit which can
only be accessed and modified by the IU. When the system is powered down, the
information stored in the DU will be volatized.

Fig. 3. The DIMM infrastructure
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2.4.2 Interception Unit
The Interception Unit (IU) is the interface of the IAMV. It monitors the communication
between two VMs, and transparently intercepts the data flows. The communication is
considered as some cross-border instructions, i.e., the instructions that access the
memories outside the virtual machine. Only the two VMs is trusted and belong to the
same owner, the communication between them can be permitted, and the others will be
blocked immediately.

2.4.3 Measurement Unit
The Measurement Unit (MU) is the core component in the IAMV. It is responsible for
validating the integrity of the source VM and measuring the integrity the exchanged
data. The MU validates the integrity of the source VM through remote attestation, and
measures the output data by the lTPM which is bound to the destination VM.

3 The Trust Chain and Security Analysis

In the TTCVM, a trust chain based on TPM is established from the physical TPM
(tamper-resistant device) to the Xen Hypervisor. It provides trust service for all user,
and is called as public trust chain. A lTPM is created in the Hypervisor before a guest
VM is launched. The lTPM is a user-specific trust component where the physical TPM
trust and user trust are merged. Then a trust chain is established from the lTPM to boot
loader (kernel), to OS of the guest VM, to the user application. It provides trust service
for a specified user, and is called as private trust chain. As Fig. 4 shown, the public
trust chain concatenates one private trust chain forming a TPM-User trust chain, which
stems from TPM, combines the user’s policies by lTPM, to the user VM. Every VM
has a TPM-User trust chain in the TTCVM, and it guarantees that a user VM com-
pliance with the security policies of underlying host as well as user itself.

Fig. 4. The trust chain for cloud platform
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However, a TPM-User trust chain is a static trust for the user or guest VM, since the
malware can invade a VM while it interacts with outside. Therefore, it is necessary to
measure the integrity of VMs and input data. So a transmission trust chain is estab-
lished, shown in Fig. 4, which is extended from a trusted VM, controlled by the DIMM
module, up to the destination VM alone the dataflow. A formal description of the
transmission trust chain for Fig. 4 is

Assume VM1 and VM2 belong to one organization, each VM has been issued a
certification by the organization, and the VM stores the certification in its lTPM when
it is launched. When a dataflow from VM1 to VM2 is occurred, the lTPM2 validates
the authenticity of lTPM1 firstly by the certification, then the lTPM1 is considered as
the anchor of trust for the dataflow. lTPM1 transfers the trust to VM1 by measurement
and validation according to TCG specifications, VM1 transfers the trust to DIMM by
enforcing data-flow integrity, the DIMM transfers the trust to VM2 by checking the
user’s security policy which stores in lTPM2.

For example, the process of a transmission trust chain established, or a VM trust
transferred, is shown in Fig. 5. We suppose a Web-Portals residing in virtual machine
VM1 will pass some data D1 to the Database Server residing in virtual machine VM2.
The dotted arrow indicates the data flow logically, while the solid arrow indicates the
data flow actually as well as the verification process.

As Fig. 6 shown, to ensure the trustworthiness of the VM1 and the data D1, the
following process is enforced.

(1) The process of VMs launched is as follows,
(1:1) Before a VM is launched, a corresponding lTPM is created, the secure

policies of organization and user are configured in the lTPM. The organi-
zation issues a certification to each VM, and the VM stores the certification
and the public key in its lTPM.

Fig. 5. The trust chain transitivity and verification
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(1:2) The VM is registered to IAMV. The IU intercepts the VM installing
instructions, the MU measures the VM, and registers the measure value with
the provisioning information to DU.

(1:3) All VMs of the organization are launched.
(2) The communication process between the VM1 (Web-Portal) and VM2 (Database

Server) is as follows,
(2:1) The Web-Portals residing virtual machine VM1 generates data D1, and wants

pass the date D1 to virtual machine VM2. The lTPM1, corresponding VM1,
signatures the data D1 and VM1 with its private key, forms I1, I1 ¼
ffHðD1 k VMÞgSKAuth;#PKVW1g, where the #PKVM1 is the certification of
VM1.

(2:2) The VM1 then sends the output D1 with the destination virtual machine VM2

and the hash value I1 to VM2, i.e., fD1;VM2; I1g.
(2:3) The IAMV intercepts the dataflow including D1, I1, and destination VM2, it

firstly authenticates the #PKVM1 by the lTPM2, then authenticates the
dataflow signature with public key of VM1.

(2:4) The IAMV validates the integrity of the VM1 with the reference value stored
in the DU, and check the security policies of the VM2.

(2:5) If all the result of the above is passed, the IAMV forward the D1 to VM2.
(2:6) The VM2 receives the dataflow D1, and pass the data D1 to Database server.

The integrity measurement can only guarantee the components being tamper-
proofed, it is not enough for avoiding the interference between components at runtime
[14]. The IAMV is used to prevent unexpected interference for the VMs, and ensures
the integrity of the VMs at runtime. If the message and the VM which outputs the
message have been verified to be trusted, IAMV is able to guarantee that the integrity
of the VM which input the message in its runtime.

This verification method can also be applied to the communication between
DomUs as well as the communications between DomU and Dom0. For the traditional
communication between virtual machines, such as hyper-calls, interrupts, event

Fig. 6. Sequence for data transmission
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channels, etc., IAMV can guarantee the trustworthiness of the input by verifying the
integrity of the codes and the data source. For the data exchange model, such as
memory-shared, authorization table or files shared, the trustworthiness of the shared
memory need to be assured when it is created, and the details are out of the scope of
this paper.

4 Experiment and Analyses

In this section we will test the usability of the DIMM model by experiment. The
experiment environment is a ASUAK43SJ computer with Intel Corei5 2410M and
2.00 GB RAM. The underlying system is Fedora 10, the Linux kernel version is
2.6.32.26, and the virtual machine monitor is Xen 4.0. We realized a prototype of the
DIMM model on the TTCVM infrastructure, and assume that the statics trust is
guaranted by the TTCVM. So we focus on the implementation of IAMV module.

In order to test the performance of the DIMM system, we load two virtual machine,
VM1 and VM2, on the original system and the DIMM system separately. We firstly
make VM1 read a file from VM2 20 times, and take the average time, then we make
VM1 write a file to VM2 20 times and take the average time too. The results are shown
in Table 1.

According to the results of the above, we can find that the time of read operation is
increased by an average of 17%, while the time of write operation is increased by an
average of 20%. Because the write operation needs to check more user policies than
that of read operation, its execution time is longer than that of read operation. The
eventual experimental results shown that the DIMM model will bring more overhead to
the system. However, the experiment is running on a single CPU environment with
some poor performance hardware, such as 2.0G RAM. We estimate that it will be
improved greatly on the cloud platform with high performance hardware.

5 Related Works

In the cloud platform, virtualization is one of the core technologies, and the security of
the Cloud depends largely on the isolation mechanism of the virtual machines.

The Trusted Computing is widespread used to guarantee the security of the
information system. It is also introduced in Cloud to enhance the isolation mechanism
of VMs. Through the virtualization technology, each guest VM can be bound to a
vTPM which offers the security functions similar physical TPM does. Berger [8],

Table 1. The performance comparison of the system

Operation Original system DIMM system Performance degradation

Read 0.934 s 1.138 s 17%
Write 1.016 s 1.278 s 20%
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Scarlata [9], England [10], Sadeghi [11] and Berlios et al. [12] propose some vTPM
solutions. However, these solutions are only to ensure the integrity of virtual machines
during its loading, and they cannot guarantee the integrity of the virtual machine at
runtime.

The analysis of Zhang et al. [7] shows that the trust chain under the TCG speci-
fication is validation where there is no unexpected interference in the process of trust
transitivity. Zhang et al. [5] present two conditions to determine whether a system is
trusted based on the process level, and proved the correctness of the two conditions
according to the definition of trustworthiness. SecureBus in Literature [6] provides
strong isolation and transparent access control mechanism between processes. It ver-
ifies the integrity of input at the process level. However, it is designed only for ordinary
platform, and cannot be applied in the cloud environment directly.

Virtual Machine Monitor (or Hypervisor) can also provide integrity protection for
cloud platforms at virtual machine level. Terra [15] provides a flexible trusted com-
puting architecture which uses virtual machine monitor as trusted base. However, Terra
does not provide the ability to measure the virtual environment dynamically, nor does it
guarantee the security for the installation of the virtual environment. Livewire [16],
Antfarm [17] and XenAccess [18] also use this method to provide integrity protection
for virtual machines. But this approach relies on the security services provided by
Hypervisor, and studies in the literature [19, 20] show that the hypervisor suffers from
malicious attacks and may be compromised.

Rongyu et al. [13] design a multi-source trust chain model for cloud computing,
which presents a solution for extending trust from VMM to VM through the user-
specific TPM, called lTPM. However, it is a static integrity measurement model which
measures the integrity of all the components (including the virtual machine) before it is
loaded, it cannot guarantee the virtual machine in a trust status when it is running.
Furthermore, the model TTCVM did not consider the problem of the interference
between virtual machines mutually.

6 Conclusion

Cloud computing could provide on-demand computing environments dynamically and
allows companies turn their datacenter or other IT resources to the cloud platform for
more flexibility and lower overhead. However, this new computing paradigm intro-
duces a number of new security and privacy challenges, and several intrinsic features of
Cloud amplify these challenges, such as multi-tenant host. Recently, many security
solutions are proposed to protect the virtual machines from malware attacks. However,
these solutions focus on providing a strong isolated environment for each VM, and
ignored the input/out operations of VMs, such as database access, communication
between two VMs for co-operation.

In this paper, based on the Tree-like Trust Chain for VM (TTCVM) model in
literature [13], we propose a mechanism, named Dynamic Integrity Measurement
Model, for trust transitive between two virtual machines at will. The mechanism will
ensure the integrity of VMs when data or instructions are transmitted among them, as
well as the integrity of the delivered message. However, the model suffers from
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performance problem, and the further work is to reduce the computing overhead and
latency of the DIMM model by optimizing the security policy controls in the IAVM
module.
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Abstract. Big Data Analytics (BDA) brings extensive opportunities
to enterprises to extract valuable information from high volume, velocity
and variety data streams. However, the BDA dynamics can lead to signifi-
cant project failures due to high-risk factors in terms of data availability,
reliability, integrity, security and resilience which are the key compo-
nents of a dependable system and are strongly linked to BDA process
execution. Specifically, the heterogeneity of big data sources, diverse set
of challenges related to big data integration and processing, along with
a rapidly-expanding landscape warrant the need to make dependable
big data systems capable of providing standard analytical solutions. In
this paper, we propose the first dependable pipeline architecture for the
BDA process which has a layered front-end and back-end implementa-
tion, employs the standard lambda architecture in a DataOps analytical
cycle, incorporates state-of-the-art tools which are all open-source, and is
coded entirely in the standard Python language to remove cross-platform
implementation dependencies. We have implemented this architecture in
five enterprise BDA projects but we are unable to present implementa-
tion details and results due to space limitations.

Keywords: Big Data Analytics · Dependability · DataOps · Pipeline
Enterprise

1 Introduction

Big data continues to increase in enterprises. Especially, the advent of IoT, sensor
networks, smart phones, and social networks along with operational data lakes
are resulting in a continuous stream of data to be stored, managed, analyzed
and visualized by enterprises. Big Data Analytics (BDA) is a modification of the
traditional KDD process to extract valuable data from these big data lakes. It
has potential to bring significant benefits and improvements to KPIs of global
enterprises [17,23]. It can provide useful insights about revenue opportunities,
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cost reductions, marketing plans, better customer services, safety measures and
other related trends by effective and real-time analytics. However, enterprise
BDA initiatives are not dependable by nature [4,7,10,11,17,20,21,23,27,30];
according to Gartner, 85% of BDA projects in enterprises were failing in 2017
leading to significant losses [3].

The reasons are numerous. Enterprise big data is heterogeneous by nature;
few examples include images, videos, tables, CSVs, documents, spreadsheets,
PDFs, presentations, social network feeds, data formats and sensor data. These
data types are structured, semi-structured and unstructured and lead to imple-
mentation of NoSQL technology of data stores for storage, processing and analyt-
ics. The heterogeneity of big data has lead to an exponential increase in NoSQL
technology stack in the last decade [29], which is creating a serious problem in
selecting the right technology stack for enterprises interested in BDA, particu-
larly those who want to work open-source. NoSQL offers wide columnar stores
(e.g., Hbase, Cassandra), key value stores (e.g., Redis, Memcached), document
stores (e.g., MongoDB, CouchDB) and Graph Stores (e.g., Neo4j, Orient). There
are tens of available solutions for each store type. BDA involves a large number
of tasks to be executed in a pipeline, and each task can be implemented through
a variety of available solutions. Expertise is typically not available, coupled with
a lack of mindset, to experiment with different stores rigorously on a small scale
before making a selection. These stores also vary in location, latency and prod-
uct specifications. The data being used is in some cases historical and in other
case is live streaming each requiring a unique set of tools and expertise to han-
dle and process. Financial constraints may also restrict the forming of a big
data/BDA/data science team within an enterprise to make such experiments
and derive value later on. They may also restrict purchase of hardware or cloud
computing for more complicated BDA tasks, e.g., machine learning and deep
learning.

To put things in perspective, we show the enterprise BDA process at a generic
level in Fig. 1. The heterogeneous input data sources (top-left) first need to be
decrypted thoroughly by an analytical team manually and their relationship with
the business requirements of BDA needs to be established clearly. This is a con-
tinuous activity taking input from other BDA activities later on to help define
business goals clearly. Then, almost 90% time needs to be devoted to Stream
ETL, i.e., data wrangling of big data lakes, involving application of data trans-
formations, descriptive statistics, inferential statistics, attribute selection proce-
dures and most importantly, effective integration of data sources. ETL is involves
much effort and trial-and-error selections based on feedback from analytics. High
expertise and effort is required here from the analytical team which is not avail-
able or executed readily. The clean data is then stored in NoSQL stores, either
in-house or on the cloud, followed by analytical modeling of data. Both storage
and modeling are plagued by the problem of selecting the relevant technology
stack for ensuring and displaying optimized actionable insights to the enterprise
users. Some other problems include poor data management, failure to identify a
clear business problem, expense involved in making scalable BDA pipelines, inef-
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Fig. 1. Big Data Analytics Process Diagram

ficient analytical models, non-optimal hardware resource utilization, increase in
hardware costs, and failure to integrate different big data sources in an effective
way. Also, pipeline development is not a one-time activity; the pipeline needs
to be continuously monitored, maintained and managed by a team and some
of the tasks such as data cleaning could also need to be automated. All these
problems make BDA an a non-dependable, expensive, resource-intensive and a
complicated process. We believe that many of these problems can be addressed
by selecting the right technology stack and defining a standard pipeline to apply
this stack, in order to create a type of roadmap for BDA enterprise implementa-
tions. In this paper, we plan to address the aforementioned issues by answering
the following research question: RQ: Given the available technology and solu-
tion stack, what is the BDA pipeline infrastructure that can serve as a roadmap
for solving the more crucial problems facing BDA implementations in enter-
prises, particularly leading to enhanced dependability in terms of performance,
optimization, scalability and reliability?

2 Related Work

We have found limited research work related to enhancing dependability in BDA
infrastructures. In [33], the author proposed a data-driven analytical method to
differentiate the workload and resource usage patterns to track performance bot-
tlenecks, from development stages to online production systems for monitoring
and debugging the operational behavior hence leading to optimized service engi-
neering. In another paper [1] author propose Microservice-based architecture
for autonomic computing in software intensive systems such as Electric power
distribution (EDP) to foster scalability of such systems. Moreover, Pipeline61
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framework has been proposed in [32] to reduce the effort for maintaining and
managing big data pipelines across heterogeneous execution. It provides auto-
mated version control and dependency management for both data and compo-
nents in each pipeline instance/context without major rewriting of the original
jobs during its life cycle. Another author has discussed the hybrid technique
in the form of an ensemble of replication and erasure coding in cloud storage
system for big data applications to improve the performance with less storage
overhead along with the conceptual architecture to further improve the reliabil-
ity of data with the management perspective of application and data. In [22],
the authors propose a novel hybrid technique based on dynamic replication in
erasure coded storage systems is proposed. The proposed technique and the con-
ceptual architecture can effectively handle the reconstruction issues of erasure
code proactively with less storage overhead and improved reliability and energy
consumption.

3 A Dependable Architecture for Enterprise BDA
Pipelines

To answer our research question, in this section, we demonstrate and discuss a
dependable architecture for enterprise BDA pipelines, shown in Fig. 2 which we
propose to code entirely in the standard Python (version 3.0 or above) language
which has facilitated BDA pipeline development in the last several years [4].
The technology stack of our architecture has been influenced by our experience
on enterprise BDA projects along with several research papers targeting BDA
implementations in enterprises [5,6,8,9,12,14–16,18,19,24,26,28]. We model our
architecture on state-of-the-art DevOps methodology of software development,
specifically DataOps which is an iterative life cycle for data flows including build,
release and operate steps supported by data protection and is the only response
to the fluidity of BDA implementations. We also propose use of cloud comput-
ing (through Amazon AWS and Microsoft Azure) as it has resolved doubts over
privacy invasion of companies of diverse types [2,34]. Our architecture is state
of the art and lambda in nature, allowing analytical processing of both static
(batch) and real-time streaming data in parallel. It comprises seven layers: con-
nection, integration, static, dynamic, serving, interface and dashboard, defined as
follows:

Connection Layer: Connection layer provides an API gateway of data connec-
tors to connect to diverse types of telecom data flowing in from different sources.
Some of these connectors are readily available as separate installers (e.g., ODBC)
while others are available as APIs in Python e.g., PyMongo for connecting to
MongoDB. If a connector is not available, it can be easily programmed as a
Python API.

Integration Layer: Integration layer collects the different telecom data streams
and integrates them in a master database. For integration, we recommend stor-
ing different data types in relevant databases and then programming a control
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Fig. 2. Proposed Dependable Architecture for Enterprise BDA Pipelines

layer in Python as integrator. For instance, social network feeds are continuously
stored in Neo4J and CDRs in MongoDB and control layer keeps meta-data of
connections, data and storage actions to facilitate access. We recommend using
Redis as a metadata store to facilitate faster retrieval and storage with lesser
management overhead. We do not recommend usage of Talend and Pentaho tools
for data integration; our recommendation is to program everything in Python
for efficiency of BDA process.

Static Layer: Static layer takes static (less-velocity and stationary) data from
master databases and processes it over a Hadoop cluster. Most Hadoop process-
ing should be Spark-based and the more longer tasks can be programmed in
MapReduce, e.g., computing average call time over a period of 5 years in 250
TB of data [31]. Static layer provides drilled-down (time-consuming) analyses to
supplement analytics presented in dynamic layer.

Dynamic Layer: Dynamic layer processes real-time streaming data at a more
superficial level to present basic analytics in real-time views. We recommend
using Apache Kafka to ingest the stream and Spark Streaming for processing it.
For ingestion in speed layer, Apache Flume can also be used but we use Kafka for
its better feature set and more use cases. For the same reasons, we prefer Spark
Streaming for processing (through PySpark API) over Apache Storm. Note that
it could be inefficient to store high velocity streaming data in master databases;
if the use case demands it, then we recommend storing in MongoDB or Redis.

Serving Layer: Serving layer facilitates querying and storage of results from
static and dynamic layers. We store these results in an analytical data lake. We
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recommend MongoDB, Redis, HDFS or HBase for storage depending on require-
ments and results data types. This lake can store results from static and dynamic
layers separately or integrated after some NoSQL database management.

Interface Layer: Interface layer combines back-end layers (mentioned above)
with front-end layers. We recommend implementing this layer using Python’s
Flask API as a standard RESTful API which effectively communicates user
requests to back-end using stateless constraints and also enhances interoper-
ability between different computer systems. Here DataOps team handle cluster
provisioning, monitoring, autoscaling logs and metric aggregation and continu-
ous delivery through these corresponding tools and API’s. First engineers get
an API of cluster operation through this abstraction layer then write analytical
model/algorithm in python/Scala and store those in version control system such
as GIT.

GIT: All of the above processing steps involves turning of raw data into useful
information, i.e., source code. Code can control the entire data-analytics pipeline
from end to end in an automated and reproducible fashion. In so many cases,
the files associated with analytics are distributed in various places within an
organization without any governing control. A revision control tool, such as Git,
helps to store and manage all of the changes to code. It also keeps code organized,
in a known repository and provides for disaster recovery. Revision control also
helps software teams parallelize their efforts by allowing them to branch and
merge.

Jenkins: It is CI/CD tool used by DataOps teams to deploy code from devel-
opment into production. With the help of the Git plugin Jenkins can easily pull
source code from any Git repository that the Jenkins build node can access. Now
the build can be triggered for the purpose of unit testing. Builds can generate
test reports in various formats supported by plugins (JUnit support is currently
bundled) and Jenkins can display the reports and generate trends and render
them in the GUI.

AutoScaling: In any project there can be one AWS server running Jenkins
Master plus 1 Jenkins slave (2 executors) and might need more in future due
to the build resource intensiveness. Jenkins has different autoscaling options on
AWS depending on what is in the build queue and is a more stable and scalable
approach.

Dashboard Layer: Dashboard layer comprises a series of dashboards to be
viewed by different users across the telecom enterprise. Each dashboard connects
to serving layer through interface layer by using different standard connectors,
e.g., connectors provided by BI tools or Apache Sqoop in case we need to put
dashboard data in some relational store backend. All standard BI tools, e.g.,
Tableau, SiSense, Microstrategy, or Oracle Business Intelligence can interface
with serving layer. Dashboards can also be created on open-source Python APIs
like plotly. Dashboards can be deployed on cloud instances of AWS or Azure
which are configured over https protocol after configuration of standard SSL
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certificates over http. The front-end development should be done dynamically,
e.g., through AngularJS, ReactJS (by Facebook) and Progressive Web Apps (by
Google).

Dockerization: Reuse and containerization is a key step in DataOps since data
analytics team members typically have a difficult time leveraging each others
work. Code reuse is a vast topic, but the basic idea is to containarize function-
alities in ways that can be shared. Complex functions, with lots of individual
parts, can be containerized using a container technology like Docker. Containers
are ideal for highly customized functions that require a skill set that isn’t widely
shared among the team. Here, we are proposing to dockerize the environment
just to able to automate the workflow, while still keeping the necessary features
in place (like performing tests and leveraging staging environments) to assure
the quality of applications and configure the environment with autobuilds and
auto-deployments.

Both static and dynamic layers can process data in parallel or exclusively.
Also both should involve ETL (data cleaning) activities and (in most cases)
machine learning and relevant statistical modeling, e.g., predictive analytics on
big data which we label as BigML. In parallel, following data management mod-
ules need to be programmed in Python which implement background routines
required for static and dynamic processing:

Workflow Management: Due to diversity of required analytics in telecom-
munication, a pipeline or workflow of Hadoop jobs may need to be executed in
batch layer. We recommend using Apache Oozie Hadoop job scheduler for this
purpose (which has no competitor). Oozie commands can be programmed as
Python scripts; it allows creation of MapReduce, Hive, and Sqoop jobs (notably)
as Directed Acyclic Graphs (DAGs). These jobs can also be triggered based on
time and data availability as part of a bundle in the latest Oozie release.

Session Management: Session management stores each session of each telecom
user in a stateless (self-contained) manner. Obviously, this can itself generate
several hundred megabytes of data daily so BDA lead needs to decide the time
for session analysis, session archiving and permanent removal (we cannot store
sessions forever). We recommend using Redis for session storage and Python
APIs for analysis along with a several hour analysis timeframe (so that data
fits in main memory). If the timeframe is required to be more, then Apache
Cassandra or HBase should be used for storage (making processing independent
of main memory).

Cache Management: Caching speeds-up access by keeping mostly accessed
data in main memory. We recommend Redis for managing a cache layer for
BDA processing over other state of the art tools, due to its more robust data
structures, a larger number of successful usecases, more data types which can
be cached, and a larger number of policies for evicting (removing) data from
memory [13,25].

Log Management: We propose log management to log client, server process-
ing and debugging data, according to standard practice. Administrator should
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ensure no overlap between user clickstream in sessions and logs. Logged data
can be analyzed as a Hadoop (MapReduce) task. It can also assist in debugging
the BDA pipeline in the DevOps and software testing scenario. We recommend
Flume for log management, personalized Python scripts or Python APIs.

Queue Management: In the face of diverse analytical task requirements at
different times, it is possible that tasks (e.g., in an Oozie instantiation) need to
be queued. Kafka is an ideal data queueing framework for streaming data. For
static data, we propose RQ (Redis Queue) software, which implements queues in
Redis implemented in Python. RQ is also applicable for streaming data in case
Kafka is not used.

Resource Management: In Hadoop 2.0, resource management for batch data
processing is completely handled by YARN (Yet Another Resource Negotiator).
Besides this, we recommend Zookeeper as a coordination service (on the base of
a key-value store) to manage Hadoop or Spark clusters. It guarantees efficient
execution of a host of services related to distributed computing and is a standard
software for a Hadoop deployment.

4 Conclusions

BDA implementations in enterprises are currently plagued by many critical prob-
lems. The overall effect of these problems is to make BDA pipelines less depend-
able. In this paper, we have initially determined what needs to be done exactly
in a BDA pipeline and then, on how it should be done. To this end, we proposed
and discussed a BDA architecture which combines a set of state of the art data
analytics activities in a layered model along with integrating them in a stan-
dard pipeline architecture. We focused on selecting the right technology stack
for these activities. We have implemented this architecture in the following enter-
prise projects: (1) deep-learning based trade prediction system (currently under
development but can be explored at codexnow.com), (2) an analytical business
communication platform (darbi.io), (3) an analytical data collaboration platform
(go-loop.us), (4) a data encryption platform (whose URL we cannot share due
to legal binding) and (5) a big data integration and processing system (under
development). In these projects, the architecture has largely helped to streamline
all BDA activities and output results in a dependable manner without many of
the problems outlined in Sect. 1. Of particular use in these projects was the rapid
execution of DataOps and seamless integration with operational data stores on
AWS cloud. We also found AWS’s auto-scalability feature to be useful but the
programming code also needs to be optimized through DataOps to facilitate
scalability. We believe that this architecture presents a type of roadmap and
can be extremely useful for a majority of global enterprises to solve their BDA
problems. We are not able to provide experimental details in this paper due to
space limitations.
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Abstract. Logistics Equilibrium Distribution Networks System is a design
scheme which provides the logistics distribution mechanism effective and effi-
cient in terms of several layering aspects: business layout layer, supervision and
evaluation layer and planning control layer. It enhances the monitoring function
of the information platforms and the design scheme of the planning by con-
trolling the distribution layer moving forward to control the whole system
macroscopically to ensure the effective operation. To develop such network
toward Urban perspective is a challenging task because of the various distri-
bution layouts control. To address such an issue, this paper proposes a hierar-
chical ranking urban logistics equilibrium system, which incorporates the
functional structure, the distribution system structure, and the operation mech-
anism in order to realize the high-end and integration of distribution system. The
outcome of this research will assist to design an urban distribution system which
can improve the distribution efficiency of urban logistics, save transportation
costs, reduce carbon emissions, protect the urban environment, and promote the
development of urban economy.

Keywords: Logistics equilibrium � Distribution Networks System
Economic development � Urban logistics

1 Introduction

The development of regional economy is closely related to the development of urban
logistics. For the urban logistics, because the end users of the logistics are concentrated
in the city, the distribution of this logistics form and service mode is mainly concentrated
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in the city, has become the support of urban operation of the logistics form. In recent
years, China’s urban trade volume has increased year by year, the importance of urban
logistics and distribution system construction has become more prominent, to build a
reasonable and efficient operation of the city logistics and distribution system for the
good development of urban economy is of great significance [10].

There is a large number of published studies on City logistics and distribution is
subject to many factors, the city logistics and distribution system is the flow of people,
business flow and information flow is the need to integrate the logistics environment of
human settlements [3–7]. Urban logistics and distribution system rely on the layout of
urban industry and population distribution, high density of population distribution and
industrial layout will greatly increase the amount of urban logistics and distribution [7].
In addition, the city’s traffic conditions and ecological conditions affect the construction
of urban logistics and distribution system, urban logistics and distribution need to focus
on energy-saving emission reduction green direction. Additionally, the quality of dis-
tribution and delivery time factors more closely linked to the city logistics and distri-
bution system to meet the needs of decentralized distribution needs, but also save the
distribution of the distribution side of the distribution costs, the integration of common
distribution, which requires the city logistics and distribution system planning [3].

A number of studies have investigated in the United States, Japan and other
logistics and distribution management in the theoretical research and practice has six or
seven decades of history, fruitful, and have established a more reasonable to promote
economic development of the logistics and distribution system [11–23]. As Japan’s
land area is small, the trade volume is very large, Japan in the logistics infrastructure
construction and distribution center distribution node construction into a lot of money
[20]. To achieve the goods storage, acceptance, sorting, a library and other logistics
operations throughout the process of computer management and control, improve
efficiency and strengthen the management [15].

The contribution of this paper is to design the urban distribution system in order to
provide urban logistics system by developing hierarchical ranking urban logistics
equilibrium system. It improves the distribution efficiency of urban logistics by
incorporating functional structure, distribution system structure, and different opera-
tional mechanisms with integration of distribution system.

The rest of this paper is organized as follows. In Sect. 2, we provide the theoretical
background of urban logistics and distribution system that define the different equi-
librium theory, relationship between logistics equilibrium and urban logistics and
distributed system. In Sect. 3, we present urban logistics and distributed system that
includes distribution system infrastructure, model, and center planning. Finally, we
summarize the paper with conclusion with the way to future work.

2 Overview of Urban Logistics and Distribution System

2.1 Definition of Logistics Equilibrium Theory

Logistics for the economic services, according to the general equilibrium theory, the
supply of production factors and demand through the production factor market and
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commodity markets and the supply of these two markets and the interaction between
demand forces, so that each commodity and production factors and the demand will
beat a price at the same time tend to equal, the socio-economic will reach a compre-
hensive equilibrium, this time the economic market can be the suitable development.
Thus, the objective requirements of the logistics and distribution system design also
need to pursue the equilibrium of supply and demand, and further, is to achieve in the
number, time and structure of the equilibrium [1].

Logistics time equilibrium is defined as the logistics demand and logistics supply in
time accurate and timely convergence of the state in the distribution of the timeliness,
accuracy and distribution efficiency. Logistics equilibrium is an idealized state, in
practice, mostly difficult to achieve, therefore, the Logistics equilibrium can be
understood as to meet the logistics needs under the premise of the logistics supply and
logistics demand in the amount of the smallest difference in the structure Proportion of
roughly the same time in the convergence of time as timely, accurate and efficient, in
order to achieve the logistics of the equilibrium state. Logistics equilibrium is a relative
process, the logistics of the above three-dimensional structure is mainly for the logistics
of static equilibrium analysis, in addition to the logistics should be fully aware of the
equilibrium is a dynamic equilibrium process, is constantly evolving to high-level
equilibrium. And logistics technology has become a decisive factor affecting the level
of logistics equilibrium, which together with the role of demand and supply constitutes
the impact of Logistics equilibrium level of internal factors, to influence the evolution
of equilibrium. In the construction of urban distribution system, we can find the
equilibrium point of the distribution system based on the logistics equilibrium theory,
so that the distribution in the supply and demand to achieve an equilibrium, in order to
save logistics costs and improve distribution efficiency [2].

2.2 The Relationship Between Logistics Equilibrium Theory and Urban
Logistics and Distribution System

City logistics and distribution system, including urban logistics infrastructure, logistics
equipment, logistics network, logistics management, logistics information systems and
other modules. This choice needs to be based on a certain theoretical basis, that is, what
we call the theory of logistics equilibrium. Logistics equilibrium theory is the theory of
equilibrium theory in the logistics industry extension theory, logistics equilibrium
pursuit of logistics supply and demand in the total to achieve equal, including time
equilibrium, spatial equilibrium and quantitative equilibrium [9]. For the design of the
information input and output of the distribution system, the choice of distribution
center needs to use the Logistics equilibrium theory, the pursuit of the whole city to
maximize the distribution of income, cost minimization, and to achieve low-carbon
environmental protection and short-term efficient distribution.

Urban Logistics and Distribution System Equilibrium Adjustment Mechanism
The good operation of urban logistics and distribution system not only needs the
support of logistics equilibrium theory, but also need the effective adjustment mech-
anism to escort the system. The urban logistics and distribution system introduced in
the previous paper is based on the time equilibrium, quantitative equilibrium and
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structural equilibrium construction of logistics equilibrium theory [14]. The present
value of the various indicators of equilibrium, time equilibrium and structural equi-
librium is always uploaded to the information flow platform of the city logistics and
distribution system. The data processor is used to decompose and analyze various data
and output the equilibrium report. Through the analysis, Time equilibrium and struc-
tural equilibrium of the completion of the indicators, if there is an un-equilibrium
situation, the use of relevant methods to adjust the data, re-export distribution program,
so the cycle, repeated integration, feedback and regulation, from a simple static
equilibrium to the system within the dynamic equilibrium Conversion.

To achieve a high degree of integration of urban logistics and distribution platform
information, the need for government, enterprises, industry associations and other
strong support. The state introduced the relevant policy to build information platform,
enterprises and other policies with the country to complete the information into the
system. The operation of the information platform requires the entire platform to have a
consistent standard, all the data conform to the same standard, so that the data can be
better analyzed and maximized use. The adjustment model of the information platform
is shown in Fig. 1.

2.3 Urban Logistics and Distribution Model Planning

After the study concluded that the existing urban logistics and distribution model after
several decades of development can be divided into self-distribution, third-party dis-
tribution and common distribution of three models [22]. Self-service distribution is a
self-sufficient distribution model, by the supply of goods (generally refers to the pro-
duction enterprises) will be sent to the needs of customers in the hands of the goods.
This approach appears to be simple and straightforward, but does not take into account
the fact that multiple suppliers and multiple demand customers often have the same
distribution needs, virtually increasing the cost of distribution and increasing the
delivery of transport vehicles, adversely affecting the environment The The third party

Fig. 1. Urban logistics distribution system equilibrium adjustment mode
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distribution is defined as the fact that the goods are not delivered directly from the
supplier to the demand side, but by the supplier to the third party logistics company to
help them deliver the goods to the customer. The rise of e-commerce led to the
development of third-party distribution, a large number of third-party logistics enter-
prises: such as ShunFeng, ShenTong, Yunda, etc. These enterprises run gradually into
the people’s attention. Third-party distribution to a certain extent while saving the
supplier’s delivery costs also increased the demand for customer satisfaction with the
distribution service, while the community to create more output value.

Common distribution model is a relatively intelligent distribution model, is the
supply of goods to a number of goods to the needs of multiple customers demand
delivery mode. There is no doubt that the common distribution model has been greatly
improved in terms of shortening delivery time, saving delivery costs and improving
delivery quality. In this paper, combined with the characteristics of the other two
distribution models to give a common distribution and self-distribution, third-party
distribution combined with the new common distribution model. (1) to self-oriented
common distribution model for supplier-oriented distribution requirements, to entrust a
unified distribution, centralized distribution of the distribution model. For retailer-led
distribution requirements, take self-built network distribution, enterprise alliance dis-
tribution model. (2) to the third party-based common distribution model monopoly
business type, a total of collectively with the type of enterprises to transport enterprises
as the leading distribution, for the market-led, information platform-oriented co-
distribution, to choose government-led Third party common distribution mode, as
shown in Fig. 2.

Fig. 2. Urban logistics joint distribution pattern classification
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2.4 Urban Logistics Distribution Center Planning

The location and construction of the city logistics distribution center can be used in
many ways. 0–1 integer programming method, fuzzy evaluation method, analytic
hierarchy process and ant colony algorithm can help to select the address of the
distribution center. This paper, from the unique perspective of logistics equilibrium,
uses the combination of analytic hierarchy process and fuzzy evaluation method, the
pursuit of logistics and distribution time, space and structural equilibrium, select the
evaluation index. This paper constructs urban distribution from 7 second-level indi-
cators such as structural equilibrium, quantity equilibrium and time equilibrium, three
primary indicators and industrial structure, transportation conditions, supplier distri-
bution, customer demand distribution, logistics cost, accessibility, service level Center
location evaluation index system [8].

1. Structural equilibrium: The impact of industrial structure factors on urban logistics
and distribution system includes three kinds of distribution of agricultural products,
distribution of industrial products and distribution of consumer goods. The selection
of the distribution center is related to the situation of the three industries in the city
and the location of the industry center. The condition of transportation is an
important factor influencing the structural equilibrium of urban logistics and dis-
tribution system. The rationality of urban road network structure directly affects the
equilibrium of distribution structure. For this structural indicator, it can be simpli-
fied for the evaluation of road grade and road smoothness.

2. The number of equilibrium: The secondary indicators under the quantitative equi-
librium index can be divided into three indicators: supplier quantity distribution,
customer demand distribution and logistics cost. The distribution of suppliers and
customers directly affects the location of the distribution center. Logistics costs
include distribution costs, storage costs, and new distribution center costs. The three
secondary indicators of the equilibrium can be measured according to the cost of the
supplier, the distance from the main consumer group, and the land price, as shown
in Fig. 3 and Table 1.

3. Time equilibrium: The accessibility of the delivery time is an important indicator of
whether the delivery item can arrive in time from the supply side to the demand
side. Customer satisfaction can be used as the observation variable. The level of
service delivery can be used as a measure of policy support.

4. Analytic Hierarchy Process: In this paper, we use the analytic hierarchy process to
select the three first-level indicators and seven secondary indicators that affect the
location of urban logistics distribution centers. Combining with the matrix analysis
and the index data given by the expert scoring method, we first find the weight of
the first and then use the judgment matrix to calculate the weight value of the
secondary index, and obtain the general ranking of the importance of the index.
Judgment matrix construction method is to ask the decision-makers on the same
layer of the elements of the two comparisons, and the relative importance between
the two to quantify the final formation of the judgment matrix. The general level
analysis method uses the 1–5 scale to convert the qualitative comparison result into
the quantitative judgment data matrix. The scale meaning is shown in Table 2. The
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judgment process and the knowledge diversity need to be consistent with the
judgment matrix.

The single order of the hierarchy is based on the judgment matrix to calculate the
relative importance of the low-level factors to the corresponding upper-level factors.
The feature vector and the eigenvalue of the judgment matrix are the key steps of
hierarchical single ordering. According to the matrix theory, we can get the following
relation:

Fig. 3. Urban logistics distribution center selection model

Table 1. Urban distribution center selection evaluation index Level indicators

Secondary indicators Observation variables

Structural
equilibrium

Distribution of industrial
structure

Distance from the industry
center

Conditions of transport Road grade and smoothness
Number of suppliers’
distribution

Supplier cost

Quantity
equalization

Customer demand distribution Main consumer group distance
Logistics costs Land price

Time equilibrium Delivery accessibility Customer satisfaction
Service level Policy support
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If k1; k2. . .; kn is the number satisfying kx ¼ Ax, that is the eigenvalue of matrix A,
and for all aii ¼ 1, as shown in Eq. (1)

Xn
i¼1

ki ¼ n ð1Þ

It can be seen that when the matrix is completely consistent, k1 ¼ kmax ¼ n the
other characteristic roots are zero; and when the matrix is not completely consistent
k1 ¼ kmax [ n

the other characteristic roots k2; k3. . .; kn relationship as shown in Eq. (2)

Xn
i¼2

ki ¼ n� kmax ð2Þ

On the basis of this, the negative average of the other characteristic roots other than
the largest eigenvalue of the judgment matrix is used as the index of the degree of
consistency deviation of the judgment matrix, and the consistency of the index judg-
ment is checked by the formula (3).

CI ¼ kmax � n
n� 1

ð3Þ

The larger the CI is, the greater the degree of consistency deviation of the judgment
matrix. The smaller the CI is, the better the consistency of the judgment matrix. And it
is easy to conclude that the judgment matrix is the exact consistency with CI = 0, and
the judgment criterion is CI ¼ 0; k1 ¼ kmax ¼ n.

For the total order of the hierarchy, the single ordering results of the level factor
B1;B2; . . .;Bnð Þ corresponding to ai is (b1i; b2i; . . .; bni). Assuming that the total
ranking of all the factors ðA1;A2; . . .;AmÞ has been completed, the weight values are
(a1; a2; . . .; am), and if Ai and Bj are not related, so, bji ¼ 0. The overall ranking of the
hierarchy is shown in Table 3.

This part combined with expert scoring method combined with analytic hierarchy
process to calculate the weight of each index. The root of the maximum eigenvalue and
its eigenvector of the matrix is as follows:

Table 2. Judgment matrix scale table scale

Value Scale meaning

1 Is as important as
2 Is slightly more important than
3 Is more important than
4 Is strongly more important than
5 Is extremely more important than
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(1) Calculate the product Mi of each row element of the matrix;
(2) Calculate the nth power root of Mi

(3) Normalize the vector ~w ¼ w1
�!; w2

�!; . . .; wN
�!� �T

as shown in Eq. (4):

Wi ¼ w1
�!

Pn
j¼1 wj

! ð4Þ

(4) Calculate the largest eigenvalue of the matrix as shown in Eq. (5). Where AWð Þi-
represents the i-th element of the vector AW

kmax ¼
Xn
j¼1

AWð Þi
nWi

ð5Þ

5. Fuzzy comprehensive evaluation: For the problem of unclear boundaries of urban
logistics and distribution, fuzzy comprehensive evaluation method is the most
suitable, it can establish a mathematical model to simplify the complex problem,
abstract the problem of specific. Combined with the hierarchical analysis method
for the secondary index ranking can determine the weight of the secondary index
corresponding to the vector, and then normalized, it will be fuzzy evaluation
results. The application of the fuzzy comprehensive evaluation method in the
distribution center location is shown in the formula (6):

(1) to determine the fuzzy comprehensive evaluation factor set U.
(2) to determine the fuzzy comprehensive evaluation set V.
(3) to obtain the evaluation matrix R.

R ¼
r11 � � � r1m
� � � . .

. � � �
rn1 � � � rnm

0
B@

1
CA ð6Þ

(4) Establish a judgment model, using fuzzy synthesis matrix for comprehensive
evaluation, as shown in Eqs. (7) and (8).

B ¼ a�R ¼ a1; a2; . . .; anð Þ�
r11 � � � r1m
� � � . .

. � � �
rn1 � � � rnm

0
B@

1
CA ¼ b1; b2; . . .; bmð Þ ð7Þ

Table 3. Hierarchy total sorting table

Index A1 A2 …… Am B hierarchy total sorting

B1 b11 b12 ……. b1m
Pm

i¼1 aib1i
B2 b21 b22 ……. b2m

Pm
i¼1 aib2i

……. ……. ……. ……. ……. …….
Bn bn1 bn2 ……. bnm

Pm
i¼1 aibni
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Bj ¼ bjPn
j¼1 bj

; bj ¼ maxi¼1 maxi¼1 ai; rji
� �� � ð8Þ

In the future direction of this work will be incorporation emerging technology with
this network, such as IoT, Software Design Network, Crowd Associated Network and
so on [24–34].

3 Conclusion

The importance of urban logistics and distribution system construction is prominent to
build a reasonable and efficient operation of the city logistics and distribution system
for the good development of the city economy. Based on the industrial resources and
advantages, this paper presents the rational distribution of the urban logistics and
distribution system by considering the distribution time, quantity and structure of the
distribution system, and optimizes the basic physical layout of the city logistics and
distribution system. Additionally, the supply and demand of urban logistics and dis-
tribution in the quantity, time and structure are difficult to achieve an equilibrium. The
existing urban logistics and distribution system has been difficult to fulfill the needs of
urban logistics and distribution requirements. Therefore, a reasonable design of urban
logistics and distribution system is improved with the help of city logistics and dis-
tribution system with the quantity, time and structure of the equilibrium. It enhances
system efficiency, distribution cycle, supply chain link, and reduces logistics costs by
creating an equilibrium supply and demand of high-end urban logistics and distribution
system. Moreover, the developed system increases the economy of the urban, improve
the transport and storage capacity both for city and urban, promote the green devel-
opment of urban logistics and distribution system.
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Abstract. Criminal records are highly sensitive public records. By
incorporating criminal records in a blockchain, authenticity and rigidity
of records can be maintained; which also helps to keep the data safe from
adversaries. A peer to peer cloud network enables the decentralization
of data. It helps prevent unlawful changes in the data. This paper intro-
duces a criminal record storage system by implementing blockchain tech-
nology to store the data, which helps to attain integrity and security. Our
system presents ways in which the authority can maintain the records
of criminals efficiently. Authorities (e.g., Law enforcement agencies and
courts) will be able to add and access criminal data. General users (e.g.,
selected organizations and/or individuals, airports, visa application cen-
ters etc.) will have access to the data so that they can look up criminal
records. Proper and timely access to authentic criminal records is essen-
tial to enforce the law. The effect of corruption on the law enforcement
forces will also decrease, as this will cut off an entire scope of corruption
by removing any possibility of tampering with criminal records data by
thorough accountability.

Keywords: Criminal records · Blockchain · Authenticity
Cloud network · Decentralization · Law enforcement

1 Introduction

A chief function of the government is to preserve data about individuals.
Administering and utilizing these data can prove to be cumbersome, even for
advanced governments. Different government law enforcement agencies have sep-
arate databases, which creates a barrier in the fluidity of data flow between
different government agencies. The existence of such multiple databases also
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increases the cost of their security and thus, the probability of unlawful changes
are increasing gradually [1].

With the growing size of records, a good record keeping and information shar-
ing system has become necessary in todays global environment. Law enforcement
agencies have to communicate between themselves and across countries in order
to keep national security intact. Having accurate and time stamped records
makes it easier to accomplish the mission [2].

This is where blockchain comes into the picture. The blockchain ledger
ensures no single party can control the peer to peer network so the risk of data
tampering is abating. In addition, the dispersed characteristic of the blockchain
ledger means that it is extremely difficult to break and also the risk of informa-
tion being meddled with is greatly reduced compared to current systems that use
traditional digital databases [3]. One of the aims of our system is to ensure that
evidence information is not tampered during court proceedings by storing the
data in cloud and keeping the transaction log and provenance data in blockchain.

A central database can be subjected to many types of hacks, most of which
may severely damage the integrity and validity of the data. The security of the
system depends on the database system itself. SQL injection attacks have become
more common in recent days [4]. SQL injection is a highly destructive attack in
which hackers try to access information stored in a database. The decentralized
nature of blockchain guarantees that inherent problems of the system, like hard-
ware and software malfunctions, have no effect on integrity of the data, as the
data has multiple copies stored on each node of the network. Data in blockchain
is immutable, implying that any and all changes are clearly visible on the entire
network. Data updated by a node is verified by multiple nodes, and thus falsified
data can seldom find its way into the blockchain [5]. Any attempt to destabilize
the system will have to include simultaneous attacks on at least 51% of nodes of
a certain blockchain to affect a single block. This decreases the chance of attacks
exponentially with the increasing number of nodes [6].

Our system uses a decentralized data management process. The users of the
system are pre-registered. Data senders must sign in to the system first. Then
they digitally sign the data. The digital signature is verified by the system to
make sure the data is authentic. The verified data is encrypted with a randomly
generated encryption key and is sent to the cloud data storage. The metadata
of this transaction is sent to the blockchain. The location of this data on the
blockchain is retrieved by the system. The system then stores essential searching
parameters, like case number, name of offender, passport number and national
identification number in a local database. The encryption key and location of the
data on the blockchain is also stored on the local database. Data receivers also
have to login to the system. Then they can search for data using the aforemen-
tioned parameters. The system fetches the data and decrypts it. The system then
adds this data retrieval event to the blockchain as a transaction and forwards the
decrypted data to the data receiver. Even if any adversary gains access to the
encryption key, they can possibly just view the data. They cannot modify data
since data upload requires a valid digital signature from a pre-registered user.
Also, any change to the data will be recorded on the blockchain as a transaction.
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Our Contribution. Our proposed system stores an individual’s criminal
records. The purpose of our system is to ensure that the stored information is
secure and cannot be accessed or altered by attackers. Currently large amounts
of data is stored in databases which makes it highly vulnerable to attacks.
Databases might as well crash, resulting in loss of data. In our system such
problems will not arise since we use blockchain to store the data transaction
logs alongside encrypting the data so it cannot be altered. Each node will have a
copy of the transaction logs [7]. The data itself will be stored in a decentralized
cloud system. Decentralization increases redundancy of the data. Elliptic Curve
Cryptography (ECC) [8] encryption scheme is used in our platform to encrypt
the criminal data. We generate the digital signature according to Schnorr digital
signature scheme [9].

Our system uses a data provenance architecture. Information regarding
upload, access or changes in Cloud data is stored in the blockchain which ensures
security, privacy and integrity [10]. These security parameters are crucial while
dealing with such sensitive data. CRAB makes the stored information accessible
to courts, selective government organizations and individuals, all police stations,
visa application centers, airports etc.

Organization of the Paper: The remainder of the paper is organized as fol-
lows: Sect. 3 outlines the protocol and details the steps, Sect. 4 briefly analyses
the features of the protocol, and Sect. 5 includes some concluding statements on
the probable outcome of the implementation of such a system.

2 Related Work

Various data sharing systems using blockchain have been developed [11].
Research work has been done on cloud data provenance architecture. Two such
platforms are ProvChain [10] and SmartProvenance [12]. ProvChain is a decen-
tralized cloud data provenance architecture that uses blockchain technology.
When a user accesses data from the cloud, records are kept in the blockchain
as transactions. It ensures that the records cannot be tampered. In ProvChain,
the provenance auditor endorses provenance data by fetching transactions from
the blockchain network by using blockchain-receipt which contains data in block
and transactional information [10]. Here the Provenance Auditor (PA) cannot
be fully trusted. Since PA has access to both user and provenance data; it can
cause devastating damage to the system. To avoid this, the data is encrypted
before uploading to the cloud. As such, the PA cannot directly access the data
without the decryption key [10]. The SmartProvenance system is built on the
existing Ethereum system, which uses smart contracts. These are used to store
metadata of a file and include an event log. The event log is an immutable record
consisting of the changes made to the file or data. This system can only guar-
antee honest behavior if at least half of the users able to access the data and
provenance are honest. There also must exist a secure platform for exchanging
external keys among the users, so a user can provide access to other users [12].
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Work based on the Etheruem system is efficient, as mentioned in Forensic-
Chain [13], where the smart contracts help to do most of the transaction verifi-
cation work [13]. Similar to SmartProvenance and Forensic-Chain, MedRec [14]
is a system which is also based on Ethereum. However, it uses Ethereum smart
contracts to allocate each block to a single file’s access permission data and state
transition records. This system primarily focuses on securing access permissions
to medical records through the blockchain [14].

The UK Ministry of Defence (MoD) agency is considering the use of
blockchain to improve the reliability of a network that uses sensors to track
national concerns. HoustonKemp, a Singapore based tech firm is working in
Australia to develop a blockchain based, reliable and feasible system that will
be used to keep records of all investigative intelligence [3].

Controllability and traceability are key features of a privacy preserving sys-
tem [15]. Our system rules out any human intervention from data storage,
integrity, privacy and traceability aspects. Ethereum based smart contracts facil-
itate our systems functionality, making the process of designing and implement-
ing the blockchain simple. This also allocates the mining tasks to an existing
market, generating less cost. Blockchain in government [7] talks about how the
government can benefit from various applications of blockchain technology.

3 CRAB-Protocol

In this section we demonstrate the design and architecture of our system. Table 1
shows the notations that are used in this section.

Table 1. Terminology table

Notation Description

ID Data sender’s ID

PWD Data sender’s password

UD Criminal data uploaded by sender

VD Verified criminal data

TD Transaction data

Bid Block number where meta data of transaction is saved

CID Criminal identification data

UAD’ Consists of CID, Bid, and Enc(Key)

IDX Sender X’s ID

PWDX Sender X’s password

UDX Criminal data uploaded by sender X

VDX Verified data of sender X

TDX Transaction data of sender X

BidX Block number where transaction data of user X is saved



298 M. A. Tasnim et al.

3.1 Protocol Entities

Figure 1 shows the high-level view of our system. The entities and their roles in
the system is described below.

Data sender is the authorized personnel from Police station, court, law enforce-
ment agencies and armed forces, who will have to store criminal record and
information into the system. The data will be verified using the sender’s digital
signature, and then encrypted and stored in Data Storage along with CID.

Data Receiver. Data senders, airports, visa application centers and selected
organizations will play the role of data receiver in our system, they will have to
sign in to the system and request for accessing data from the system using CID.

Functional Unit (FU) is the most important part of our system. This module
authenticates users, verifies and encrypts data. It sends the data to the Data
Storage after encrypting it. This unit also retrieves the Bid corresponding to a
transaction. When a user has to retrieve data from the cloud, it accesses the FU
and requests for data using CID. FU interacts with Local server, blockchain and
Data Storage to fetch the data and it sends decrypted data to the user.

Data Storage is a part of the global cloud. It receives encrypted data from FU.
Data storage stores encrypted criminal data and CID.

Blockchain stores the meta data of transactions(TD). It is present on the cloud.
It can only be accessed directly by the FU. We are using Ethereum based per-
missioned blockchain, which ensures data security since only FU will have the
permission to access the blockchain.

Local Server stores UAD’ which comprises of CID, Bid, and Enc(key). It sends
UAD’ to FU upon request.

3.2 Steps Involved

– Step-1. The sender accesses the system using their ID and PWD.
– Step-2. The sender digitally signs the UD and sends it to the FU.
– Step-3. VD is encrypted and sent to Data Storage along with CID.
– Step-4. TD is sent to blockchain.
– Step-5. Bid is sent to the FU from blockchain.
– Step-6. UAD’ is sent to the Local Server.
– Step-7. The receiver accesses the system with ID and PWD
– Step-8. FU requests Local Server for data with CID.
– Step-9. UAD’ is returned to FU.
– Step-10. FU requests for data from Data Storage with CID.
– Step-11. Data Storage sends encrypted data to FU.
– Step-12. TD is sent to blockchain.
– Step-13. Bid is returned to FU.
– Step-14. FU sends updated UAD’ to Local Server.
– Step-15. Decrypted data is sent to the receiver.
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Fig. 1. Overview of the CRAB protocol

3.3 Formal Description of Protocol

In this section we describe how Data Sender, Data Receiver, and our system
interact with each other while sending and receiving data. For any transaction
in our system, parties need to be pre-registered. Any data transmission from
parties who are not registered will be ignored by the system.

Protocol Between Data Sender and System
Police station, court, law enforcement agencies and armed forces will play the
role of data sender in this protocol. Digitally signed data will be verified; the
data will then be encrypted and sent to the Data Storage. The equation for key
generation can be written as:

KeyGen(Random) = Enc(Key) (1)
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Suppose a Data Sender X wants to upload a file to the Data Storage. X signs
in to the system with IDX, and PWDX. X digitally sign the data (UDX) and send
it to FU. FU verifies the digital signature against the data. A random encryption
key is generated, VDX is encrypted according to the following equation:

Enc(VDX,Key) = Enc(VDX) (2)

VDX and UAD is sent to Data storage. The meta data of X’s transaction, TDX

is sent to the blockchain. The location of the transaction data on the blockchain,
BidX is sent to FU. UAD’ is sent to Local Server to be used for accessing data.
Upon receiving BidX the sender can be assured that the data has been uploaded
successfully to the Data Storage.

Protocol Between System and Data Receiver
Suppose X is a Data Receiver. X uses IDX PWDX to sign in to the system, FU
requests for data using CID, the Local Server returns UAD’ to FU. FU requests
for data from Data Storage. Data Storage returns encrypted VD to FU. FU
decrypts UD according to the following equation:

Dec(Enc(VD),Key) = VD (3)

The decrypted data is then sent to the receiver.

4 Protocol Analysis

– Integrity:
• Authentication data integrity: Only pre-registered users will be able

to enter or retrieve data. Data sender X and receiver Y first need to
authenticate themselves. They will have to use ID and PWD provided
by the authority, which are stored in the Local server. When X or Y
provides ID and PWD, the system retrieves the actual ID and PWD from
the Local server; if the user provided ID and PWD matches with the
retrieved ID and PWD, the user is granted access to the system. Therefore
authentication data is only know to X, Y and the system.

• User data integrity: Using the encryption function below the criminal
data is encrypted.

Enc(VDX,Key) = Enc(VDX) (4)

This ensures data integrity since the data stored in the Data Storage
will not make any sense to anyone except for the data sender X. If X or Y
requests for the data, the FU retrieves the data from the Data Storage
and decrypts it using the following equation:-

Dec(Enc(VD),Key) = VD (5)

To break this integrity level adversaries need to break the ECC encryption
scheme.
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– Accountability: Transactions in blockchain help to monitor data changes.
When the data sender X with IDX sends VD, the metadata TDX is recorded
in the blockchain.

Transact(IDX, VD, Current time, Set) = TDX (6)

When a data receiver Y with IDY attempts to retrieve VD, this access TDY

is also recorded as in the blockchain.

Transact(IDY, VD, Current time,Get) = TD (7)

Due to the blockchain transactions, all data senders and receivers are account-
able for any interaction with the data on the cloud.

– Security: Data is stored in an encrypted form and cannot be accessed with-
out the encryption key which is stored separately.
When X sends UD, the Functional Unit(FU) verifies and encrypts it. VDX

and Enc(VDX) are not visible to X and is completely handled by the FU.
When Y requests to retrieve VDY, the FU decrypts Enc(VDY) and forwards
it to Y. Y is privy to any access in the system except its initial request. So
the data is completely secure and void of direct access by sending receiving
entities.

– Automation: The system is totally automated and requires no human inter-
vention, which reduces risk of error.

– Sustainability: Since the system is automated; there is a very low risk of
errors occurring. Our platform uses tried and tested methods of encryption.
Thus, the system is sustainable.

Table 2. Summary table

Feature Blockchain Traditional database

Storage Decentralized Centralized

Mutability Immutable Mutable

Redundancy Redundant Non-redundant

Cost Decreasing cost for
increasing amount of data

Cost increases with increasing data
size

Transparency All nodes attest to
validity of data

Validity of data may only be
checked by database administrator

Point of failure Fails only if all nodes
simultaneously fail

Failure may result from any
hardware or software failure of the
server machine

Interoperability Good interoperability Hard to achieve interoperability

Table 2 shows the comparisons of features using blockchain and traditional
databases. Storage refers to the manner in which the data is stored. Mutability
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is the ability of data to be changed. Redundancy refers to whether the data can
be easily recovered if lost. Cost refers to the financial cost of implementing and
maintaining these systems. Transparency means whether the data activity in the
systems is visible or not. Point of failure indicates the weakest attribute of the
system that can be used to destabilize or destroy it. Interoperability refers to
communication between multiple similar systems.

5 Conclusion

Public records often are tampered with, and their effects are adverse. Our system
lets us remove all such problems by means of decentralized data storage. Digital
signatures confirm the authenticity of uploaded data. Each data sender bears
the complete responsibility of the data contents. Encryption furthers the secu-
rity objective of this system. The randomly generated encryption keys ensure
that no two files have the same key, which exponentially reduces the risk of
attacks. The cloud components, which are data storage and blockchain, are not
directly accessible by any user. All these together ensure maximum security of
data and precise provenance recording, and also helps overcome other possible
software/hardware failure issues. Further research on this topic can bring a whole
scale implementation in a city, region, state or even country.
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Abstract. Despite the benefits of the passive keyless entry and start
(PKES) system in improving the locking and starting capabilities, it is
vulnerable to relay attacks even though the communication is protected
using strong cryptographic techniques. In this paper, we propose a data-
intensive solution based on machine learning to mitigate relay attacks on
PKES Systems. The main contribution of the paper, beyond the novelty
of the solution in using machine learning, is in (1) the use of a set of secu-
rity features that accurately profiles the PKES system, (2) identifying
abnormalities in PKES regular behavior, and (3) proposing a counter-
measure that guarantees a desired probability of detection with a fixed
false alarm rate by trading off the training time and accuracy. We evalu-
ated our method using the last three months log of a PKES system using
the Decision Tree, SVM, KNN and ANN and provide the comparative
analysis of the relay attack detection results. Our proposed framework
leverages the accuracy of supervised learning on known classes with the
adaptability of k-fold cross-validation technique for identifying malicious
and suspicious activities. Our test results confirm the effectiveness of
the proposed solution in distinguishing relayed messages from legitimate
transactions.

Keywords: Internet of Things · Machine learning
Passive keyless entry and start · Relay attack · Vehicle security

1 Introduction

Over the past decade, the automotive industry has advanced the traditional ways
of accessing and starting the vehicles by making use of embedded processors and
wireless communications. Now, there is no need to insert a physical key to open
or start the vehicle. Instead, vehicles can be opened remotely with a push of a
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button on the key fob or even without it. Car manufacturers have introduced
modern passive keyless (PK) systems, including passive keyless entry (PKE),
passive keyless start (PKS), and passive keyless entry and start (PKES) systems.
PKES systems enable drivers to unlock and start their vehicles by just possessing
the key fob in their pockets. The PKES communication model involves two
parties: a vehicle with a receiver and a transmitter, and a portable key fob that
is used to passively authorize a user to carry out a vehicle function (for example,
door unlock). Generally, PKES uses a challenge-response based security protocol
between the vehicle and the key fob, where the vehicle periodically scans the key
fob to determine its proximity. When the key fob acknowledges its proximity,
the vehicle sends a challenge along with its ID and waits for the response of the
key fob. Upon the true response from the key fob, the vehicle unlocks itself.

The concept of PKES was first introduced by Waraksa et al. [1] and it was
firstly implemented by Mercedes-Benz in 1998 [2]. Since then, many car manufac-
turers have implemented similar PK systems. Despite the convenience of PKES,
it is vulnerable to man-in-the-middle attacks [3,4]. This is mainly because PKES
technology communicates between the car and the key fob over an insecure chan-
nel, and hence, the communication could be eavesdropped, snooped, intercepted
and re-transmitted (for example, replay attacks [5]). A group of researchers from
the University of Washington and the University of California San Diego have
demonstrated some remote attacks capable of braking, speeding and turning off
the engine [6,7]. In addition, the authors of [2] and [8] examined the security of
PKES protocol against relay attacks. They have demonstrated practical relay
attacks that can unlock and start the vehicle even if the key fob is out of the
vehicle’s communication range.

In relay attacks, the adversary does not need to physically tamper the key
fob or even decrypt the communications between the vehicle and key fob. The
adversary would only requires two inexpensive power amplifiers to carry out
the attack; one amplifier in the proximity of the vehicle and second one in the
proximity of the key fob. The power amplifiers establish an ultra-high frequency
relay line between themselves in both directions. The attacker would then relay
the messages between the vehicle and the key fob. The attacking device at the
vehicle side receives signals from the vehicle and replays them to the second
attacking device that is in the proximity of the key fob. The key fob assumes
these signals as if from the vehicle and responds accordingly. This response is
then replayed back to the vehicle through both of amplifiers. The vehicle could
not distinguish between the relayed signals and the real key fob signals and
assumes as if the key fob is in its proximity and open the locks.

The study of the literature on the security of PKES shows a number of
physical, cryptographic and anomaly detection solutions to mitigate adversarial
threats, as mentioned in Sect. 2. However, the PKES protocol is still vulnerable
to relay attacks, which is due to the impracticality of physical solutions and
that the vehicle would only verify the proximity of the key fob rather than the
verification of the physical location of the key fob.
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In this paper, we propose a security layer for protecting the PKES system
against well-known relay attacks. Firstly, we propose the use of a set of seven
security features, including key fob acceleration, signal strength, location, time,
date, type of day, and elapsed time. Then, our security layer uses machine learn-
ing techniques to identify whether a key fob signal conforms to the pattern
of relayed signals. We use a 10-fold cross-validation in order to enhance the
detection accuracy rate. We compare various algorithms, including the Decision
Tree, Support Vector Machine (SVM), K-Nearest Neighbors (KNN) and Arti-
ficial Neural Network (ANN), with respect to accuracy rate, confusion matrix,
training time and prediction time. We demonstrate the results of relay attack
detection after testing our method using the last three months log of PKES sys-
tem as it is sufficient to train our model and observe the system if there is a
significant change in the driving routine. To the best of our knowledge, this is
the first work which provides a detection strategy for PKES relay attacks using
machine learning algorithms.

The rest of the paper is organized as follows: Sect. 2 reviews the related work.
Section 3 proposes a machine learning based relay attack detection mechanism.
Section 4 evaluates the proposed solution and demonstrates a comparative anal-
ysis of different machine learning models. Finally, Sect. 5 concludes the paper.

2 Related Work

In [9], Miller and Valasek demonstrated various remote attacks against the 2014
Jeep Cherokee. In [10], Benadjila et al. exposed a cryptographic weakness and
opened the door of a target vehicle without retrieving the cryptographic key. In
[2], Francillon et al. demonstrated a relay attack on PKES system by amplifying
the low-frequency radio signals between the vehicle and key fob. They amplified
the signal so that the vehicle could sense the key fob signal is in its proximity
range and would unlock itself. In [11], Garfinkel and Rosenberg suggested to place
the key fob inside a protective metallic shield, and thus, create a Faraday cage
around the key. This would in theory disable the PKES system until the driver
is within a very short distance to the car in order to unlock the car. However,
the adversary is still able to eavesdrop the fob signal when it is unshielded.

In [12] and [13], the implementation of cryptographic solutions, including
electronic control unit (ECU) authentication, integrity checks and encryption of
the emitted frames, were suggested to prevent man-in-the-middle attacks. How-
ever, the computation required to perform strong enough encryption or decryp-
tion of the messages can be very time and resource consuming, which is an
important concern in a real-time system such as a vehicle. This problem can
be addressed by using a hardware module entirely dedicated to cryptographic
operations in order to free the ECUs computational capacities. [14] and [15] give
examples of a secure key exchange protocol and a message encryption using a
hardware security module and an ECU dedicated to key management. How-
ever, the complete deployment of hardware security modules will take a long
time because of the compatibility issues of the standard as well as the hard-
ware issues. For example, there are still many cars in operation that have no
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cryptographic acceleration. In addition, the key fob can not process computa-
tionally expensive cryptographic operations because of its tiny battery power.

Another famous cryptography technique is the solution given by the
Microchip Technology [16]. The proposed solution encrypts the communica-
tion between the vehicle and key fob using the KeeLoq block cipher. Microchip
Technology also introduced several authentication protocols. Similarly, RSA, the
Security Division of EMC, developed RSA SecurID authentication mechanism
for the key fob [17]. However, despite the use of strong cryptographic and authen-
tication techniques, the PKES system is still vulnerable to relay attacks.

In [18], Ranganathan and Capkun proposed a proximity verification method
using distance bounding protocols to repel relay attacks. The proposed method
determines how close the key fob and vehicle is from each other in terms of
physical distance. Similarly, in [8], Choi et al. proposed a sound-based proxim-
ity detection method to prevent the relay attacks on PKES systems. Despite
the novelty of this method, it has implementation constraints. The sound wave
refracts when it passes through a medium with a gradually varying property.
For example, the sound wave bends away from the ground during the day, while
it bends towards the ground during the night.

Over the past decade, machine learning has extensively been used in auto-
motive industry. For example, in [19], a machine learning based system was pro-
posed to identify the faulty engine behavior of the vehicle, and in [20], a frame-
work using conventional supervised learning was proposed to recognize and track
vehicles on the road. In addition to pattern recognition and tracking, machine
learning has been widely used as a powerful tool to provide security solutions in
the vehicular industry, especially to detect anomalies [21]. For example, in [22],
Weber et al. introduced a machine learning based anomaly detection method to
identify anomalous communications using the ECU of the vehicle. The authors
extracted some features from the data exchanged between ECUs and applied
an unsupervised anomaly detection algorithm. In [23] and [24], the authors pro-
posed the use of a rich set of features to profile normal and malicious packets. In
[25], the author proposed a machine learning method to avoid the theft attacks
on vehicles. This model continuously profiles the driver behavior by analyzing
data retrieved by controller area network (CAN) bus and identify the person
on driving seat as a driver or thief. In [26], the authors showed the usability of
a statistical anomaly detection method in classifying malicious CAN messages
in in-vehicle networks. To detect the intrusion, the proposed method checks the
frequency of the exchanged messages in a fixed time slot. In [27], Kang and Kang
proposed an intrusion detection system using deep neural networks to secure the
in-vehicle network. The authors used CAN packet features to identify anomalous
behaviors.

3 Proposed Relay Detection

This section outlines the proposed detection method for securing PKES system
from relay attacks. Figure 1 demonstrates the block diagram of a relay attack
and the proposed method, which is based on a supervised machine learning
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Fig. 1. Block diagram of the proposed method

algorithm that uses seven security features (listed in Table 1) including key fob
acceleration, signal strength, location, time, date, type of day, and elapsed time,
to detect abnormal/irregular key fob behavior. Key fob acceleration and location
are embedded in the command and control data CMD, and are transmitted along
with the unlock code. The rest of the features are obtained by vehicle’s ECU.
A greedy algorithm uses these features to train a Classification and Regression
Trees (CART) algorithm [28]. The CART algorithm is a powerful and popu-
lar machine learning model that is used for both classification and regression.
We have used an optimized version of the CART algorithm for classification.
CART constructed a binary decision tree by splitting a node into two child
nodes repeatedly, beginning with the root node that contains the whole learning
sample.

The branches of the tree represent results of observed security features, while
the leaf nodes denote the outcome of classification: normal (legitimate key fob
signal) or malicious (relayed key fob signal). To figure a regular behavior profile,
the vehicle monitors the security features for a period of three months. As the
model learns the behavior of the PKES system, it modifies and updates the
profile. Vehicle’s ECU would use the learned decision tree to differentiate between
normal and malicious key fob behaviors. When the vehicle detects a deviation
from the normal behavior, it initiates a passive response and will not unlock.
In addition, the vehicle would also send a warning to owner’s mobile phone or
other personal devices.

Table 1. PKES features

Feature Description

Key fob acceleration To make sure that driver is moving while unlock signal is transmitted

Signal strength Strength of the key fob signal

Location Current location of the key fob while transmitting the unlock signal

Time Time at which unlock signal is transmitted from the key fob

Date Date at which unlock signal is transmitted from the key fob

Type of day Weekend or working day

Elapsed time Elapsed time since the occurrence of last unlock action
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Fig. 2. Comparison of the detection accuracy rate using train/test split learning

4 Experimental Validation and Evaluation

This section illustrates the experiments conducted to validate and evaluate the
performance of the proposed relay attack detection. This section also compares
the proposed detection method with SVM, KNN, and ANN learning algorithms
with respect to accuracy rate, confusion matrix, training time and prediction
time. We used the Python programming language for our implementations.
These classification algorithms require training data to train the models, and
testing data to test those models using the PKES system data. We used a dataset
with a total sample size of 500 that is derived from a three-month log of PKES
system. We used 80% of the dataset for training and used the remaining 20% for
testing. We used a k-fold cross-validation for generating an independent datasets
to evaluate the results of our statistical analyses.

Figure 2 compares the rate of accuracy. The experimental results show that
the decision tree has the best performance as compared to SVM, KNN, and ANN
algorithms. Compared to SVM and KNN, ANN achieves a good accuracy, that
is, 94%, and includes 82% true positive and 12% true negative rate. KNN has
85% accuracy, and includes 82% true positive and 3% true negative rate. SVM
has achieved 84% accuracy, contains 82% true positive and 2% true negative
rate. Finally, the decision tree has the best performance, that is, 99% accuracy,
82% true positive and 17% true negative rate. Our results show that SVM has a
weaker performance with a higher false positive rate. SVM and KNN achieve the
false positive rate of 16% and 15%, respectively. ANN performs slightly better
with 6%. The decision tree has an extremely low false positive rate that is 1%
only. Figure 3 illustrates the training and prediction speed of the decision tree,
SVM, KNN and ANN. The decision tree and KNN have same and comparatively
fast training speed among all. SVM involves some data transformations to gen-
erate the support vectors, so it demonstrates a slower training speed, that is, 9
ms. ANN takes about 160 ms to get trained. Figure 4 compares the prediction
speeds. The results show that SVM has the fastest prediction speed among the
algorithms under study. From Fig. 4, both decision tree and ANN have a slow
prediction speed, but they are faster than KNN.
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Fig. 3. Comparison of the training speed with train/test split learning

Fig. 4. Comparison of the prediction speed using train/test split learning

4.1 K-fold Cross-validation

To overcome the limitations of the train/test split procedure, we used a 10-fold
cross-validation. The dataset is partitioned into 10 sized equal folds or partitions.
Then, 10 repetitions of training are performed such that within each repetition
a different fold of the dataset is held-out for validation, while the remaining
9 folds are used for learning. The benefit of a 10-fold cross-validation is that
all the observations in the dataset are eventually used for both training and
testing. Having 10 folds means 90% of the full dataset that is 400 records in
our dataset is used for training and 10% (100 records) for testing in each fold
test. We evaluated decision tree, SVM, KNN and ANN algorithms with respect
to True Positive (TP), True Negative (TN), False Positive (FP), False Negative
(FN), True detection rate (TP rate), False alarm rate (FP rate), F-Measure, and
Overall Accuracy.

The 10-fold cross-validation has eventually used all 500 observations in our
dataset for both training and testing. The result of our analysis shows an
improvement in performance compared to a train/test split method. Figures 5
and 6 compare the detection accuracy and training speed of all four algorithms
using 10-fold cross-validation. As shown in figures, the decision tree has the
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highest accuracy, and decision tree and KNN have probably the same and com-
paratively fast training speed among all. The comprehensive analysis of super-
vised learning of decision tree, SVM, KNN, and ANN is summarized in Table 2.

Fig. 5. Comparison of detection accuracy against relay attack using train/test split
and 10 Fold cross-validation learning

Fig. 6. Comparison of training speed using 10 fold cross-validation learning

Table 2. Learning comparison results

Decision tree SVM KNN ANN

Train/test split Detection accuracy % 99 84 85 94

Training time (ms) 1 9 1 160

Prediction time (ms) 1 0.5 2 1

True positive 82 82 82 82

True negative 17 2 3 12

False positive 1 16 15 6

False negative 0 0 0 0

10 fold cross-validation Detection accuracy % 99.8 92.8 94.4 97.8

Training time (ms) 26 95 29 1485
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5 Conclusion

In this paper, we proposed a detection method for relay attacks, making use of
a CART algorithm that uses six security features for profiling normal key fob
messages. Moreover, we used a k-fold cross-validation to overcome the limita-
tions of train/test split procedure and to improve the accuracy rate. We used
a three-month log of a PKES system and demonstrated an experiment to test
the performance of the proposed algorithm. We compared our algorithm with
SVM, KNN, and ANN leaning algorithms, and the result of our tests demon-
strated that our method outperforms other learning techniques. Our algorithm
achieves the best relay attack detection accuracy rate, fast training and predic-
tion speed, and low false positive rate among all. For the future work, we plan
to conduct experiments by making use of deep learning algorithms including
recurrent neural networks to enhance the detection performance.
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Abstract. Despite the fact that recommender systems are becoming
increasingly popular in every aspect of the web, users might hesitate to
use these personalization-based services in return of their personal infor-
mation if they believe their privacy is compromised in any possible way.
While new privacy regulations in Europe bring more transparency and
control over data collection to users, this study aims to provide a better
understanding of the users’ perception over privacy in recommender sys-
tems domain over several aspects such as behavioral preferences, privacy
preferences, trust, data ownership and control over own data through an
on-line survey. The results indicate that the majority of the respondents
consider that recommender systems violate user privacy in different ways.
Further, the results indicate that increased control and perceived sense
of ownership over one’s own data may help to decrease the negative atti-
tudes towards recommender systems and providers and to re-instate and
increase users’ trust. However, the findings also indicate that users’ trust
may be hard to re-establish in cases where the thought of “apparently”/in
theory go hand in hand with more transparency and user control will in
reality/in practice not lead to drastic changes.

Keywords: Privacy · Recommender systems · Privacy perception
EU GDPR · User study

1 Introduction

The presence of personalization-based systems in every corner of the World Wide
Web has marked itself as a powerful tool. However, this optimistic outlook of such
technologies possess a severe threat to user privacy due to their need of collection,
processing and transfer of personal data [14]. The growing concern about the
violation of privacy with the rise of ubiquitous recommendation technologies, is
a potential research area for many researchers.
c© Springer Nature Switzerland AG 2018
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Recommender systems need to collect, store and process user’s personal infor-
mation in order to provide tailored services for individual users. This indeed is
the primary source of user’s privacy invasion in recommendation domain. Users
are concerned about their online privacy which is found from various earlier
researches [1–3,11,14]. Most of these research indicate that the privacy breach
of user data is a result of directly accessing user data and indirectly, inferring
from user’s preference data or unauthorized usage by the external entities. A
detailed research consisting of numerous survey results performed in the past
decades concerning user’s privacy perception supports the aforesaid user con-
cern about privacy [10,19,20].

On the other hand, the protection of users’ private data is a similarly impor-
tant research topic in the modern information society. However the users’ privacy
behavior varies in practice as compared to the theoretical preferences. This is
a privacy paradox [4,5,21] in the personalization-based systems and it is well
studied through user-centric research. Generally, surveys on user privacy focus
on information disclosure to on-line service providers. However, the sharing of
user profiles across services, trust to the service provider, and control and own-
ership over personal data are less studied areas of user-centric research related
to privacy and/in the recommender systems domain.

The primary purpose of this study is not only to gain better insights into the
privacy preferences, perception, and behavior of users in the context of recom-
mender systems but also to explore the ways of increasing the trust on the ser-
vice provider and user control over personal data. With the current enforcement
of the EU GDPR (European Union General Data Protection Regulation), this
research can shed light on the promises of the GDPR and remaining challenges
in this respect. The new set of GDPR rules aim to bring two primary changes
over the existing regulation. This sets a higher bar for the collection of personal
data by the various service providers. In addition, the informed and explicit con-
sent of the user is made mandatory while obtaining the user data. Secondly, the
penalties for the non-followers (service providers who will not adhere to the new
GDPR) are made severe enough. This study is based on an on-line survey on
user’s privacy perception in a season of rising privacy concerns in personalized
systems, in which 200 participants of 28 different nationalities participated. The
research was conducted at the Norwegian University of Science and Technology
in Trondheim, Norway.

This paper is structured as follows. A brief background study related to
user perception on privacy in recommender systems is given in Sect. 2. Section 3
explains the methodological approach and study set-up. Section 4 reports on the
main findings from the study. Finally, Sect. 5 further discusses and summarizes
the results and suggests a number of potential directions for future research on
user perception in recommender systems.

2 Related Work

The concept of privacy is an explicit human perception which is inherently asso-
ciated with data collection, data distribution (sharing) and re-use of the disclosed
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data. In general, users prefer to share a fair amount of personal data for per-
sonalized recommendation purposes [4,7,13,23]. But at the same time, users
express their concern for invasion of their information privacy through exces-
sive data collection, incorrect inference and inappropriate after usage by these
recommender systems.

Periodically, multiple surveys are performed in the past to understand user’s
online attitude with ubiquitous computing [1,15,19]. The largest survey con-
ducted till date by the European Commission to find out European citizens
attitude towards data protection, user privacy and identity management reveals
the awareness, views and wish regarding the European user’s data protection [8].
Given the three primary privacy threats in the recommender systems, namely:
the recommender systems itself, other users of the systems and external entities,
several privacy solutions have been adopted [13,16] over the last years. These
measures and solutions range from technical solutions, algorithmic solutions, and
more recently also legislative approaches such as EU GDPR. The recent com-
mencement of EU GDPR is an approach to address the concerns expressed in
the aforesaid survey and to protect the European user’s personal data. The var-
ious key concerns to protect the fundamental rights and freedom of individual
users added in GDPR [9] includes the following set of rules: (a) The right to
be forgotten, (b) better control over who holds ones private data, (c) the right
to switch ones personal data to another service provider, (d) the right to be
informed in clear and plain language, (e) the right to know if your data has been
hacked, (f) clear limits on the use of profiling, (g) special protection for children.
This legislature also works towards the free movement of European data across
all the member states.

As user’s attitude towards privacy differs in different situations, it is impor-
tant to study user perception on privacy within diverse cultural backgrounds and
with different demographic aspects to explore the changes on user’s privacy con-
cern and behavior. In one such prior research [17], we have studied the privacy
perspective of Norwegian users as compared to the other non-Norwegian users
in a recommendation environment. As a continuation of the aforesaid approach,
we have continued the data collection for the similar survey on diverse set of
people. With an objective of understanding user’s privacy attitude and infor-
mation sharing behavior against different demographic setting, the user-centric
survey is conducted after the GDPR is implemented.

3 User Study: Methodology

The primary objective of a survey strategy is to gather similar data from a
group of people in an organized manner. Then the found statistical patterns are
utilized to establish a general trend for a larger population [18]. In this study,
data has been collected by using the on-line survey method in order to further
investigate the users’ broader perceptions of (violation of) user privacy, and
attitudes towards recommender systems and service providers. In the following
section we briefly present the included topics, before describing a number of key
characteristics of the respondents.
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3.1 Survey Design and Distribution

The survey was designed to include the privacy perception in recommender sys-
tems in general and in relation to specific recommender systems domains. More-
over, we also aimed to explore potential preferences in cross-domain recommen-
dations and willingness of users to let their profile be shared across domains.

The survey consisted of 25 (both closed and open-ended) questions in English.
From previous experience we know that users are not always aware of the fact
that they are using recommender systems, as they often look like a natural part of
the web page. This means that a regular Internet user may be exposed to several
recommendations in a day, yet she or he may not be aware of it. Therefore, a brief
description of recommender systems with a number of screen-shots of frequently
used services was provided at the beginning of the survey, before any questions
related to the use of and attitudes towards recommender systems were asked.

This short description was followed by a number of basic socio-demographical
and general use-related questions. Next, the survey contained a number of ques-
tions related to perceived privacy issues and violation of privacy by and related to
the use of recommender systems. Further, preferences in terms of recommender
systems and cross-domain recommendations, as well as willingness to share one’s
user profile in a cross-domain environment were queried. Finally, questions con-
cerned with trust and trustworthiness of recommender systems/providers and
with data control and ownership were included.

The data have been collected in three phases in a total time span of 6 weeks.
The first two phases were held in 2017 (May and July 2017) and the last phase
was held in February 2018. The total number of participants to the user survey
was 200 (52 participants in the first phase, 48 participants in the second and 100
participants in the third phase). A convenience sampling approach was used: the
link to the survey was distributed via the involved researchers’ own networks and
existing channels. This approach has the advantage that it is more affordable
as it draws on the recruitment of easily accessible subjects to the study. It has
however also disadvantages as it may introduce a certain bias and does not allow
for generalizations towards the entire population [12]. Yet, as the main goal with
the study was not to generalize, but to further explore and gain better insights
into users’ perceptions and attitudes towards privacy issues with recommender
systems, we consider the use of this sampling approach is justified here.

3.2 Sample Description

As mentioned above, in total 200 respondents filled out the entire survey. While
they stem from 28 different countries, the majority are Norwegian (which is due
to the fact that the survey was distributed through channels at the Norwegian
University of Science and Technology). The top 4 nationalities participated to
the user survey is as follows: Norwegian (39%), Indian (22.5%), Turkish (8.5
%) and Chinese (7%). In terms of gender, the sample consists of 68.5% male
participants, whereas 31.5% are female. In terms of age, it should be noted that
most of the participants (52%) are between 25 and 34 years old. This is followed
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by the age group 35–44 which includes 22.5% of all the participants. Even though
no formal question on the educational level of the participants was included, we
assume that the sample primarily consists of participants with a relatively high
education level, as the survey invitation was primarily distributed via networks
and channels linked to the university.

4 Results

Before addressing attitudes related to (violation of) user privacy, trust, and data
ownership and control, we briefly present a number of general usage-related
aspects.

The majority of the participants (78.7%) can be considered as frequent users
of recommender systems. Around 8 out of 10 frequent users report that they use
recommender systems and personalized services on a daily basis (up to several
times a day). We found no significant differences between male and female par-
ticipants and the different age groups in this respect. Even though we did not
collect fine-grained data on which specific services participants use (and how),
data were collected on the importance of recommendations/personalized services
in different domains (on a scale from 1 to 10). Overall, recommendations are con-
sidered more important in the domains of books, movies, and music compared to
the domains of news and tourism. We found no gender differences in this respect,
but for frequent users, analyses using the Mann-Whitney U test indicated that
getting recommendations for books (U = 2855, p < .05, Median = 6), movies
(U = 2691, p < .01, Median = 7) and music (U = 2153, p = .000, Median = 7) is
significantly more important than it is for sporadic users.

As part of the further analysis, we systematically checked for potential differ-
ences in attitudes linked to usage frequency, basic demographical variables such
as gender, age group, and where relevant, attitude-related variables. Finally, one
more behavior-related variable was systematically included in this respect, and
where relevant, we compare participants that already have requested to see their
user profile or other information the provider has about them (32%) with those
that have never done so (68%).

4.1 Violation of User Privacy

First we present the results related with the violation of user privacy. As it
is shown in Fig. 1, less than 1 out of 10 respondents think that recommender
systems that they use/have used respect laws and regulations on privacy and
security. While around 1 out of 3 respondents clearly disagree here, it is inter-
esting to note that more than half is in a grey zone: they do not know or are not
sure.

When asked to which extent they think that existing recommender systems
violate user privacy (on a scale from 1 to 10, where the lowest rating is 1 and the
highest is 10), this uncertainty is also reflected. The average rating is 5.96, but the
variance and spread of the values is rather large, indicating that the opinions are
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Fig. 1. Users’ perception towards respect/violation of privacy laws and regulations

rather mixed. Even though no differences could be observed between the different
age groups and frequent versus sporadic users, the data show a tendency that
men are more skeptical in this respect and think to a significantly higher extent
that recommender systems do violate user privacy (U = 3781, p < .01). This can
be observed in Fig. 2, which also indicates that the opinions overall are rather
mixed, also among men and women.

Fig. 2. Extent to which recommender systems are perceived to violate user privacy, by
gender

As can be observed in Fig. 3, main concerns of users are the sharing of data
with third parties (66%), collection of more data than what has been approved
(49%) and the use of data for other purposes than what was approved (44%).
Respondents also had the possibility to further elaborate on this issue in an
open question. Here several participants noted that privacy terms and conditions
represent a challenge in itself, as consent is often implicitly hidden in terms and
conditions. As one respondent puts it: “Often it can be difficult to know what is
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approved. You may not read all the terms before accepting because of long text
and it being hard to understand”.

4.2 Trust and How to Increase It

The findings presented above where only a minority of respondents think that
privacy-related laws and regulations are respected by service providers and a
majority perceives that privacy is violated in several ways, imply that trust
in recommender systems/providers and their practices in terms of e.g., data
sharing and usage, is rather low. This raises the important question of how
trust to service providers could be improved and what recommender system
users consider as essential elements that could contribute to the trustworthiness
of recommender system providers. As shown in Fig. 4, the top 3 elements in
this respect are: asking permission before using/sharing the users’ data (77%),
respecting the applicable laws and regulations (70%) and having the option to
change and/or delete one’s user profile (66%). Entries to the follow-up open
question however also indicate that there is a user segment who will never really
trust providers, as “they are dependent on collecting and selling users’ data”. In
addition, as some respondents point out, even if providers respect the laws and
regulations, there is a risk of surveillance by governmental bodies. Finally, some
respondents fear that even with some of the above options (e.g., being able to
change and/or delete one’s user profile), there will still not be real transparency
and control over own data. As one respondent puts it: “I don’t trust ‘delete’ to
be a true delete. Data is still kept”. Another respondent even coins that some
well-intended measures may “give the appearance of transparency and control”,
while they in practice essentially may not change much.

Fig. 3. Violation of user privacy by recommender systems, as perceived by the survey
participants

While follow-up analyses did not yield any statistical differences between
men and women or depending on the usage frequency or users’ age in terms
of the potentially trust-enhancing characteristics, we can observe a significant
difference between respondents that already have at some point asked to see
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their user profile and information that the provider has about them and those
who never did so: the former consider the option to modify and delete one’s user
profile to a larger extent as a characteristic associated with a trusted provider
(χ2(1) = 4.602, p < .05).

Fig. 4. Characteristics of trusted and trustworthy providers

The extent to which a service provider is trusted also seems to be relevant
in the context of cross-domain recommendations. When asked whether they
would be willing to let their user profile be shared across applications, 61% of
the respondents reply negatively and they indicate that even if they would be
able to choose the applications themselves, they do not want their profile to
be shared. However, when asked to which extent this would be the case if the
service provider is one that they trust, the number of respondents that says no
drops to 41% and the willingness to let the user profile be shared under certain
conditions increases considerably.

4.3 Control over Personal Data

Ownership and control over user’s own personal data plays a crucial role in
empowering users in the recommendation domain. As has been shown in previous
studies, a minimal level of control and ownership increases the trust on the
service provider and decreases the privacy concerns of users [22].

In the study presented here, it is also clear that a lack of trust is implicitly
linked to lack of control over own data (sharing data with other parties, using
data for other purposes than approved etc.). Providing users with real possibili-
ties to control their own data (e.g., possibility to inspect, modify and delete their
user profile) could increase both users’ agency and empowerment, but could also
result in more positive attitudes. As shown in Fig. 5, this possibility would make
most respondents less worried about privacy risks when using recommender sys-
tems (63%) and would also increase their trust to service providers (52%). No
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Fig. 5. Anticipated implications of being able to inspect, modify, delete own data and
user profile

significant differences between groups (in terms of gender, usage frequency, age)
could be observed here.

When it comes to data ownership and the use of recommender systems, the
findings indicate that overall, respondents consider it as rather important to own
their own data (average: 7.23, standard deviation: 2.31). For respondents who
think that the applicable laws and regulations are not respected, data ownership
is significantly more important than for those who do not know or are not sure
(H = 7.14(2), p < .05).

However, what does “owning your own data” in the recommender systems
domain actually mean for users? The results indicate that only a limited number
of respondents (14%) associate this with storing data on one’s own device. For
the majority, ownership in this respect means being able to decide how one’s data
is shared (72%) and being able to modify and delete one’s data (77%). Still, as
mentioned in the beginning of this section, only slightly under 1 out 3 has already
requested to see their online user profile or other information that the provider
has about them, which indicates a potential discrepancy between the attitudes
towards control and ownership over own data and respondents’ actual behavior.
In this respect, one respondent also underlined the importance of “educating
users” by making them more aware of “the value and amount of data that is
collected about them on a daily basis” and by making them more aware of their
rights and possibilities when it comes to data control and ownership.

5 Discussion and Conclusions

In this paper, we have presented the results from an online survey on privacy
perception of users in the recommender systems domain within three main cat-
egories: violation of user privacy, trust and data ownership. The main findings
of the study can be summarized as it is shown in Table 1.

According to the results, there is no significant age group of usage frequency
difference that affects the findings. However, gender seems to have an effect
on the perception of privacy violation of recommender systems, where men are
found to be more skeptical about their personal data than women.
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Table 1. Summary of main findings.

Violation of user privacy Only 10% of the users think that the recommender
systems respect existing laws and regulations

There is no significant perception difference between age
groups and frequent versus sporadic users, however men
are more skeptical than women about recommender
systems violating user privacy

Main concerns of the users are that the recommender
systems share personal data with third parties, collect
more data and use the personal data for other purposes
than what has been approved

Trust Trust to the recommender system service providers is
found to be low

Incorporating the users more by asking permission for
sharing their data and giving the option for users to
modify/delete their user profiles can increase trust

Trust affects the common data usage for cross domain
recommendations

Data ownership For most of the users, ownership of personal data is
important

According to the users, ownership means deciding how
the personal data is used/shared and being able to
modify/delete it

Ownership can increase the level of trust to the service
provider by reducing user’s privacy concern

With the new privacy regulations in Europe, EU GDPR seems to be the
answer for some of these privacy concerns. As mentioned in Sect. 2, GDPR gives
a better control to users over their own data which can decrease the privacy
concerns of users in recommender systems domain. However, the concern about
the recommender systems (or service providers) not respecting the laws and reg-
ulations may not be affected by the change of regulations. As some of the survey
participants noted that a delete of a user profile by its owner may not be a true
delete and it can still be available somewhere in the service provider’s database
implies that the service provider may not follow the regulations. Similarly, as
noted by some participants, giving the appearance of transparency and control
may not be a real solution to the privacy violations. Even though the GDPR
is a big step towards the protection of privacy and fundamental rights of the
users in Europe, the control of the service providers’ respect to the regulations
is important. EU GDPR strengthens the conditions of consent where the ser-
vice providers have to provide an intelligent and easily accessible form for the
users which must be written in simple language. The users no longer have to go
through the hassle of long illegible terms and conditions full of legalese anymore
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while giving their consent. Similarly, withdrawal of the user consent is made
easier with the new regulation.

Recommender systems should primarily focus on privacy-driven user-centric
approaches to accomplish the milestones of EU GDPR. In addition to this, rec-
ommender systems might have to change or adjust many of the currently used
algorithms for individual decision making including profiling in order to comply
with “the right to be forgotten”. The practice of “privacy by design” [6] concept
has the potential to attain the privacy regulation (GDPR) in recommender sys-
tems and the various service providers as well. However, the limitations of the
aforesaid concept might restrain to gain complete privacy protection for the rec-
ommender systems. Sensible user engagement is thus required by these service
providers, depending on the context. Also the privacy compatibility of worldwide
online services remains several questions in the minds of users. The multicultural
background of participants in this study shows that the users from all over the
world share similar privacy concerns and requirements.
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16. Mohallick, I., Özgöbek, Ö.: Exploring privacy concerns in news recommender sys-
tems. In: Proceedings of the International Conference on Web Intelligence, pp.
1054–1061. ACM (2017)
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Abstract. With the rapid development of Internet of Things (IoT) tech-
nology, massive data are generated by IoT terminals. Cloud computing
is the current mainstream method to process these massive data effec-
tively. However, the centralized cloud computing has the risk of data
leakage during data transmission. To address the issue of data safety,
we propose a novel edge computing architecture, called SafeTECKS. It
consists of three-layer functional structure: IoT Devices, Edge Nodes,
Cloud Center. Each edge node converts private data to knowledge by
Agent component, and keeps them in Knowledge Store. Edge node shares
knowledge with each other, instead of raw data, which can prevent data
leakage caused by data transmission. An algorithm named MKF (Multi-
Knowledge Fusion) is presented to integrate all knowledge learned from
edge nodes. We use taxi demand prediction as a case to verify the effec-
tiveness of our SafeTECKS on a real-world large scale data generated by
taxis in Beijing. Results show that our method not only outperforms the
baselines, but also can ensure data security.

Keywords: Massive data · Data safety · Cloud computing
Edge computing · Share knowledge

1 Introduction

With the rapid development of Internet of Things (IoT) technology, new ser-
vice modes and businesses such as intelligent transportation and smart city keep
emerging, followed by massive data generated by IoT terminals. Cloud comput-
ing [1] is the current mainstream method to maintain and process these massive
data effectively. However, the centralized cloud computing cannot guarantee real-
time responsiveness, and the network bandwidth and transmission speed have
come to a bottleneck. Furthermore, private data and enterprise data asset are
likely to leak during the communicating process between IoT devices and cloud
servers. Such dilemma urges us to focus on a new architecture, called edge com-
puting.
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Edge computing [2] is a method of optimizing cloud computing systems by
performing data processing at the edge of the network, near the source of the
data. Edge computing brings three major improvements to the cloud computing:
(1) Real-time data processing. As data is analyzed at edge nodes, it can reduce
the transmission latency and improve the response speed of the application. (2)
Sending data to remote clouds is not necessary, which can reduce the amount
of data transmitted and mitigate the network bandwidth pressure. (3) Private
data is analyzed directly at the edge without worrying about data leakage.

In recent years, researchers from both academia and industry have investi-
gated a wide-range of issues to edge computing, including systems, architectures
and applications [3]. Change et al. [5] described edge-cloud federation, of which
edge apps were used to deliver services at the edge as well as in distant cloud
centers. Du et al. [6] proposed a knowledge-information-data (KID [23])-driven
TDaaS edge computing (TEC) paradigm for TDaaS. However, the architecture
of edge computing makes nodes independent with each other, preventing nodes
sharing data safely. Recently, some researchers use encryption technology to pro-
tect data. The identity-based encryption was proposed by Shamir et al. [7] as a
simplification scheme of certificate management in e-mail systems. Louk et al.
[8] constructed a homomorphic encryption algorithm in a mobile cloud comput-
ing environment to provide data security protection for mobile users. Whereas,
these encryption algorithms may also be cracked.

Cloud computing can’t satisfy the demand of high response speed and data
security, thereby, in this paper, we study the problem of protecting data safety
in edge computing architecture. However, it is very challenging because of the
following three reasons: (1) It is nontrivial to ensure data security during data
transmission. No matter what encryption algorithm you use, they can be cracked
anyway. (2) Due to high latency and expensive bandwidth caused by large scale
of data, it is intractable to share information among edge nodes. (3) The data
of each edge node is different, maybe the domain is different too. It is challeng-
ing to transfer and integrate the information in different domains. To tackle the
above challenges, we propose a SafeTECKS (Data Safety in Things-Edge-Cloud
Architecture with Knowledge Sharing) framework to ensure the data security.
Inspired by transfer learning [9], we convert data into knowledge (viz. model,
parameters, features) with machine learning algorithms. Data safety is guaran-
teed by sharing knowledge, instead of raw private data. The main contributions
of this article are summarized as follows:

• We proposed a novel edge computing architecture, called SafeTECKS, which
can ensure data security and privacy protection. Edge node shares knowledge
with each other, instead of raw data, which can prevent data leakage caused
by data transmission.

• An algorithm named MKF (Multi-Knowledge Fusion) is presented to inte-
grate all knowledge learned from edge nodes. MKF can not only learn knowl-
edge from local data, but also adapt knowledge from other nodes and domains
to target domain.
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• Using taxi demand prediction as a case, we conduct extensive experiments
on a real-world large scale data generated by taxis in Beijing. Results show
that our method not only outperforms the baselines, but also can ensure data
security.

The remainder of this article can be outlined as follows. Section 2 reviews
the related work. The details of our SafeTECKS framework are presented in
Sect. 3. Experiments and case study are given in Sect. 4, followed by conclusions
in Sect. 5.

2 Related Work

Edge computing plays an essential role in the field of IoT. In [4], Satyanarayanan
et al. applied edge computing to a video based monitoring system. When vehi-
cles enter and exit an area, an edge node near the camera can capture and
analyze the video, then send the recognized plate number to a cloud. The size
of data to the cloud is far smaller compared to the original video. Change et
al. [5] described edge-cloud federation, of which edge apps were used to deliver
services at the edge as well as in distant cloud centers. Deep learning was first
exploited in edge computing environment by Liu et al. [10]. They proposed a
deep-learning-based food recognition application by employing edge-computing-
based service infrastructure. Li et al. [11] also introduced deep learning for IoT
into the edge computing environment to optimize network performance. In their
study, AlexNet [20] was used to identify the object in the collected video data.

No matter whether it is cloud computing or edge computing, data secu-
rity and privacy protection are the most crucial problem to concern about. In
recent years, many researchers focus on data security of cloud computing and
edge computing. Most of them exploited encryption algorithms to implement
data security. Pasupuleti et al. [12] proposed an Efficient and Secure Privacy-
Preserving Approach (ESPPA) for mobile devices, which uses probability public
key encryption (PPKE) and ranking-keyword-search (RKS) algorithm to imple-
ment privacy protection on resource-constrained mobile terminals. Bahrami et
al. [13] proposed a light-weight method for mobile clients to store data on one or
multiple clouds by using pseudo-random permutation based on chaos systems.
The replacement operation is performed on the mobile device, not in the cloud,
thereby protecting data privacy. Khan et al. [14] proposed Cloud-Manager-based
Re-encryption Scheme (CMReS) that combines the characteristics of manager-
based re-encryption and cloud-based re-encryption for providing better security
services with minimum processing burden on the mobile device.

3 SafeTECKS

3.1 Overview

In this section, we describe the architecture of our proposed SafeTECKS, as
shown in Fig. 1. SafeTECKS comprises three-layer functional structure: Things-
Edge-Cloud (IoT Devices, Edge Nodes, Cloud Center). Firstly, IoT devices
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include all types of devices (e.g. vehicles, mobile terminals, video monitors) con-
nected to the Edge Nodes, which play a role as data producers to participate in
the distributed infrastructure for all three layers. Secondly, edge nodes are the
most essential component of the proposed framework, which have the functions
of data collecting, processing (computing and learning), and service provision.
In addition, edge nodes realize the connection between edge devices and the
cloud center with wireless network, Bluetooth and the Internet. Each node has a
Knowledge Store to keep the knowledge learned from raw data. Its internal struc-
ture will be detailed in Sect. 3.2. Finally, cloud center provides the core network
access (e.g. Internet) and centralized cloud computing services. Besides, cloud
center has a Global Knowledge Store to collect, store and distribute the knowl-
edge from each edge node, achieving the purpose of sharing knowledge among
nodes.

Global
Knowledge Store

Internet

Cloud Center

IoT Devices

Edge Node E1

Knowledge
Store

Edge Node E2 Knowledge
Store

Edge Node En

...
Knowledge

Store

Fig. 1. Architecture of our proposed SafeTECKS

3.2 Edge Node

Here we give a detailed description of the edge node, the structure of which is
shown in Fig. 2. In brief, the edge node consists of three parts: Data Access,
Agent, Knowledge Store. We introduce them respectively.

A. Data Access
This part mainly collects data from the IoT devices, such as vehicles, video
cameras, mobile phones etc. Due to the diverse types of data (text, photos,
video, GPS), these data should be preprocessed before analyzing and learning.
Obviously, a fair amount of these data involves privacy of users. For sake of
data security, private data is not supposed to be transmitted to cloud center
directly. Therefore, we convert data to knowledge by Agent part.
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B. Agent
Agent is a processor or a learner, which have the ability to process data from
local IoT devices and knowledge from other edge nodes. We proposed an
algorithm called MKF (Multi-Knowledge Fusion) to integrate all the models
learned from edge nodes. The details of MKF are shown in Algorithm 1.
Firstly, the local data X is split into training data and testing data. Then,
we train the local learning model LM by Xtrain and Ytrain. It can be any
learning method, including traditional machine learning algorithms (KNN,
SVM, RF etc.) and deep learning algorithms (DNN, CNN, RNN etc.). Lines
3–5 represent the knowledge adaptation part according to Fig. 2. Inspired
by transfer learning [9], we transfer knowledge among different nodes and
domains. While the knowledge maybe not adaptive to the target domain,
which brings the challenge of domain adaptation [15]. Common methods of
domain adaptation include Finetune [16], DDC [17] and DAN [18]. The core
of these methods is fixing some parameters of model and adjusting other
parameters to adapt to the target scenario. Here we use the DDC method,
which is easy and effective.
Lines 7–12 outline the model fusion and training process. W is the weight
vector of LM and M, which is trained via Adam [19] to minimize the mean
absolute error (MAE) between predictions and ground values. Finally we can
get the fusion model MKF.

C. Knowledge Store
Just as its name implies, knowledge store is a container to store the knowl-
edge learned from Agent and got from other nodes. As we mentioned before,
knowledge is diverse, which can be a model, features, even parameters. The
cloud center also has a global knowledge store, like a transfer station. Edge
nodes upload their knowledge to the cloud center with a regular interval. In
the meantime, they can download knowledge from the cloud center to keep
updated.

4 Experiments

In the experiment, we use taxi demand prediction as a case to verify the
effectiveness of our SafeTECKS on a large scale data generated by taxis in
Beijing. Four servers are deployed as three edge nodes and a cloud center
according to SafeTECKS architecture. Three edge nodes represent Haidian Dis-
trict, Dongcheng District and Xicheng District respectively. Each server has
one GeForce 1050 GPU (8 GB DDR5) and 8 CPU cores (3.6 GHz). Firstly, we
describe the details of our dataset and the parameters setting, and then introduce
several baseline methods. The results of our model, including prediction accuracy
and the effectiveness of protecting data safety, are presented in Sect. 4.3.
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Fig. 2. Structure of edge node

Algorithm 1. MKF: Multi-Knowledge Fusion.
Input:

Local time series data X = {x1, x2, ..., xT };
Number of edge nodes n;
Models from other edge nodes M = {m1,m2, ...,mn−1}

Output: Learned MKF model
1: Xtrain, Ytrain, Xtest, Ytest = split(X)
2: LM ⇐ train the local model by Xtrain and Ytrain

3: for i=1,2,...,n-1 do
4: mi = DDC(mi, Xtrain, Ytrain)
5: end for
6: Set W = {wi = 1

n
}, epochs=100

7: for k = 1, 2, ..., epochs do
8: Ypre = w1 · LM.predict(Xtest) +

∑n
i=2 wi · mi.predict(Xtest)

9: loss = MAE(Ytest, Ypre)
10: optimizer=AdamOptimizer.minmize(loss)
11: Update W
12: end for
13: MKF = W · (LM,M)
14: return MKF
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4.1 Experiment Setting

Data Description. The dataset contains taxi orders from 06/01/2017 to
08/31/2017 in Haidian District (1,027,055 orders), Dongcheng District (201,394
orders), Xicheng District (177,214 orders). The orders in dataset consist of num-
ber plate, origin GPS, destination GPS, start time, end time, mileage and price.
Each district is split into several areas (each area is 3 km × 3 km large), namely
Haidian District has 20 areas, Dongcheng District and Xicheng District has 3
areas respectively. Each day from 6 am to 23 pm is divided into 34 slots, like
[T0, T1, . . . , T33]. 30 min is set as the length of the time interval. The training
data is from 06/01/2017 to 08/24/2017 (55 days in total), and the test data is
from 08/25/2017 to 08/31/2017 (7 days in total).

Parameters Setting. When testing the prediction result, we use the previous
three days, which are the same day of week with current day, to predict the taxi
demand of the current day (for example, if we want to predict the taxi demand
of 08/25/2017, we use the data of 08/04/2017, 08/11/2017 and 08/18/2017). In
our model MKF, the local learning method is LSTM [21], which is well known
to handle the problem of time series prediction. EarlyStopping mechanism is
exploited to stop the training when the error on the validation set is higher than
it was the last time checked.

Metric. The evaluation metrics are mean absolute error (MAE) and mean
square error (MSE). The MAE and MSE are calculated by the following two
equations,

MAE =
1
n

n∑

i=1

|yipre − yitrue|

MSE =
1
n

n∑

i=1

(yipre − yitrue)
2

where ypre represents the prediction value, and ytrue represents the truth
value.

4.2 Baselines

Our model MKF is compared with the following methods:

• Historical average (HA): Historical average predicts the demand using
average values of previous demands at the area given in the same relative
time slot.

• Autoregressive integrated moving average (ARIMA): ARIMA [22] is
a widely-used time series prediction method in statistics.

• Multiple layer perceptron (MLP): In our experiment, the neural network
has four fully connected layers, and the number of hidden units are 128, 128,
64, and 34 respectively.
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• LSTM: LSTM is a well-known and useful for predicting future values in a
time series. The setting of LSTM is same as our model, but it does not have
the part of knowledge sharing.

4.3 Results

Performance of prediction
We present the comparison results with baselines in Table 1. From this table, we
can see our model MKF outperforms the others in two districts with two met-
rics. Among all the baselines, HA and ARIMA simply use the historical data,
which leads them to performing poorly. LSTM can model the temporal depen-
dency during deep learning, so it achieves the best prediction accuracy among
all baselines. However, all these baselines do not utilize the knowledge learned
from other nodes. Consequently, our proposed method significantly outperforms
those methods. MKF achieves 2.27 (MAE) and 23.26 (MSE) when predicting
the taxi demand of Dongcheng District. The reason of why all methods perform
worse in Xicheng District, we guess, is the data volume in Xicheng District less
than that in Dongcheng District.

We also give the performance of MKF model by the form of chart in Fig. 3.
Figure 3(a) and (b) show the taxi demand prediction of Dongcheng District and

Table 1. Comparison with different baselines

Dongcheng district Xicheng district

Model name MAE MSE MAE MSE

HA 5.43 87.39 5.96 93.64

ARIMA 4.25 69.14 4.37 71.83

MLP 2.76 33.47 2.79 35.26

LSTM 2.39 29.4 2.48 30.51

MKF 2.27 23.26 2.30 25.34
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Fig. 3. Performance of MKF (Color figure online)



SafeTECKS 339

Xicheng District respectively. The X-coordinate represents 34 time slots of tar-
get day, and the Y-coordinate is the average taxi orders of areas in each district.
The blue lines and the orange lines show the ground truth and prediction values.
From the chart, we can tell that prediction values are very close to actual value,
which illustrates our model is effective for taxi demand prediction.

Performance of data security
In SafeTECKS architecture, it is not necessary to transmit the data to cloud cen-
ter, which mitigates the risk of data leakage. In the phase of knowledge sharing,
we convert raw private data to model (viz. knowledge), which will be transferred
to the knowledge store of other edge nodes. Our learning model are MKF, which
only contains the weight vector W and LSTM parameters. That means edge
nodes only share parameters with each other, instead of private data. Even if data
leakage occurs during transmission, data thieves cannot obtain the raw private
data from the model parameters. In other words, our architecture SafeTECKS
can protect the data security by knowledge sharing.

5 Conclusion

In this paper, we propose a SafeTECKS (Data Safety in Things-Edge-Cloud
Architecture with Knowledge Sharing) framework to ensure the data security. It
consists of three-layer functional structure: IoT Devices, Edge Nodes, Cloud Cen-
ter. Edge node can not only compute and analyze the local data, but also share
knowledge with other nodes. An algorithm named MKF (Multi-Knowledge
Fusion) is presented to integrate all knowledge learned from edge nodes. We
use taxi demand prediction as an experiment case, and the results show that
our method outperforms the baselines. In the meantime, our framework can
ensure data security too. As for future works, we will study new edge computing
frameworks and research some other methods to protect the data safety.
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Abstract. The large amount of traffic data collected by urban traffic
mobile terminals and sensing equipments provides us the opportunity
to study group travel patterns and laws. In this paper, we built a New
Transit Require Design Module (NTRDM) from the perspective of pas-
senger flow conversion based on multi-source traffic data, which realized
the adjustment and optimization of the current bus network. Specifi-
cally, CTDaaS was used for data fusion and processing to protect the
passengers’ privacy. Then we established the NTRDM with minimum
transfer time as the optimization goal, and proposed the Three-Step site
adjustment method, which was solved with ant colony algorithm. Finally,
we verified the calculating results with real data. Experimental results
demonstrated the effectiveness of our method.

Keywords: CTDaaS service · Passenger flow conversion
Intelligent transportation · Heuristic search · Ant colony algorithm

1 Introduction

With the rapid development of intelligent transportation, the amount of data
generated daily from video surveillance, bayonet alarm, GPS positioning infor-
mation, RFID identification information etc., even reaches PB level. Combining
these data with related big data technologies can provide better services for
people, such as travel path planning, passenger flow forecasting, network opti-
mization, and operation control.

As an important part of diversified public transportation, ground bus sys-
tem has a direct impact on the living standards of residents and development
speed of society. The number of passengers has decreased year by year, from
5,150 million in 2012 to 3,430 million in 2017 [1]. However, taxi, as a supple-
ment to large-capacity public transportation, has become a more common travel
mode gradually [2]. Figure 1 shows the distribution of hot boarding sites of two
modes of transportation. For the area in black box, taxi travel is heavy but
bus coverage is insufficient. We choose these areas as our main research objects.
This paper first accomplishes the bus route optimization, through integrating
c© Springer Nature Switzerland AG 2018
G. Wang et al. (Eds.): SpaCCS 2018, LNCS 11342, pp. 341–350, 2018.
https://doi.org/10.1007/978-3-030-05345-1_29
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(a) Bus (b) Taxi

Fig. 1. The choropleth map of bus and taxi boarding sites

the data collected from taxi and bus, transforming the taxi passenger flow into
the bus passenger flow through the big data correlation algorithm [3]. Above all,
in order to protect user privacy, the CTDaaS model is applied to fuse taxi GPS
data, taximeter data, AFC data and geographic data [4]. Then we identify hot
taxis boarding sites through grid matching, passenger flow calculation and OD
clustering [5]. Next, turn the passenger flow conversion problem into DTRDM;
that is, regard the hot taxi OD as the new traffic requirements, and optimize the
target with the minimum total transfer time. Finally, propose the Three-Step
adjustment method, and solve the model with the ant colony algorithm. The
above method aims to reduce the difference between the travel mode of bus and
taxi, through adjusting the bus route and transforming taxi passenger flow into
bus passenger flow as much as possible.

The structure of this paper is organized as follows:

– Section 2 carries out the related work.
– Section 3 introduces the methods and models proposed in this study.
– Section 4 gives and verifies the experimental results.
– Section 5 is the summary of this paper.

2 Related Work

With the booming of urban sensor data (GPS, AFC data and meter data), much
research work has been done to analyze them in recent years. In this section, we
will briefly introduce the related research work.

Due to the rapid development of advanced technology, the transportation
infrastructure generates a large amount of urban traffic data, such as user card
data, network car data and taxi data. We can get effective information with
the help of these data. Meanwhile, it also contains users’ personal privacy infor-
mation, which can lead to user privacy disclosure easily if it’s used improperly.
Therefore, we use CTDaaS (City Traffic Data-as-a-Service) framework for data
processing, which fuses data from distributed providers. In the framework, the
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data in traffic domain requested by the developer or researcher is implemented
as a data request through the CTDaaS proxy, which acts as a broker building a
relationship between TC and a data service provider that distributes information
users request. The CTDaaS Agent coordinates data services by breaking them
into four consolidated stages: request and response, discovering and composi-
tion, consumption, and feedback. Through this framework, we could not only
fully integrate multi-source data and mine data information, but also protect
users’ personal privacy.

In addition, there are many researches on bus line network optimization
design in theory and method. Pattnaik studied the application of standard
genetic algorithm (SGA) [6]; Agrawal used parallel genetic algorithm (PGA)
for improving bus routes [7]. In general, there are three main problems in the
existing research results: First, a lot of researchers only simplify the actual com-
plex road network optimization into mathematical problems, ignoring the effect
of the actual geographical environment. Secondly, their work mainly tends to
be on the overall “planning” of the bus network, rather than “optimization”.
Finally, under the trend of parallel development of various modes of transporta-
tion, the simple optimization of public transport buses has exposed various lim-
itations. Therefore, how to integrate multiple traffic data effectively is of great
importance.

3 Passenger Flow Conversion

This section presents the key components of our passenger flow conversion sys-
tem. Firstly, the related process of data fusion and processing is introduced. Then
the NTRDM and the Three-Step adjustment method are proposed. Finally, the
ant colony algorithm is used to solve the model and the experimental results are
verified.

3.1 The Framework

There are five main models involved in this paper, namely CTDaaS module,
NTRDPM module, OD Filter Module, Three-Step Adjustment module and Ant-
colony Algorithm module. The overall framework is shown in Fig. 2. In the first
step, input the dataset into CTDaaS model for data fusion and data processing,
including map division, grid matching, OD extraction, passenger flow analysis
and Abnormal data filtering. After the data is processed, the result is input into
OD Filter module for the hot taxi OD mining, and the extracted hot taxi OD is
transmitted into the NTRDM. NTRDM consists of four main parts: Determine
optimization goals and constraints, select adjustment method, adjustment plan
evaluation and make adjustment plan. Among them, in the second step, we pro-
pose the Three-Step site adjustment method. In the third step, we use the ant
colony algorithm to solve the model, and finally get the optimization plan of the
bus line network in the fourth part.
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Fig. 2. The framework of passenger flow conversion

3.2 NTRDM

To understand the problem more clearly, we can summarize the problem into the
New Transit Require Design Module(NTRDM) [8], and consider the taxi hot OD
as the new bus travel demands. The basic framework is to give a newly added
traffic demands distribution, that is, how to make adjustments and optimiza-
tions of the current network based on a newly added OD distribution. It con-
sists of four steps, namely, determining optimization objectives and constraints,
selecting adjustment methods, adjusting program evaluation, and generating
optimization plans [9]. In this paper, we consider the minimum differences on
travel service level between the two transportation modes on hot taxi OD as our
optimization goal, and further transfer it into the minimum total time spent by
bus on hot OD:

min TOD =
∑

i∈F

(T i
wo + T i

drive + T i
tran+T i

wd) (1)

Ttotal indicates the total time spent on all hot ODs, F indicates all OD sets,
T i

wo is the walking time to the stop from departure point, T i
drive is the driving

time, T i
tran is the transfer time, and T i

wd is walking time from the stop to the
destination.

Next, we discuss the constraints of the NTRDM [10], including: (1) Line
length: lmin ≤ l ≤ lmax, lmin and lmax are the maximum and minimum line
lengths respectively, and take 5 km and 15 km respectively according to the oper-
ation requirements [11]. (2) Line non-linear coefficient: Generally, l/d ≤ 1.4, lis
the length of the line, and d is the linear distance of the line from the beginning
and end of the line. (3) Adjacent site length: The research scope of this paper is
within the four rings, so it needs to meet 500 ≤ la ≤ 800, where la is the distance
of adjacent sites. Line overlap factor: In general, e ≤ 3, e is the overlap factor.
(4) Impact of the original bus line: If the passenger flow after one line adjustment
is greater than the passenger flow before the adjustment, that is Pold < Pnew,
then adjust the line, otherwise no adjustment will be made [12].
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In summary, we get the NTRDM as follows:

min TOD =
∑

i∈F

(T i
wo + T i

drive + T i
tran+T i

wd) (2)

Two = Lo × Vw, Twd = Ld × Vw, Tdrive = Lr × Vdrive (3)

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

lmin ≤ l ≤ lmax

l/d ≤ 1.4
500 ≤ la ≤ 800

e ≤ 3
Pold < Pnew

O,D ∈ F

(4)

Vw is average speed; Vdrive is average driving speed; Lo is the distance from the
departure point to the stop; Ld is the distance from the destination to the stop;
Lr is driving distance; l is the length of the bus line; la is the distance between
two adjacent stops; e is the overlap coefficient; Pold, Pnew are the passenger flow
before and after the line adjustment, respectively; F is hot taxi OD collection.

3.3 A Three-Step Adjustment Method

For hot taxi ODs, the ideal adjustment result is that the walking distance is
shortest with no transfer. Therefore, we adopt three adjustment methods to
approach it: First, gradually adjust the two site positions on the same line, so
that the time spent is minimal and direct. Secondly, if two stations on any line
are adjusted, the transfer may occur. Finally, establish a new bus station at
the destination or departure point and join the adjacent line. When adjusting
and optimizing each OD pair, we compare the total time spent by these three
methods under the constraint conditions, and select the shortest time as the
final adjustment plan. The main idea of bus route adjustment is to find the
optimal sites to adjust according to travel needs. This feature is very similar to
ant colony algorithm [13]. Assume that the passenger flow is an ant colony, the
O point is the ant nest, and D is the food source. Considering NTRDM as the
ant colony foraging from the ant nest according to the pheromone [14], it can be
described as taking the total time from O to D. Point to search for the optimal
bus route, and then adjust the site according to the optimal bus route. Figure 3
shows the main process of this method.

Here are some details for key steps: (1) Initialization: including network ini-
tialization, ant colony initialization and pheromone matrix initialization. (2)
Search lines and sites: first, according to the position of the O point, find all
the site collections within the radius of the center and the radius of 2000 m,
and search for the first site in the collection according to the transfer rule. The
transfer rule includes the pheromone density and the visible value of the link of
the link, wherein the pheromone density is derived by iteratively updating the
pheromone matrix, and the visible value is calculated by the greedy principle,
then the probability of selecting the site to the site is:
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Fig. 3. Ant colony algorithm flow for solving NTRD

pij(k) =

⎧
⎨

⎩

τα
ij×ηβ

ij
∑

h∈Tsta

τβ
ih×ηβ

ij

j ∈ Tsta

0 Others

(5)

where pij(k) is the probability for number k of OD to select i and j; τα
ij and ηβ

ij

are pheromone density and visible value, respectively; Tsta is the set of feasible
stations of this OD.

4 Experimental Results

Our experimental data comes from the real traffic data in November 2017, pro-
vided by the Beijing Municipal Transportation Commission.

4.1 Data Preparation

In order to fuse and correlate the ODs of the two transportation modes, we adopt
the method of map grid division. Since 300 m toward the bus stop is the max-
imum walking distance that passengers could accept, we choose 300 m * 300 m
as the grid size. We know that the service scope of the bus is mainly within
five rings, so we choose a total of 7433 grids in this range as the main research
objects. Figure 4 gives the results of grid mapping in Beijing. Then, by combining
the taxi GPS and the meter data, the travel route and OD position information
of taxi can be obtained, and the position information is converted into the grid
number by calculating which grid the position belongs to. Figure 5 illustrates
the OD distribution of some taxis.

Not all taxi OD data is available, “Hot” reflects the strong taxi travel
demands on the OD that the current bus service system can not satisfy [15].
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Fig. 4. Map meshing results. Fig. 5. The OD distribution of taxis.

First, filter out the OD of the small passenger flow, and then filter out the OD
with higher bus service level. Ultimately, we found that most of the OD dis-
tributions in Fig. 5 are similar. We choose 500 m as the combination condition
and use the density-based clustering method (DBSCAN) [16] for OD merging.
As a result, we got 200 taxi hot OD.Its distribution and specific information are
shown in Table 1.

Table 1. Some taxi hot OD information

OD num Map grid number OD name Average passenger/day

1 154713→154712 Silutong No.17 Court-yard →Taoranting Park 303.6

2 164287→164289 Sun Palace Park→Jinyu Nanhu Park 294.63

3 176307→177508 PingGuoYuan→ Binhe Century Square Park 261.51

Table 2. Results

Item Result

Number of adjusted sites 214

Number of new sites 37

Total time spent before adjustment/min 6215

Total time spent after adjustment/min 4309

Time reduction rate 30.67%

Number of lines affected 85

Expected number of converted passengers/day 37980

4.2 Results Summary

The 200 hot taxi ODs will be input the NTRDM, and the results in Fig. 5 will
be calculated. It can be seen that the total time spent on these ODs under the
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Fig. 6. Map meshing results. Fig. 7. The OD distribution of taxis.

current bus network is 6215 min [17], and the adjusted total time is 4309 min,
which is reduced by 30.67%. It is expected that 37800 taxi passengers can be
converted into bus passengers every day (see Table 2).

The specific situation of site adjustment is shown in Figs. 6 and 7, where the
red icon refers to the location of the added or adjusted sites, and the green icon
refers to the site coordinates. Table 3 provides some specific data for bus station
adjustments.

Table 3. Result summary

Station

number

Coordinate change Bus line Station name Expected conversion

passenger flow

1

(116.3883419, 39.8727228)

↑
(116.3807773, 39.8725724)

14 Kaiyang Bridge 650/day

2

(116.4084953, 39.8285324)

↑
(116.3890146, 39.8295385)

501 Jiujingzhuang 742/day

3

(116.3958852, 39.9284817)

↑
(116.3919426, 39.9174886)

109 Beihai 589/day

In addition, we compare the results of ant colony algorithm, genetic algorithm
and artificial neural network to solve this model. The results show that the ant
colony algorithm performs best, and the time reduction rate is about 30%.

4.3 Sample Verification

In order to verify the precision of the test results, we analyze No.151 OD as an
example. The coordinates of the starting point were (116.381893, 39.86651279)
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and the coordinates of the end point were (116.3760274, 39.89380228). Figure 8
suggests the comparison of travel paths before and after adjustment [18], where
the blue is driving path and the red is walking path. Before the optimization,
we obtain the walking distance of 2.1 km by calling Baidu map API, and the
total time spent is 1 h. After the adjustment, the walking distance is shortened
to 300 m due to the adjustment of the departure sites and the destination sites
respectively. The total time spent is 37 min, saving 23 min of travel time for the
traveler. It can be seen that the method proposed in this paper is feasible.

(a) Before adjustment (b) After adjustment

Fig. 8. An sample travel path comparison

5 Conclusion

In this paper, we propose a bus line network optimization method that uses a
large amount of traffic data to convert taxi passenger flow into bus passenger
flow. First, we use the CTDaas method to process a large amount of user data,
which guarantees the users’ privacy security, and makes full use of the data
information. Then we propose the NTRDP model to abstract the passenger
flow conversion problem into the new bus route optimization based on travel
demand. The problem is solved by the ant colony algorithm. Finally, we use the
real data to test and verify the experimental results, which proves the precision
and effectiveness of our method.

Acknowledgments. This research is supported by Beijing Municipal Transportation
Commission, Beijing Science and Technology Commission (No. Z171100005117001) and
partially supported by the Beijing Transportation Development Research Institute.
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Abstract. In this study, we propose a general framework to protect big data
copyright when processing data sharing. The framework consists of two parts:
one is the storage of the copyright watermarks and data sharing records, and the
other is watermark extraction and comparison. In order to achieve the purpose of
data copyright protection, we embed copyright information into the data when
data sharing using digital watermarking technology and adopt blockchain to
store the data sharing record and watermarking. For the digital watermarking
technology, we provide a algorithm suitable for big data, and our experiments
demonstrate that the algorithm is robust to attacks.

Keywords: Big data � Blockchain � Digital watermarking algorithm

1 Introduction

The emergence and development of big data related-technologies have led to the
promotion of many novel works. These studies cover various fields, such as medicine,
astronomy, transportation, finance, and sociology. The development of mobile Internet
has eased the publication and collection of data. Such convenience not only promotes
the growth of big data technology but also reduces the crime cost for data breaches,
illegal transactions, and other improper behaviors. While the entire society gives much
attention to privacy security, big data copyright protection has become the top priority
to curb data leakage and illegal transactions.

However, it is very difficult to protect data copyright during data transaction, since
a data set can be easily copied indefinitely after it is transmitted. In [7], data ownership
determination is defined as determining the right holder of the data, which implies
finding out who owns the ownership, tenure, and use and beneficiary rights of the data
and who is responsible for protecting the privacy of the individual involved in the data.
Beijing Software and Information Services Exchange defined data ownership confir-
mation from the perspective of data transaction. From this perspective, data ownership
confirmation refers to clarifying the rights and responsibilities during data transactions
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and guiding transaction parties to complete data transactions scientifically, uniformly,
and securely by giving terms such as data rights holders, rights, data sources, time of
acquisition, age of use, data usage, data volume, data format, data granularity, nature of
the data industry, and data transaction methods [6].

For relational databases, digital watermarking technology developed from multi-
media digital watermarking technology is widely used to protect data copyright. By
embedding a unique digital watermark into the data, one can trace the path of the data
propagation and provide solid evidence for the rightful owner when dispute occurs. At
present, the relational database robust watermarking algorithm is mature, and it is
feasible and robust to insert information such as meaningless watermark information or
image fingerprint.

In this paper, we improve and extend the data watermarking technology consid-
ering the characteristics of big data. Furthermore, we combined it with the blockchain
technology by storing the digital watermark on the blockchain. Since the data on the
blockchain is non-tamperable and unforgeable, the security of the data copyright is
guaranteed.

2 Related Works

2.1 Digital Watermarking Technology

Digital watermarking technology refers to the use of signal processing methods to
embed inconspicuous and difficult-to-remove tags in the host data. This technology can
protect data security without destroying the original data content and object avail-
ability. In digital communication, watermark embedding is a narrowband signal (wa-
termark) transmitted over a wideband channel (carrier data) by using spread spectrum
communication techniques.

In 2002, Agrawal and Kiernan proposed the first database watermarking algorithm
[8]. The main idea of the algorithm is to first use the one-way hash function and then
use the given watermark to embed the key code and the required value of the tuple in
the relational database. The watermark embedding ratio is used to determine the tuple
of the relational database that needs to be embedded in the watermark. The attribute of
the embedded watermark and its bit position are determined using the numbers of
attributes and bits of the watermark that can be embedded in the relational database.
The qualified database is selected in the relational database. The bit value of some
numeric attribute values of some tuples is set to 0 or 1 to complete the embedding of
the relational database watermark information. In the entire algorithm process, only the
owner of the relational database knows the watermark key, and the watermark key must
be known when detecting the watermark in the relational database. Later in 2003, Li
extended this algorithm, proposed a database data fingerprint embedding mode, and
quantitatively analyzed its robustness [11].

Zhang proposed a database watermarking algorithm based on content features [9].
This algorithm first selects the local features of a certain attribute of a tuple as a water-
mark. Then, the watermark is embedded into another attribute of the tuple. The choice of
watermark embedding tuples of the algorithm is independent of the primary key.
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In [10], Franco-Contreras implemented a lossless watermarking scheme based on
integer wavelet transform and singular value decomposition in database watermarking
as an improvement of the quantized index modulation algorithm commonly used in
digital watermarking.

Some watermarking algorithms do not rely on numerical attributes or partial dis-
tortion method. In [13], Khanduja used the K-means clustering algorithm to divide
each attribute value in a certain attribute column into multiple subsets to embed the
watermark. In [12], database watermarking based on cryptographic sorting and
grouping is proposed. On the basis of a one-way, secretly keyed cryptographic hash
method, the numerical data set S is sorted lexicographically first and then divided into
subsets and embedded with 1-bit watermark information.

2.2 Blockchain Technology

The earliest application of blockchain technology appeared in the Bitcoin project. At
present, no uniform definition of blockchain technology exists. The “Chinese Block-
chain Technology and Application Development White Paper 2016” defined block-
chain technology in a narrow and broad sense. In a narrow sense, a blockchain is a
chained data structure that combines data blocks in a sequential manner in chrono-
logical order and cryptographically guarantees non-tamperable and unforgeable dis-
tributed ledgers [4, 5].

At present, blockchain technology has become a major breakthrough technology
known as a revolutionary change in the way businesses and organizations operate.
Unlike the new generation of information technology such as cloud computing, big
data, and the Internet of Things, blockchain technology is a combination of unique
technologies and innovations based on existing technologies.

2.3 Data Copyright Protection

The traditional data copyright protection system usually only focus on the data itself,
no matter with what kinds of encryption algorithm or watermarking algorithm and the
application of getting origin from the data being encrypted [1]. This make it passive to
protect data copyright for it is impossible to found who leak out the data when it was
being unlawfully using [2]. However, BDCP uses blockchain to store data sharing
records and watermarking copyright information. On the one hand, compared with the
preservation ability of traditional databases, blockchain has the feature that it can’t be
changed easily which can ensure the validity of watermarking information and evi-
dence sharing information [3]. On the other hand, the framework also uses digital
watermarking technology to embed the sharing information into big data. When
leaving the blockchain network, the watermarking embedded in the data can be
extracted and it can pursue legal liability for illegal infringers.
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3 Methodology

We propose a framework for big data copyright protection based on blockchain and
digital watermarking technology. The blockchain is used to store embedded water-
marks and their sharing information. The digital watermark is used for copyright
authentication and traitor tracking.

3.1 Framework Overview

Our framework for big data copyright protection consists of two parts: one is the
storage of the watermark and record of data transaction, and the other is the water-
marking extraction and comparison with the record stored in blockchain when illegal
suspicious data are found.

Figure 1 shows that, when performing data sharing, a watermark with the shared
information of both parties is first embedded into the data to be shared. Then, the
watermark and the data sharing record are stored in the blockchain to ensure the
reliability of data sharing in the entire blockchain network.

However, if the party accepting the data sharing copies the data and leaves the
blockchain network for violent trafficking and other infringements (Fig. 2), then the
data rights holder can extract the watermark information in the suspicious data, com-
pare it with the watermark stored in the blockchain, and investigate legal liability for
the infringing party to protect the copyright of data.

In general, the framework uses blockchain to store data sharing records and
watermarking copyright information.

Watermarked data D1

2.Embed watermark about  
A and B

Original data D1

Data copyright holder A

Digital watermarking center

Data sharing accepter B

1.Data sharing 4.Data sharing

Blockchain center

3.Watermark and sharing 
record storing

Blockchain Network

Fig. 1. Data sharing part
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3.2 Digital Watermarking Algorithm

We propose a watermarking algorithm to embed copyright information into big data.
The embedded watermarks can be extracted completely after suffering a certain
damage. However, the proposed algorithm is used only for numerical data and pre-
supposes that the distortion of data within certain error range is acceptable. The digital
watermarking algorithm comprises two parts: embedding and detecting watermarks.
The embedding algorithm is used to insert the information of watermark W into the
data D, whereas the detecting algorithm is used to extract watermark information W
from the suspicious data D1. The notations related to the algorithm are defined as
shown in Table 1.

The constraint set G is defined as the error range in which the attribute can be
changed. It contains the changeable attribute name and the changeable range to ensure
data availability after embedding the watermark. We apply the hash function H to the
unique identifier P and the secret key K of the data. Then, we select the data row with
the same probability, in which the watermark is embedded.

Watermark Insertion
As shown in Fig. 3, the first step of the watermarking embedding algorithm is to select
the embedded tuples. Then, we use the unique identifier P, the key K, and the
embedding ratio y to determine the tuple. Lines 3 and 4 use the same method to select
the embedded attributes and watermark bits. Line 5 selects the least significant bit

Data copyright holder A Data infringer B

Watermark

2.Extract watermark

Suspicious data D1

Digital watermarking center

1.Find suspicious data Blockchain 
center

3.Compare the
watermark

4.Confirm B has 
infringement

4.Inves gate legal responsibility

Fig. 2. Copyright protection part

Table 1. Notations

Notation Meaning

P Unique identifier
N Number of tuples
V Number of the candidate attributes to be marked
K The owner’s secret key
1/y Fraction of tuples used in watermark
H Hash function
L Length of watermark
G Constraint set of data
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(LSB) of the attribute. For example, the LSB of 321 is 1, whereas the LSB of 321.142
is 2. The algorithm compares the embedded watermark bit with the LBS of the attri-
bute. If the parity is the same, then the attribute value is not changed; otherwise, the
LSB is incremented by 1 (Line 7), thereby modifying the attribute value (Line 8). After
modifying the attribute to embed the watermarking, the algorithm checks whether the
attribute value is within the scope of the constraint set G; otherwise, the attribute is not
modified (Line 10). The algorithm finally returns the data D embedded with the
watermark.

In the watermarking embedding algorithm, the selected tuples are relatively inde-
pendent and evenly distributed. On average, N/Y tuples are used to embed a water-
mark, and each watermark bit W[i] is embedded in N/yL times.

Watermark Extraction
The watermark extraction algorithm is the inverse of the embedded algorithm. The
private key and embedding ratio are the same as the embedding algorithm. The main
purpose of the algorithm is to extract the watermark from the suspicious data. The
recovery of the watermark adopts the voting mechanism.

As shown in Fig. 4, in the extraction algorithm, two array variables count0, count1
are used to ensure that the number of watermark information of a certain bit is 0 and 1
for the subsequent watermark recovery. The selection of tuples, attributes, and
watermark bits is consistent with the embedding algorithm (Lines 3–6). If the LSB of
the embedded attributes is even, then the bit is embedded with watermark 0, and
count0[j] is incremented by 1; otherwise, watermark 1 is embedded, and count1[j] is
incremented by 1 (Lines 8–11). Watermark recovery is performed until all tuples have
been traversed. The watermark recovery uses the voting rule (Lines 12–19). If the
number of watermark 0 divided by the total number of 0 and 1 is greater than the
threshold t, which represents the ranges from 0.5 to 1, then the watermark is considered
to be 0. This method is used to restore each bit of watermark information for obtaining
a complete watermark.

Algorithm of Watermarking Insertion
1.foreach P D do
2. if(H(P+K) mod y == 0) 
3.      i = H(P+K) mod V // mark this attribute Ai
4.      j = H(P+K) mod L // select this watermark bit j
5.      k = findLBS(Ai) // find the attribute’s least significant bit k
6.      if(W[j] mod k == 1)
7.         k = k+1
8.   modify(Ai) 
9.        if(!(Ai G))
10.         set Ai to original Ai
11.return D

Fig. 3. Algorithm of watermarking insertion

356 J. Yang et al.



4 Experiment

We use the blockchain named fabric to store watermarks and data sharing records. We
randomly generate data of 10,000 tuples that contain a unique identifier and 20 attri-
butes. The embedded watermark is “0110010110100100.” The embedding ratio is
1/50, which is equivalent to 200 lines of data used to embed the watermark. In the
terms of robustness, we compared our algorithm with the algorithms of [14]. And we
demonstrated experimental analyses from three aspects: subset selection, subset
modification and mix-and-match attacks.

4.1 Subset Selection Attack

Subset selection attack refers to an attacker attempting to delete parts of the data to
destroy the watermark. We use data of 10,000 tuples for watermark embedding
experiments. Figure 5 shows that, although the data are deleted by 30%, the watermark
information can still be extracted by 100%. Therefore, the extracted watermark can
match the blockchain watermark. When the data are deleted by 40%, the watermark
information can only be extracted by approximately 85%, and the extracted watermark
is similar to “0010011100?011?”. When the data are deleted on a large scale, such as
70%–90%, the watermark extraction capacity can only be 60% to 40%. Nonetheless,
large-scale deletion of data will damage the availability of data, and the watermarking

Algorithm of Watermarking Extraction
1.foreach k=0 to L-1 do
2.   count0[k] = 0,count1[k] = 0,W[k] = ? // initiate watermark and count
3.foreach P D do
4.   if(H(P+K) mod y ==0) // this line has been marked
5.   i = H(P+K) mod V // this attribute  Ai has been marked
6.   j = H(P+K) mod L // this watermark bit j has been chosen
7.   m = findLBS(Ai) // find attribute’s least siginificant bit k
8.   if(m mod 2 == 0)
9.      count0[j] ++
10.  else
11.    count1[j] ++

// Watermark Recovery
12.foreach k=0 to L-1 do
13. if(count0[k] + count1[k] == 0)
14.      W[k] = ?
15.      return none suspected
16. if(count0[k] / count0[k]+count1[k] > t) // t is a threshold, t [0.5,1)
17. W[k] = 0
18.   if(count1[k] / count0[k]+count1[k] > t)
19.      W[k] = 1
20.return W

Fig. 4. Watermark extraction

BDCP: A Framework for Big Data Copyright Protection 357



cannot be erased completely when deleting the data in a small part. Compared with the
algorithm of paper [14], the proposed algorithm of this paper has better robustness in
the face of large-scale subset selection attacks.

4.2 Subset Alteration Attack

Subset alteration attack refers to an attacker attempting to modify a portion of a data
value to erase the watermark. The experiment randomly selects the tuples and changes
all attributes in a small scope. Figure 6 shows that, when 20% of the data rows are
changed, the watermark can be extracted by 100%. When 50% of the data are changed,
the watermark can only be extracted by 50%. Similarly, large-scale modification of
data will result in decreased data availability. Watermarks cannot be completely erased
when a small amount of data are modified. And compared with the [14], no matter how
much the modification ratio is, the algorithm of this paper has obvious advantages in
the face of subset modification attacks.

100% 100% 100% 93% 88% 81% 75% 69% 
44% 

100% 100% 100% 100% 90% 
70% 69% 

51% 

13% 0%

50%

100%
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SUBSET SELECTION PERCENT
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BDCP Watermark Algorithm [18] Watermark Algorithm

Fig. 5. Result of subset selection attack
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Fig. 6. Result of subset alteration attack
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4.3 Mix-and-Match Attack

Mix-and-match attack indicates that an attacker attempts to extract some data and
combine them with other similar data to erase the watermark. The experiment extracted
10%–20% of embedded watermark data and mixed them with similar data. Figure 7
shows that, when 20% of the watermark data are mixed with new data, the watermark
can be extracted by 100%. When 60% of the data are extracted and mixed with new
data, the watermark can be detected by approximately 80%. The results of this
experiment show that our algorithm performs well in mix-and-match attacks. We
Compared the algorithm with the paper [14], the performance is not as good as x after
30% hybrid attack, however, while the attack strength getting stronger, the algorithm of
this paper perform obviously excellent.

5 Conclusion

In this study, we propose a general framework for big data copyright protection using
blockchain and digital watermarking technology. We store the copyright watermarks
together with data sharing records in the blockchain and compare the extracted
watermarks with the stored records. The results show that our framework is robust to
attacks and allows easy determination of ownership of a certain copy of data.
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Abstract. The emerging attribute-based access control (ABAC) mech-
anism is an expressive, flexible, and manageable authorization technique
that is particularly suitable for current distributed, inconstant and com-
plex service-oriented scenarios. Unfortunately, the inevitable disclosure
of attributes that carry sensitive information bring significant risks to
users’ privacy, which obstructs the further development and popular-
ization of the ABAC severely. In this paper, we propose an effective
privacy-preserving ABAC (P-ABAC) scheme to defend against privacy
leakage risks of users’ attributes. In the P-ABAC approach, the necessary
sensitive attributes are securely handled on the service requester side by
using the homomorphic encryption method for privacy protection. And
meanwhile, the service provider is still able to make accurate access deci-
sions according to the received attribute ciphertext and pre-set policies
with the help of the homomorphic encryption-based secure multi-party
computation techniques, while learning no privacy information. The the-
oretical analysis proves that our model contributes to making an efficient
and effective ABAC model with the enhanced privacy-protection feature.

Keywords: Attribute-based access control · Privacy
Security · Secure multi-party computation · Homomorphic encryption

1 Introduction

The emergences of novel network computing and communication technologies
enable more convenient and flexible service provisioning schemes that benefit
billions of end users. With the supports of mobile cloud computing [1], edge com-
puting [2], transparent computing [3] and underlying 4G/5G networks, current
users can easily acquire numerous service resources via various types of devices
any time, any where. Meanwhile, such innovations bring about very complicated
resource access scenarios with distributed, dynamic, and changeable features,
which presents difficulties in access control.
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Traditional access control techniques like the mandatory access control
(MAC) [4], the discretionary access control (DAC) [5], and the more typical
role-based access control (RBAC) [6] become ineffective and unmaintainable in
these complex access scenarios due to their simple and unitary decision-making
methods without adequate granularity, flexibility, and diversification for dynamic
authorizations.

With progresses in access control, diverse security factors such as real-time
states of subjects, objects, and environments are considered, which leads to the
emergence of an advanced attribute-based access control (ABAC) mechanism
[7]. By enforcing expressive access policies consisting of different attributes on
requests, the ABAC achieves fine-grained control, high flexibility, scalability and
manageability, which is well adaptable to complex and inconstant authorization
scenarios [8–11]. Currently, the ABAC approach has been applied in many IT hot
fields including cloud computing [12,13], big data [14,15], and Internet of things
(IoT) [16,17] scenarios, and has also evolved into impressive mature commercial
solutions [18,19].

Unfortunately, such a promising technique is born with potential risks. Since
the disclosure of relevant attributes is essential and indispensable for making final
access decisions in the ABAC model, consequently, these unprotected attributes
carrying users’ sensitive information can be exposed to service providers which
brings significant risks to users’ privacy. This drawback has naturally sparked
public concerns [20] and thereby influenced the further development and popu-
larization of the ABAC technique.

To defend against the privacy disclosure threats incurred by the primary
ABAC model, several tentative and exploratory approaches have already been
proposed [21–26]. However, some solutions that block normal attribute deliveries
only protect the limited privacy at the unacceptable expense of service usability,
while the others suffer from significant limitations due to the introductions of
online third parties that are not always available and may cause performance
bottlenecks.

Motivated by the challenges above, in this paper, we propose an effective
and sophisticated privacy-preserving ABAC model (P-ABAC) without a trusted
third party (TTP) for protecting the attribute privacy. In our P-ABAC scheme,
the necessary sensitive attributes undergo security processing on the service
requester side by the mean of homomorphic encryption, so as to avoid pri-
vacy leakage. And meanwhile, the service provider is equipped with the ability
to make access decisions accurately according to the attribute ciphertext and
pre-set policies by using the homomorphic encryption-based secure multi-party
computation techniques without learning any sensitive information. A concrete
example is given to illustrate the details of its working process. And the the-
oretical analysis reveals that the P-ABAC model is effective in protecting the
privacy of users’ attributes with reasonable costs and no interferences of normal
decision-making processes.

The rest of this paper is organized as follows. In Sect. 2, we discuss several
relevant work about ABAC, especially the ones focusing on its privacy issues.
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Section 3 introduces some background knowledge of secure multi-party compu-
tation based on homomorphic encryption which is used in this paper. Section 4
proposes the P-ABAC model together with a case study. In Sect. 5, we discuss
our model in terms of security and efficiency. At last, we conclude our work and
outline some possible enhancements in Sect. 6.

2 Related Work

Access control is one of the most direct and effective security protection mech-
anisms to defend resources against illegal accesses. The past decades have wit-
nessed the emergences and successes of several typical schemes such as MAC
[4], DAC [5], and RBAC [6]. Unfortunately, when it comes to current dynamic,
distributed and complex scenarios, these famous models are gradually under-
powered for meeting dynamic and changeable authorization demands due to
their simple and unitary decision-making methods without enough flexibility,
expressibility, and scalability.

Therefore, more security factors such as real-time states of subjects, objects,
and contexts are comprehensively considered, which leads to the emergence of
the novel attribute-based access control (ABAC) mechanism [7] where access
decisions are determined based on a group of policies consisting of different
types of attributes such as age, department, location, etc. With the outstanding
features of powerful expression ability, fine granularity, high flexibility, scalabil-
ity, and manageability, ABAC has been becoming the dominating access control
mechanism for the next generation. Researches about the ABAC and its appli-
cations have sprung up [8–11] and have already achieved substantive progresses
in some IT hot areas such as cloud computing [12,13], big data [14,15], and IoT
[16,17] environments. Further, more practical efforts have been made by other
forces such as standards organizations [7] and enterprises [18,19], which further
drives the development and popularization of the ABAC technique.

Although the ABAC has enticing benefits, this model lacks provisions for
privacy issues. Its inevitable disclosure of user’s attributes that contain sensi-
tive information causes clear privacy risks, which has gradually eroded public
confidences in ABAC, thereby affecting its development and popularization [20].

For mitigating the privacy threats in original ABAC model, some tentative
and exploratory researches have already been studied. Wu et al. [21] presented an
extended ABAC model with attribute release control in which service requesters
can choose to submit the sensitive attributes to only trusted service providers.
Similarly, Sang et al. [22] designed and implemented an attribute disclosure con-
trol mechanism for ABAC. In this approach, a user only submits a reduced
attribute set that is necessary for accessing corresponding resources, to ensure
the minimal disclosure of sensitive attribute information. Moreover, Zhang et
al. [23] proposed a trust-based sensitive attributes protection mechanism. In
their solution, the release of users’ attributes was determined by the compar-
ison results of attribute sensitivity and service provider’s trust level. However,
these schemes obstruct the normal submission processes of attributes to provide
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partial protections for users’ privacy, which unreasonably interferes with proper
availability of normal services.

Besides, Esmaeeli et al. [24] proposed a distributed ABAC model in which
user attributes were inspected by the user’s home organization, so as to protect
users’ privacy from being accessed by service providers. More general, Kolter et
al. [25] developed an ABAC system with privacy preserving mechanism in which
the decision-making points were decoupled from the service provider sides, and
a user could choose one trusted third-party authorization server to make access
decisions. Put et al. [26] presented a privacy-friendly ABAC mechanism for online
services. They developed a suite of privacy-friendly protocols for obtaining users’
attributes from third-party platforms, so as to prevent service providers from
obtaining precise attribute values and eliminate the information linkabilities.
Unfortunately, these approaches suffer from significant limitations as they highly
rely on trusted online third parties that are not always available in dynamic and
distributed environments, and may cause performance bottlenecks.

Therefore, more efficient, independent and sophisticated privacy enhance-
ment mechanisms are urgently required for making the ABAC a more secured
and reliable model so that users can feel comfortable to use it.

3 Preliminary

This section goes through the secure multi-party computation and the homo-
morphic encryption-based solution applied in our model.

3.1 Yao’s Millionaires’ Problem

The Yao’s Millionaires’ (i.e., “greater than” or “GT”) problem is a secure multi-
party computation problem of data comparison. The involved parties compare
their own data without revealing the actual value [27]. In P-ABAC model, we
use the solution of GT problem to help to make access decisions without privacy
leakage.

3.2 Homomorphic Encryption

Homomorphic encryption is a kind of encrypted form that allows computation on
ciphertexts without accessing the plaintexts [28]. Given an encryption operation
E and a decryption operation D, � is the operation in the plaintext key space,
⊕ is the operation in the ciphertext key space. For any two plaintexts a and b, if
D(E(a) � E(b)) = a ⊕ b, then this cryptosystem is a homomorphic encryption.

Secure Multi-party Computation with Homomorphic Encryption. As
a tool to solve the secure multi-party computation problem, the homomorphic
encryption is widely used in various GT solutions. The comparison scheme raised
by Lin [29] is an effective solution of secure multi-party computation based on
homomorphic encryption as follows:
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Assuming that x = (x1x2 . . . xn)2, y = (y1y2 . . . yn)2 are the binary form
private inputs of two parties respectively. One party with the input x will first
generates the corresponding encryption matrix M as follows, in which E(1) is
the ElGamal encrypting function:

Mxi,j = E(1), Mxi,j = random()

Then, for all yi = 0, the other party will calculate the corresponding result
ci = My1,1 �My2,2 � . . .Myi−1,i−1 �M1,i, and for yi = 1 we have ci = random().
Then, the reshuffled result will be sent to the first party. According to the fol-
lowing theorem, x > y if and only if there exists an ci satisfied that D(ci) = 1:

Theorem 1. For two binary numbers x = x1x2 . . . xn, y = y1y2 . . . yn, x > y if
and only if there exists an i ∈ n which satisfies{

yi = 0

x1x2 . . . xi = y1y2 . . . yi−1, 1
(1)

4 P-ABAC Scheme

In this section, we define the necessary notations and introduce the architecture
of P-ABAC and describe its workflow step by step. And then, we study a detailed
case to help readers understand the P-ABAC better.

4.1 Architecture and Workflow

Generally, the P-ABAC model modifies the verification process of the standard
ABAC model. In the P-ABAC model, the public attributes are treated in the
same way in the standard ABAC model. And as for the attributes that involve
users’ sensitive information, we employ the solution to GT problem for making
the access decision. As shown in Fig. 1, the P-ABAC is an extension of the
standard ABAC model in which a privacy-preserving policy matching component
is added for making access decisions without disclosure of privacy.

When a request arrives, the service provider firstly collects the related states
of the non-privacy attributes, such as the attributes of object, environment and
operation, as well as some non-privacy attributes of user. Then the standard
policy matching component will perform the policy matching process for the
non privacy attributes in the same way in the standard ABAC (step 1). And the
privacy-preserving policy matching will be performed by the privacy-preserving
polices matching component (step 2). Subsequently, the P-ABAC system synthe-
sizes the results of the two components and obtains the final access decision (step
3). The final result is delivered to the enforcement facility which will mediate
the corresponding access to the object accordingly (step 4–5).
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Fig. 1. Architecture and workflow of P-ABAC

4.2 Privacy-Preserving Policy Matching Process

Each policy involving a privacy attribute x will be divided into several restriction
clauses containing only one comparison operator by the service provider, e.g.,
(a > x.value). Then, for each boundary number a, the service provider will
transform it into the corresponding binary string SP = sp1, sp2, . . . , spn, then a
2 × n ciphertext matrix M will be generated accordingly as follows.

Mij =

{
E(1), spi = j

random(), otherwise
(2)

After receiving the ensemble of ciphertext matrices of all M from the service
provider, for any ciphertext matrices M , the service requester will firstly figure
out the binary string SR = sr1, sr2, . . . , srn according to the value of corre-
sponding attribute x. Then for each sri = 0, the service requester will figure out
the ensemble of c1, c2, . . . , cn as follows:

ci =

{
Msr1,1 � Msr2,2 � · · · � Msri−1,i−1 � M1,i−1, sri = 0
random(), sri = 1

(3)

Then the service requester will reshuffle the c1, c2, . . . , cn and send the shuf-
fled ensemble c′

1, c
′
2, . . . , c

′
n to the service provider. When receiving the ensemble

c1, c2, . . . , cn, the service provider will try to decrypt c′
1, c

′
2, . . . , c

′
n. According to

Theorem 1, a > x only when there exists a i satisfied that sp1, sp2, . . . , spi =
sr1, sr2, . . . , sri−1, 1 and sri = 0, i.e. the service requester will be considered
satisfying the restriction clause if and only if there exists i so that D(c′

i) = 1.

4.3 Case Study

To help readers understand the P-ABAC better, a case study is described in this
subsection. Assuming there exists a P-ABAC system with one privacy-related
policy as follows:
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IF (age is less than 30) THEN granted

Then, the policy will be converted into the following restriction clause:

(age < 30) → true

Then, we derive the corresponding boundary number a = 30. We assume that a
service requester SR who has an attribute age = 25 initiates an access request.
When receiving the request, the service provider will firstly generate the corre-
sponding binary string Sa of a and the ciphertext matrix M . Assuming that the
sizes of the boundary number a and the corresponding attribute are both 5 bits,
then we get that Sa = 111102 and the ciphertext matrix M as follows:

M =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

random() E(1)
random() E(1)
random() E(1)
random() E(1)

E(1) random()

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

Then the service provider will send M to the service requester. As the service
requester has the attribute age = 25, it will figure out the corresponding binary
string Sage = 110012. Then, according to M , the corresponding {ci} will be
generated as follows:

C =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

c1 = random()
c2 = random()
c3 = M1,1 � M1,2 � M1,3

c4 = M1,1 � M1,2 � M0,3 � M0,4

c5 = random()

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

According to the properties of ElGamal solution, the service requester can obtain
the C = {random(), random(), E(1), random(), random()} and then reshuffles
it. Then, the requester submits the reshuffled result C ′ = {random(), E(1),
random(), random(), random()} to the service provider. After decryption, the
service provider finds out D(E(1)) = 1 from the ensemble C ′. Therefore, the
request will be granted accordingly.

5 Discussion

5.1 Effectiveness

We suppose that there is a policy (a > v) → granted in the P-ABAC system,
in which a is the boundary number defined above and v is the corresponding
value of user’s attribute. For any v which satisfies a > v, there exists a ci in the
reshuffled calculating results {c1, c2, . . . , cn} which satisfied that D(ci) = 1. Let
v, v′ be two values which satisfy a > v and a > v′, and D(ci) = 1,D(c′

j) = 1,
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There exist no polynomial algorithms for the service provider to distinguish
the reshuffled calculating results c1, c2, . . . , ci−1, ci+1, . . . , cn from c′

1, c
′
2, . . . ,

c′
j−1, c

′
j+1, . . . , c

′
n due to the computational intractability of the ElGamal homo-

morphic encryption, which means that the service provider can not learn extra
information except the comparison result1.

5.2 Efficiency

We firstly analyze the computing complexity of the P-ABAC decision-making
process on the service provider side. Suppose that the sizes of private attributes
involved in P-ABAC are n-bits and p is the modulus used in the encryption.
For any involved attribute, the generation of the corresponding 2 × n cipher-
text matrix needs n times encryption operations, which runs in O(n log p) as
the encryption operation of ElGamal runs in O(log p). Then, when the service
provider received the calculation result {c′

1, c
′
2, . . . , c

′
n} from the service requester,

n decryption operations will be executed to calculating all D(c′
i) and find out

weather there exists an i so that D(c′
i) = 1. Therefore, the whole computing com-

plexity of the P-ABAC decision-making process for a single restriction clause on
the service provider side is O(n log p).

When it comes to the service requester side, for any involved attribute, n
corresponding results of ciphertext matrix will be calculated, and each calcula-
tion of ci runs in O(n), i.e., the computing complexity on the service requester
side is O(n2).

6 Conclusion

In this paper, a non-TTP-based P-ABAC model is proposed to defend against
the privacy leakage threats existing in the basic ABAC model. In the P-ABAC
model, all sensitive attributes are secured through the homomorphic encryption
technique, which eliminates privacy leakage risks. Besides, the service provider
can still make correct access decisions properly based on the ciphertext of
attributes and pre-defined policies with the aid of homomorphic encryption-
based secure multi-party computation techniques, while learning no additional
privacy information. A case study illustrates the working process of our P-ABAC
scheme concretely, and the theoretical analysis further demonstrates its effective-
ness and efficiency.

In the future, we would like to equip our approach with the ability to auto-
matically identify sensitive attributes for protections with the aid of artificial
intelligence techniques, so as to achieve a more efficient access control scheme
with adequate privacy protections. Besides, we plan to implement a prototype
of our P-ABAC for further experimental evaluations.

1 Note that the authenticity and accuracy of the submitted attributes can be guaran-
teed with the supports of digital signature and terminal-oriented trusted computing
techniques, which are orthogonal to our work and out of the scope of this paper.
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Abstract. The developed cameras help researchers attempting to imi-
tate the human brain by distinguishing between people by many tech-
niques were mentioned in the literature. Distinguishing between the
human beings is being done by the image picked up by the visible light
cameras in a classical method, because of this cameras do not provide
enough amount of information. Therefore, the Kinect camera is distin-
guished assists researchers in obtaining tangible results from cameras
development which presented the normal of integrative of the depth
information and RGB information. This paper presents a model for face
detection and recognition by the Kinect technique to some fundamental
problems in the computer vision. This model is suggested in the envi-
ronment of the company: firstly, to prove the reliability of the Kinect
outputs. Secondly, detection about the depth of the human face by using
maps drawing to distinguish the real human face, and get rid of the fraud
processes, from which technique of face detection and recognition suffer.
Finally, the suggested model has used the tracking algorithm that repre-
sents one of the system stages to provide the most significant amount of
security. And in the end, tests are done by using our database obtained
from the RGB camera in Kinect.

Keywords: RFID authentication · Smart building · Kinect
Thermal image · IOT

1 Introduction

The digital image consists of a limited number of numeric representations; each
of these has a specific location and value. This representation refers to a finite
set of digital values, called pixels. This type of image contains a fixed number
of rows and columns of pixels. The processing of the digital image that defines
to execute image processing on digital images by utilising computer algorithms.
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It includes some critical steps like image acquisition, image enhancement, pre-
processing, edge detection, segmentation, representation, description, matching,
and recognition to produce an image or an image attributes [1,2]. Digital images
have many uses. One of the most important methods is the recognition of the
people because it provides information about the person and personality, in
addition to, its easy accessibility, usage and the ability of better acceptance
by person [1,3]. Many researchers are seeking to develop a computer system
to accomplish the same functions of the human mind in recognising human
faces through computer algorithms in digital image processing. The human face
recognising is prepared in two procedures: face detection procedure and face
recognition procedure. Face recognition is a biological system that used in many
applications. 3D facial recognition is used to achieve high recognition because
it is exceptionally safe [4–6]. Despite its many uses and excellent benefits, face
recognition requires great effort in processing and uses many very complicated
and expensive tools [7–9]. In this paper, we will explain to use the Kinect camera
to achieve more efficiency in the authentication process with increased reliability
in RFID.

1.1 Problem Statement

Recently, the Kinect camera has been deployed in many applications, especially
in the field of games. The propagation based on the many advantages of the
Kinect camera offer such as reducing the cost and ability to provide RGB-D
data and depth data. It has been used in real applications, away from games,
especially security applications, and it applied with RFID to identify the user is
authorised or not. In this paper, some questions were asked about this position,
which is as follows:

– How is user identification?
– How to apply the system mechanism?
– How can I make use of the proposed idea?

1.2 Objectives

With the development of technology, the Kinect device has become famous for
its availability and low cost. The latest version of this device known as Kinect
for windows and is characterized by providing the depth of information from
a close distance from 500 mm to 3000 mm. Thus, the Kinect device suited for
many applications. In this paper:

– The Kinect device used to identify the human is considered as real filed
because it is providing RGB-D data as well as the depth data.

– The Kinect device has been utilized in the security field.
– The database used shall be suitable to detect and recognize the face from 2D

and 3D images.
– Achieving the valid identification results by reducing mistakes rate.
– Results will be discussed based on a number of experiments on different users.



Checking an Authentication of Person Depends on RFID 373

1.3 Motivation

This paper focuses on the use of the Kinect camera in a context other than
gaming and at a much lower cost from traditional 3-D cameras with RFID sys-
tem for purposing authentication of the legal person. Additionally, the Kinect
camera has a complementary nature of the depth, and visual (RGB) information
provided by it bootstraps potential new solutions for classical problems in com-
puter vision especially in the short-term environments. This makes these devices
might be a better choice over the other cameras for many applications including
2d and 3d facial analysis systems.

1.4 Contribution

The face recognition and detection are the methods of verifying or identifying
a face from its image where these methods assisted various systems to provide
appropriate security. Therefore, the proposed system presents an approach to
the identification of the human face to be the goal of this proposal to address
the following points:

– Applying the Kinect device in face detection, face recognition and animation.
– The user identification system using the Kinect device.
– Using the proposed identification system with RFID.

2 Literature Review

In the recent time, human face recognition has been based on computer vision
and video-based techniques. In which the execution of recognition depends fun-
damentally on light conditions, shadow, camera angles, and head position. So,
the system performance may suffer in these circumstances using a 2D camera.
There are many researchers presented in this area, each of which employed dif-
ferent methods to solve the mentioned problems:

[10] present an algorithm that uses a low-resolution 3D sensor for robust
face recognition under challenging conditions. A preprocessing algorithm pro-
posed which exploits the facial symmetry at the 3D point cloud level to acquire
a canonical frontal view, shape, and texture, of the faces irrespective of their
initial pose. This algorithm also fills holes and smoothes the noisy depth data
produced by the low-resolution sensor. The canonical depth map and texture
of a query face are then sparse approximated from separate dictionaries learned
from training data. The texture is changed from the RGB to Discriminant Color
Space before meager coding, and the reconstruction errors from the two sparse
coding steps are added for individual identities in the lexicon. The query face
is assigned the identity of the smallest reconstruction error. Experiments are
performed using a publicly available database containing over 5000 facial images
(RGB-D) with varying poses, expressions, illumination and disguise, acquired
using the Kinect sensor. Recognition rates are 96.7% for the RGB-D data and



374 A. R. Al-Sudani et al.

88.7% for the noisy depth data alone. Our results justify the feasibility of low-
resolution 3D sensors for robust face recognition [10].

Goswami et al. [11]: In this paper, we have proposed a novel algorithm that
utilizes the depth information along with RGB images which obtained from
Kinect, to improve the recognition performance. The proposed algorithm com-
putes a descriptor based on the entropy of RGB-D faces along with the saliency
feature derived from a 2D face. The probe RGB-D descriptor is used as input
to a random decision forest classifier to establish the identity. This research also
presents a novel RGB-D face database consisting of RGB-D images about 106
subjects captured exclusively using Kinect is prepared. The experiments, per-
formed on Kinect face databases, indicate that the RGB-D information obtained
by Kinect can be used to achieve improved face recognition performance com-
pared to existing 2D and 3D approaches [11].

Ghiass et al. present a comprehensive and timely review of the literature on
this subject [12]. Their key commitments are the first a synopsis of the inher-
ent properties of infrared imaging which makes this methodology promising in
the context of face recognition. The second a deliberate audit of the most influ-
ential approached, with a focus on emerging common trends and additionally
critical differences between alternative methodologies. The third a description
of the fundamental databases of infrared facial images accessible to the scien-
tist. The lastly forth exchange of the most promising avenues for future exam-
ination. Additionally, it was reviewed a range of data sets currently available
to researchers. Considering the results distributed to date, in the conclusion
of these authors two particularly promising ideas stand out. The first thought
which the improvement of identity descriptors in light of constant physiological
features such as vascular networks. The second thought which the utilization
of methods for multi-modal fusion of complementary data types, most notably
those based on visible and infrared images. Both are still in their initial stages,
with a potential for substantial further improvement [12].

There is much research presented in a detection and recognition field through
face and gait, some of these researches use the Kinect camera to provide aim of
the major from each study. The proposed model will be expanding the Kinect
work outside the boundaries of the Games for using in the human identification
field through face detection and recognition.

3 Proposed Framework

Recently, focus on the interest has been devoted to detect and recognize the
human face, especially in the field of security. The presentation of new sensor
devices in this field, for example, the Kinect originally designed for the Microsoft
Xbox, has permitted to defeat the limitations of computer-vision classical 2D
vision algorithms, The most dependable approach to address the 2D vision prob-
lem is with 3D face models, in another hand, it is hard to acquire 3D data with
high speed and low cost. By the Kinect sensor that can provide these properties
and can be connected with a personal computer that makes it more appealing
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for face recognition applications. The proposed model will use the Kinect cam-
era in the company environment, and it fully deployed will reduce the rate of
fraudulent activities on the RFID such that only the registered owner of card
access to the company ID. Security approaches in the company environment can
be the effective role in preventing attacks on customers. These approaches con-
sidered the most important companies must meet specific standards to ensure a
safe and secure company environment for their customers. The proposed model
provides security to the company through the techniques of face detection and
recognition with RFID, which is by using depth and RGB data, obtained from
the Kinect Camera. This Model provides security by making sure if the user is
allowed to enter or not by recognizing the face as illustrated in Figs. 1 and 2.

Fig. 1. The methodology of the proposed system
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3.1 Scenario for the Proposed System

This algorithm is implemented in several steps to reduce Kinect problems in
operating outside the gaming field. All these steps attempt to find a suitable
solution to client identification problem as declared below:

Step1: Enter the RFID code
Step2: Check if the RFID Code is true
then Go To step3
Else GoTo step 6
Step3: Applying Haar and Eigenfaces algorithms to identify the user of system
Step4: Check if the user is authorized
then Go To step 5
Else Go To step9
Step5: Check if depth image is true
then Go To step7
Else Go To step12
Step6: Check if the RFID counter is less than (3) then Go To step1
Else Go To step16
Step7: Start animation
Step8: Check if the animation is true
then Go To step15
Else Go To Step 16
Step9: Taking a Snapshot to user
Step10: Send the Snapshot to system
Step11: Check if response timer is less than (30)
then Go To step12
Else Go To step 16
Step12: Check if response system is accepted then Go To step 13
Else Go To step16
Step13: Start animation
Step14: Check if the animation is true
then Go To step15
Else Go To Step 16
Step15: Process
Step16: Finish.

3.2 Depth Detection

Scenario for Depth Detection

This algorithm represents the Depth Detection approach; it is differentiating
between deception operation as photographic form, and correct process of entry
(true user) through several steps as declared below:

Step1: Take Snapshot to user.
* Taking Kinect Snapshot of the user.
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Fig. 2. The depth detection algorithm

Step 2: Applying Haar and Eigenfaces algorithms to detect and recognize
human face.
* Applying the algorithms to determine the user’s facial area on RGB frame
Step 3: Calculate the minimum and maximum reliable depth for the current
frame (on the user’s face).
* Calculated the minimum distance (maximum value) and maximum distance
(minimum value) of the user image
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Step4: Building mapping between locations on the depth image and RGB
image.
* Build mapping using Coordinate Mapper tool
Step5: Determined seven points on the human face
* Identified points depending on the distance from the boundary 20 pixels
upon rectangle of Haar algorithm
Step 6: Checking if the top points are similarity then Go to step 7
* Check if differences in depth between two top points are a similarity and it
does not exceed the rate (0–2) mm
Else Go To step11
Step 7: Checking if the bottom points are similarity
then Go to step 8
* Check if differences in depth between two bottom points are a similarity
and it does not exceed the rate (0–2) mm
Else Go To step11
Step 8: Checking if the middle point is similarity
then Go to step 9
* Check if differences in depth between two middle points are a similarity and
it does not exceed the rate (0–2) mm
Else Go To step11
Step 9: Checking if the Maximum point is not equal the other points then Go
to step 10
* Check if differences in depth between the Maximum point with other points
(The other 9 points on the human face) are not equal and it is greater than
(10) mm.
Else Go To step11
Step 10: The user is authorized
then Go to step 12
* The user is reliable to complete the requested operation, go to the animation
process as shown in Fig. 4
Step 11: The user is fake
* Depth information not detected, it is considered cheating process through
displaying a photo of a registered user, the camera reports for the owner of
the account about the cheating process as shown in Fig. 4
Step 12: Finish.

Finally, the method divides into three stages program. The first stage to
detect human face used Haar algorithm. The second stage is to recognize the
human face used Eigenfaces algorithm, the third stage is to detect depth informa-
tion to a human face, and the last stage detects human animation. The proposed
model is implemented to handle company system through the Kinect camera,
and focused on the suitable security method for the company, by dealing with the
face detection and recognition. Good results are shown previously in this section.
The results show the ability of Kinect camera to handle problems of human iden-
tification in the different fields. The following section explains the conclusion of
this paper works and demonstrates some views of future work remarks, which
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could be done in researches related to the field of this thesis. The main contribu-
tion of this work is the use of Kinect device for human identification in the real
world. This system enhanced the reliability of previous methods, such as (using
the Kinect camera for human activity recognition, and for face detection and
recognition) in a context other than gaming. The proposed system presented
an approach to the human identification for increased reliability Kinect camera
in the security field, through using many methods in one system, while in the
previously mentioned systems used one approach only.

4 Conclusion

Face detection and recognition in the field of biometrics issues used widely in
many applications such as: (surveillance systems, attendance, and left applica-
tions) but not used in determining a person’s identity to provide security in
hazardous environments. There are many gaps, such as the possibility of decep-
tion using the photo of the person registered, as well as there is a high probability
of suspicion among people. The proposed model presented approach uses RGB
images and depth information obtained through the Kinect camera to improve
the performance of detection and recognition techniques with RFID. A system
was organized to provide security to the most dangerous environments (company
system), where people approved by detection and facial recognition techniques.
Also, the influence of suspected cases of the over-mover advantage provided by
Kinect camera had got rid of, as well as a proposal depth approach uses pictures
to get rid of fraud in photos and advantages of this approach:

– The absence of an excessive load on the database because it does not contain
pictures of the depth. Therefore the comparison takes place among points
within the depths of memory.

– In this model does not need training all algorithms for recognition of faces on
the proposed database, for it contains RGB images only. They are axioms of
facial recognition technology.

– The proposed approach does not affect the processing time of an algorithm,
because it is completely separated.

– Using any RGB camera to collect image in the database.
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Abstract. One of the latest and most important research topics in the
field of information diffusion, which has attracted many social network
analyst experts in recent years, is how information is disseminated on
social networks. In this paper, a new method is proposed by integration
of ant colony algorithm and node centrality to increase the prediction
accuracy of information diffusion paths on social networks. In the first
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years, is how information is disseminated on social networks. Indeed, the focus
of this topic is on finding an efficient method to predict and model informa-
tion dissemination in the network. This issue has many applications in different
fields, such as e-shopping, distributing viruses and computer contaminants, post-
ing blogs in social networks and so on [1]. To find the diffusion pattern, nodes
that have been affected by a news story in the past, are considered and based on
a series of parameters, nodes that will be influenced in future will be predicted
as a function of time. One of the parameters used in this model is the popularity
of the news, which the affection to other nodes in the future is based on that.
Various approaches have been proposed so far to solve the problem of informa-
tion diffusion. One of the problems with previous solutions is that they have
high computational and complexity in high-dimensional networks. This paper
presents a new approach using combination of the ant colony algorithm and
node centrality criterion to predict optimal information diffusion paths in the
network. In our proposed method, at the initial stage, the node centrality is
calculated for all nodes in the network. Then, based on the distances of nodes,
the optimal path of propagation is determined by using ant colony algorithm
and then based on that, the information diffusion is predicted. In the remainder
of this paper, Sect. 2 reviews the previous work, Sect. 3 states the details of the
proposed method, Sect. 4 evaluates the proposed method and compares it with
previous works, and finally, this paper is concluded in Sect. 5.

2 Related Work

Social networks improve the accuracy of the traditional advisory system by using
social trusts and interests which exists among users. Popular social networks
rank users and items based on the extent of information diffusion that created
by users. So one of the important issues and challenges in social networks is
predicting information diffusion routes [2]. The more accurate prediction, can
provide users more optimal results. For example, in [3], for each pair of friends
(u, v), the similarity of their rank is measured using a set of conditional prob-
abilities P (u|v) and P (v|u), and the distribution of a user’s rating is obtained
from another user. P (u|v) is calculated by commonly ranked items between user
u and v. Then, the value of the user v ranking is obtained and then, the distri-
bution of user u ranking is calculated from shared ranked items. When a user
wants to perform a rating action for a particular user, first creates a diffusion
tree based on other users, and then sends a rating query to its direct friends
on the social network. As soon as a query is received for a rating of a user, the
user who received the query returns the rating (if it has already been ranked),
otherwise sends the query to its friends.

The centrality of a node represents the importance and influence of that node
in the network. The nodes in the center of the network are scientifically more
influential [4]. More centrality means more communication and a better position
for the node, which ultimately makes it more powerful. In order to evaluate the
centrality of the nodes, degree, proximity, betweenness, and special vector are
the most common criteria to rank nodes in social network [4,5].
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The centrality rating criterion [6] is one of the indicators which is useful
in analysing the structure of networks and people positions on the network. It
emphasizes that those who have more connections are likely to be stronger and
more influential because they can directly affect others in the network [7]. The
proximity centrality criterion is evaluated by the calculating proximity of one
node to others. People who are able to reach other members with shorter track
lengths, are in a privileged position and generally have more power and influence
in the network [6]. The betweenness centrality criterion [8] is an indicator that
offers a more precise pathway to measure the node centrality. This criterion shows
that to what extent a particular node is among other people on the network.

3 Proposed Method

In this paper, a new method is proposed by integrating ant colony algorithm
and node centrality criterion to increase the accuracy of information diffusion
routes prediction in social networks. Figure 1 illustrates our proposed method for
predicting information diffusion in social networks. The details of this algorithm
is described in the following sections.

Fig. 1. The proposed method flowchart

3.1 Calculation of the Node Centrality

After reading the network data and forming the neighbouring matrix, the second
step of the proposed method is to calculate the centrality for all nodes as shown
in Fig. 1. Laplaceyn’s centrality, is a criterion that calculates the centrality on
weighted networks [5]. It uses local structure of nodes and also global structure
of networks to calculate centrality.
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If G(V,E,W ) is a weighted graph with a set of vertices V (G) = {v1, v2, .., vn},
and a set of edges E connecting e(vi, vj) by the weight of wij , then two matrices
of W and X are calculated as Eqs. (1) and (2).

W (G) =

⎡
⎢⎢⎣

0 w1,2 .. w1,n

w2,1 0 .. w2,n

.. .. .. ..
wn,1 wn,2 .. 0

⎤
⎥⎥⎦ (1)

X(G) =

⎡
⎢⎢⎣

X1 0, .. 0
0 X2 .. 0
.. .. .. ..
0 0 .. Xn

⎤
⎥⎥⎦ (2)

Here Xi =
∑n

j=1 Wi,j =
∑

u∈N(vi)Wvi,u indicates the total weight of the
node vi, and N(vi) represents the set of neighbours of the node vi. If there are
no edges between vi and vj , then Wi,j = 0. Laplacian energy is also calculated
for the graph G by Eq. (3).

EL(G) =
n∑

i=1

Xi + 2
∑
i<j

w2
i,j (3)

Also, Laplacein centrality criterion for node vi is calculates in Eq. (4).

CL(vi, G) =
(ΔE)i

EL(G)
=

EL(G) − EL(Gi)

EL(G)
(4)

Gi represents G graph after deleting node vi.

3.2 Initializing the Pheromone of Nodes Based on the Centrality
Criterion

In this paper we use a graph to represent the problem. In this graph, nodes rep-
resent the problem states, and the edges presents the transition between states.
The information collected by the ants during the search process is pheromone
on the edges (for example, τ(i, j) represents pheromone between node i and j).
Also on each edge, an exploratory value is presented as representational of ini-
tial information in the problem (for example, η(i, j) represents the value of the
edge between the two node( i and j). In our method, the value of the initial
pheromone on each edge is set equal to the sum of centrality of the two nodes
of that edge.

η(i, j) = Centrality(i) + Centrality(j) (5)

3.3 Creating Ant Colony Algorithm Paths

In this step, we try to identify the optimal routes of information dissemination
according to the ant colony algorithm. For this purpose, each node in the social
network is considered as a node in the ant colony algorithm. In general, the
colony optimization algorithm acts as follows. First, some ants are randomly
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assigned to the nodes of the graph. Each ant produces a possible solution to the
problem by applying a continuous state transfer rule (Eqs. 6 and 7). Ants prefer
to move into nodes that are connected by shorter edges with high pheromones.
When the motion of all ants is terminated and their solution achieved, a general
pheromone update rule is used. In this rule, some of pheromones evaporate on
all edges, and then each ant puts a pheromone on the edges for its own solution.
Indeed, the edges that belong to a better solution will receive more pheromones.
This process continues until a predetermined stop condition is met. The rule
of transfer mode is determined by ant colony optimization algorithm, which
combines exploratory information and pheromone values. When an ant is in
node r, the node s is selected by applying the rule shown in Eq. (6).

s = maxu∈Jk
r

[
τ(r, u)α.η(r, u)β

]
, if q ≤ q0 (6)

Where Jr
k is the collection of unrecognized nodes by ant k in the node r. Also,

α and β are parameters to show the importance of pheromone and exploratory
information. When β = 0, no heuristic information on nodes is used, and when α
= 0, pheromones on the edges are not used. Also q represents a random number
in range of zero to one, and q0 is a parameter in 0 ≤ q0 ≤ 1. In fact, q0 determines
how much the next node will be chosen based on the best choice. In probability
mode (q > q0), the next node s is chosen based on the probability Pk(r, s) using
Eq. (7).

Pk(r, s) =

⎧
⎨
⎩

τ(r,s)α.η(r,s)β
∑

u∈Jk
r

τ(r,u)α.η(r,u)β , if s ∈ Jk
r

0, otherwise
(7)

Equation (8) shows the pheromone update rule:

τ(r, s) = (1 − ρ).τ(r, s) +
∑

s∈Supd

g(s) (8)

Where ρ ∈ (0, 1) is the pheromone evaporation parameter and g(s) is a
function for determining the quality of the solution which is called evaluation
function. g(i) is calculated by dividing the pheromone value of the node i, on
sum of all nodes pheromones (Supd is the sum of all nodes in the network).

The first step of the ant colony optimization algorithm is to calculate the
probability of selecting the next node to continue the path. The transfer rule
(Eqs. 6 and 7) determines the next node. In this rule, both suitability and simi-
larity of the node to the previously selected nodes are influenced by the ant. So,
at each step, the nodes that are more suitable and have less redundancy with
the nodes previously selected by the same ant, are more likely to be selected.
Before starting the process of moving ants in the routing process we act in such
a way that the nodes are grouped into a number of clusters based on a com-
munity detection algorithm. One of the most active and challenging research
areas in social networks is the issue of community detection. The main purpose
of recognizing communities is to put the nodes in the same cluster together.
Therefore, nodes in a cluster share common characteristics and the connections
between nodes within each cluster are denser than the nodes’ connections with
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other clusters. In this paper, Louvain algorithm is used for clustering nodes
which is one of the fastest and efficient algorithms for community detection [9].
After identifying the clusters, the routes are selected by ants. At this point, the
proposed algorithm will be used to construct the path by ants so that each ant
randomly selects a node to start motion. Through applying the transfer rule
(Eqs. 6 and 7) on the nodes of that cluster, ant selects a node. The next node
Fj can be selected in two ways of greedy or probabilistic algorithms by the ant
k. In greedy method, the next node is obtained according to Eq. (9).

Fj = argFu∈UF k
i

max
{
[τu]α[η(Fu, V Fk)]β

}
, if q ≤ q0 (9)

UF k
i is the collection of nodes not selected by ant k in cluster i, τu represents

the corresponding pheromone to the node Fu, V Fk represents collection of the
nodes chosen up to this moment by ant k and η(Fu, V Fk) is an exploratory func-
tion that shows the suitability of the node Fu. Also, α and β are two parameters
for controlling the importance of the value of the pheromone and the exploratory
function. When α = 0, the value of the pheromone on nodes will have no effect
on the choice of the next node, and the next node will only be selected based
on the exploratory information. Also, when β = 0, the next node is selected
only based on the amount of pheromone on the nodes. Also, q0 is a predefined
parameter, and q is a random number in the range of zero to one. In probability
mode, the node Fj is selected with the probability Pk(Fj , V Fk) obtained using
Eq. (10).

Pk(Fj , V Fk) =

⎧
⎨
⎩

[τj ]
α[η(Fj ,V Fk)]β

∑

u∈UF k
i
[τu]α[η(Fu,V Fk)]β

, if j ∈ UF k
i , if q > q0

0, otherwise
(10)

The rule of transfer mode depends on two parameters of q and q0. This
rule creates a balance between the existing information and the new discovered
solutions. If q < q0 then, the ant chooses the next node in a greedy manner
based on the information, otherwise, the next node is selected based on the
probability calculated in Eq. (10). Indeed, the next node is selected based on
the new discovered solutions. Furthermore, using the new discovered solutions
prevent the algorithm to stuck in the local optimization.

3.4 Calculating the Value of Information Dissemination
in Generated Paths

In our method, a specific exploratory function is proposed to calculate the useful-
ness of the next node. In this function, the suitability of the node and its redun-
dancy with the previously selected nodes have been involved. Therefore, unre-
lated and redundant nodes will have less chance to be selected. The exploratory
function is calculated as follows in Eq. (11).

η(Fi, V F k) =

[

FS(Fi) − 1

|V F k|
∑

Fx∈V F k

sim(Fi, Fx)

]

(11)
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FS(Fi) represents the centrality of Fi node, Sim(Fi, Fx) represents the sim-
ilarity between the Fi and Fx nodes and |V Fk| is the number of nodes selected
by the ant k up to this moment. To calculate the similarity between two nodes,
the cosine similarity criterion is used.

In the first part of the proposed exploratory function, the suitability of the
node, and in the second part, the redundancy with previously selected nodes is
considered. So, combination of these two parts will provide selection of the most
relevant nodes to the target node with minimum redundancy.

3.5 The Rule of Updating Pheromone

At the end of each iteration of the ant colony algorithm, when all ants finish
their paths, the amount of pheromone on each node is updated. The rule of
updating pheromone, forms an important aspect of the ant colony optimization
algorithm. In fact, according to this rule, there are nodes that have come up with
better solutions with more pheromones being allocated. These nodes will have
more chances to be selected in subsequent iterations. This rule is used to update
the node’s corresponding pheromone after each iteration of the algorithm. The
pheromone updating rule is calculated as follows in Eq. (12).

τi(t + 1) = (1 − ρ)τi(t) +
A∑

k=1

Δk
i (t) (12)

τi(t) and τi(t+1) respectively indicate the value of the pheromone on the Fi

node in the iteration of t and t+1, ρ is the pheromone evaporation parameter, A
denotes the number of ants, and Δk

i shows the amount of pheromone deposited
by the ant k on the Fi node. Δk

i is calculated as follows:

Δk
i (t)

{
J(FSk(t)) if Fi ∈ FSk(t)

0, Otherwise
(13)

FSk(t) denotes the set of nodes selected by ant k in the iteration of t, also,
J(FSk(t)) is the evaluation function for calculating the usefulness of the subset
of the FSk(t) node, which is used to calculate the distance between the source
and destination node. The shorter the distance, the more useful diffusion of
information from that path. In fact, the usefulness of a route is considered as
the reverse distance of the source to destination node of that route.

4 Performance Evaluation of the Proposed Method

In this section, the performance of our proposed method is evaluated in 2 parts.
In the first part, the accuracy of the community detection algorithm used in our
approach is considered and compared with Bayesian [10] and Genetic [11] com-
munity detection algorithms. Then in the second part, the performance of our
method in predicting optimal information dissemination paths using; centrality
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and ant colony algorithm; is compared with other 2 approaches of predicting
optimal diffusion paths which are based on Bayesian [12] and Genetic [13] algo-
rithms.

Details of the 4 real data sets of karate clubs [14], dolphin [15], political books
[16] and American Football College [17] networks are shown in Table 1.

Table 1. Details of the data sets

Network Nodes Edges Network description

Karate 34 78 Zachary’s karate club

Dolphin 62 159 Dolphin social network

Political books 105 441 Books on US politics

Football 115 613 American Football College

We believe detecting more accurate communities in the network can improve
predicting optimal information diffusion paths. Therefore, the performance of
the community detection algorithm used in our method is evaluated in the first
step. For this purpose, we use Modularity [18] and Normalized Mutual Infor-
mation (NMI) [19] metrics. Tables 2 and 3 show, the performance of community
detection algorithm for all methods respectively based on Modularity and NMI.

According to the results obtained by all methods, the genetic algorithm has
the lowest accuracy in comparison to others. This is because the genetic algo-
rithm tries to model the network graph based on matrix which is less accurate
for big networks. Bayesian applies mathematics approaches to optimize the com-
munity detection process which is also not appropriate for big networks. In the
other hand, the Louvain algorithm improves the evaluation criterion of the com-
munity detection step by step and evolutionary which results detecting more
accurate communities.

Table 2. The Modularity accuracy results obtained by each algorithm

Network Bayesian [12] Genetic algorithm [11] Proposed method
(Louvain [9])

Karate 0.64 0.61 0.75

Dolphin 0.76 0.73 0.81

Political books 0.84 0.78 0.88

Football 0.81 0.75 0.89

After evaluation of the community detection algorithms, the performance
of our approach in detecting optimal information diffusion paths was evaluated
along with other methods. The results show a better outcome for our work. This
is because both penetration and centrality criteria of the nodes are considered to
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Table 3. NMI criteria obtained by each algorithm for community detection accuracy

Network Bayesian [12] Genetic algorithm [11] Proposed method
(Louvain [9])

Karate 0.72 0.069 0.77

Dolphin 0.79 0.78 0.82

Political books 0.86 0.81 0.88

Football 0.85 0.82 0.91

identify the optimal paths of information diffusion based on ant colony algorithm.
Also, in each iteration, before the stop condition is checked, all conditions of
combining communities are investigated to detect the most optimal communities
for the next step, then future iterations will be based on that. Therefore, in each
iteration there will be the most optimal communities that will result finding the
optimal paths for information diffusion.

To consider and compare the performance of the aforementioned methods,
we used Mean Absolute Error (MAE) and Mean Absolute User Error (MAUE)
criteria [20]. MAE calculate the difference between the predicted values and
the actual values. Therefore, whatever the information diffusion errors of the
case study are smaller, the estimated rates are closer to actual rates and the
performance will increase. The MAUE is the mean absolute user error which is
calculated for each node.

According to the results, our method has less MAE and MAUE in compar-
ison to other methods which means it has less error in predicting the optimal
information diffusion paths. Figure 2 shows the results of the proposed method
for different data sets based on MAE and MAUE criteria.

Fig. 2. Comparable evaluation results of all method based on MAE and MAUE met-
rics
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5 Conclusion

In this paper, we proposed a new method for prediction optimal information
diffusion paths using integration of ant colony algorithm and node centrality
criterion. At the first stage of our algorithm, the node centrality of all nodes in the
network was calculated. Then, based on the distances of nodes and also according
to ant colony algorithm, the optimal routes of information dissemination were
predicted. After evaluation and comparison of all methods, the results showed
that our method has a better outcome than others in terms of NMI and MAE
metrics.
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Abstract. A user can use a provable multi-copy data possession schemes
(PMDP) to ascertain whether its copies in cloud storage are kept
securely. Unfortunately, all existing PMDP are not secure and efficient.
To address this problem, we propose an efficient provable multi-copy data
possession scheme with data dynamics (EPMDP). We design a kind of
authenticated 2-3 tree with arrays in ordered leaves (A2-3AOL) and use
the A2-3AOL and a kind of RSA tag to construct EPMDP. The analysis
results of the security and performance show that EPMDP has strong
security and good performance.

Keywords: Cloud storage · Data dynamics · Multi-copy
Provable data possession

1 Introduction

Some IT enterprises have deployed cloud storage. Outsourcing files to the cloud
storage will bring some benefits [1]. However, after outsourcing a file to the
cloud storage, the user cannot determine whether the file is securely stored in
the cloud. In 2008 Amazon S3 experienced server outage and many S3 users
were unable to access their own files stored in S3. The outage of Amazon S3
server has demonstrated that if S3 stores multiple copies of a file in its differ-
ent servers, when some servers occur outage, the user can retrieve its file from
the undowntime S3 servers. However, after outsourcing its copies to the cloud
storage, the user cannot determine whether its copies are securely stored in the
cloud storage, we refer to it as the provable multi-copy data possession problem.

To resolve the provable multi-copy data possession problem, Curtmola et al.
proposed a multiple-replica provable data possession scheme (MR-PDP) [2]. Sub-
sequently, Barsoum et al. proposed a probabilistic efficient multi-copy provable
data possession scheme (PEMC-PDP) [3]. However, there are two shortcom-
ings in both schemes. To overcome these shortcomings, in 2015 Barsoum et al.
proposed a map based provable multiple-copy dynamic data possession scheme
(MB-PMDDP) [4]. However, MB-PMDDP requires the user and the public data
c© Springer Nature Switzerland AG 2018
G. Wang et al. (Eds.): SpaCCS 2018, LNCS 11342, pp. 392–402, 2018.
https://doi.org/10.1007/978-3-030-05345-1_34
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auditor to store the states of the copies. If there exists an error of the states of
the copies in the user local storage system due to disk corruption, etc., it will
make the MB-PMDDP failure.

In this work, we have studied the provable multi-copy data possession
problem and proposed an efficient provable multi-copy data possession scheme
with data dynamics (EPMDP), which can overcome the shortcomings of MB-
PMDDP.

The paper is organized as follows: In Sect. 2, we describe the problem and
introduce the efficient provable multi-copy data possession scheme with data
dynamics. The authenticated 2-3 tree with arrays in ordered leaves (A2-3AOL)
is presented in Sect. 3. In Sect. 4, we construct EPMDP by using the A2-3AOL
and a kind of RSA tag. In Sect. 5, we give some theorems about the security
and the performance of the construction. In Sect. 6, we do some experiments
for EPMDP and experiment results are presented here. Finally, conclusions are
given in Sect. 7.

Fig. 1. A cloud storage system model.

2 The Problem and the EPMDP Scheme

2.1 The Problem

The cloud storage system model is described in Fig. 1, which is composed of three
different entities. Each entity performs a different function. The user stores its
files to the remote cloud storage server by a PC or a smartphone. After uploading
its files to the cloud storage server, the user will delete its files from its local
storage system. The cloud storage service provider owns the cloud storage server.
It manages and maintains the files that the user stored in the cloud storage
server. When the user initiates a challenge to the cloud storage server to check
the integrity of a file that it stored in the cloud storage server, the server will
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give the user a proof that the file is kept intact. The user can give its own public
key to a PDA and entrust the PDA to check the integrity of its files on its behalf.

There are three kinds of threats in the cloud storage system model. Firstly,
the cloud storage service provider will delete some copy blocks or only keep a
copy instead of preserving m copies of a file to save its storage space. Secondly,
the cloud storage service provider tries to obtain some useful information from
the files. Thirdly, The PDA will perform the audit protocol faithfully, but it will
do everything possible to get some useful knowledge from the audit process, so
we can regard the PDA as an honest and curious adversary. Therefore, there are
three security requirements in EPMDP. We refer to them as security against the
cloud storage service provider, privacy against the cloud storage service provider
and privacy against the PDA.

2.2 The EPMDP Scheme

In order to resolve the above problem, we design an efficient provable multi-copy
data possession scheme with data dynamics.

Definition 1. (EPMDP). An efficient provable multi-copy data possession
scheme with data dynamics is a tuple of algorithms as follows:

– Setup(v) → {pk, sk, k, sgk, vk}: It is a probability algorithm which run by u.
It takes the parameter v as input and outputs a block encryption key k, a
key pair(pk, sk), a signature key sgk and a public key for signature vk. sk
represents the private key and pk represents the public key. u stores k, sk and
sgk secretly and publishes vk and pk publicly.

– Gencopy(F,m, k) → {Fi(i = 1, 2, . . . ,m)}: This algorithm is run by u, it takes
F , m and k as input and outputs a copy set Fi(i = 1, 2, . . . ,m). Without the
block encryption private key k, no adversary can use Fj to generate Fk, where
j �= k.

– GenTag(Fi(i = 1, 2, . . . ,m), sk, sgk) → {ϕi(i = 1, 2, . . . , m), sigsgk(H(R))}.
This algorithm is run by u, it takes the copies Fi(i = 1, 2, . . . ,m), the sk of u
and the signed private key sgk of u as input and outputs ϕi(i = 1, 2, . . . ,m)
and sigsgk(H(R)). ϕi(i = 1, 2, . . . , m) is the copy block tag set of Fi(i =
1, 2, . . . ,m). Fi = {Bi1, Bi2, . . . , Bin}, sigsgk(H(R)) is the signature of the
root R, where R is the root of the tree used to organize the copy block tag
set ϕi(i = 1, 2, . . . , m).

– Challenge(pk) → {chal}. This algorithm is run by u or PDA. It takes the
user’s public key pk as input and outputs a challenge chal for all the copies
of F .

– GenProof(Fi(i = 1, 2, . . . ,m), chal, ϕi(i = 1, 2, . . . ,m)) → {γ}. This algo-
rithm is run by the server. It inputs the challenge chal, Fi(i = 1, 2, . . . ,m)
and the file block tag set ϕ and outputs γ, where γ is the integrity proof of
the file block for all the copies of F described by chal.

– CheckProof(pk, vk, chal, γ) → {success, failure}: This algorithm is run by
u or PDA. It inputs a public key pk, the public key of the signature vk,
the challenge chal, and the file block integrity proof γ that is returned by the
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server. If γ passes the integrity check, it outputs success, otherwise it outputs
failure.

– Update(Fi, Bij(i = 1, 2, . . . , m), ς, ϕi) → {F
′
i , ϕ

′
i, signsgk(H(R

′
))}: This algo-

rithm is run by the cloud storage server. ς represents the type of dynamic
operation. If ς equals to I, it represents the insertion operation; if ς is equal
to M , it represents the modification operation; if ς is equal to D, it represents
the delete operation. R

′
is the root of the new tree used to organize the copy

block tag sets ϕ
′
i(i = 1, 2, . . . ,m). It inputs Fi, Bij , T and ϕi and outputs F

′
i

and ϕ
′
i and gets signsgk(H(R

′
)) signed by u.

3 An Authenticated 2-3 Tree with Arrays in Ordered
Leaves

To improve the efficiency of EPMDP and to prevent the server from tampering
the copy blocks of F in the cloud storage, we have design a kind of tree authen-
tication structure, we refer to this tree structure as the authenticated 2-3 tree
with arrays in ordered leaves.

Definition 2. An authenticated 2-3 tree with arrays in ordered leaves is a 2-3
tree with the difference that each leaf preserves the cryptographic hash value(e.g.
SHA-1) of the array which is organized by the hash values of the blocks that have
the same sequence number in all copies that are generated from the same file. All
leaves are labeled with a sequence number from left to right, which corresponds
to the block sequence number in the file. Its internal nodes keep the hash values
of their children nodes. Each leaf node stores a pointer to the array of the block
hash values in addition to a block number BN and the cryptographic hash value
of the array.

An A2-3AOL has the following properties:

– All leaf nodes in the tree have a sequence number.
– Each internal node has 2 or 3 child nodes.
– The length of each path from the root to the leaves are equal and the root

node of the tree authenticates the whole tree.

An example of an A2-3AOL tree is shown in Fig. 2 and the node structure of the
A2-3AOL tree is shown in Fig. 3.

4 The Construction of EPMDP

We have defined EPMDP in Sect. 2.2. In this section we use the A2-3AOL and
a kind of RSA tag to construct the EPMDP.

– Setup(v) → {(g,N, e), d, k, x̂, (p̂, q̂, ĝ, ŷ)}: It takes the security parameter v as
input and outputs a block encryption key k, a public key pk = (N, g, e), a
private key ks = d, a signature private key sgk = x̂ and a signature verifi-
cation public key vk = (p̂, q̂, ĝ, ŷ), where ed = 1 mod (p − 1)(q − 1). N is
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Fig. 2. A example of the A2-3AOL
tree.

Fig. 3. The node structure of the A2-
3AOL.

an RSA modulus, which is the product of two primes p and q. QRN is the
square residual multiplicative cyclic group of modulo N and g is a generator
of QRN . In order to make the scheme secure, it requires p and q to be two
large prime numbers. According to the large prime number generation rule,
we can make p = 2p

′
+ 1, q = 2q

′
+ 1, where p

′
and q

′
are also two large

prime numbers. We use the DSS [10] to sign the root of the A2-3AOL in the
EPMDP construction.

– GenCopy(F,m, k) → {Fi(i = 1, 2, . . . ,m)}: It takes F,m and k as input and
outputs Fi(i = 1, 2, . . . ,m). The copy Fi is obtained by connecting the copy
number i to each file block and using AES to encrypt it with k. Bij(1 ≤ i ≤
m, 1 ≤ j ≤ n) is generated according to (1). The user u stores k secretly for
later to recover F . Since k is kept in secret, no one can recover F except the
user. Since modern block cryptography has an avalanche feature [5], changing
a bit of a plaintext will result in a tremendous change in its output of the
ciphertext. Therefore Fi is completely different from Fj , where i �= j.

Bij = Ek(Bj ||i) (1)

– GenTag(Fi, d, x̂, g) → {{Ti1, Ti2, . . . , Tin}, Sigx̂(H(R))}: It takes Fi, d, x̂ and
g as input and outputs {Ti1, Ti2, . . . , Tin} and Sigx̂(H(R)), where Tij(1 ≤ j ≤
n) is the copy block tag which is generated according to (2) and Sigx̂(H(R))
is the root signature of the A2-3AOL used to organize all copies blocks of F .
For the sake of simplicity, we use ϕi to denote {Ti1, Ti2, . . . , Tin}. It sends ϕi

and Sigx̂(H(R)) to the cloud storage server.

Tij = (H(Bij)gBij )d mod N (2)

– Challenge(g,N, e) → {k1, k2, gs, c}: In order to check whether all copies of F
is stored in the cloud storage server intactly, u or PDA initiates a challenge
to the cloud storage server to check a subset blocks of all the copies of F
randomly. The challenge consists of four parts: k1, k2, gs and c. k1, k2 and
s are randomly selected in each challenge. c is the number of copy blocks
that need to be checked. k1 is the key of the pseudorandom permutation Π1

used to determine the copy block subscript that need be checked. k2 is the
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key of the pseudorandom function Π2 used to determine some pseudorandom
coefficients. gs = gs mod N .

– GenProof({F1, F2, . . . , Fm}, (k1,K2, gs, c), {ϕ1, ϕ2, . . . , ϕm}) → {
P, T,

{
H

(Lj), Lj , wj

}
j∈J

, Sigx̂(H(R))
}
: When the server receives the challenge, it

generates the copy block subscript jt according to (3) and generates the
pseudorandom number ait according to (4). Finally, it generates the proof
γ = (P, T, {H(Lj), Lj , wj}j∈J , Sigx̂(H(R))) for the copy blocks that need to
be checked. J is the set of the subscript of the blocks P is generated accord-
ing to (5) and T is generated according to (6). {wj}j∈J are all siblings of the
A2-3AOL tree from the leaf {H(Lj), Lj}j∈J to the root R. Ljt is an array of
hash values of the copy blocks that need to be checked on the A2-3AOL tree.
Ljt and Bijt satisfy (7).

jt = Π1,k1(t)(1 ≤ t ≤ c) (3)

ait = Π2,k2(i, t)(1 ≤ i ≤ m, 1 ≤ t ≤ c) (4)

P = g
(
∑m

i=1 ai1Bij1+
∑m

i=1 ai2Bij2+···+∑m
i=1 aicBijc )

s mod N (5)

T =
m∏

i=1

(Tij1)
ai1 ×

m∏

i=1

(Tij2)
ai2 · · · ×

m∏

i=1

(Tijc)
aic mod N (6)

Ljt(i) = H(Bijt) (7)

– CheckProof((g,N, e), (k1, k2, gs, c), (P, T, {H(Lj), Lj , wj}j∈J , Sigx̂(H(R)),
H(R)), s, vk) → {success, failure}: u or PDA uses vk to check Sigx̂(H(R)).
If the check fails, it stops and outputs failure, otherwise it uses
{H(Lj), Lj , wj}j∈J to generate R

′
and checks H(R) whether is equal to

H(R
′
). If the check fails, it stops and outputs failure, otherwise it checks

whether (T e)s/(
∏m

i=1

∏c
t=1(H(Bijt)

ait))s is equal to P , if it is equal then it
outputs success, otherwise it outputs failure.

– Update({F1, F2, . . . , Fm}, {B1j , B2j , . . . , Bmj}, ς, {ϕ1, ϕ2, . . . , ϕm}) → {{
F

′
1,

F
′
2, . . . , F

′
m

}
,
{
ϕ

′
1, ϕ

′
2, . . . , ϕ

′
m

}
, signx̂(H(R

′
))

}
: ς represents the type of

dynamic operation. If ς equals to I, it represents the insertion opera-
tion; if ς is equal to M , it represents the modification operation; if ς
is equal to D, it represents the delete operation. R

′
is the root of the

new A2-3AOL that organizes all the block hash values of the copies. It
takes {F1, F2, . . . , Fm}, {B1j , B2j , . . . , Bmj}, T and {ϕ1, ϕ2, . . . , ϕm} as input
and outputs {F

′
1, F

′
2, . . . , F

′
m}, {ϕ

′
1, ϕ

′
2, . . . , ϕ

′
m}. it also outputs Sigx̂(H(R

′
))

which is gotten from the user.

5 The Security and Performance of EPMDP

Theorem 1. Under KEA1-r assumption, integer factorization assumption and
the signature is secure, the construction of EPMDP achieves security against the
cloud storage service provider



398 Z. Deng et al.

Theorem 2. If AES is secure, the construction of EPMDP achieves privacy
against the cloud storage service provider.

Theorem 3. If AES is secure, the construction of EPMDP achieves privacy
against the PDA.

Theorem 4. Assume m be the copy number of F and n be the block number of
F , checking all copies of F , the computational time complexity of the server is
O(log n), the computational time complexity of the user or the PDA is O(log n),
the network communication space complexity of the server is O(log n), the space
complexity of the user or the PDA is O(1) which is independent of the copy
number m.

6 Experiments

To evaluate the performance of EPMDP we have realized the construction of
EPMDP using C and conduct performance comparison experiment between
EPMDP, TB-PMDDP [4] and MB-PMDDP [4]. The experiment system is made
up of two PCs, which simulate the client and the cloud storage server respec-
tively. The configuration of the experiment system is shown in Table 1. We use
OpenSSL (0.98g version) to implement the cipher operation of EPMDP and use
the pairing-based cryptography (PBC) library to implement the cipher operation
of MB-PMDDP and TB-PMDDP. All experiment data represents the mean of
10 executions. In our experiments, we choose linux-2.6.24.tar.bz2 as the experi-
mental file. The size of the file block is 4 KB and all data represents the mean
of 10 executions.

Table 1. The system configure of the experiment system.

Hardware configure OS configure

Client CPU: Pentium E2160 1.8 GHz Linux Fedora

RAM: 4 GB Kernel 2.6.23.1

Disk:WD 320 GB/7200rpm/4MB

Server CPU: Xeon E3-1225 3.1 GHz Linux Fedora

RAM:4 GB Kernel 2.6.23.1

Disk:WD 500 GB/7200 rpm/8MB

We first evaluated the performance of EPMDP in the provable data posses-
sion checking. The number of the file blocks of each challenge in our experiments
is set to 460. The experiment results are shown in Figs. 4 and 5. From these fig-
ures, we can see that the computation time of TB-PMDDP increases with the
increasing of copy number in the server, while the computation time of EPMDP
and MB-PMDDP are independent of the copy number in the server. This is
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because each challenge of TB-PMDDP can only check a copy of a file, while MB-
PMDDP and EPMDP can check all copies of a file in each challenge. From these
figures, we can find that the performance of TB-PMDDP is worst and the per-
formances of EPMDP and MB-PMDDP outperform that of TB-PMDDP. Since
MB-PMDDP uses PBC library to implement the cipher operation and EPMDP
uses OpenSSL cryptography library to implement that, the time of EPMDP is
about 11% less than that of MB-PMDDP. In the data dynamics experiments,
the copy number of the experiments is 4. Since TB-PMDDP can operate a copy
in one round, and MB-PMDDP and EPMDP can operate all copies of a file
in one round, therefore, in the data dynamics experiment, TB-PMDDP must
perform multiple round operations, in each round, it only operates a copy. The
results of the data dynamics experiment are shown in Figs. 6, 7 and 8. Figure 6
shows that though the server block insertion time of all the schemes increases
with the increasing block number, the time of the EPMDP and MB-PMDDP
increases very slowly, while the time of TB-PMDDP increases very fast. From
Figs. 7 and 8, we can see that the block deletion time and the block modification
time also increases with the increasing block number.

Fig. 4. Server computation time. Fig. 5. Verifier computation time.

However, Figs. 6, 7 and 8 show that since EPMDP and MB-PMDDP operate
all copies in one round which is unrelated to the number of copy and their
performances are better than that of TB-PMDDP. MB-PMDDP requires the
user or the public data auditor to store the states of all copies in their local
storage system, but EPMDP only wants the user or the public data auditor to
keep the public key of the signature of the A2-3AOL and the public key of the
user.
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Fig. 6. Server insertion block time. Fig. 7. Server deletion block time.

Fig. 8. Server modification block time.

7 Conclusions

Storing multiple copies of a file to the cloud storage system can improve the relia-
bility of the file. But, to make sure that all the copies are intact, the user needs to
audit the cloud storage system. To resolve this problem, we have designed an effi-
cient provable multi-copy data possession scheme with data dynamics (EPMDP).
We design an authenticated 2-3 tree with arrays in ordered leaves (A2-3AOL),
and use the A2-3AOL and a kind of RSA tag to construct EPMDP. Checking
all copies of F , the computational time complexity of the server is O(log n),
the computational time complexity of the user or PDA is O(log n), the network
communication space complexity is O(log n), the space complexity of the user
or PDA is O(1) which is independent of the copy number m. EPMDP can audit
the copies in cloud storage system securely and efficiently.
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Abstract. LoRaWAN appears as one of the new Low Power Wide Area
Network (LPWAN) standards in recent IoT market. The outstanding features of
LPWAN are the low power consumption and long-range coverage. The LoR-
aWAN 1.1 specification has a basic security scheme defined. However, the
scheme can be further improved in the aspect of the key management. In this
paper, the overall LoRaWAN 1.1 security is reviewed and an enhanced LoR-
aWAN security with a root key update scheme is proposed. The root key update
will make the cryptanalysis on security keys in LoRaWAN more difficult. The
analysis and simulation have shown that the proposed root key update scheme
has the lowest requirement on computing resources compared with other key
derivation schemes including the one used in LoRaWAN session key update.
The results have also shown the key generated in the proposed scheme has high
randomness which is a basic requirement for a security key.

Keywords: LoRaWAN � IoT security � Key derivation � Stream cipher
Randomness

1 Introduction

In recent years, the Internet of Things (IoT) technology has been emerging as a trend in
wireless communication applications. The IoT could enable billions of physical entities
and sensors deployed in the context of smart homes, smart cities, and smart industries.
These entities are connected to the Internet for monitoring and control type of appli-
cations [1]. The current wireless communication protocols, such as Bluetooth, WIFI,
and 3G/4G, support high data rate but cannot meet both the requirement of low power
consumption and wide area coverage. Low-Power Wide-Area Network (LoRaWAN) is
one of Low Power Wide Area Network (LPWAN) protocols, which eliminates the
complexity of deployment, while supports both the features of power efficiency and
long-range transmission. The LoRaWAN 1.1, a MAC layer protocol, is implemented as
a star of star topology to regulate the LoRa devices. A LoRaWAN is made of End-
Devices (ED), Radio Gateways (GW), Network Servers (NS) and Application Servers.
The ED is responsible for transmitting the collected data from the sensor; GW is a
middle bridge forwards packets between ED and NS. NS is the center of the star
topology, linking with all the nodes based on Lora MAC. An AS handles the appli-
cation layer payloads with data encryption/decryption applied [2]. There are two ways
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to enable ED to join LoRaWAN network. They are Over the Air (OTA) procedure and
Activation by Personalization (ABP) procedure. OTA performs exchange of two MAC
messages between ED and NS (Join-Request and Join-Accept) for the activation.
A group of session parameters will be generated and exchanged in LoRa devices for
securing the session.

Original LoRaWAN Specification 1.0 has a basic security mechanism. LoRaWAN
Specification 1.1 [3], released at the end of 2017, has a big improvement on the aspects
of key management and data confidentiality. Two 128-bit pre-shared root keys
(NwkKey, AppKey) are stored in both ED and Join Server (JS). They are used to derive
network and application session keys respectively, which are used to ensure the pay-
load integrity in MAC layer and the confidentiality in the application layer. The net-
work session keys include Forwarding Network session integrity key (FNwkSIntKey),
Serving Network session integrity key (SNwkSIntKey), and Network session
encryption key (NwkSEncKey). The first two are used for calculating Message
Integrity Code (MIC) of up/downlink messages by using AES-CMAC. NwkSEncKey
is responsible for the encryption/decryption of MAC commands. The application
session key, AppSKey is used to encrypt application payload with AES in counter
mode. Thus, the network session key and the application session key are only known
and handled in NS and AS respectively to prevent malicious access to the application
payload in the transmission. However, the LoRaWAN 1.1 still has some weakness in
root key management. The symmetric encryption implementation means that root keys
should be stored at two places, i.e. in ED and JS. The EDs are most vulnerable to
various attacks, such as the side channel analysis as they are remotely allocated in most
applications. The hackers can detect the fluctuation of power consumption from the
LoRa transceiver during AES encryption, and that can help to derive the key used [4].
Once the root keys were stolen by the adversary, the ED will be compromised for its
lifetime as the root keys are fixed. To overcome the problem, a root key update
procedure can be adopted to enhance the security of root key handling.

The rest of the paper is organized as follows. Firstly, the review of LoRaWAN 1.1
security scheme is presented focusing more on key management. The discussion fol-
lowed has revealed the flaws in that scheme. Then, a new key management solution is
proposed. Analysis and discussion of the new scheme are presented with some com-
parison with the existing scheme. The conclusion has summarized the improvements of
the new scheme.

2 LoRaWAN Security Review

LoRaWAN 1.1 security scheme provides the packet confidentiality by symmetric
encryption between ED and NS, and also ED and AS. Root keys are stored in the
entities that are responsible for the derivation of session keys [4]. In LoRaWAN 1.1,
two AES-128 pre-shared keys which are stored in non-volatile memory of ED and JS
before activation are NwkKey and AppKey. Compared with the LoRaWAN 1.0,
NwkKey eliminates the risk of payload unauthorized accessing and stealing before
application server because NS could be a third-party device that is neither necessary to
know AppSKey, nor desirable [4, 5]. Meanwhile, the detailed network session keys are
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introduced in the latest LoRaWAN, which are responsible for message integrity check
and MAC payload encryption respectively. In the rest of this section, these LoRaWAN
1.1 features are briefly introduced, i.e. key generation in join-procedure, the key dis-
tribution, and payload encryption methods.

2.1 Key Derivation and Distribution

The derivation of session keys is closely related to the join procedure which is carried
out by the entities of ED, NS, and JS. The unencrypted Join-Request message is signed
with NwkKey, which will be initialized from ED that forwards to NS and handled by
JS. The packet structure of Join-Request contains 8-byte JoinEUI and DevEUI, and 2-
byte DevNonce. JoinEUI is a global application ID and DevEUI is a global end device
ID. The DevNonce has been changed to a counter value instead of a pseudo-random
value, and it cannot be reused with the same JoinEUI to prevent the replay attack [6, 7].
The NS will reply a Join-Accept message to ED once the Join-Request is accepted. In
the Join-Accept message, the JoinNonce value is a crucial parameter which is involved
in key derivation, the Join-Accept is encrypted by the AES in ECB mode using
NwkKey. The MIC is produced for the whole encrypted content using NwkKey.
JoinNonce is also modified to a counter value to prevent the replay attack. In the join
procedure, the symmetric keys are not transmitted over the air, but the Join Nonce is
used to generate session keys on both sides.

In the latest LoRaWAN, three network session keys are defined, and they are
FNwkSIntKey, SNwkSIntKey, and NwkSEncKey. These session keys are responsible
for the up/downlink data message integrity check and encryption of MAC payload
separately. Application session key the application payload encryption between ED and
AS. The session key derivation has adopted AES-128 in ECB mode and requires the
parameters included in the Join-Accept message with root keys NwkKey and AppKey
which are stored in an ED and the JS through their life time. The three parameters used
for session key derivation are JoinEUI, DevNonce, and JoinNonce. Both nonce values
are counter values generated in each join procedure, which are unencrypted. Totally
four session keys are defined. The derivation and the use of each session key is
explained in the following:

1. Forwarding Network session integrity key (FNwkSIntKey): It is one of the three
network session keys of 128-bit length. It is used to calculate partial MIC (The
second two bytes) of uplink data messages. NS would verify the MIC when it
receives the message from ED. The key derivation can be represented as follows:

FNwkSIntKey ¼ aes128 encrypt NwkKey; 0x01 JoinNoncej jJoinEUI DevNoncej jpad16ð Þ
ð1Þ

2. Serving Network session integrity key (SNwkSIntKey): It is also a 128-bit long
network session key which is used to calculate the first two bytes of the MIC of the
uplink data messages. It is also used to calculates the totally 32-bit MIC of
downlink data message. The MIC of downlink data message would be verified in
ED to secure the message integrity. Its key derivation can be represented as follows:
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SNwkSIntKey ¼ aes128 encrypt NwkKey; 0x03 JoinNoncej jJoinEUI DevNoncej jpad16ð Þ
ð2Þ

3. Network session encryption key (NwkSEncKey): It is the third network session key
which is for encryption/decryption of MAC commands of uplink and down link.
ED and NS are the only LoRa devices hold the knowledge of it. Its derivation is as
follows:

NwkSEncKey ¼ aes128 encrypt NwkKey; 0x04 JoinNoncej jJoinEUI DevNoncej jpad16ð Þ
ð3Þ

4. Application session key (AppSKey): It is a 128-bit application session key as
defined in LoRaWAN 1.0, i.e. it is used for the application payloads
encryption/decryption between ED and AS. It derives as follows:

AppSKey ¼ aes128 encrypt AppKey; 0x02 JoinNoncej jJoinEUI DevNoncej jpad16ð Þ
ð4Þ

2.2 Data Confidentiality

LoRa devices are generally deployed in remote locations. Data confidentiality is often
an important consideration as the radio transmission can be intercepted. With the new
keys defined in LoRaWAN 1.1, the data encryption and authentication have been
enhanced. The following section describes the operations of the data encryption and
message authentication in the new release.

The MAC frame payload is encrypted using AES-128 in Counter mode (CTR), and
the MIC is calculated after the encryption. The keystream () generation and payload
encryption/decryption are described as follows:

i ¼ 1::k where

k ¼ ceilðlenðFRMPayloadÞ=16Þ
Ai ¼ ð0x01j0x00 � 4jDirjDevAddrjFCntUp or NFCntDown or
AFCntDownj0x00jiÞ

ð5Þ

Si ¼ aes128 encryðK;AiÞ;K 2 fAppSKey;NwkSEncKeyg
S ¼ S1 S2:: Skjj
FRMPayload½ � ¼ S1 S2::jSkÞ � ðFRMPayloadj jpad16ð Þ

‘Dir’ indicates to the direction of uplink/downlink message (uplink = 0x00,
downlink = 0x01). ‘Cnt’ is a 32-bit counter that can be either uplink or downlink
counter in the calculation. The downlink counter in v1.0 has been replaced with two
counters in LoRaWAN 1.1. They are NFCntDown and AFCntDown for differentiating
the counter applied in NS (Port 0) and AS (Port 1-233). Both counters will be
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initialized to 0 at session start and increment in each transmission in the synchronized
manner. ‘DevAddr’ is a static value presented as device address obtained from the NS
and delivered in the Join-Accept message. The encryption/decryption method is AES in
counter mode and the ciphertext is formed as the result of XOR operation on the
keystream [8] and the padded payload.

To provide the integrity of the ciphertext, 4-byte MIC is used as the authentication
tag between ED and Servers, which is computed with AES-CMAC. In LoRaWAN 1.1,
SNwkSIntKey and FNwkSIntKey have been introduced to calculate the MIC of
uplink/downlink data separately, and that is different from LoRaWAN 1.0 in which
only one session key is for both uplink and downlink MIC. MIC calculation contains
one network session key that indicates different types of message, an encrypted pay-
load, and a 16-prefix block represented as B0 and B1. After the calculation, the result
will be truncated to a 4-byte MIC and appended to the corresponding message, then it
will be checked once arrived at NS/ED. If the check fails, the message will be dis-
carded. This is an efficient method to detect the bit-flipping attack and the replay attack.
The MIC for data message is computed with msg ¼ MHDR FHDRj jFPortj
FRMPayload as follows:

2.3 Security Key Management

The LoRaWAN 1.1 key derivation, distribution and data confidentiality have been
presented. The security scheme is on confidentiality and integrity of messages in the
IoT scenario. In this section, the discussion is on the possible attack on the network
with OTA activation. The security assets to be protected are most important parameters
in LoRaWAN network, and they are the core of the security of network.

In the OTA procedure, all the session keys are generated from two static root keys,
NwkKey and AppKey, that are pre-shared between ED and JS. Some of the contents
are not protected in the transmission. For example, the Join-Request message is not
encrypted. Its contents including JoinEUI and DevNonce can be sniffed by the
adversary. But JoinNonce is a confidential parameter transmitted with the Join-Accept
message. These are common values applied to derive session keys with one of the root
keys. As described that the session keys and root keys are the most important assets, the
LoRaWAN network will be compromised once the knowledge of these keys obtained
by the adversary. Thus, according to William Stallings that frequent key exchanges are
usually desirable to limit the amount of data compromised if an attacker learns the key,
it is necessary to consider a mechanism that updating session contents and root keys
over time. The update can lower the risk of node capture attacks and side-channel
attacks, such as the EM emission, power consumption, because the LoRa device is
generally remotely located [9–11]. A session key update scheme has been introduced in
LoRaWAN 1.1, which is enabled and configured by the MAC commands, static root
keys cannot be updated for a lifetime, which are used to derive all session keys. In this
scenario, static root keys can cause a serious issue with the key leakage because the rest
of the parameters of session key derivation can be easily obtained as described. The
root key update scheme with the low power consumption should be introduced to
enhance the LoRaWAN security based on various studies of the key management and
NIST that has given the key must be updated periodically [12, 13].
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3 Lightweight Root Key Update Scheme

Based on the analysis of current LoRaWAN key management, LoRa ED is the most
vulnerable part of the LoRaWAN network because it is remotely located, and it stores
all pre-shared root keys which are used for session keys derivation. The root key is
static through its lifetime, and the adversary has sufficient time to obtain the knowledge
of session key derivation. This risk can be reduced by periodically update root keys.
The current session key derivation method, AES-ECB mode, is not suitable for the root
key derivation because AES-ECB is vulnerable for pattern analysis with sufficient
knowledge and has higher power consumption. Rabbit is a high efficiency synchronous
stream cipher based on simple arithmetic and other basic operations. The output from
its keystream generator is a 128-bit string in each round, and it has good randomness.
In the following section, the process of a Rabbit-based two-step Key Derivation
Function (KDF) is presented for the LoRaWAN root key update scheme.

3.1 Key Derivation Function

The two-step KDF involves two phases that are the extractor and the expander. Both
phases are based on the Pseudo-random Number Generator (PNG) of Rabbit Stream
Cipher to obtain keystreams. The randomness extractor is used to take a root key Ka

and a series of shared contexts c, which are assumed as the non-uniformly random
value. Session keys can be considered as a part of contexts because they will be
immediately renewed once the root key updated. Both Ka and c are used to generate a
pseudo-random value [14]. The key expander takes the output of the extractor and
another root key as the input. The output of the expander, a sequence of 128 bits will be
the new root key, and it is a pseudo-random number whose randomness is close to a
uniform distribution as shown in later section. The operation block diagram and model
of two-step KDF proposed in the LoRaWAN root key update scheme is:

KDF ka; kb; cð Þ ¼ Expander Extractor ka; cð Þ; kbf g ð6Þ

Randomness Extractor
As described above the Randomness Extractor is based on the PNG of Rabbit stream
cipher. As shown in Table 1, it has two steps which are initialization process and
keystream generation. In the first step, the keying material contains a root key and a
series of contexts. The root key is divided into v-bit long blocks and the contexts are
divided to w-bit bit long blocks (where v + w = 128) for the Rabbit Stream Cipher. If
the length of the block is less than v + w bits, it will be padded with ‘0’s. In the second
step, the number of iterations in the state function has an impact on the randomness of
the stream generated. Its selection should balance the resulting randomness and com-
puting requirement. The 128 bits pseudo-random keystream from the PNG will be
XORed with the next block of the keying material and the result will be fed back to the
next loop of the PNG. The pseudo-random keystream is ‘0’s in the initial loop. When it
reaches the last block of keying material, a 128-bit keystream kkdk will be extracted and
that will be the input of the Key Expander.
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Key Expander. In the second phase of the KDF, the Key Expander has also used PNG
of Rabbit stream Cipher. The keying material in this step includes a 128-bit kkdk and
root key kb Another root key is divided to blocks each with the length of v and the kkdk
is divided to blocks each with the length of w where v + w = 128 bits. The total length
of keying material is 256-bit in this scenario and two loops of Rabbit Stream Cipher
will be executed. Two 128-bit new root keys will be generated in the first and second
loop respectively, each loop takes Bi = v + w as the input. If the keying material
length is greater than 256-bit, more loops can be carried out to generate more keys in
the future if needed.

4 Analysis of Root Key Update Scheme

In this proposed scheme, the Rabbit Stream Cipher based KDF is the core of LoR-
aWAN root key update. Compared with the current KDFs, such as HKDF [15] and
AES-CMAC based KDF [16, 17], it has lower computing-weight of the key derivation

Table 1. Rabbit based KDF algorithm
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and does not have cryptographical weaknesses revealed with Rabbit stream cipher [18].
The two-step KDF [16] includes Randomness Extractor phase and Key Expansion
phase. It is used to obtain the key derivation key from shared secrets and derives
updated keys. Hence, Rabbit Stream Cipher is used in two-step KDF for the LoR-
aWAN root key update scheme. For the scheme evaluation, a PC with the following
specification is used: Intel (R) Core (TM) i7-7700 K CPU 4.2 GHz 4.2 GHz, 8 GB
RAM and running a 64-bit Windows 10. The performance of three key derivation
methods, Rabbit-based KDF, HKDF (SHA1), and LoRaWAN 1.1 Session Key
derivation (AES128-ECB) are analyzed in separate experiments.

The key derivation computing times are compared in Table 2 for the three methods.
The computing time is for 10,000 repeats for each method. It is obtained by using a
built-in Windows C++ function QueryPerformanceCounter(). As shown in the
Table 2, it is obvious that the Rabbit-based KDF is the fastest one, and the AES-ECB
mode used in LoRaWAN 1.1 session key derivation is the slowest method among the
three. Furthermore, the LoRaWAN 1.1 session key derivation generates only one 128-
bit key each time, and it takes the longest time in generating a 128-bit key.

Compared with the LoRaWAN 1.1 session key update period, the root key update
period should be longer to make the root update meaningful. The session key update
period should depend on the amount of message transferred. If enough messages have
been transferred in one session, a new session key is necessary to count attack cryp-
toanalysis. LoRaWAN 1.1 recommends the following the range of session key update
period: periodsession ¼ 2T þ 10. Thus, the root key update period should be longer than
session key update period, and it will be at least 211 seconds.

Apparently, frequent root key update will make the LoRaWAN security stronger.
However, the more frequent the update, the higher computing resource required. As
Rabbit KDF has dramatically reduced the key derivation time, this has made the
frequent root key more affordable for LoRa EDs with constrained power [19].

The key randomness is a basic and essential factor to measure the performance of a
KDF. Rabbit KDF key randomness is evaluated on 1,000 key samples, which are used
to calculate the standard deviation r and Probability Density Function PDF for
checking the randomness of the updated key. The 128-bit updated key is split into
sixteen 8-bit blocks. The analysis is based on the randomness of blocks. Figure 1
shows the PDF of updated keys in each block. The PDF is close to a uniform distri-
bution that leads to the less correlation among the blocks to ensure the key randomness.

Table 2. Performance of key derivation methods.

Algorithm pl kl ul t

Rabbit based KDF 80 16 32 0.0092
Hash based KDF 80 80 32 0.1215
AES-ECB mode 16 16 16 0.1313

*pl: size of keying material, kl: size of
input key
*ul: size of updated key, t average
execution time (ms)
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The standard deviation of 16-octet is shown in Fig. 2 with the average value (mean). It
has shown that the block values spread evenly over a wider range and the root key
randomness is guaranteed in the proposed Rabbit KDF.

5 Conclusion

In this paper, the LoRaWAN security is reviewed, and some vulnerabilities on the key
update are identified. A root key update scheme is proposed to strengthen the security
of session key derivation. The proposed scheme applies Rabbit Stream Cipher based
KDF to update the root key. The full root key update procedure is provided, and its
evaluation is carried out on a Window PC. Compared with LoRaWAN session key
derivation method and Hash-based KDF, the proposed scheme has the highest com-
puting efficiency and offers good randomness of the updated key generated. As the root
key update will make the overall LoRaWAN security stronger, the proposed KDF can
be a candidate for the introduction of root key update in the future LoRaWAN release.

Fig. 1. Probability density function of updated key

Fig. 2. Standard deviation of updated key
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Abstract. The number of devices of the so-called Internet of Things
(IoT) is heavily increasing. One of the main challenges for operators of
large networks is to autonomously and automatically identify any IoT
device within the network for the sake of computer security and, subse-
quently, being able to better protect and secure those.

In this paper, we propose a novel approach to identify IoT devices
based on the unchangeable IoT hardware setup through device specific
clock behavior. One feature we use is the unavoidable fact that clocks
experience “clock skew”, which results in running faster or slower than
an exact clock. Clock skew along with twelve other clock related fea-
tures are suitable for our approach, because we can measure these fea-
tures remotely through TCP timestamps which many devices can add
to their packets. We show that we are able to distinguish device models
by Machine Learning only using these clock characteristics. We ensure
that measurements of our approach do not stress a device or causes fault
states at any time.

We evaluated our approach in a large-scale real-world installation at
the European Organization for Nuclear Research (CERN) and show that
the above-mentioned methods let us identify IoT device models within
the network.

Keywords: Internet of Things · Identification · Security
Clock characteristics · Machine Learning

1 Introduction

A problem we face today is that the number of embedded devices is exploding
and therefore introduces vulnerabilities on an uncountable number of networks.
Gartner, Inc. published a report that the world will face 20.4 billion connected
things by 2020 [1]. This indicates the breakthrough of integrating these devices
into open enterprise networks. In large heterogeneous computer networks like at
CERN, we find tens of thousands of registered general purpose devices.
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The specialty of an organization like CERN is that it pursues an open network
policy where staff can register a network device of any type needed for their work.
This results in an immense growth of various smart interconnected devices, like
closed-circuit television (CCTV) cameras, IP-phones, printers, network attached
storages, oscilloscopes, industrial control systems etc. and increases the complex-
ity of protecting this network against cyber-threats. IoT manufacturers approach
a short time-to-market and do not provide firmware updates for a longer time,
as PC operating system providers do. Furthermore, IoT manufacturers design
hardware, but they often re-use source code and libraries that are outdated at
the time of releasing a new IoT device. Due to this, IoT devices are generally
and intrinsically insecure and it becomes easier to compromise them. This is why
using them in home or open enterprise networks is so dangerous that it becomes
a serious threat, especially when the devices have security, safety or operational
implications.

A first step towards securing an open network is to know which IoT devices
exist within the network, which becomes most important if a new security vul-
nerability comes up. The operator then needs to know which device models are
affected and endanger the overall network. Making an inventory of thousands
of different IoT devices by hand is not feasible, since there is no way to gather
model related information from devices easily. Moreover, getting this informa-
tion for different IoT device manufacturers over the network was not yet done
in large scale.

To address this problem, we propose and evaluate a novel approach based
only on thirteen clock characteristics to remotely identify different IoT device
models of various manufacturers in a more reliable and non-invasive way com-
pared to related work. The approach will not harm the device or attached equip-
ment and works without any preconditions. The approach does not need a refer-
ence device that is present all the time either. The widely used and simple TCP
timestamp feature allows us to identify multiple devices under test in parallel
and a device does not even need to be in the same subnet than the fingerprinter.
These facts point out the benefit of using our approach within a complex network
environment.

1.1 Contributions

In this paper, we present a novel approach to identify IoT device models based
only on clock characteristics and evaluate it on a large heterogeneous network
with Machine Learning. We focus on interference-free network packets, the abil-
ity to scan large networks, being adaptable for heterogeneous devices and not
causing faults on remote devices. Installing or modifying anything on the device
under test (DUT) is not needed. In the following,

– we show a new approach to IoT device fingerprinting by measuring clock
behaviors of embedded devices;

– we fingerprint 562 physical IoT devices in a highly heterogeneous, large-scale
network at CERN;
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– we validate our approach by distinguishing 51 different device models of our
network;

– our evaluation shows that we are able to detect IoT devices with 97.03% pre-
cision, 94.64% recall and 99.76% accuracy on a validation-set using Machine
Learning.

Section 2 introduces related work and background on computer clocks in
general. It shows clock characteristics and why these clock characteristics occur.
After that, it shows how one can measure them. Section 3 identifies clock charac-
teristics in TCP timestamps and how we can use them to identify devices. After
that, the section introduces our dataset and the features we use for Machine
Learning. Finally, we show our evaluation results before we conclude.

2 Background and Related Work

This section introduces related work and the origin of the features we use for
our approach. It begins with the definition of a timestamp clock that generates
the timestamp values we measure. Afterwards, the section points out how we
measure the clock characteristics and how clock skew is defined. The section
then shows timestamp overflows we recognized on several devices and how we
define this behavior.

2.1 Related Work

Most of the related work to identify network devices require preconditions on
the infrastructure. Passive fingerprinting approaches need a software-defined-
network [2] to interact with IoT devices or to mirror [3] the network traffic of
multiple routers. Thus, they distinguish by the generated network traffic of the
IoT device when it is in a setup process [2] or operation [3]. Active fingerprinting
approaches like port scanners are too inaccurate and bring up operational and
safety implications for IoT devices. Other approaches need to take over control
on the equipped auxiliary, e.g. measuring opening times [4] of a valve when
connected to a programmable logic controller to identify the IoT device. Another
active approach is to send malformed packets to an IoT device and detect the
device on the replied error message [5]. Other work focuses only on clock skew
approaches and calculate the clock skew based on a reference device that always
needs to be present [6,7]. Researchers [8] also use clock skew to fingerprint the
users of a cloud environment via asynchronous JavaScript and XML (AJAX)
that is not adaptable for IoT environments, since IoT devices can not be forced
to open and process a JavaScript web-page. In addition, all before-mentioned
approaches were tested only on a few devices and therefore miss a large and
heterogeneous dataset for verification.
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2.2 TCP’s Timestamp Clock

A clock is a continuous counter triggered by an oscillator. The oscillator for the
majority of devices with a real-time clock is a quartz that oscillates with a fixed
frequency. We use the characteristic feature of how monotonic timestamp clocks
generate TCP [9] timestamp values to detect model specific characteristics. A
monotonic clock avoids clock corrections that would change the timestamp value
periodically, which leads to a systematic clock drift that one can measure over
time. The resolution [10] of the timestamp clock is defined to be in the range
between 1 ms up to 1 s per tick [11] that describes the step-size of the counter.
A timestamp clock is designed to generate incrementing values which a system
can use for different measurements. In case of our usage, the timestamp values
are stored in the option field [11] of TCP packets that let the communication
partner measure the round trip time.

2.3 Defining Clock Skew

Every clock experiences clock skew that one can measure as clock drift over
time. In comparison to an exact clock, the quartz crystal, integrated in most
IoT devices, can have a typical error of ±100 parts per million which results in
a clock drift of ±8.64 sec per day. The clock drift rate at a point in time is the
clock skew and can be positive or negative, if the clock is faster or slower than an
exact clock. This positive or negative skew remains constant over time as Kohno
et al. [12] showed. The clock skew becomes measurable by periodically sending
TCP packets to the DUT and processing the included TCP timestamps. The
clock skew α(t) is a derivation over time and is defined as follows:

θ(t) = CB(t) − CA(t) (1)

α(t) =
dθ(t)
dt

= δB(t) − δA(t) (2)

CA and CB in Eq. 1 are the current clock values of a computer and the DUT in
absolute time t. We calculate the relative clock offset between these clocks for
our approach. Equation 2 specifies δB(t) and δA(t) that is the frequency error of
a clock at an absolute point in time t. Moreover, Eq. 2 shows that clock skew
is calculated by the frequency error of an oscillator. We use these equations to
calculate the clock skew of every device model and add it as a feature for Machine
Learning in Sect. 3.2.

2.4 Timestamp Overflows

A conspicuous feature we detected on longer scans is an overflow of the TCP
timestamp values that happened on several IoT devices during our tests. This
overflow of the timestamp values is caused, because the monotonic timestamp
clock does not synchronize the time periodically. Thus, the timestamp values will
not be corrected if the clock drifts and timestamp overflows will happen more



Identifying Devices of the Internet of Things Using Machine Learning 421

often. In the following, we show how we detect timestamp overflows and how we
take advantage of this behavior. Figure 1 shows timestamp overflows of a printer
and a telepresence device. The Hewlett-Packard Laserjet P3010 printer drops
from the maximum timestamp value dm of 114,221,300 to a lower value db with
34,731 at packet number 25. The Matrox Monarch HD telepresence device drops
from the maximum of 8,598,140 to the lower value 18,775 at packet number 144.
We detect these overflows by multiple Machine Learning features and use this
behavior to identify devices more accurate.
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Fig. 1. Overflows of timestamp clocks

We specify the observed clock characteristics in the following formula:

clockd(n) = db + n ∗ dr mod dm (3)

db =

{
db = 0, initially
db = ϕ and n = 0, ≥ dm

(4)

We define Eq. 3 that calculates the timestamp clock value clockd in relation to
n ticks that happened during start. This equation is device model specific and
starts on boot with db set to zero. When an overflow occurred, it is set to an
implementation specific value ϕ. The device specific constant dr is the resolution
of the timestamp clock. Every iteration n adds this constant dr, where n zeroes
after an overflow has occurred. The upper limit of dm is defined by RFC1323
[11] to the upper limit for unsigned 32 bit integers, but implementations some-
times differ and set a smaller value where they wrap. We observed that the drops
in Fig. 1 occur in a device-model-specific periodicity. This shows us that dm in
Eq. 3 corresponds not always to the highest value defined by RFC1323. An addi-
tional implementation specific behavior occurs, when a timestamp clock begins
to increment after an overflow greater than zero as 0 < db < dm. It is obvious
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that the closer dm is to the upper limit for unsigned 32 bit integers, the longer
the scans need to be to detect an overflow. Using this information about over-
flows and lower value characteristics increases the preciseness for distinguishing
specific models.

3 Clock-Characteristic-Based Device Identification Using
Random Forest Classifier

This section introduces the different device classes of our approach along with
the amount of scans in the different data sets. After that, the section lists which
Machine Learning features we define to detect the different clock characteristics.
The section then shows the comparison of different Machine Learning algorithms
for our approach and points out the results we achieved with the Random Forest
classifier.

3.1 Dataset of Devices at CERN

CERN has a large-scale infrastructure with tens of thousands of devices, where
1000 of them are IoT devices. For our evaluation, we use a subset of these devices
and limit our dataset to 562 devices. We encountered that 100 of the devices are
only sporadically online. Hence, we are currently not able to gather enough scans
for the training phase of Machine Learning. We also found four device models of
different manufacturers that do not support TCP timestamps or reply with zero
continuously. The remaining amount of 300 IoT devices are within a restricted
network for accelerator purposes only. Therefore, one is not able to get access
to this network due to security and safety restrictions. The device classes and
physical quantities of our dataset are listed in Table 1. This table represents 51
device models categorized by their device class. Summing all quantities together
results in 562 physical devices for our dataset. All network devices at CERN
are registered at a database, where we extracted hostnames, device manufac-
turer and model information of all IoT devices. Since device manufacturer and
model information are not mandatory fields, we investigated manually for cer-
tain devices to identify them correctly. Correct labeled information is mandatory
for the training and validation phase of Machine Learning.

Due to the high quantity of Printers one can find at CERN, our dataset
contains a comparatively larger amount of scans for this device class. On the
one hand, more devices help us to generate our dataset faster. On the other
hand, we mention in Sect. 3.3 that the classification algorithm is not biased by
this fact. Table 1 also shows scans of the training and test set that we use in
Sect. 3.3 for the Machine Learning algorithm. We hereby point out that a single
scan consists of 576 values taken over time from the TCP timestamps. Our
evaluation showed that the first timestamp overflows happen within this range
for different devices. Before we can start with Machine Learning in Sect. 3.3, we
split the dataset into a training and test set first as we show in Table 1. We train
the Machine Learning algorithm after this split on the training set and use the
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test set to put the classifier to the proof. After that, we use the validation set
shown in Table 1 to verify our approach on never processed scans, point out the
features for Machine Learning in Sect. 3.2 and show the results in Sect. 3.3.

Table 1. Device overview with physical quantity and scans per data-set

Device class Models Quantity Training
set

Test set Validation
set

Arduino 1 4 225 49 14

IP to serial converter 1 4 787 224 58

IP phone 1 2 68 9 7

Light management 1 11 63 22 3

Network attached storage 16 35 4021 1054 294

Oscilloscope 1 2 70 21 9

Printer 11 390 78903 21006 5231

Projector 3 12 384 111 28

Telepresence system 4 37 2934 795 195

Video streaming system 1 25 12177 3263 810

Webcam 11 40 2416 658 155

3.2 Defining Features for Random Forest Classifier

We first used clock skew as a single feature to identify devices of our dataset,
which was not giving us the intended results for our large dataset. One can see
in Fig. 2 of Sect. 3.3 that clock skew is the fourth most important feature for the
Machine Learning algorithm to identify devices. This makes clear that by using
clock skew as the only feature, one would not be able to identify the majority
of devices within our dataset. Thus, we use 12 additional features besides clock
skew to better identify devices, which are specified in Table 2. We defined these
features to detect the changes of consecutive timestamps and the properties of
the overall scan. Timestamp overflows are also detected with the combination
of several features. All features are based on two types of sets. First, we define
the set A = a0, ..., an−1, an as the set of all timestamp values of one scan period
from a device model. One scan period is represented by 576 timestamp values;
hence a is one single timestamp value of A. Secondly, we define the set O =
{ai+1 − ai}N−1

i=1 that represents the offset of two consecutive timestamps of the
set A.

3.3 Detection of Devices

We take the dataset that we introduced in Sect. 3.1 and the features of Sect. 3.2
as input and evaluated our approach with different Machine Learning algorithms.
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Table 2. Features used for Random Forest classifier

ID Features Definition

0 Clock skew See Sect. 2.3

1 Increase over all consecutive
timestamp values

an − a1, where n = |A|

2 Largest increase of two
consecutive timestamp values

max(O)

3 Mean increase over all
consecutive timestamp offsets

mean(O)

4 Smallest increase of two
consecutive timestamp values

min(O)

5 Timestamp overflow occurred if ai+1 < ai, where a ∈ A

6 Sum over all consecutive
timestamp offsets

∑N
i=1 oi

7 Last timestamp in A an, where n = |A|
8 Largest timestamp in A max(a)

9 Median over all timestamps median(A)

10 Smallest timestamp in A min(a)

11 Cardinality of timestamp
values

|A|

12 Sum over all timestamp values
∑N

i=1 ai

We compared algorithms designed for classification problems, as in multilayer
perceptron [13], support vector machine [14] and Random Forest [15] on the
test set shown in Table 1. With the multilayer perceptron algorithm, we get a
precision [16] of 91.65%, a recall [16] of 92.47% and an accuracy [16] of 99.22%.
Support vector machine results in a precision of 92.05%, a recall of 83.27% and an
accuracy of 99.14%. The Random Forest algorithm shows a precision of 93.61%,
a recall of 93.44% and an accuracy of 99.67%.

Our approach makes use of the uniqueness of device models in the TCP
timestamp changes and makes them detectable. Distinguishing between differ-
ent classes is a typical classification problem [17], because the Machine Learning
algorithm needs to detect unique timestamp characteristics and assign it to a
device model. Thus, we chose features that clearly separate the devices what
one can see in the results above. The results for precision, recall and accuracy
of Random Forest reached in average higher values in comparison to other algo-
rithms that we show in the beginning. In the following, we continue with Random
Forest.

Random Forest creates one decision tree classifier [18] for each device model
during the training phase. In the test phase, the algorithm takes new scans as
inputs. Each tree outputs the probability of every scan belonging to a certain
device model. Finally the predicted device model is the tree with the highest
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mean probability estimate of all trees. Since our results are very distinct, we
already mentioned in Sect. 3.1 that the Machine Learning algorithm is not biased.
We examined this by splitting the training set into a test and validation set.
First, we trained the Machine Learning algorithm with the training and test
set. After that, the algorithm classified the scans of the validation set that were
never processed before. We even used our classifier to identify scans of never seen
devices and identified them successfully. The Random Forest results of predicting
the device models of the validation set reach a precision of 97.03%, a recall of
94.64% and an accuracy of 99.76%.

As mentioned in related work, other researchers as Bratus et al. [5] or Kohno
et al. [12] rely only on clock skew as a feature to identify devices. We applied our
features related to TCP timestamp changes and the Random Forest algorithm
to the initial clock skew feature, which resulted in better results that we present
in this work. These additional features help us to identify different devices more
clearly on a large-scale network with a bigger dataset compared to related work
[2,4,19]. To increase our results, we performed several iterations of feature selec-
tion on our dataset. Removing features by method [20] with low information
gain resulted in choosing the features in Table 2. Furthermore, we show in Fig. 2
the importance [21] of every single feature, where 100% importance would be
1.0 on the y-axis. Our evaluation showed that even the feature with the lowest
importance correlates with other features; hence removing it would worsen our
results significantly. For reasons of clarity, we use the Feature-IDs of Table 2 to
match the numbers shown in Fig. 2.

Fig. 2. Feature importance of the Random Forest classifier

4 Conclusion

We presented a novel approach to reliably identify various IoT device models
in a real-world environment. Preconditions on the infrastructure, like software-
defined-networks, network mirroring or reference devices are not needed. We
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showed that the approach is working on a large-scale network with a larger
dataset compared to related work. Moreover, no other work was able to classify
this amount of heterogeneous IoT device models by using just a single and easy
accessible information source like TCP timestamps.

Due to the fact that our classification approach is non-intrusive, one can also
use this approach for other infrastructures as in industrial IoT environments. For
future work, we want to identify new types of IoT devices that come up together
with industrial IoT devices on our accelerator complex test bed.
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Abstract. Since the world is moving towards secure systems which makes
security a primary concern and not an afterthought in software development.
Secure software development involves security at each step of development
lifecycle from requirements phase to testing. With surging focus on security
requirements, we can see an increase in frameworks/methods/techniques pro-
posed to deal with security requirements for variable applications. However, to
summarise the literature findings till date and to propose further ways to handle
security requirements a systematic and comprehensive review is needed. Our
objective is to conduct a systematic mapping study for cyber-physical systems:
(i) to explore and analyse security requirements engineering frameworks/
methods/techniques proposed till date, (ii) to investigate on their strengths and
weaknesses, and (iii) to determine the security threats and requirements reported
in literature. We conducted a systematic mapping study for which we defined
our goals and determined research questions, defined inclusion/exclusion cri-
teria, and designed the map systematically based on the research questions. The
search yielded 337 articles after deploying the query on multiple databases and
refining the search iteratively through a multistep process. The mapping study
identified and categorised the existing security requirements engineering
frameworks/methods/techniques focused on their implementation and evalua-
tion mechanisms. Second, we identified and categorised the proposed to deal
with security requirements for multiple domains, determined their
strengths/weaknesses, and also security requirements and threats reports in the
selected studies. The study provides an overall view of the state-of-the-art
frameworks/methods/techniques proposed till date to deal with security
requirements. The results of this study provide insights to researchers to focus
more on developing frameworks to deal with security requirements for particular
kinds of systems like cyber-physical systems. Also, it motivates future work to
devise methods to cater domain specific security risks and requirements.
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Security requirements engineering frameworks � Threat � Security goal
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1 Introduction

In today’s world, the software development industry is striving hard to increase pro-
ductivity. Yet this goal cannot divert software development team’s attention from
important aspects like security and risk assessment. Software industry has faced loss of
billions of dollars due to major security attacks worldwide. One of the major reasons
behind these attacks are incomplete and vague security requirement elicitation and
analysis [1]. The professionals seem to have developed an interest in security
requirements engineering (SRE) and have started considering it as a preliminary step
towards secure and efficient software development.

In present day software development industry, cyber-physical systems (CPS) are
gaining much attention of the researchers and practitioners due to their high impact on
the world’s economy. These systems are considered as a modern age of computing
power with support for physical systems. With rising use and important of CPS, the
developers have come to terms with the importance of security in these systems, as any
error if left unhandled can be fatal. For instance, any disturbance in the communication
protocols of self-driving cars with minimal human intervention can be disastrous.

To summarise, the important of security is established in modern day systems
including CPS. Software development teams need to know that security is not an
afterthought but a very important aspect of the lifecycle. This proves that if not con-
sidered in the preliminary phases of development, security issues can become haz-
ardous for systems for instance safety critical systems used in health or combat
industry. Little attention has been given to sensor, hardware, network, and third party
elements in security requirements engineering for cyber-physical systems [30, 31].
Therefore, the main aim of the study is to identify the security requirements engi-
neering solutions that help in ensuring maximum security and also facilitate to
understand the threats, vulnerabilities, and security requirements of these systems. The
study provides an overview of the current techniques on SRE available in literature and
motivates the practitioners and researchers to strengthen this area of research by pro-
viding implications.

The rest of the paper is organized as follows: Sect. 2 describes the background and
related work in the area. Section 3 describes the research methodology and articles
selection process. Section 4 explains the construction of systematic map of the study.
Article evaluation is described in Sect. 5. Discussion on the results is available in
Sect. 6. Threats to validity of the study are mentioned in Sect. 7 and conclusion of the
study is described in Sect. 8.

2 Background and Related Work

There are several studies available in literature till date that focused on reviewing
security requirements engineering from various perspectives as discussed below:

Mellado et al. studied the software requirement engineering techniques proposed in
the literature of information systems (IS) [2]. The study revealed interesting insights
regarding the techniques, model and their integration of standards. The paper

A Systematic Mapping Study on Security Requirements Engineering Frameworks 429



summarized the existing techniques to provide the researchers with an overview of
which techniques are suitable in particular implementation.

In order to understand the relationship between the security requirement engi-
neering (SRE) and the Model driven engineering (MDE), Munante et al. carried out a
study in which he explained that the transformation of security requirement elicited in
early phase into security policies is complicated and difficult [3]. For this purpose, the
study explained how Model driven engineering (MDE) can be integrated with the
existing SRE techniques in order to better define the security policies. As the MDE
provides a better way to model the system and validate the model formally using
domain specific modelling languages.

A review has been conducted on tool supports for security requirement engineering
[4]. The study has evaluated seven tools developed to deal with security requirements
engineering and identified the problems and gaps existing. The study concluded that a
considerable amount of research has been conducted on formalizing model to capture
the security requirements. However, capturing requirement from textual representations
still needs attention. Therefore, the authors plan to explore Essential Use Case
(EUC) approach in order to deal with the problem.

Smart grids are one of the prime examples of cyber-physical systems. A study was
conducted to explore on the potential security issues of the complex smart grid systems
[5]. The study also discussed the vulnerabilities and security threats and explained the
research interests in dealing with the cyber-attacks on smart grid systems.

It can be inferred from the review of existing literature that there is a need of a
comprehensive review of security requirements for software systems especially for
cyber-physical systems, techniques/frameworks/tools/techniques in use to handle
security requirements, and to identify the threats and vulnerabilities listed in the lit-
erature. This extensive study would also reveal the demographic details in the area to
have a broader view of the research perspective.

3 Research Method

3.1 Goals

Following are the goals of this systematic mapping study:

Goal-1: To identify the existing security requirements engineering solutions proposed
for software and cyber-physical systems in literature.
Goal-2: To understand the security goals, threats, and vulnerabilities that are essential
for a requirement analyst to follow in order to identify the security requirements for
CPS.
Goal-3: To investigate the process of validation for the proposed security requirements
engineering solutions?
Goal-4: To identify the relevant trends in the area of security requirements engineering
in terms of demographics and bibliography.
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3.2 Research Questions

The goals of the study are then refined into the formulated research questions.

RQ 1.1: Which security requirements engineering solutions for software and cyber-
physical systems exist in literature?
RQ 1.2: How to implement these security requirements engineering solutions?
RQ 1.3: What are the strengths and weaknesses of each framework/model/technique?
RQ 2.1: Which security goals are considered important particularly for CPS?
RQ 2.2: What are the main security threats and vulnerabilities for CPS?
RQ 3.1: What contribution and research facets are identified in security requirement
engineering?
RQ 3.2: What empirical methods are used to evaluate the proposed security require-
ments engineering solutions?
RQ 4.1: Which continent and country participated the most in security requirements
engineering research?
RQ 4.2: Who are active researchers in the area of security requirements engineering?
RQ 4.3: Which conferences/journals/workshops having highest number of published
articles in the area?

3.3 Articles Selection Process

3.3.1 Search String
The search strategy is designed to obtain maximum articles relevant to the area and
scope of the study. For this purpose, the query string is formulated based on the
guidelines of Petersen et al. [6]. The query string shown below is applied on four well
known database repositories which include IEEE Xplore, ACM Digital Library,
Springer and Elsevier. “((Security requirements) OR (Security requirements engi-
neering) OR (Security requirements engineering methodology) OR (Security require-
ments engineering process) OR (Security requirements engineering framework) OR
(Security requirements engineering for cyber-physical systems) OR (cyber-physical
systems))”. The query yielded the highly relevant articles making the initial pool of 337
articles in total. The obtained articles were assessed based on our quality assessment
process as shown in Table 1. We assessed each articles accordingly and ranked it with
“Yes” and “No” where “Yes” means “Accepted” and “No” means “Rejected”.

The articles then underwent the scrutiny process through our defined exclusion and
inclusion criteria. A detailed process of article selection from each individual repository
and the final pool is shown in Table 2 which turned out to be of 322 articles after the
successful assessment of the highly relevant articles.

3.4 Research Protocol

In order to make the study meaningful and systematic, we employed a research pro-
tocol. The research protocol is followed based on the guidelines of Petersen et al. [6].
The protocol establishes the criteria to be followed while study is being carried out. The
protocol that we have followed in the study is shown in Fig. 1.
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4 Mapping Design

4.1 Research Map

Initially, we constructed a research map based on the above research protocol. The map
establishes the baseline of the study on which the evaluation of the papers is done. The
identified articles were then categorized based on their evaluation results. Formulated
research questions and the identified attributes along with their description is shown in
Table 3.

Table 1. Quality assessment process

Phase Method Assessment criteria Count

1st

Phase
Identify articles using
search string

Keywords/Query string execution 337

2nd

Phase
Remove duplicate articles Duplicate removal 336

3rd

Phase
Exclude articles based on
titles

Search strings in titles
Yes = Accepted
No = Rejected

322

4th

Phase
Exclude articles based on
abstracts

Search strings in abstracts
Yes = Accepted
No = Rejected

322

5th

Phase
Obtain selected articles
that meet the goals of the
study

Addressing security requirement
engineering and cyber physical systems,
empirical studies
Yes = Accepted
No = Rejected

322

Table 2. Number of articles obtained

Repositories Relevant articles
obtained

After exclusion/inclusion (full text
review)

Final
Pool

IEEE 215 204 204
ACM DL 54 51 51
Springer 24 24 24
Elsevier 44 43 43
Total 337 322 322
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5 Evaluation of Articles

In this section, we discuss the study’s evaluation of articles. We address each posed
research question in detail and report the results accordingly. We have also made the
analysed data regarding the articles available to public in the form of a repository [29].
To address RQ-1.1 and RQ-1.2, we identified solutions proposed in the articles. Some
of them are shown in Table 4 along with their implementation tool support.

To address RQ-1.3, we identified the strengths and weaknesses of some solutions
with respect to their compatibility with standards. Table 5 shows the strengths and
weakness of some of the proposed solutions.

Fig. 1. Research protocol

Table 3. Research map

Research
questions

Attributes Description

RQ-1.* Security requirement
solutions, Strengths and
weaknesses

To identify security requirement engineering
frameworks, tools and techniques proposed in
the articles

RQ-2.* Security goals, Security
threats, vulnerabilities

To identify security risks, threats and
vulnerabilities mentioned explicitly in the
articles

RQ-3.* Evaluation method, how to
implement

To identify whether the articles evaluated
empirically and what empirical methods are
employed to do so

RQ-4.* Demographics and
bibliography

To identify the demographics and bibliography
in the area
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To address RQ-2.1 and RQ-2.2, we identified security goals, threats and vulnera-
bilities mentioned by the researchers in their articles. Table 6 describes the security
goals, threats and vulnerabilities in cyber-physical systems.

Table 4. Solutions proposed in articles

Ref. Contribution Contribution name Implementation tool

[7] Framework STS-ml extension STS-tool
[8] Approach Autofocus extension AUTOFOCUS tool
[9] Framework UML based business process-

driven framework
UML

[10] Technique Hazop UML Use case model
[10] Technique SRL UML
[11] Framework Secure Tropos framework ST-tool
[12] Approach SREP CARE tool
[13] Approach Trust assumptions Use of trust assumptions

embedded in the solution
[14] Approach Secure Tropos extension Off-the-Shelf LPG-td planner
[15] Method MOQARE Misuse tree
[16] Process Agent oriented process Meta agents
[17] Approach Scenario driven Conceptual model
[18] Framework Three layer security analysis

framework
Goal modeling

[19] Process Security ontology SQWRL
[20] Method Conceptual framework Reference implementation
[21] Framework Parmenides NFL
[22] Method UMLsec UMLsec
[23] Approach Modular approach SecureUML
[24] Framework Extended previous framework CONCHITA tool
[25] Approach SURE ASSURE
[26] Method i* framework extension si* Tool
[27] Method STPA Rodin toolset

Table 5. Strengths and weaknesses [3]

Solution Strength Weakness

SQUARE - Not Compatible with ISO 27005
GBRAM ISO 27005 compatible -
ISSRM ISO 27005 compatible -
SREF Almost compatible with ISO 27005 -
SREP Almost compatible with ISO 27005 No own model
KAOS Almost compatible with ISO 27005 Absence of risk
Secure Tropos Almost compatible with ISO 27005 Absence of assets
Secure i* Almost compatible with ISO 27005 Absence of risk
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To address RQ-3, we identified the articles that were evaluated empirically as
shown in Figs. 2 and 3. We found that 44% (140/313) articles were not empirically
evaluated. Furthermore, we found that for empirical evaluation researchers used case
study as the most used empirical method in articles 42% (132/313) followed by con-
trolled experiment 9% (29/313), and survey 2% (8/313) respectively.

To address RQ-4, we identified comprehensive demographics and bibliography in
the area. We found that Europe (141 articles) was the most active continent in this
particular area of research followed by USA (90 articles) and Asia (67 articles)
respectively. Figure 4 shows the continent-wise distribution and articles’ frequency.

Table 6. Security goals, threats, and vulnerabilities in CPS [2, 28]

Security goal Layer Threat Vulnerability

Security goals aim is to
protect the system from
threats and
vulnerabilities and
reduce risk factor.
Some of the Goals
include
Confidentiality,
Integrity, Availability,
Authenticity

Physical
layer

Hardware failure, DoS
attack, Sybil attack,
Node intruder/capture,
electromagnetic
interference

Platform
configuration,
Platform hardware,
Platform malware

Network
layer

Routing attack,
Flooding, Blackhole,
Spoofing

Network hardware,
Network parameter,
Network
communication,
connectivity

Application
layer

Virus, Trojan horse,
SQL injection,
Loophole, Malicious
code

XSS exploit

Fig. 2. Research vs contribution vs evaluation facet
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The results showed that the highest number of articles were published in year 2016
(40 articles) followed by 2017 (37 articles), and 2012 (30 articles) respectively. The
result showed an overall increase in interest among the researchers worldwide. Figure 5
shows the year-wise distribution of articles.

Fig. 3. Empirical methods used for evaluation in selected studies

Fig. 4. Continent-wise article distribution
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Fig. 5. Year-wise articles frequency
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We also identified the highly participating countries in this particular area of
research. We found that the most of the authors were from the US (35.8%), followed by
UK (14.4%), and Germany (10.3%) respectively. Figure 6 shows the country-wise
distribution of articles.

Further analysis showed that most of the articles were published as Conference
proceedings (69%), and workshops (60%) turned out to be the second most frequently
published at venue, followed by Symposiums (20%), and Journals (16%) respectively.
Figure 7 shows the venue type-wise distribution of articles in the area.

Moving towards to most active researchers in the area. Giorgini, Paolo and
Mouratidis, Haralambos (10 articles) are the most active researchers in the area fol-
lowed by Fernandez-Medina, Eduardo and Mellado, Daniel (9 articles) and Nuseibeh,
Bashar and Piattini, Mario (8 articles) respectively. Figure 8 shows the top ten authors
with highest number of articles.

Fig. 6. Country-wise articles distribution

Conference (69%)
Workshop (60%)

Fig. 7. Venue type-wise articles distribution
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Figure 9 shows the top seven venues with highest number of published articles.
International IEEE Conference on Requirement Engineering (23 articles) was the
leading venue with highest number of articles followed by Computers and Security
Journal (7 articles), and Workshop on Evolving Security and Privacy Requirements (6
articles) respectively.

We also identified highest article citations with respect to year. Year 2002 (4993
citations) seems to be leading with highest citations followed by year 2012 (2064
citations) and 2006 (1188 citations) respectively. Figure 10 shows the years with
highest citations.

Fig. 8. Top 10 authors with highest number of articles

Fig. 9. Top 7 venues with highest number of articles
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6 Discussion

We addressed all the posed research questions and reported the results accordingly.
Looking at the results of the review study, we can say that the trend of research in
security requirement engineering is evolving with time. Researchers are paying
attention to this field from various perspectives including identification of security
requirements and devising ways to deal with them. Also, the trend shows that due
attention is being given to cyber physical systems’ security requirements. However, we
can say that this field still needs more empirical evidence to back the ideas. As the
results report that most of the authors proposed frameworks and methods to deal with
security requirements for variable applications. Also, we can see that most of the
articles were proposed in conferences, workshops, and symposiums putting the eval-
uation of those ideas in question. This diverts our attention towards the fact that despite
the pragmatic solutions proposed by various researchers regarding security in CPS, the
lack of empirical evidence still persists. Therefore, more empirical investigations
should be conducted to back the proposed ideas in terms of frameworks, models, etc.
This provides a practical implication for the researchers and tool vendors to empirically
take up the evaluation task and develop the tools based on the proposed ideas,
respectively.

As reported, most of the studies were tossed by authors from Europe. Thus Europe
seems to be prominent in this area with slightly less but close interest of authors from
the US. This shows that insights from significant software industry in Asia (including
China, Malaysia, India) and North America (including Brazil) significant in software
engineering research and practice are missing. Considering the differences of software
development patterns in Asia and Europe interesting results can be gathered from such
studies. Moreover, uneven distribution of authors across the globe puts the generalis-
ability of the proposed studies in question. The results reported in the study are generic
and meaningful insights that would help researchers in gaining an overview and in

Fig. 10. Year-wise articles citations
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depth knowledge the proposed pragmatic solutions. Furthermore, the demographics
and bibliography identified in the area gives a broader view of the overall trends to
build research on.

7 Threats to Validity

Despite the reviews conducted in the area, the term systematic mapping study is still
new to the software engineering domain and its guidelines need to be defined properly.
The bias in systematic mapping is still prominent as there are no defined or established
standards on evaluation of articles in software engineering. The evidence regarding
software engineering techniques is dispersed and not easily available. Apart from this,
the study is also prone to external validity regarding obtaining articles from few
repositories. To overcome this threat, we are confident that the repositories selected in
the study are the most prominent and well known it their domain. The research method
is also posed to internal threat which we overcame through refining the query itera-
tively and employing goal, question and metrics approach thus obtaining the most
relevant articles.

8 Conclusion

This systematic mapping study provided fruitful insights regarding security require-
ments engineering pragmatic solutions and their implementation tool support proposed
by the researchers. The study illustrated that not all software security frameworks
perform all the basic and important activities in the development of secure software
systems, which may lead to the development of an unsecure cyber-physical systems.
We determined various security requirements frameworks for software but there are no
comprehensive security requirements engineering framework for CPS that can provide
a complete guideline for practitioners and researchers that help to build a secure CPS.
Furthermore, the study helps us to identify the short-comings in SRE frameworks.
Moreover, the results reported in the study revealed that the trend of research interest is
increasing in the domain of SRE especially for cyber-physical systems. The analysed
data regarding the articles have also been available to public in the form of a repository
which is also a contribution of the study. The study would help its readers to better
understand the techniques being employed to ensure security and what are the threats
and vulnerabilities that might affect the cyber-physical systems operations.
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Abstract. Despite technological advances, most smart objects in the
Internet of Things (IoT) cannot be accessed using technologies designed
and developed for interacting with powerful Internet servers. IoT use
cases involve devices that not only have limited resources, but also they
are not always connected to the Internet and are physically exposed to
tampering. In this paper, we describe the design, development, and evalu-
ation of a smart contract-based solution that allows end-users to securely
interact with smart devices. Our approach enables access control, Thing
authentication, and payments in a fully decentralized setting, taking at
the same time into consideration the limitations and constraints imposed
by both blockchain technologies and the IoT paradigm. Our prototype
implementation is based on existing technologies, i.e., Ethereum smart
contracts, which makes it realistic and fundamentally secure.

Keywords: IoT · Distributed Ledger Technologies · Ethereum
Interoperability · Access control · Authentication · Payments

1 Introduction

The Internet of Things (IoT) is an emerging paradigm that has already attracted
the attention of both academia and industry. The IoT is expected to penetrate
various aspects of our life, allowing the creation of cyber-physical applications
that will improve our living conditions by enabling healthier and cheaper agricul-
tural products, smarter energy production and consumption, safer transporta-
tion, better entertainment and wellness activities, and innovative services. The
IoT will be composed of smart devices and protocols that will allow human-to-
device and device-to-device interactions. Nevertheless, these devices–henceforth
simply referred to as Things–as well as the mainstream IoT use cases, present
some limitations and particularities that create the need for new, innovative
interaction protocols. In particular, Things will be far less powerful than tra-
ditional Internet clients and servers. Furthermore, Things will not always be
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connected to the Internet, e.g., in order to preserve energy or because they will
be physically located in places where Internet access is not possible (at times).
Finally, it should be easier for a malicious user to tamper with a Thing, hence
Things should not be used for storing “important” secrets or for processing
very sensitive information. To this end, in this paper we design, implement and
evaluate a solution that enables secure interaction with the IoT by leveraging
blockchain technologies and smart contracts.

A blockchain is an append-only ledger of transactions distributed throughout
a network. Transactions are validated by a number of network nodes and are
added in the ledger upon consensus, assuring this way that no single entity has
control over the ledger. A smart contract is a distributed application that lives in
the blockchain. Users can interact with a smart contract by sending transactions
to its “address” in the blockchain. For any interaction with a smart contract,
all operations are executed by the blockchain, in a deterministic and reliable
way. Smart contracts can verify blockchain user identities and digital signatures
and they can perform a number of operations. The code of a smart contract is
immutable and it cannot be modified even by its owner/creator. Moreover, all
transactions sent to a contract are recorded in the blockchain.

Although, blockchains and smart contracts–henceforth simply referred to as
Distributed Ledger Technologies (DLTs)–are considered a “democratic” way for
maintaining transactions [2] and are envisioned to provide novel security mech-
anisms [7], they have some properties that limit their (direct) applicability in
the context of the IoT. Firstly, interacting with a DLT involves some computa-
tionally intensive security operations (e.g., the creation of a digital signature).
Secondly, DLTs require users to maintain a private key: this key is an important
secret that protects the assets of the users stored in the blockchain. Thirdly,
information stored in smart contracts is public, hence smart contracts cannot be
used for storing, e.g., user credentials, access control policies, etc. Similarly, infor-
mation stored in smart contracts is immutable and all interactions with a smart
contract are recorded in the blockchain, hence it is trivial for a third party to
deduce, for example, all modifications to an access control policy. Finally, smart
contracts cannot directly interact with the physical world: the execution of a
smart contract relies solely on information stored in the blockchain.

In this paper, we design and build a solution that allows users to securely
interact with the IoT using DLTs even if Things are not connected to the Inter-
net continuously or directly. Our solution, which is built using the Ethereum
transaction ledger [10], takes into consideration the limitations and particular-
ities of the IoT and the DLTs, is secure and realistic. With our approach we
make the following contributions:

– We enable access control, Thing authentication, and payments in a decentral-
ized, secure, and efficient way.

– We build on existing technologies and do not propose a new blockchain, nei-
ther yet another specification for smart contracts.

– We preserve end-user privacy (to the degree that it is preserved by the specific
blockchain used).
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– We assure that Things are oblivious to the existence of the blockchain, do not
store any blockchain-specific secret and the underlay blockchain technology
is completely transparent to the Things.

2 System Overview

Our solution leverages our previous work, published in [5], that allows a Thing
and an authorized user to establish a shared, session specific secret key; this key
can be used for securing (using symmetric encryption) all message exchanges.
This operation is achieved with the help of a third party, referred to as the
Access Control Provider. From a very high perspective, the solution described
in [5] operates as follows. ACPs maintain a user management system, as well
as access control policies, associated with a (Thing provided) resource. Further-
more, each Thing shares a unique key with each ACP that handles access to
its resources. Whenever a user requests a protected resource, the Thing gener-
ates a token and sends it back to the user. The token is sent in plaintext over
an unsecured communication channel: mechanisms (not detailed in this paper)
make sure that any message modification, replay and man in the middle attack
can be detected. ACPs and Things can calculate a new secret key, referred to as
the session key using a secure keyed-hash message authentication code (HMAC)
with inputs the shared secret key and the generated token. ACPs are responsi-
ble for authenticating users and for securely transmitting the session keys to the
authorized ones.

The solution described in [5] assures that the session keys calculated by
an ACP and a Thing are the same if (a) the user is interacting with the real
Thing, (b) the user is authorized to access the resource, (c) the user has not
lied about his identity, and (d) no messages have been modified. Otherwise, the
calculated session keys will be different, hence it will not be possible for the
user to communicate with the Thing. In other words, this solution offers Thing
and user authentication, user authorization, message integrity protection, and
session key agreement. Furthermore, this solution has two notable properties:
(a) the Thing does not have to be able to communicate with the ACP (as a
matter of fact the Thing can be completely disconnected from the rest of the
world) and (b) the ACP does not have to be aware of the services provided by
the Things, i.e., an ACP and the service provider can be two distinct entities.

In this work we consider a similar setup with the addition that users have to
make some form of payment (not necessarily monetary) to the service providers–
henceforth they will be simply referred to as providers–every time they interact
with a protected resource. In order to give a better overview of our system
we present the use case of a “smart coffee machine”. In this use case, a smart
coffee machine is installed in a shared kitchen of a building where the offices of
many companies are located. Users interact with the coffee machine using their
mobile phones and Wi-Fi direct. The coffee machine operator has come to an
agreement with one of the companies located in that building, Company A, and
each employee of that company is offered 300 free cups of coffee per year. Every
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time an employee of Company A wishes to order a coffee the following process is
followed. The employee sends a request to the coffee machine, the coffee machine
sends a token, the employee authenticates with the ACP of Company A1 and
receives the session key, the employee pays the coffee machine operator (the first
300 times 0.00 EUR and then with the value of the coffee), the employee sends a
coffee request encrypted with the session key, and finally the coffee machine sends
a receipt encrypted with the session key and disposes the coffee. All interactions
among the user, the ACP, and the coffee operator (but not between the user and
the coffee machine) utilize a smart contract, stored in a blockchain. Our system
achieves the following:

– Low complexity. Coffee machines are oblivious about the existence of the
blockchain and perform only some very lightweight operations. ACPs are not
aware of the services the coffee machine operator offers, neither do they have
to handle payments. The coffee machine operator does not have to be aware
of the user management system of Company A.

– Support for payments. A smart contract makes sure that users have the
necessary amount of money required for an order. Furthermore, the same
contract makes sure that all payments are made prior to placing the order.

– User privacy protection. No user personal information is stored in the
blockchain. Similarly, coffee machines learn nothing about users.

– Endpoint authentication. A smart contract makes sure that a user is
authenticated and that the ACP and the coffee machine indeed share a secret
key before the user places the order, by utilizing the session key.

Our system does not provide any guarantees for the interactions that take place
in the physical world, e.g., in our use case, our system does not guarantee that
the coffee machine does deliver the requested coffee. However, the interaction
and payment is recorded in the blockchain (in an immutable way), which can be
used as proof in court, if it comes to that.

3 System Design

3.1 Preliminaries and Notation

In our system, service providers and users own a blockchain specific pub-
lic/private key pair. We refer to the public key of a user as Puser, and to the
encryption of a message m using (the private key corresponding to) Puser as
Euser(m). For simplicity, we assume that an ACP knows all Puser of its users
and all access control policies are based on these keys. ACPs, access control
policies, smart contracts, and resources are identified by a URI. We refer to a
URI of an entity as URIentity. Smart contracts implement functions, which can

1 For simple access control policies, e.g., lists of blockchain specific public keys, this
authentication process can take place over the blockchain, otherwise, further infor-
mation has to be exchanged using an off-chain communication channel.
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be invoked using transactions, and generate events; f(x, y, z) denotes the invo-
cation of a function f with arguments x, y, z, and E(x, y, z) denotes an event
E with arguments x, y, z. Our system uses a keyed-hash message authentication
code (HMAC), as well as a simple hash function. We refer to the digest of a
message m using an HMAC function H and a key k as Hk(m) and to the hash
of a message m as H(m). As already discussed, an ACP and a Thing end up
generating a session key. We refer to this key as sk and to the encryption of
a message m, using sk and a symmetric encryption algorithm as Csk(m). For
each user Puser there is a cost for accessing a resource URIresource. This cost is
known to the smart contract. Similarly to users, each ACP owns a blockchain
specific public/private key pair denoted by PACP .

3.2 Protocols

Set Up. The protocols described in the following assume a setup phase. Dur-
ing this phase, the smart contract is configured with the available URIresource
and the corresponding URIpolicy and PACP . For simplicity of presentation it is
assumed that each URIresource is protected by a single URIpolicy provided by a
single PACP .

Straw Man Approach. Firstly, we present a simple protocol that implements
our solution. This protocol is illustrated in Fig. 1. This protocol is based on a
smart contract that provides the following methods:

– request (deposit, token, URIresource): Examines if the deposit of the user
suffices for accessing the resource URIresource. If this is true, it creates a
DEPOSIT event with arguments, Puser, token, URIpolicy, and URIresource.

– authorize (Puser, token, URIresource,Euser(sk)): Transfers the deposit that
the user Puser made (when she invoked the request method) to the service
provider. Then it creates a KEY event using the method input parameters as
arguments.

With this protocol, initially, a user Puser requests a protected resource from
a Thing and the Thing responds with a token (generated using the process
described in [5]) and the URI of a smart contract that protects the requested
resource. Then, the user invokes the request method of the smart contract. The
DEPOSIT event is broadcast and received by the appropriate ACP which exam-
ines if Puser can be authorized to access URIresource. If this is true, the ACP
generates the session key sk (using the process described in [5]), encrypts it
using Puser, and invokes the authorize method of the smart contract. The smart
contract examines if the ACP that invoked the authorize method is allowed to
do so. This check is simply implemented by examining if the public key of the
entity that invoked that method is equal to the PACP of the legitimate ACP.

The drawback of the straw man approach is that the payment to the provider
takes place without any check. Note that with the solution described in [5], the
user is able to perform certain verifications after trying to use the received sk.
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However, with the straw man approach, these verifications can only be used for
a dispute resolution.

Pay provider KEY(Puser , token, URIresource ,Euser(sk))

DEPOSIT(Puser, token, 
URIPolicy, URIresource) (3) request(deposit, token, URIresource)

(4) authorize(Puser , token, 
URIresource ,Euser(sk))

ACP Contract User Thing

(1) GET resource

(2) URIContract, token

(5) Csk(request)

Fig. 1. The straw man protocol.

A First Construction. We now present an improvement to the straw man
approach by allowing an ACP to verify that a user is communicating with a
legitimate Thing (Fig. 2). In order to achieve this goal, we extend the request
method of the smart contract to include an additional field, i.e., Hsk(token). The
value for this field is provided by the Thing, in its response to a user request.
Furthermore, we extend the DEPOSIT event to include this field. Now an ACP,
after generating the sk, calculates Hsk(token), and checks if the value of the
latter calculation is equal to the value provided by the Thing. If this is true,
then the Thing is considered legitimate.

(5) Csk(request)

(4) authorize(Puser , token, 
URIresource ,Euser(sk))

DEPOSIT(Puser, token, URIPolicy
URIresource, Hsk(token)) (2) URIContract, token, Hsk(token)(3) request(deposit, token, URIresource, Hsk(token))

ACP Contract User Thing

(1) GET resource

KEY(Puser , token, URIresource ,Euser(sk))Pay provider

Fig. 2. Our first construction.

A Second Construction. We now extend our previous construction to enable
smart contracts to verify the relationship between a Thing and an ACP, i.e.,
the contract can verify that the Thing and the ACP indeed share a secret key.
This functionality is achieved by having the user “challenging” the Thing during
her request. The challenge used is a random number, which the Thing should
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obfuscate in a way that only an ACP that shares a secret key with the Thing
could read. The smart contract should therefore learn the challenge from the
user and should expect it from the ACP. In order to “hide” the challenge we
leverage a hash function using the process described below.

The Thing responds to a challenge with H(Hsk(challenge)). Given a chal-
lenge, only an entity that can generate the session key sk can calculate
Hsk(challenge). Note that, in addition to the Thing, this key can be cal-
culated by the ACP that protects the resources stored in that Thing. Fur-
thermore, given Hsk(challenge) any entity, including the smart contract, can
easily calculate H(Hsk(challenge)) (but the reverse process is not possible
due to the properties of the hash functions). Hence, the request method is
extended to include H(Hsk(challenge)) and the authorize method is extended
to include Hsk(challenge). Then, the smart contract can calculate the hash
Hsk(challenge), received by the ACP, and compare the output to the hash value
it received from the user. If both hash outputs are the same, the contract sends
the KEY event (Fig. 3).

(2) URIContract, token, H(Hsk(challenge))

(4) authorize(Puser , token, URIresource

,Euser(sk)), Hsk(challenge))

(3) request(deposit, token, 
URIresource, challenge, H(Hsk(challenge)))

ACP-Provider Contract User Thing

(1) GET resource, challenge

DEPOSIT(Puser, token, URIPolicy
URIresource, challenge)

(5) Csk(request)KEY(Puser , token, URIresource ,Euser(sk))Pay provider

Fig. 3. Our second construction.

4 Implementation and Evaluation

We have implemented the presented solution using Ethereum smart contracts.2

This technology has some limitations that have led us to certain design choices.
In particular, although each user in Ethereum owns a public/private key pair,
a smart contract has access only to each user’s “address”, i.e., the last 20 bytes
of the hash of her public key. This means that users have to explicitly include
their public keys with every smart contract function invocation; in our imple-
mentation we have added an additional field in each function which is used for
storing callee’s public key. Furthermore, Ethereum keys are constructed using
the secp256k1 elliptic curve; encrypting content using this curve can be cum-
bersome since specialized constructions, such as the elliptic curve integrated

2 Source code of our implementation can be found at: https://github.com/SOFIE-
project/spiot.

https://github.com/SOFIE-project/spiot
https://github.com/SOFIE-project/spiot
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encryption scheme [9], are required. For these reasons we have selected to not
use Ethereum’s keys in our constructions, but instead we are using keys based
on the Curve25519 elliptic curve [1]. Curve25519 is a well supported, fast curve
which is ideal for key establishment, as it allows a user A to generate a sym-
metric encryption key that can be used for communicating with a user B, using
only B′s public key.

The main constructions of our smart contract, which is deployed in a local
testbed, are implemented in five functions: requestS(),request1(), request2(),
each implementing the request() method for our three protocols (straw man, first
construction, and second construction), and authorize1() and authorize2(), that
implement the authorize() method for the first two protocols and for the last
protocol respectively. The table below illustrates the cost, measured in Ethereum
“gas”, for invoking each function (Table 1).

Table 1. Cost for invoking smart contract functions

Function Cost measured in gas

requestS() 123.186

request1() 128.218

request2() 253.488

authorize1() 57.950

authorize2() 63.746

Endpoints are implemented using JavaScript. Interactions with the Ethereum
blockchain are implemented using the Ethereum JavaScript API,3 whereas cryp-
tographic operations are implemented using the TweetNaCl library.4

5 Related Work

Prior work on blockchain-assisted access control has proposed schemes that store
access control policies in the blockchain. For example, Maesa et al. [3] use the
Bitcoin blockchain to store “Right Transfer Transactions”, i.e., a transaction
that indicates that a user is allowed to access a particular resource. These trans-
actions are then used by “Policy Enforcement Points”. Zyskind et al. [11] use
the Bitcoin blockchain to store access control polices to protect personal data.
Similarly, Shafagh et al. [8] store access control policies in the Bitcoin blockchain
for controlling access to data produced by IoT devices. However, storing so sen-
sitive information in the blockchain clearly constitutes a privacy and security
threat. Even if we ignore the fact that blockchain should not be used for storing
“secrets”, the immutability of the blockchain may allow 3rd parties to deduce

3 https://github.com/ethereum/web3.js/.
4 https://tweetnacl.js.or.

https://github.com/ethereum/web3.js/
https://tweetnacl.js.or
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information about the access patterns of a particular user, or even about the
security policies of a content owner.

A growing body of work propose the use of custom blockchains in order to
overcome similar challenges. For example, Dorri et al. [4] implement a custom
made blockchain for a smart home application and consider per-home miners,
which also act as trusted proxies for the home devices. Similarly, Ouaddah et
al. [6] propose a blockchain solution that can be used for providing access control
for IoT applications. Such approaches however, provided they are secure, require
a critical mass of users that will adopt the proposed technology.

6 Conclusions and Future Work

In this paper we presented a solution that allows end-users to interact with IoT
devices. The proposed design, which is based on DLTs, enables access control,
Thing authentication, and payments, protecting at the same time end-user??
privacy. These properties are achieved without requiring Things to be capable
of interacting with DLTs; instead end-users seamlessly and transparently bridge
smart contracts with Things and the physical world. Our construction protects
end-users from malicious Things, since it withholds payments until the relation-
ship between a Thing and its owner is verified. Furthermore, by recording all
critical information in the blockchain, our solution facilitates dispute resolution.
Finally, our Ethereum-based implementation proves that our solution can be
realized with existing technologies.

In our implementation, each user is using two pairs of public/private keys,
one for the blockchain operations and one for encrypting the secret information
of our protocol. Furthermore, these pairs are decoupled. The use of multiple,
decoupled key pairs enable some interesting extensions to our system. For exam-
ple, a user may use different blockchain-specific keys in each transaction avoiding
this way tracking by 3rd parties. Furthermore, a user may include in a request()
transaction the pubic key of another user or back-end service, e.g., an additional
access control service that will forward the session key to the user only if certain
conditions are met.

The use of the blockchain technology adds a layer of protection to our system
against (D)DoS attacks. With our solution attackers would require to pay a fiscal
cost in order to attack an ACP. Furthermore, smart contracts are replicated to
multiple nodes (miners) which execute them simultaneously, providing this way
redundancy to our system. Finally, since all events are broadcasted, an ACP can
be easily moved (or replicated) to a new network location. It is in our future work
plans to further analyze and measure this feature of the blockchain technology.

Compared to traditional Internet applications, IoT applications have a
unique property: they involve interactions with the physical world. The out-
comes of these interactions cannot be easily verified by the cyber world. This
can be easily understood when our solution is considered: it is not easy to verify
that the key provided by the Thing owner is the correct one and, even more
obvious, it is not easy to verify that Things respond with a correct answer to
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user requests. Although blockchain technologies are a useful tool that can be
used by humans to verify that all physical activities took place correctly, the
interweaving of the physical and the cyber world creates challenges that cannot
yet be overcome in a guaranteed secure manner using only technological means.
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Abstract. Most of the multi-focus fusion algorithms currently are prone to
image blur and loss of detail information. This paper proposes a multi-focus
fusion algorithm based on quadtree decomposition which can almost overcome
the above shortcomings. The research on multi-focus fusion algorithm based on
quadtree decomposition is to divide the original image into several image sub-
blocks and check regional consistency for each block to obtain the optimal block
of the source image, and then detect the focus area for each block to obtain the
initial fused decision image. Finally, the fused decision image is subjected to
perform morphological processing to obtain a final fused image. Through
extensive experiments on different source images, we show that the proposed
method has better adaptability.

Keywords: Quadtree � Optimal block � Regional consistency

1 Introduction

Multi-focus image fusion is to merge the images of the same scene and different
focused regions into a single image with complete information. The goal is to make the
merged image look sharper and improve resolution and reduce blurriness for easy
recognition, and it greatly reduces the redundant information of the image [1]. At
present, multi-focus image fusion has been applied in many fields, such as computer
vision, remote sensing, medicine, military and so on.

The spatial domain-based fusion algorithm can fully retain the pixel information in
the original image, which is easy to implement, and it has low time complexity. The
simplest spatial domain fusion algorithm weights the pixels of the source image
directly. The fusion image obtained by this method has low contrast. In order to
improve the quality of the fusion image, a region-based fusion algorithm is proposed.
However, the key to the quality of the region-based fusion algorithm is the size of the
block. If the block size is too small, the accuracy of the focus area detection will be
reduced. If the block is too large, some areas will contain both the focus area and the
non-focus area. This will cause the merged image to not contain the complete
information.

In this paper, the multi-focus image fusion in the spatial domain is studied. For the
problem that the fused image of multi-focus image is not clear and easy to lose detailed
information, we propose a novel idea and solution based on the quadtree decomposi-
tion algorithm which are listed as follows:
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1. An image fusion algorithm based on quadtree is proposed. The quadruple tree
decomposition of the two source images is performed to obtain the optimal block.

2. A regional consistency check is performed on the focus region for each block to
obtain the final fused image.

The remaining of the paper is organized as follows. Related work is presented in
Sect. 2. Section 3 introduces the model algorithm and evaluation indicators. In Sect. 4,
we present our experimental results and analysis. We conclude and give some per-
spectives in Sect. 5.

2 Related Work

In the field of multi-focus image fusion, many people have done a lot of work. Zhang
proposed a principal component analysis (PCA) algorithm [2]. The PCA fusion
algorithm simply replaces the first principal component of the low-resolution image
with a high-resolution image, which leads to lose some information reflecting the
spectral characteristics of the first principal component of the low-resolution image.
Zhang proposed an image fusion algorithm based on non-sampling discrete wavelet
transform (WT) algorithm [3]. The WT algorithm decomposes the image into low-
frequency and high-frequency parts. It lacks the ability to dilute the image. A fusion
algorithm based on singular value decomposition (SVD) is proposed by Kurian [4].
SVD is an algorithm for feature extraction, which is easy to bring redundant infor-
mation. Cai used pulse coupled neural network (PCNN) and proposed an effective
fusion algorithm of multi-focus image [5]. The fused image based on LP-PCNN has
uncertainties and instability in the reconstruction process. Ding proposed the improved
pulse-coupled neural network (NSCT-PCNN) model [6]. Based on NSCT-PCNN
image fusion, the image can be restored very well. But its time is relatively large. The
model algorithm proposed in this paper can almost overcome the above shortcomings.

3 Model Algorithm

At present, the quadtree is a very important tree structure with only one root node and
four child nodes for each intermediate node. Quadtrees are widely used in the field of
image processing. The quadtree has a unique advantage in two-dimensional pixel
positioning.

The quadtree can be used to implement the region segmentation and merging
algorithm. The two-dimensional space is divided into four quadrants or regions by
recursive splitting to realize the square or rectangular region division of the two-
dimensional space. Quadtree decomposition is an image analysis method. The original
image is divided into several image sub-blocks by recursive splitting. The pixel con-
sistency in these sub-blocks is greater than the consistency of the image itself. Quadtree
decomposition requires that the length and width of the image be an integer power of
two. The decomposition model of the quadtree is shown in Fig. 1.

458 S. Wang et al.



3.1 Fusion Algorithm

Firstly, the source image is divided into four sub-blocks. If the image sub-blocks do not
meet regional conformance criteria, they will continue to be partitioned until regional
conformance criteria are met. And then, detect the focus area for each block to obtain
the initial fused decision image and the fused decision image is subjected to perform
morphological processing to obtain a final fused image. The detailed steps are as
follows:

Step1: Decompose the two source images of A and B through a quadtree.
Step2: Detect the focus area for each block to obtain the initial fused decision matrix
by using pixel-based focus metrics. And perform morphological processing of the
initial decision matrix to obtain the final decision matrix.
Step3: Fuse images of A and B through the final decision matrix.

3.2 Regional Conformance Standards

Regional consistency standards is a key element in image region segmentation [9] and
it directly affect the effect of image region segmentation. Common regional confor-
mance standards which includes using the maximum grayscale difference in the region
to measure the similarity of pixels in the image region, and if the consistency of the
region is not satisfied, the decomposition is continued until the consistency check is
satisfied.

In this paper, the image gradient energy (EOG) [10] is used to measure the simi-
larity of the pixels in the image region. If the difference between the gradient energy in
the region is less than T, the decomposition is no longer performed. In this paper, the
threshold T is equal to 0.5. In order to prevent infinite decomposition, the area of the
divided block is not decomposed when it is less than 1/m*n. The image of flower and
quadtree decomposition image is shown in Fig. 2.

0I

1I 2I 4I3I

11I 12I 13I 14I 31I
32I 33I 34I

………………..Level 0

…….Level 1

…….Level 2

Fig. 1. The decomposition model of the quadtree.
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EOGði; jÞ ¼ PðM�1Þ=2

m¼�ðM�1Þ=2

PðN�1Þ=2

n¼�ðN�1Þ=2
ðI2iþm þ I2jþ nÞ

Iiþm ¼ Iðiþmþ 1; jÞ � Iðiþm; jÞ
Ijþ n ¼ Iði; jþ nþ 1Þ � Iði; jþ nÞ

8>>><
>>>:

ð1Þ

3.3 Fusion Rules

There are two source images of A and B. Firstly, we construct an initial decision matrix
H. The method of detecting the focus of an image using NSML is as follows:

HUði; jÞ ¼ 1; EOGUA
ði;jÞ �EOGUB

ði;jÞ
0; otherwise

�
ð2Þ

EOGUA
ði;jÞ and EOGUB

ði;jÞ respectively represent the EOG value of the current pixel (x, y)

obtained by the source images of A and B after being decomposed by the quadtree.
When H(x, y) equals to one, the current position (x, y) of the source image of A is the
focus point. Otherwise, the current position (x, y) of the source image of A is the focus
point.

Through the EOG measurement method, it is impossible to detect all the focus
points. In order to solve the problem that there may be small isolated areas with small
area in the focus area, we use a small area filter to fill a small area in the focus area.
Assuming that the size of the image is M � N, then we define a region smaller than
(M � N)/50 as a small region. Finally, the final decision diagram H′(x, y) is obtained.

In order to verify the effectiveness of the method, experiments has been carried out
on four pairs of focused images. The images selected in this paper have been pre-
processed. The computer used in the experiment is equipped with Intel i7-6500U
processor and 4G memory, and the experiment tool is Matlab2015a.

3.4 Evaluation Indicators

We compare our method with existing methods, which including wavelet transform,
principal component analysis, NSCT-PCNN, singular value decomposition, and LP-
PCNN. We have selected average gradient (AG), spatial frequency (SF), mutual
information (MI), and running time are our evaluation criteria.

Fig. 2. The image of flower and quadtree decomposition image.
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• Average gradient (AG)
The larger the average gradient, the fused image clearer it is.

• Spatial frequency (SF)
The larger the spatial frequency, the better quality of the fused image is.

• Mutual Information (MI)
The larger the mutual information, the better quality of the fused image is.

4 Experimental Results and Analysis

From the Figs. 3, 4, 5 and 6 we can see that the singular value decomposition [7],
wavelet transform [8], PCA fused image will appear obvious blur and artifacts. From
the Fig. 7, we can see that using singular value decomposition, wavelet transform,
PCA, LP-PCNN and NSCT-PCNN will have some residual in the local area. The
method of this paper can extract more of the focus area of the image without intro-
ducing artifacts.

Fig. 3. The fused image of clock obtained by the method of PCA (a), WT (b), SVD (c), LP-
PCNN (d), NSCT-PCNN (e) and proposed (f).

Fig. 4. The fused image of flower obtained by the method of PCA (a), WT (b), SVD (c), LP-
PCNN (d), NSCT-PCNN (e) and proposed (f).

Fig. 5. The fused image of book obtained by the method of PCA (a), WT (b), SVD (c), LP-
PCNN (d), NSCT-PCNN (e) and proposed (f).

Fig. 6. The fused image of lab obtained by the method of PCA (a), WT (b), SVD (c), LP-PCNN
(d), NSCT-PCNN (e) and proposed (f).
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Tables 1, 2, 3 and 4 and Fig. 8 show the evaluation indexes and running times of
the fused images obtained by each method. In the experiment of flower image, our
algorithm is 17% to 46% higher than that of the PCA, WT and SVD algorithm in the
AG index, 52% to 62% higher than that of the PCA SVD, WT and SVD algorithm in
the MI index, and 20% to 57% higher than that of the PCA, WT and algorithm in the
SF index, although our run time is longer than these algorithms. We can see that the
methods using LP-PCNN and NSCT-PCNN are not much different with our method.
But their algorithms run far longer than we do.

Table 1. The performance comparison of clock image.

Method AG MI SF Time

PCA 2.6125 4.7367 5.9771 0.220213
WT 2.8065 4.5813 6.3942 0.255930
SVD 3.3934 5.1189 7.7270 0.6630
LP-PCNN 3.6029 6.3677 9.3077 59.677473
NSCT-PCNN 3.8995 5.1862 9.3352 201.560634
Proposed 3.779 6.7750 9.3150 1.469910

Fig. 7. The difference between the merged image of lab and the left focus source image of lab
by the method of PCA (a), WT (b), SVD (c), LP-PCNN (d), NSCT-PCNN (e) and proposed (f).

Table 2. The performance comparison of flower image.

Method AG MI SF Time

PCA 5.0770 4.1204 11.2137 0.172834
WT 5.6687 4.1883 12.5547 0.381235
SVD 6.2181 4.4219 13.9275 1.2273
LP-PCNN 7.7720 6.4846 17.7349 69.173710
NSCT-PCNN 7.3646 6.4681 16.72419 350.531832
Proposed 7.3509 6.7593 16.8495 2.576908

Table 3. The performance comparison of book image.

Method AG MI SF Time

PCA 5.2595 4.2962 14.8833 0.153810
WT 5.6862 4.3075 15.9476 2.068909
SVD 7.2176 5.0513 20.3372 1.1888
LP-PCNN 8.2578 6.6316 25.4773 62.973563
NSCT-PCNN 8.5049 5.3992 25.7212 353.427193
Proposed 8.3828 6.8888 25.7804 2.553315
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The image fusion algorithm based on PCA simply replaces the first principal
component of the low-resolution image with a high-resolution image, thus losing some
information reflecting the spectral characteristics of the first principal component of the
low-resolution image and blurring the image in some areas. The insufficiency of image
fusion based on wavelet transform is that wavelet transform has three high-frequency
sub-bands of horizontal, vertical and diagonal. But it is difficult to reflect the singular
lines of lines and faces, and it lacks the ability to dilute natural images. Therefore, it is
difficult to restore all the information of the image by using the wavelet transform. The
image fusion based on SVD is an image adaptive transform, it transforms the matrix of
the given image into product USVT, which allows to refactor a digital image into three
matrices called tensors. So it is easy to bring redundant information. The image fusion
based on LP-PCNN transform has uncertainties and instability in the reconstruction
process, which may lead to the blurring of the fusion result, and the time expenditure of
PCNN is large. Based on NSCT-PCNN transform image fusion, NSCT uses a non-
downsampled pyramid and a non-downsampled direction filter bank to perform multi-
scale, multi-directional decomposition of the image. Although it can restore images
very well, its time overhead is relatively large.

5 Conclusions

In this paper, based on the quadtree decomposition algorithm, multi-focus image fusion
is performed. And a new detection standard is proposed in the detection of focus area,
which is based on image gradient energy detection. Experiments have been carried out
with “clock”, “flower”, “book” and “lab” source images. The proposed method has a
clear advantage in quality compared to PCA, WT and SVD, although the running time

Table 4. The performance comparison of lab image.

Method AG MI SF Time

PCA 2.7380 4.9369 7.7416 0.220213
WT 3.0218 4.7913 8.4042 0.369846
SVD 3.5969 5.5469 10.485 0.8310
LP-PCNN 4.6771 6.3172 12.9685 60.791892
NSCT-PCNN 4.4967 5.1938 12.9384 251.709319
Proposed 4.4016 6.4429 12.9839 1.445249

Fig. 8. The performance comparison of clock image, flower image, book image, and lab image
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is longer than the three methods. The proposed method achieves a slight advantage in
quality compared to LP-PCNN and NSCT-PCNN, but the running time is much
smaller than the two methods. The effectiveness of the proposed method in obtaining
multi-focus images is illustrated. Experiments show that the method has better
adaptability. The main disadvantage of this paper is that the algorithm has higher time
complexity, resulting in longer running time. In the future, our main job is to optimize
the algorithm, so that it can reduce the time complexity of the algorithm and get a better
fusion effect.

Acknowledgements. This work is partially supported by the National Science Foundation of
China under Grant Nos. 61872133, 61472131, 61772191.
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Abstract. This paper describes a key comparison of mass standards APMP.M.
M-K5, conducted between nineteen participating members of the Asia-Pacific
Metrology Programme (APMP). The application of the Monte Carlo method is
used in the processing of the measurement result of APMP.M.M-K5, which is a
kind of big data set. Monte Carlo method can get over the limitations that apply
in certain cases to the method described in GUM.

Keywords: Big data � Monte Carlo method � Key comparison
Reference value � Degree of equivalence

1 Introduction

The APMP.M.M-K5 comparison was launched during the 13th meeting of the Tech-
nical Committee for Mass and Related Quantities APMP-TCM (2012). Two sets of
stainless steel weights with five nominal mass values: 2 kg, 200 g, 50 g, 1 g, and
200 mg were used as travelling standards. Due to that nineteen participants have been
divided into five petals and the corresponding five sets of transfer standards have been
circulated within the groups simultaneously. The final measurement results are a big
data set. We need to find a possible solving method to process the data and establish a
RV and the degrees of equivalences for all the participants.

Many reports and papers have been written on methods for establishing the KCRV
for a CIPM key comparison, like: CCM.M.K1 [1], CCM.M.K2 [2], CCM.M.K3 [3],
CCM.M.K4 [4], CCM.M.K5 [5], CCM.M.K6 [6], CCM.M.K7 [7].

However, the key comparison may occur [8]: some or all of the measurements are
mutually dependent, or the travelling standard is not stable enough. We can know that
many CIPM key comparisons are not simple; reference [9] does not apply to CIPM key
comparisons at some situations. That’s why researchers intend to develop further
guidelines to cover these complications, and the Monte Carlo method (MCM) is used
to overcome these limitations.

Among all the key comparisons [10], only CCM.M.K6 and CCM.M.K7 was
evaluated based on Monte Carlo method (MCM). Xiaoping Ren used Monte Carlo
method to re-analyze the measurement result of CCM.M-K1 [8], CCM.M-K5 [11],
comparison and APMP.M.M-K1 [10]. Risk software and LabVIEW software were
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used respectively. Besides, there are software applications that have been specifically
developed for calculating uncertainties based on MCM method, like @RISK [12] and
toolbox in MATLAB [13]. This kind of method and software has been proved
effective.

In this paper, a Monte Carlo method was adopted to evaluate the uncertainty of big
data of Mass Standards measurement in APMP.M.M-K5 comparison.

2 Numerical Simulation by Monte Carlo Method

2.1 Basic Principle

In order to estimate the RV for this comparison (mRV), the mass differences (Di)
between participants and RV, and the mass differences (di;j) between any pair of
participating laboratories, numerical simulation based on MCM was adopted.

The differences between mass reported by the participant laboratories and the RV
were calculated as follows,

Di ¼ diffmi;PL � mRV ð1Þ

In order to calculate the DoE for any pair of participant laboratories, the mass
differences between two laboratories, were calculated as follows,

di;j ¼ diffmi;PL � diffmj;PL ð2Þ

Due to the inconsistencies found in the reported data and in order to consider
relevant correlations, the RV was determined by using the median in combination with
the Monte Carlo method as recommended by Cox [9]. The method to compute the
value of mRV,diffmi;PL,edrift and ereprod can be find in [14].

2.2 Input Quantities for Monte Carlo Method

The input quantities for the numerical simulation are listed in Table 1, where N(l,r2)
means normal distribution and U(a,b) means uniform distribution, besides, a and b are
lower limit and upper limit respectively.

The pilot laboratory measured two sets of travelling standards. The correlation
coefficient between mass measurements done by the same laboratory was considered as
r(mNIM,i, mNIM,j) = 0.3 for any pair of them. The correlation coefficient indicated
above, was estimated as 0.3 due to the fact that the variance contribution of the type B
uncertainty is around 30% with regard to the variance of the travelling standard esti-
mated by the pilot laboratory [7].

The results mNIM�i i ¼ 1; 2; . . .; 10ð Þ are correlated with the correlation matrix:
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Table 1. Input quantities for the numerical simulation (200 g)

Xi Distribution Expectation Stand. dev. Expectation Semi-width
l r (a + b)/2 (a − b)/2

mNIM-1 N(l,r2) 0.1842 0.0059 / /
mNML-Phil N(l,r2) 0.1350 0.0353 / /
mMSL N(l,r2) 0.1768 0.0040 / /
mMASM N(l,r2) 0.1745 0.0099 / /
mNIM-2 N(l,r2) 0.0738 0.0059 / /
mNIM-3 N(l,r2) 0.2004 0.0059 / /
mVMI N(l,r2) 0.1935 0.0156 / /
mSCL N(l,r2) 0.1900 0.0212 / /
mITRI N(l,r2) 0.1583 0.0044 / /
mKRISS N(l,r2) 0.1925 0.0031 / /
mNIM-4 N(l,r2) 0.1915 0.0059 / /
mNIM-5 N(l,r2) 0.2020 0.0059 / /
mRCM LIPI N(l,r2) 0.1600 0.0064 / /
mNMIA N(l,r2) 0.2060 0.0078 / /
mNISIT N(l,r2) 0.0100 0.0708 / /
mNMIM N(l,r2) 0.2015 0.0219 / /
mNIM-6 N(l,r2) 0.1958 0.0059 / /
mNIM-7 N(l,r2) 0.1972 0.0059 / /
mNMC/A-STAR N(l,r2) 0.1900 0.0071 / /
mMUSSD N(l,r2) 0.2270 0.0236 / /
mNPLi N(l,r2) 0.2070 0.0141 / /
mNIS N(l,r2) 0.1535 0.0038 / /
mNIM-8 N(l,r2) 0.1868 0.0059 / /
mNIM-9 N(l,r2) 0.2052 0.0059 / /
mNML-BSTI N(l,r2) 0.1880 0.0332 / /
mNIMT N(l,r2) 0.1850 0.0141 / /
mNMIJ N(l,r2) 0.1915 0.0035 / /
mNIM-10 N(l,r2) 0.1956 0.0059 / /
edrift1 U(a,b) / / 0 0.0030
edrift2 U(a,b) / / 0 0.0026
edrift3 U(a,b) / / 0 0.0018
edrift4 U(a,b) / / 0 0.0030
edrift5 U(a,b) / / 0 0.0028
ereprod1 U(a,b) / / 0 0.0018
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rðmNIM;i;mNIM;iÞ ¼

1 0:3 0:3 0:3 0:3 0:3 0:3 0:3 0:3 0:3
0:3 1 0:3 0:3 0:3 0:3 0:3 0:3 0:3 0:3
0:3 0:3 1 0:3 0:3 0:3 0:3 0:3 0:3 0:3
0:3 0:3 0:3 1 0:3 0:3 0:3 0:3 0:3 0:3
0:3 0:3 0:3 0:3 1 0:3 0:3 0:3 0:3 0:3
0:3 0:3 0:3 0:3 0:3 1 0:3 0:3 0:3 0:3
0:3 0:3 0:3 0:3 0:3 0:3 1 0:3 0:3 0:3
0:3 0:3 0:3 0:3 0:3 0:3 0:3 1 0:3 0:3
0:3 0:3 0:3 0:3 0:3 0:3 0:3 0:3 1 0:3
0:3 0:3 0:3 0:3 0:3 0:3 0:3 0:3 0:3 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

ð3Þ

All the other input quantities are considered to be uncorrelated.
The DoE (Degree of Equivalence) is the degree to which the measured value of a

participant is consistent with the RV. This is expressed by the deviation Di from the RV
and the expanded uncertainty of this deviation compared at the 95% level of confi-
dence. The criteria for the equivalence is: if DoE < 1, then the measurement result is
equivalent; if DoE � 1, then the result is not equivalent.

DoE were estimated in each step of MCM by the following equation, which can
give a normalized value for the DoE.

Di ¼ mean Dmi � DmRVf g ð4Þ

DoEi ¼ Dij j
2 � uDi

ð5Þ

where, i is index of participants, uDi denotes the standard uncertainty of Di.

3 Simulation Result

Table 2 shows the mean of RV, its standard uncertainty, and the shortest 95% coverage
interval obtained from 1 � 105 iterations. Figure 1 give out histogram resulting from
simulation corresponding to the RV.

Figure 2 shows the results of numerical simulations for DoE, the mass difference
between RV. Besides, from the histogram, the probability density function for each
physical quantity can be derived.

Table 2. Data of the median resulting of numerical simulation for 200 mg weight

Measurement results Values

mRV (mg) −0.0019
u(mRV) (mg) 0.0031
U(mRV), k = 2 (mg) 0.0062
P[x1,x2] (mg) [−0.0086,0.0038]
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Histograms resulting from numerical simulation for DoE between NMIs and RV,
are shown in Fig. 3.

Fig. 1. The histograms of RV for 200 g standard
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Fig. 2. Deviation Di and U(Di) obtained by using the MCM estimation with the travelling
standards as the RV.
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4 Conclusion

The paper presented the analysis procedure and results of APMP.M.M-K5, a RMO
comparison of 2 kg, 200 g, 50 g, 1 g and 200 mg stainless steel mass standards, based
on Monte Carlo method. This method was adopt to evaluate the measurement uncer-
tainty for big data of mass standards in a APMP.M.M-K5 key comparison. This
method was developed to overcome some of the limitations of the GUM, especially
when an interval of confidence with a stipulated coverage probability is needed.
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Abstract. In this paper, based on the spectrum sensing problem of the primary
user signal in low SNR environment, an improved random forest spectrum
sensing algorithm is proposed by using the advantage of strong forest classifier.
The algorithm uses the mean and variance of the signal cycle spectrum with the
largest extraction energy at each cycle frequency as the characteristic parameter
to generate the samples in the sample set; On the basis of this, some samples in
the presence of the primary user are selected as positive samples, and some
samples in the absence of the primary user are used as negative samples to
realize the construction of random forests; Finally, the trained random forests are
used to classify the detected signals to achieve effective perception of the pri-
mary user signals. Thereby improving the perceptual performance of the main
user signal in the case of low signal to noise ratio. Thereby improving the
perceptual performance of the main user signal in the case of low signal to noise
ratio. The experimental results show that the proposed algorithm has strong
classification detection effect, can achieve spectrum sensing of the main user
signal better under low SNR, and is generally suitable for solving the spectrum
sensing problem of primary user signal in low SNR environment.

Keywords: Spectrum sensing � Primary user � Random forest
Decision tree

1 Introduction

With the rapid development of wireless communication technology, the demand for
high transmission rate data communication is increasing, which makes the limited
spectrum resources become more and more tense, which seriously restricts the further
development of wireless communication technology. However, existing spectrum
resources have not been fully utilized due to unreasonable distribution systems. The
current resource allocation method divides the spectrum into two parts: the licensed
band and the unlicensed band. Authorized frequency bands such as mobile commu-
nications and broadcast television occupy most of the spectrum resources. Compared
with unlicensed bands, the licensed band can only be used by specific authorized users
in a specific area. This exclusive strategy leads to a low level of utilization of spectrum
resources in time and space. The fixed allocation method is the main reason for the low
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utilization of spectrum resources. In order to solve this problem, cognitive radio
technology based on dynamic spectrum resource allocation has become the main
direction of future development of wireless communication.

In recent years, with the continuous development and maturity of machine learning
theory, the application of machine learning to spectrum sensing technology has become
a hot topic in spectrum sensing technology research. In wireless cognitive networks,
secondary users need to perceive the surrounding wireless communication environ-
ment, and adjust their transmission parameters in time according the changes of the
spectrum environment and network topology, so that they can effectively sense the
primary user signal. This requires secondary users to have more intelligent sensing and
adaptive capabilities, which is precisely the advantage of machine learning methods.
Therefore, the use of machine learning methods to solve the cognitive network spec-
trum sensing problem has become a hot topic in the research of experts and scholars at
home and abroad, and it has important theoretical significance.

Machine learning can be divided into supervised learning and unsupervised
learning. The autonomous unsupervised learning algorithm can explore the environ-
mental characteristics without a priori information and perform corresponding adaptive
operations. It is mainly used to solve the mechanism design problems in cognitive
networks, such as decision making and rule formulation. The main methods include
game theory, threshold learning, and reinforcement of learning. Compared with
unsupervised learning, supervised learning can be considered that secondary users need
prior knowledge of knowledge when they are perceiving, and learn by using supervised
learning techniques. For example, if the characteristics of the target signal waveform
are known to the secondary user before sensing, the training algorithm can help the
secondary user better detect signals with these characteristics. Therefore, spectrum
sensing problems for primary users are often performed using supervised learning
methods. At present, the machine learning methods applied to the cognitive network
spectrum sensing technology mainly include artificial neural networks and support
vector machines. This paper mainly uses the random forest algorithm in machine
learning to solve the spectrum sensing problem of wireless network.

2 Description of the Problem

The essence of spectrum sensing technology is signal detection, which is to judge the
use status of the licensed frequency band by the main user signal detection. At present,
the research on spectrum sensing technology mainly involves hiding the main user
problem, sensing time and reliability [8], decision fusion in collaborative sensing [4],
and main user signal modulation type identification [1].

Similar to the hidden node problem in carrier sense multiple access, the hidden
primary user problem is mainly caused by factors such as multipath fading and shadow
fading that the secondary user has in the process of sensing the primary user signal. An
interference signal is generated to the primary user receiver due to the secondary user
location, which prevents the primary user signal from being detected and received by the
receiver [3]. In order to overcome the problem of hidden primary users and make the
cognitive network system more flexible in the design process, it is necessary for the
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secondary users to more effectively detect the signals of the primary users in a low SNR
environment [2]. Considering that the primary user can occupy its authorized frequency
band for communication at any time without having to consider the use of the frequency
band by the secondary user [6], this requires the secondary user to have the ability to
quickly and accurately identify the presence of the primary user in the frequency band
over a certain time range. At the same time, the secondary user withdraws from the use
of the frequency band, thereby avoiding interference to the primary user [5]. Therefore,
how to quickly and reliably detect the main user signal in a low SNR environment to
overcome the hidden main user problem is the focus of this paper.

Suppose there is one primary user and N secondary users in a wireless cognitive
network. For any secondary user, the presence or absence of the primary user can be
summarized into two states: the primary user signal does not exist as H0, and the
primary user signal exists as H1. In the detection sampling time, s(t) is the primary user
signal, which is the cyclostationary signal, and n(t) is the additive Gaussian white
noise, the mean value is 0, and the variance is r2

n.

H0: y tð Þ ¼ n tð Þ

H1: y tð Þ ¼ s tð Þþ n tð Þ

When detecting the channel, the secondary user first receives the signal, and pre-
processes the received signal to extract the characteristic parameter s(k) of the primary
user signal of different modulation types, that is, the mathematical expectation E(s) and
variance D(s) of the maximum energy, then generate a feature vector C as the training
samples and the test samples. Next, random forest training is performed on the training
samples to obtain K decision trees [7], then generate random forests, and use the trained
random forest to classify and test the test samples to identify the main user signal
modulation type. Finally, the result is output, and the spectrum of the main user signal
is successfully perceived [9].

3 Primary User Signal Recognition Algorithm

In order to better perceive the spectrum of the primary user signals of different mod-
ulation types, this paper improves the random forest algorithm in machine learning, and
uses the random forest algorithm to combine multiple weak classifiers to enhance the
overall classification effect, then to improve the accuracy of spectrum sensing.

The algorithm extracts the cyclic spectrum characteristic parameters v1, v2, … vn of
the signal of the absence of the primary user multiple times, then each feature vector is
ci = (v1, v2, … vn)

T, (i = 1, 2, … n, T is the detection sampling time of the received
signal), and those feature vectors constitute a training sample G of the random forest,
and then a random forest is generated. Each decision tree function in a random forest can
be expressed as y = gk(ci), k is the number of decision trees contained in the random
forest, and gk(c) is the decision function of the decision tree. Through the decision tree
function, the decision result of each tree can be obtained, and then the final judgment
result is obtained, and the classification of the signal to be detected is completed.
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In the process of spectrum sensing, there are two steps: one is the extraction of
characteristic parameters from the spectrum, and the other is the construction and
classification of random forests. In the process of feature extraction, considering the
characteristics of the received signal, when each cycle frequency is not 0, the feature
parameter data (E(s), D(s)) in the signal cycle spectrum with the largest energy is
selected for extraction. E(s) and D(s) are the mean and variance of s(t) obtained by
discrete Fourier transform in the received signal. Then, several eigenvalues in the
presence of the primary user are selected as positive samples, and several eigenvalues
in the absence of the primary user are used as negative samples. This can more
effectively reflect the important characteristics of the signal cycle spectrum, which is
conducive to the construction of random forests and accurate perception of the primary
user signals.

The algorithm is designed as follows:

(1) Each primary user signal adopts multipath transmission mode, which are inde-
pendent of each other, each path has different delays, and respectively enter the
subsequent modulation recognition system.

(2) Feature parameter extraction is performed on the received main user signal, a
feature vector c = (v1, v2,… vn)t is generated, and then, a training sample set U is
constructed.

(3) Design a training mechanism based on dynamic sample selection, filter the dif-
ference samples by multiple iterative sampling, so as to obtain samples that are
beneficial to improve classification performance, and train random forest classi-
fiers. Then construct a random forest classifier with more significant classification
effect.

(4) In the node splitting of random forest decision tree, it is different from the tra-
ditional random forest splitting mode, it adopts the unbiased splitting method
based on conditional probability to improve the classification performance of the
classifier.

For example, in the H1 state, it is assumed that the number of sampling points for
the signal of the secondary user received is n, and E(S) and D(S) are calculated by
every m sampling points. Supposes cis(c

i
s = (Ei

s(S), D
i
s(S))

T, s = 0,1) is any feature
vector for this signal, then the number of feature vectors is n/m. Substitutes all the
feature vectors into the trained random forest can obtain the judgment result: in this, 1
means that there is a primary user, and 0 means that there is no primary user. As a result
of the statistical judgment, p1 indicates the number of judged to be 1, and p0 indicates
the number of judged to be 0, and the detection rate Pd = p1/(p1 + p0) can be obtained,
where p1 + p0 = n/m. Also in the H0 state, the false alarm rate is Pf = p1/(p1 + p0),
where p1 + p0 = n/m.

As a result of the judgment, p1 is the number of judged to be 1, and p0 is the
number of judged to be 0, and the detection rate Pd can be obtained: Pd = p1/
(p1 + p0), where p1 + p0 = n/m.

Similarly, in the H0 state, the false alarm rate Pf can be obtained: Pf = p1/
(p1 + p0), where p1 + p0 = n/m.
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4 Algorithm Implementation

The algorithm is designed in the case where the presence of the primary user as H1 and
the absence of the primary user as H0. The process is as follows:

(1) The mean and variance of the signal cycle spectrum with the largest energy in
each cycle frequency are extracted separately in the case of H0 and H1, respec-
tively, and the corresponding feature vectors are generated. In the H0 state, the
extracted mean and variance are E0(S), D0(S), and the feature vector is
c0 = (E0(S), D0(S))

T. In the H1 state, the extracted mean and variance are E1(S),
D1(S), and the feature vector is c1 = (E1(S), D1(S))

T.
(2) For the signals received by the secondary users, N feature vectors with the

presence of the primary user are collected as positive samples for the training
random forest, and any one of the feature vectors can be expressed as ci1 = (Ei

1(S),
Di

1(S))
T, i = 1, 2, … N

(3) M feature vectors with the absence of the primary user are collected as negative
samples for the training random forest, and any one of the feature vectors can be
expressed as ci0 = (Ei

0(S), D
i
0(S))

T, i = 1, 2, … M
(4) Nc as positive samples and Mc as negative samples are randomly selected in the N

positive samples and M negative samples as a training sample and use them to
generate a single decision tree. In this way, a spectrum sensing decision tree of a
random forest is established.

(5) Repeat step (4) to establish a random forest of K decision tree.
(6) Repeat steps (1)–(3) to generate test samples of random forests. And use the

trained random forest to classify the test samples.
(7) The spectrum sensing result of the primary user signal is realized by the output

result of the random forest.

Through these 7 steps, it is possible to achieve effective detection and perception of
the presence of the primary user, and its perceived performance can be verified by the
detection rate and the false alarm rate.

5 Experimental Analysis

Through MATLAB experiments, OFDM and 2FSK signals are selected as the primary
user signals. It is assumed that there are two paths in the channel to transmit these two
signals. The carrier frequency is 1 MHz, which is evenly distributed between 3.1 and
4.8 GHz. The signal-to-noise ratio is 0,−5,−10,−15,−20,−25. The sampling frequency
is 500 MHz, there are 4000 sampling points, and the mean E(s) and variance D(s) of the
two signals are calculated every 512 points. The OFDM signal data rate is 5 Mbps, its
signal bandwidth is 5.5 MHz. The data rate of the 2FSK signal is 0.8Mbps, and its signal
bandwidth is 12.5 MHz. The experiment compares the spectrum sensing algorithm based
on random forest with SVM-based and ANN-based. The number of random forest
decision trees is K = 100, the number of sample categories is J = 2, the average number
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of single experimental training samples is 2000, the number of test samples is 200, and the
number of statistical times of each experiment is 106 orders of magnitude.

It is found in the experiments that spectrum sensing based on random forest has a
good effect on detection rate in different SNR environments. When the signal-to-noise
ratio is −5 dB, the detection rate of the SVM algorithm is 0.88, the detection rate of the
ANN algorithm is 0.77, and the detection rate of the random forest algorithm is 0.96,
which is 8% and 19% higher than the SVM and ANN respectively. When the signal-to-
noise ratio is reduced to −25 dB, the detection rate of SVM algorithm is 0.43, the
detection rate of ANN algorithm is 0.31, and the detection rate of random forest
algorithm is 0.72, which is 29% and 41% higher than SVM and ANN respectively. The
advantage is very obvious. From the test data, as the signal-to-noise ratio decreases, the
detection algorithms of each analysis algorithm are reduced. However, the detection
rate based on the random forest algorithm is still significantly higher than the other two
algorithms, which fully demonstrates the superiority of the algorithm in low SNR
environment (Figs. 1, 2).
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Fig. 1. The detection rate of the different algorithms for OFDM
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Fig. 2. The detection rate of the different algorithms for 2FSK
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In terms of false alarm rate, the false alarm rate based on the random forest algo-
rithm is significantly lower than other algorithms when there is no primary user signal.
It can be seen from the data that for different noise powers, the false alarm rate of the
ANN algorithm and the SVM algorithm is on the order of 10−4, and the false alarm rate
of the random forest algorithm is also on the order of 10−4. As the noise power
decreases, the false alarm rate of the random forest algorithm increases, but compares
with the other two algorithms, the false alarm rate of the random forest algorithm
proposed in this chapter is still significantly lower than other algorithms. This is
because the random forest algorithm can extract the feature parameters more effectively
under different noise powers, and use the random forest with strong classification
performance to classify the generated samples, which greatly reduces the false alarm
rate and obtains better results (Fig. 3).

6 Conclusion

The above results show that the spectrum sensing algorithm based on random forest has
good detection performance. This is because the algorithm extracts the characteristics
of the signal cycle spectrum parameters and selects the mean and variance which better
reflect the characteristics of the signal cycle spectrum as the sample parameters. It
effectively overcomes the shortcomings of the low detection rate of the energy
detection method in the case of low signal to noise ratio. In addition, the algorithm uses
a random forest with strong classification performance to classify and detect the
presence or absence of the primary user, avoiding over-fitting. However, the SVM
algorithm is prone to over-fitting, and the ANN algorithm is prone to the optimal
solution, which will affect the detection performance. Therefore, the detection effect
based on the random forest algorithm is more accurate.
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Abstract. The double tapered roller bearing is widely used in urban rail transit,
due to its complex structure, the traditional safety detection is difficult to rec-
ognize the early weak fault. In order to solve this problem, a deep learning
method for safety detection of roller bearing is put forward. In the experiment,
vibration signals of bearing are firstly separated into a series of intrinsic mode
functions by empirical mode decomposition, then we extracted the transient
energy to construct the eigenvectors. In the pattern recognition, deep learning
method is used to generate the safety detector by unsupervised study. There are
three states of rolling bearings in experiments, as normal, inner fault and outer
fault. The results show that the proposed method is more stable and accurately to
identify bearing faults, and the classification accuracy is above 98%.

Keywords: Deep learning � Roller bearing � Empirical mode decomposition
Safety detection

Double tapered roller bearing is widely used in urban rail transit, which itself has a
certain axial clearance and preload, so it can support combined loads from radial and
axial directions [1]. While the train is in motion, since the centrifugal force, inertia
force, abnormal axial and radial forces, the components of the bearing engender col-
lision and friction between each other, which are easily made into pitting, stripping and
crack of the bearing, that would cause bearing abnormal work [2]. According to
statistics, over the past two years, more than 80% of railway train accidents in China
are related to bearing damage [3, 4]. Once the bearing fails, it will affect the safety of
the train operation and cause the loss of properties even casualties. Therefore, the
research on safety detection of double tapered roller bearing has important theoretical
and practical significance.

Among all kinds of bearing safety detection methods, vibration analysis is one of
the foremost and effective techniques [5]. At present, the safety detection of rolling
bearing in urban rail transit is mainly based on the generalized resonance demodulation
technology to judge the working state of the bearing [6]. However, when the bearing of
the train is damaged, the noise in train motion is large and the working environment is
complex. So the fault information is often mixed with working frequency of other parts
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or equipment. Therefore, the generalized resonance demodulation technology is not
good for the early weak safety detection of the bearing. It easily appear to misstatement
and false report.

In the intelligent diagnosis, current technology mainly combine signal processing
and pattern recognition [7], such as fast Fourier transform (FFT), Wavelet transforms
(WT), empirical mode decomposition (EMD), time-frequency analysis and so on.
However, the vibration signals are usually non-stationary and noisy, so people study
many kinds methods for signal processing and feature extraction to deal with the
signals. He et al. [8] proposed fault diagnosis method of urban rail train bearing based
on empirical mode decomposition and support vector machine, which has achieved
good diagnosis results in experiments. Liu et al. [9] put forward the intelligent diag-
nosis method of bearing fault based on the wavelet packet analysis of vibration signal,
which proves that the method can get rid of human participation and automatically
identify the bearing fault in the train. Based on the train bearing dynamics modeling,
Wang et al. [10] analysis vibration signal frequency band and complete wheelset
bearing fault diagnosis. Yang et al. [11] uses Laplace wavelet analysis method to
effectively extract fault characteristics of locomotive bearing from impact response and
identify train bearing fault. These studies have achieved some results in the fault
diagnosis of the bearing of the train, but the pattern recognition method is based on the
“shallow learning” algorithm. It needs to complete function fitting or data mapping [12,
13] in the model structure of one to two layers, the expression of complex functions is
limited in pattern recognition, especially in the case of limited samples.

Nowadays, deep learning has become popular in the artificial intelligence and data
mining [14]. As a major framework of deep learning, deep belief network
(DBN) simulates the human’s brain learning process and builds a hierarchical structure,
which can effectively deal with high dimension data and extract the data characteristics
through a successive learning process [15, 16]. Recently, deep belief network gets the
preliminary application in mechanical fault diagnosis. Tamilselvan et al. [17] originally
presented a novel multi-sensor diagnosis methodology which used the DBN in system
health diagnosis such as aircraft engine and electric power transformer. Tran [18]
presented the Teager-Kaiser energy operation to estimate the amplitude envelopes of
vibration and applied the DBN to classify the faults of compressor valves. Shao et al.
[19, 20] extracted some time domain features from vibrations and developed particle
swarm to optimize the structure of the DBN to recognize the bearing faults. Gan et al.
[21] introduced the feature extraction based on wavelet packet transform and con-
structed a two-layer DBN of rolling-element bearing safety detection. Li, Chen et al.
[22, 23] adopt deep learning to identify the bearing fault and detect the machine
operation safe. Unfortunately, these studies still need the sophistic signal processing
and manual feature extraction, therefore some meaningful information about machine
condition may be removed or lost.

In this study, a novel fault diagnosis is proposed by instantaneous energy of IMF
and DBN for bearing safety detection. Since the instantaneous energy of IMF contain
abundant information about bearing conditions, we apply the DBN to automatically
learn the features from the IMF and classify the bearing faults. The remainder of this
paper is organized as follows. In Sect. 1, the basic theory of deep belief network is
introduced. In Sect. 2, it descript the procedure for bearing fault diagnosis based on
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instantaneous energy vector of IMF and DBN. In Sect. 3, a bearing test rig is explained
and experiments are conducted for the proposed method. In Sect. 4, the obtained results
and their evaluation are described. And conclusions and future work are given in
Sect. 5.

1 Deep Learning

In 2006, Hinton etc. proposed the deep belief network (DBN), which is a generation
model based on probability statistics. The core idea is to maximize the generation
probability of the whole model by adjusting the weights between each node [20]. As
shown in Fig. 1, DBN consists of several Restricted Boltzmann Machines (RBM), in
which the output layer of one RBM is used as the next input layer of the next RBM,
and is continuously stacked to form a deep network structure of the DBN.

In deep belief network, vi is visible node, hi is hidden node, vi and hi have full
directed connection, c is bias of input layer, b is bias of output layer. w is the weight
from vi to hi. The parameter set � is consist of c, b and w. The energy function of RBM
is defined as:

E v; h; �ð Þ ¼ �
Xn
i¼1

civi �
Xm
j¼1

bjhj �
Xn
i¼1

Xm
j¼1

viwijhj ð1Þ

The joint probability of hidden node and visible node:

p v; h; �ð Þ ¼ 1
Z �ð Þ e

�E v;h;�ð Þ ð2Þ

Z �ð Þ ¼
X
v

X
h

e�E v;v;�ð Þ ð3Þ

h1

visible  layer

hidden layer b

c

BPNN

RBM

RBM

RBM

RBM

h2 hj hn

v1 vi vm

Fig. 1. The basic structure of deep belief network
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Because there is no connection between hidden nodes and visible nodes, given the
input vectors, the activation probability of hidden nodes is:

P hi¼1 v; �jð Þ ¼ 1
1þ exp �bj �

P
i viwij

� � ð4Þ

Given the output vector, the activation probability of the visible node is:

P vi¼1 h; �jð Þ ¼ 1

1þ exp �ci �
P

j vjwji

� � ð5Þ

Through “layer by layer training” and “fine adjustment”, deep belief network
develop training process of the model. Above all, the first RBM is fully trained, then
the bias and weight of the RBM is fixed, the output result of the RBM is used as the
input of the next RBM, and the next RBM is trained in turn. The training of RBM
mainly adopts Contrastive divergence (CD) algorithm to train parameter set �.

(1) The visible layer is initialized: v0 = x0, �0 = (b0, c0, w0), k = step, where x0 is the
input sample, �0 is a random initialization parameter set, step is the iteration
number;

(2) The visible and hidden layer vectors h0, v1, h1 of RBM are calculated by formula
(4) and (5).

(3) The joint probability distribution of RBM initial state and update state is obtained
by formula (3), and the modified parameter set � is obtained.

wtþ 1  wt þ � vihiih 0� vihiih 1
� �

ctþ 1  ct þ � vih i0� vih i1
� �

btþ 1  bt þ � hiih 0� hiih 1
� �

8>>><
>>>:

ð6Þ

(4) Repeat the process of 2–3 and iterate k times;
(5) Take another group training sample and repeat the process of 2–4.

In DBN training, the bottom-up progress make the parameters of each hidden layer
achieve the best, but the error of each layer will also be transmitted layer by layer.
Therefore, BPNN is set at the top of the model, and the back propagation algorithm is
used to transfer the error back to the hidden layers, and the weights of each hidden layer
are finely tuned to make the parameters of the whole model optimal.

(1) Random initialization of the top parameters in BPNN;
(2) Forward error calculation: Given original input dj, layer by layer transfer, com-

puting network output value ykj nð Þ ¼P
wji nð Þyk�1i nð Þ get the error

ej nð Þ ¼ yj nð Þ � dj nð Þ, hereinto ykj represent the first j-th node of the k-th layer;
(3) Back Propagation: Calculation of each layer error: calculate each layer error �
(4) update weight: wk

ji nþ 1ð Þ ¼ wk
ji nð Þþ ��kj y

k�1
i nð Þ
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2 Instantaneous Energy Feature Extraction Based
on Empirical Mode Decomposition

2.1 Empirical Mode Decomposition

In 1988, Huang et al. proposed the Empirical mode decomposition (EMD) method, and
pointed out that the signal can be decomposed into a set of data sequences with
different characteristic scales. The frequency components contained in each sequence
are related to the characteristic frequency. EMD is not only suitable for non-stationary
nonlinear vibration signals, after EMD decomposition, the instantaneous frequency of
signals has physical meaning [6]. Therefore, this paper uses EMD to obtain the
instantaneous energy sequence of bearing operation, which is used to describe the fault
status of bearing and to complete the sate detections of bearing.

For the vibration signal sequence x(t), it is assumed that the signal has at least two
extreme points, one is the maximum value and one is a minimum. The local time
domain characteristic of the data sequence is uniquely determined by the time scale
between the extremum points; if there is no extreme point but an inflection point in the
data sequence, the extreme value can be obtained by the differential or multiple values
of the data. The decomposition results are obtained by the integral. The EMD process
of vibration signal x(t) is shown in Table 1.

2.2 Instantaneous Energy Feature Extraction

If the rolling bearing has local damage, when the damage point passes through other
components, the vibration energy will become confused. Since various fault damage,
energy mutation caused is different energy mutation. The EMD is used to process the
vibration signals, and obtained a series of different characteristic intrinsic mode
function. Correlation coefficient is calculated with IMF and original vibration signal,

Table 1. The procedure of EMD

(1) Initialization: r0 = x(t),i = 1

(2) Extracting the i-th intrinsic mode function
(a) Initialization: hi(k − 1) = ri, k = 1
(b) Extracting hi(k − 1) Local maximum and minimum
(c) Cubic spline function are used to fit the upper envelope and the lower envelope of
the data series respectively
(d) Calculate average value of upper envelopes and the lower envelopes: ci(k − 1)
(e) Subtracting the average value from the original data sequence, get a new sequence:
hik: hik = hi(k − 1) − ci(k − 1)
(f) If hik is a IMF, then mi= hik, else k = k + 1, turn to (b), and repeat (b) – (h)

(3) Calculate ri+1 = ri − mi

(4) If extremal points of ri+1 are not less than two, then i = i + 1, and turn to (2); else the
decomposition end, ri+1 is residual component
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then we select the IMF with the greatest correlation, and extract instantaneous energy
sequence value with the greatest correlation IMF.

(1) k data samples constitute data set X = {X1, X2, ……Xk}, each data sample is
composed of j vibration signals Xi = [x1, x2, ……xj];

(2) Empirical mode decomposition for Xi, get t IMFs;
(3) Calculated the correlation coefficient between Mi and Xi

�i ¼ cov mi;Xið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cov mi;mið Þ � cov Xi;Xið Þp ð7Þ

(4) Select the Mp with the largest correlation coefficient to perform the Hilbert
transformation.

~mp tð Þ ¼ H mpðtÞ
� � ¼ 1

�

Z þ1

�1

mp �ð Þ
t � �

d� ð8Þ

(5) Corresponding analytic signal is obtained by the formula:

M tð Þ ¼ mp tð Þþ j~mp tð Þ ð9Þ

(6) Calculating the instantaneous amplitude of an analytical signal:

Ai ¼ Mi tð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

1 tð Þþ ~mc21 tð Þ
q

ð10Þ

(7) Calculating the instantaneous amplitude of Ai:

Ei tð Þ ¼ 1
2
A2
i tð Þ ð11Þ

(8) Eigenvectors is get by normalization of instantaneous energy sequence Ei = [e1,
e2, ……em], ek ¼ Ek

max Eið Þ�min Eið Þ.

3 Experimental Explanation

To illustrate the effectiveness of the proposed method, experiments are carried out on
the normal bearing and defective bearings. The experiment platform is QPZ-II which is
produced by the Chinese company of Qian Peng. The experimental apparatus is mainly
constituted with motor, belt coupling, bearing pedestal. And the bearing is installed in
the pedestal. The accelerometer sensor is vertically installed at the top of the pedestal
(labeled by S1). During the experiments, a variable velocity motor directly drives the
shaft. The belt on the right of the shaft brings along the coupling which runs with the
same speed of motor.
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In order to verify the feasibility and effectiveness of the proposed method, a fault
diagnosis experimental platform for double tapered roller bearings is built. The
HRB352005 double tapered roller bearing is used in the experiment to classify and
identify the faults of the normal, inner and outer parts of the specimen respectively. As
shown in Fig. 2, the specimen bearing is processed by fault, the width of wire cutting is
0.8 mm, and the depth is 0.5 mm.

In the experimental platform, the motor power is 0.55 kw and the maximum speed
is 1450 rpm. The specimen bearing is installed in the bearing base, and fitting fits with
the spindle. The motor drives the main shaft to rotate synchronously, and the spindle
drives the inner ring of the bearing to rotate. A spring pressure device is installed above
the spindle, and the radial pressure is applied to the bearing seat through the spring
deformation. The PCB608A11 accelerometer is used to transform the vibration signal
into analog voltage signal to the computer through the Austria DEWE-16 signal
acquisition instrument. Because the bearing vibrates and transfers to the bearing base,
the sensor is installed on the bearing seat to extract the radial vibration signal of the
bearing rotation.

In the experiment, the bearing speed is 1200 rpm, the load is 500 N, the sampling
frequency is 10000 Hz, and the sampling time is 10 s. In safety detection, the length of
vibration signal has a certain effect on the result of fault diagnosis. If the vibration
signal is too long, the feature information is redundant; if the vibration signal is too
short, the feature information contained may not be complete. Therefore, this article
intercepts the vibration signal of 1 week rotation to form a data sample Xi = [x1, x2,
……xm], where m ¼ f�60

h , The f is the sampling frequency (Hz) and the h as the speed
(RPM).

In each state, 1000000 vibration signals are collected continuously to intercept the
vibration signals of the bearing rotation for one week (500 signal sampling points) as a
data sample, and each state bearing has 200 data samples. The bearing vibration data of
three states constitute a 500 * 600 training data set. 100 data samples are randomly
selected to form a test set to judge the accuracy of classification. The experimental
sample is shown in Table 2.

Fig. 2. Figures of experiment bearings: (a) normal; (b) inner race fault; (c) outer race fault
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The original vibration signal of double tapered roller bearing is shown in Fig. 3.
The vibration waveform of the three samples is similar in time domain, and the fault
characteristics are not obvious.

Therefore, empirical mode decomposition is performed on the original vibration
signal, and a series of intrinsic mode functions are obtained. In this paper only gives the
intrinsic mode functions of the vibration signals of outer ring fault after empirical mode
decomposition, as shown in Fig. 4.

As shown in Fig. 4, EMD separates the original vibration signals from time to scale
according to “screening”. In the same way, the EMD of normal bearing vibration signal
and inner ring fault bearing vibration signal is carried out, and the correlation coeffi-
cient between the epigenome function and the original signal is calculated, as shown in
Table 3.

It is known from Table 3 that the correlation coefficient between imf1 and the
original vibration signal is the largest, including the main energy change in the original
signal, which reduces the noise interference to the signal, and can more clearly reflect
the bearing fault characteristics. Therefore, we choose the imf1 and calculate the
instantaneous energy by steps in 2.2 to construct the eigenvector.

Table 2. Experiment dataset

Bearing state Sample dimension Number of training samples Test sample number

Normal 500 200 100
Inner-race fault 500 200
Outer-race faults 500 200
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Fig. 3. Time-domain graphics of bearings’ vibration signals: (a) normal; (b) inner fault; (c) outer
fault
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4 Experimental Results and Analysis

In the experiment, the training sample set includes 600 samples, which belong to 3
categories respectively, each sample dimension is 500, so the number of input layer
nodes of the DBN model is 500 and the number of output layer nodes is 3. The main
parameters of the DBN model are shown in Table 4.
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Fig. 4. Empirical mode decomposition of outer fault signal

Table 3. The correlation coefficient between the intrinsic mode function and the original signal

IMF Original vibration signal
Normal Inner-race fault Outer-race fault

imf1 0.6047 0.5889 0.6291
imf2 0.4577 0.4999 0.4904
imf3 0.3845 0.5505 0.5521
imf4 0.3038 0.2058 0.2149
imf5 0.1712 0.1031 0.1317
imf6 0.0219 0.0169 0.0181
imf7 0.0193 0.0128 0.0073
imf8 0.0227 0.0097 0.0013
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In order to verify the performance of the proposed method, support vector machine
(SVM), nearest neighbor distance classifier (KNN) and artificial neural network
(BPNN) were used to conduct comparative experiments. In SVM, the radial basis
function is used, the penalty factor and the kernel parameter are 2.618 and 1.832
respectively; the KNN uses the Euclidean distance as the discriminant standard; the
BPNN uses the network structure of 500-28-3. After empirical mode decomposition of
experimental data, eigenvectors are constructed according to formula (10) and (11), and
eigenvectors are identified by DBN, SVM, KNN and BPNN. In the experiment, each
data set is run 10 times repeatedly, and the accuracy of fault classification is shown in
Fig. 5.

As shown in Fig. 5, the accuracy of DBN for the training set (train) is 99%, and the
classification accuracy for the test set (test) is 98.5%; the accuracy of the SVM for the
training set is 96%, but the accuracy of the test set is reduced to 94%. The classification
accuracy of KNN and BPNN for training set and test set is about 90%, which is
obviously lower than DBN.

Table 4. The parameters of DBN

Parameter Value

Input 500
Output 3
Iteration 50
Batchsize 10
l 2
n1 140
n2 50
a 0.1
m 0.1
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Fig. 5. The accuracies of four methods
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DBN, SVM, KNN and BPNN classify the test set after learning the training set, but
the stability and generalization ability of the classification are different. KNN and
BPNN as shallow structure algorithms have limited expressive power for complex
functions. In the experiment, the data sample dimension is relatively high. KNN and
BPNN cannot fully excavate the fault characteristics in the data sample. SVM extracts
data features through the mapping of training samples by the kernel function, but the
generalization ability of the model is not strong and the accuracy of the test sample is
not high, which shows that the mapping of the data features is incomplete. DBN is a
production model based on probability. Through the connection between the hidden
elements in the network layer, the information statistics between all the variables are
realized. Therefore, the data structure and feature information can be extracted well.
Deep belief network has higher classification accuracy for training set and test set, and
shows good generalization ability.

5 Conclusion

This paper mainly research bearing safety detection in urban rail transit. EMD is used
to extract the instantaneous energy sequence of bearing to construct the eigenvector.
DBN is carried out for bearing fault diagnosis. The results show that the accuracy rate
of fault diagnosis based on deep learning is 98%.

Compared with the traditional fault diagnosis method, deep learning can extract the
characteristic information of the data more completely through the multi-layer struc-
ture, and improve the fault accuracy of the double row conical rolling bearing. After
decomposing the vibration signal by EMD, a series of adaptive functions are obtained,
which can reflect the fault characteristics of the bearing from different frequency bands.
Therefore, the instantaneous energy sequence based on EMD decomposition can more
accurately characterize the bearing fault information. Deep learning can extract the
feature information of the data, but the difficulty lies in the setting of multi-layer
structure, so how to optimize the number of network layers in depth learning and the
number of nodes in each layer should be further studied.
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Abstract. Malware steals private information by randomly generating a large
number of malicious domain names every day using domain generation algo-
rithms (DGAs), which pose a great threat to our daily Internet activity. To
improve recognition accuracy for these malicious domain names, this paper
proposes a malicious domain name detection algorithm based on deep neural
networks to capture the characteristics of malicious domain names. The resulting
model is called a Discriminator based on Hierarchical Bidirectional Recurrent
Neural Networks (D-HBiRNN).

Keywords: Security � Domain name � Neural networks � BiRNN
LSTM

1 Introduction

With the popularity of the Internet of Things (IoT), a large number of devices are now
linked to the Internet, and many security issues have been exposed. One of the most
serious types of security threats is distributed denial-of-service (DDoS) attacks using
domain generation algorithms (DGAs) [1, 2, 12]. Attackers often use DGAs to generate
domain names instead of using hard-coded domain names because the latter are vul-
nerable to blacklist detection. With a DGA, an attacker can generate a pseudorandom
string to be used as a domain name, which can effectively avoid blacklist detection.
Such a pseudorandom domain name is similar to a string that has been successfully
encoded in chronological order. Therefore, a deep neural network based on time series
can help us to better discover the characteristics of malicious domain names and
improve the accuracy of their identification [3]. The goal of [4] is to provide a complete
framework for classifying and transcribing sequential data with RNNs only.

To extract information on malicious activity from massive amounts of traffic, [5]
exploited the association between packet and traffic information through a machine
learning approach that correlates packet-level alerts with feature vectors derived from
traffic records for the same traffic. The authors described a system framework that can
be used for network-traffic alarms and the steps required to create a proof of concept.

Bidirectional recurrent neural networks (Bi-RNNs) are trained to predict in both the
positive and negative time directions simultaneously. In this paper, we study the effect
of a hierarchy of Bi-RNNs on time series processing. This architecture allows us to
perform hierarchical processing on difficult temporal tasks and to more naturally
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capture the structure of time series. We show that this architecture can achieve state-of-
the-art performance for recurrent networks in the modeling and detection of malicious
domain names when trained with a simple stochastic gradient descent approach.

Our main contribution is to propose and train Bi-RNNs to predict in both the
positive and negative time directions simultaneously. We devise a new algorithm based
on hierarchical bidirectional recurrent neural networks to improve the recognition
accuracy for malicious domain names.

2 Related Works

Since the 1990s, the ways in which people can access information have changed
dramatically. The Internet has become a bridge for people and information, enabling us
to obtain information faster. Especially in recent years, with the spread of the mobile
Internet, we have entered the era of big data. These security problems include malicious
websites, which continue to threaten our online behavior through phishing, DDoS
attacks and other means, resulting in many instances of network fraud, network
paralysis and a series of other problems [14].

For network security, malicious URLs are a common and serious threat. Malicious
URLs host unsolicited content (spam, phishing, drive-by exploits, etc.) and lure unsus-
pecting users to become victims of scams (monetary loss, theft of private information,
and malware installation), causing billions of dollars in losses each year. Unfortunately,
blacklist detection is not perfect, and its ability to detect newly generatedmalicious URLs
requires improvement [6, 7]. Unfortunately, blacklist detection is not perfect, and its
ability to detect newly generated malicious URLs requires improvement [15].

Hidden Markov models (HMMs) for describing host security states have been
established to evaluate the real-time security risks to networks, using intrusion detec-
tion system alerts as inputs. The probability for a host to be attacked can be calculated
with such a model. With a focus on attack alerts, a new method of calculating attack
success probability was presented in [6, 13], which used attack threat levels to calculate
the risk index of each host node. In [7], a large deep convolutional neural network was
trained to classify 1.3 million high-resolution images in the LSVRC-2010 ImageNet
training set into 1000 different categories.

The deeper a neural network is, the harder it is to train. In [8], a residual learning
framework was proposed to allow deeper networks to be more feasibly trained. The
layers were redefined explicitly as the learning of residual functions referenced to the
layer input rather than functions with no reference. Moreover, [16] discussed practical
issues in system design as well as open research challenges and pointed out some
important directions for future research.

The traditional RNN considers only the forward-to-backward construction of time
series features, but does not consider backward-to-forward feature construction. [9]
presented the extension of a conventional RNN to a bidirectional recurrent neural net-
work (BRNN).

An important benefit of RNNs is their ability to use contextual information when
mapping between the input and output sequences. [10] proposed a new architecture called
long short-term memory (LSTM) to solve the problems with traditional RNNs. LSTM
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can lead to more successful executions and, more importantly, enable faster learning. In
addition, LSTM can be used to solve problems that previous recurrent network algo-
rithms have never solved, namely, complex tasks with artificial long time delays.

3 The Hierarchy of Bidirectional Recurrent Neural Networks

Although gradient clipping can cope with gradient explosion, the problem of gradient
dispersion cannot be solved for traditional RNN units. Therefore, given a domain name
that has been abstracted into a time series, it is actually difficult for an RNN to capture
the dependencies between pairs of text elements whose separation distances are rela-
tively large. We therefore use bidirectional LSTM (Bi-LSTM) networks units as the
basic abstraction units and stack multiple Bi-LSTM units to obtain the final result. The
diagram of the final framework is given in Fig. 1.

Just as Bi-LSTM units are the basic building blocks of this hierarchical Bi-LSTM
structure, individual LSTM cells are the basic building blocks of each Bi-LSTM unit.
The LSTM structure represents an improvement over the RNN structure in that it
includes an additional control gate, as shown in Fig. 2.

Suppose that the length of the implicit state is h, the number of samples is m, and
the dimensionality of the eigenvector is n. We specify the batch data Xt 2 Rm�n at time
t and the implied state Ht�1 2 Rm�h at the previous time. Since an LSTM unit is used as
the control unit, this unit includes an input gate It 2 Rm�h, a forget gate Ft 2 Rm�h, and
an output gate Ot 2 Rm�h. The detailed definitions are as follows:

Fig. 1. Hierarchy of Bi-LSTM units for detecting DGA characteristics.
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It ¼ r Xt �WniþHt�1 �Whiþ bið Þ

Ft ¼ r Xt �Wnf þHt�1 �Whf þ bf
� �

Ot ¼ r Xt �WnoþHt�1 �Whoþ boð Þ

Here, the parameters Wni, Wnf , and Wno belong to Rn�h; Whi, Whf , and Who belong
to Rh�h; and bi, bf , and bo belong to R1�h. All of them are parameters of the whole
model.

The LSTM unit contains an important candidate cell ~C 2 Rm�h, where
~C ¼ r Xt �WxcþHt�1 �Whcþ bcð Þ. The three control gates are used to modify the
candidate cell ~C, and finally, the cell Ct associated with the current time is obtained.
The calculation of Ct combines the information of the cell at the previous moment with
the information of the candidate cell at the current moment by controlling the flow of
information through the forget gate and the input gate:

Ct ¼ Ft �Ct�1þ It � ~C
This design can address the gradient attenuation problem in RNNs and better capture

more widely spaced dependencies in sequential data. In this cell design, the flow of
information from the cell to the hidden layer variable is controlled by the output gate:

Ht ¼ Ot � r Ctð Þ
By arranging multiple cells of the type described above in chronological order, a

one-way LSTM network is obtained. To incorporate information from both sides of the

Fig. 2. The LSTM framework.
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sequence, we use Bi-LSTM networks, which operate in both the forward and backward
directions. The update of each Bi-LSTM unit can be precisely written as follows:

ht ¼ ht
!þ ht

 

In the above formula, ht
!

and ht
 

both denote hidden layers arranged in chrono-

logical order. ht
!

represents the hidden layer arranged in forward time order, while ht
 

represents the hidden layer arranged in reverse time order.

From Algorithm 1, it can be seen that X here is actually h because the output of the
hierarchical bidirectional neural network structure is taken as the input to the neural
network. Since the neural network can have multiple hidden layers, W represents the
weight matrix between two adjacent hidden layers. If it is the weight matrix between
the Lth layer and the L + 1th layer, this indicates that the Lth layer contains a certain
number of nodes.

4 The Performance of the Hierarchy of Bidirectional
Recurrent Neural Networks

In this article, the top1w domain names collected from the Alexa website are used as
positive samples, and the malicious domain names published by 360 Netlab [11] are
used as negative samples. Regarding the latter, 360 Netlab has published malicious
domain names in multiple categories (including Conficker, Necurs, and Bamital);
detailed examples are given in Table 1.
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4.1 Model Training and Evaluation Indicators

In the embedding process, character segmentation is performed on the domain name
data (for example, baidu.com is divided into b a i d u . c o m), and then the corre-
sponding segmented domain name sequence is created via character-based (char)
embedding. Since the embedding of the character sequence of each domain name
depends on a large amount of data, the character embedding of the training data is
performed only after the preprocessing of 1 million normal domain names and 1
million malicious domain names.

To obtain a better hierarchical Bi-RNN model, this paper separately evaluates the
model in terms of its loss score and prediction accuracy. The loss score of the model is
the loss value of the entire model. Over time, the model loss should become increas-
ingly smaller and should tend to converge.

4.2 Results

4.2.1 Suitable Parameters
To present the results obtained throughout our experiments, we have plotted the
training epochs on the horizontal axis and the loss values of the model on the vertical
axis. Each epoch contains multiple batches. The details are shown in Fig. 3.

As shown in this figure, the value of the loss function drops rapidly at the first
epoch, and as the number of epochs increases, the model gradually converges.

In addition to the convergence speed and the loss value, we also need to evaluate
the accuracy of the model. The details of this evaluation are shown in Fig. 4.

In the first epoch, the accuracy of the model is approximately 88%. In the third
epoch, the accuracy of the model is equal to 96%. Subsequently, with a further increase
in the number of epochs, the accuracy remains basically stable; thus, the accuracy of
the final model is 96%.

Since we adopt a hierarchy of Bi-RNNs for feature extraction, we must explore the
effect of the number of layers on the accuracy of the model to find the optimal number
of layers. To this end, we consider the accuracies achieved with n layers, where n
ranges from 1 to 10. The details are shown in Fig. 5. As shown in Fig. 5, the accuracy

Table 1. Comparison of domain name information

Positive samples Negative samples

Baidu.com josmxvlp.net
qq.com utctskeza.biz
Taobao.com ylowidijfq.info
Tmall.com nyyybibdi.tv
Sohu.com spdnktwhkfeheweffyw.xxx
Jd.com gviiqqwyjdvxck.cc
Weibo.com hbxxkfbujp.net
360.cn odajwpyfcl2z.com
Alipay.com 8hiv4tif0pmz.org
Hao123.com 01e381afc9yr.com
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of the model initially increases as the number of layers increases. However, when the
number of layers exceeds 5, the model accuracy begins to decline; with 3 and 4 layers,
the model accuracy is located at its highest point of 96.1%, and when the number of
layers is equal to 3, less time is required for training the model and for generating
predictions than is required in the case of 4 layers. Therefore, the final number of layers
is chosen to be 3.

4.2.2 Performance Comparison Among Different Algorithms
We also evaluate the performance of decision tree, neural network, support vector
machine (SVM), and logistic regression algorithms to obtain the corresponding rela-
tionships between accuracy and epoch. The details are shown in Fig. 6. As shown in

Fig. 3. Model loss map

Fig. 4. Model accuracy rate
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this figure, the other classifiers are far less accurate than the proposed model is in the
identification of malicious domain names.

5 Conclusion

In this paper, we propose a malicious domain name detection algorithm based on deep
neural networks to capture the characteristic information of malicious domain names.
We use hierarchical Bi-RNNs to model the domain name data, which is used to extract

Fig. 5. Model accuracy with different numbers of layers in the hierarchy

Fig. 6. Comparison of model accuracy
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more semantic features to more accurately describe the domain names. Through
experiments, we find that the accuracy of the proposed algorithm is much higher than
that of conventional algorithms based on feature engineering, including decision tree,
logistic regression, neural network and SVM algorithms. We introduce D-HBiRNN to
improve the recognition accuracy for malicious domain names. In the future, we will
systematically evaluate the performance of D-HBiRNN in terms of detection quality.
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Abstract. Wireless signals, including Wi-Fi signals have become ubiq-
uitous. Recent advancement shows that such signals can be leveraged for
many applications including healthcare and people motion monitoring.
An interesting question would be what if Wi-Fi signals can also be used
in monitoring human activities in unauthorized and unauthenticated
manner. In this paper, we study of watching human activities through
leveraging Wi-Fi signals and discuss a few application prototypes. These
prototypes are used to detect, track, and identify any moving objects,
including those behind obstacles using multiple-input Multiple-output
(MIMO) technology to calculate the change in frequency reception. We
attempt to learn whether or not our Wi-Fi router is not watching our
Internet activity as well as physical activities. With all new technolo-
gies, one must be aware that unauthorized use of these technology can
be used by criminals to their advantage, and we discuss some of the
countermeasures to mitigate this risks.

Keywords: Wi-Fi signals · Signal compromise
Unauthorized human activity monitoring
Wi-Fi based security attack · Risk

1 Introduction

Current research efforts have thrust the limit of ISM (Industrial Scientific and
Medical) band radiometric detection to a new level, including motion detection,
gesture recognition, localization, and even classification. It is now possible to
detect motions and recognize human gestures, or even detect and locate tumors
c© Springer Nature Switzerland AG 2018
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inside human. A few years earlier, the question was unknown whether or not it
is possible to leverage Wi-Fi signals to track heartbeat and chest movement, or
human motions or gestures? Wi-Fi signals are ubiquitous, particular in home or
office environments. Wi-Fi signals are typically information carriers between a
wireless transmitter and a receiver. Various prototypes and schemes have been
developed, including Wi-Vi, FreeSense, Wi-Hear, Wi-key [1–5,10,11]. However,
this Wi-Fi based technology is still not mature. A lot of research still need to be
done to make it practical.

In this paper, we discuss various Wi-Fi signal application prototypes
developed by various universities leveraging Wi-Fi signals and multiple-input
Multiple-output (MIMO) technology to calculate the change in frequency recep-
tion. These prototypes are used to detect, track, and identify any moving objects
or human, including those behind obstacles. Imagine the scene in Batman the
Dark Knight trilogy, where Batman searches for the Joker. He uses Sound Nav-
igation and Ranging technology, also known as SONAR. By emitting a tone
from a cellphone, he is able to produce a real-time image of the surrounding
environment. It is the same premise but the tone generated isn’t a tone; it is the
radio frequency already widely available and surrounding us, Wi-Fi. However,
the prototypes do not share the same technology as SONAR; these prototypes
signals’ characteristics are similar to the SONAR system that could be found in
submarines, although instead of tone they use radio frequency to get image of
the surrounding environment.

At an enterprise level, wireless networking requires certain types of equipment
to connect people within the organization. These include servers, switches, access
points, routers etc. At this point in time where the world is becoming increasingly
connected, networking is no longer considered a luxury but a necessity. Wi-Fi is
not a new concept in the world of technology; it operates on the electromagnetic
spectrum, it falls between radio and microwave frequencies. These waves are used
to transmit data using MHz, and a router transmits data wirelessly through a
frequency of 2.412 GHz–2.472 GHz although some routers have started using a
frequency of 5 GHz to broadcast Wi-Fi [6,12–14]. The reason behind routers
providing these different frequencies is that with so many devices using the
2.4 GHz frequency the channels available have become saturated with devices,
causing interference within signals. Today, Wi-Fi signals can be used to perform
as surveillance system. Cognitive System Corp, a home monitoring company,
developed a home detection using Wi-Fi signals inside a home.

Aura “is a beacon based system that monitors motion in the home” by iden-
tifying the disturbance of Wi-Fi Signal. It pairs with the existing home Wi-Fi
router and utilizes the signal from the router to detect disturbance. Users inter-
act with Aura via their smartphone when the user is home, Aura can detect
the phone and disengage alerts. When the registered device is away from home,
Aura will automatic arm and detect movement within the house. This is just
one example of how Wi-Fi technology can be leveraged. Wi-Fi has increased
efficiency for our lifestyle. With the luxury of Wi-Fi, how can we make sure our
router is not watching our activity both in physical and digital spectrum? For
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example, there is a cyberattack in a Wi-Fi router, which is compromised to leak
its physical signal collection. An attacker (may be within the communicating
rage or from remote place) collected the Wi-Fi signals and utilize them what
is being done around the router working area, what is done in office or at a
home. This might not still be a serious issue now, but it can be a serious issue
in 10 years or later when cyberattackers will be more intelligent and they can
directly compromise Wi-Fi device and collected.

In this paper, we attempt to learn whether or not our Wi-Fi router is not
watching our Internet activity as well as physical activities. We focus on a few
combat methods. We will also assess the security issues involving Wi-Fi connec-
tivity. With all new Wi-Fi technologies, one must be aware that unauthorized
use of these technology can be used by criminals to their advantage, and we
discuss some of the countermeasures to mitigate this risks.

The rest of the paper is organized as follows. Section 2 discusses potential
abuse of Wi-Fi router by cyberattackers, while Sect. 3 gives examples of attacking
situations of the Wi-Fi routers. Wi-Fi security measures and some potential
solutions are discussed in Sects. 4 and 5, respectively. Finally, we conclude the
paper with future work.

2 Potential Abuse of Wi-Fi Router by Cyberattackers

In this section, we identify risks as a result of new technologies introduced in the
society. Also, We briefly identify the exploitation of various advanced technolo-
gies and their vulnerabilities.

The Wi-Fi can be used to save lives, fight crime, and even spy on you. Yes, we
can read this it correctly. This technology can be used to spy on people’s physical
and digital activities by cyberattackers. With every new technology introduced in
society, a new type of risk is raised. Computer science researchers, and engineers
and security researchers around the world would want to get their hands on
this newly developed product. They usually perform static code analysis on the
software the product to try to exploit any unknown vulnerability. This is known
as a Zero-day vulnerability. Should any Zero vulnerabilities be discovered, those
researchers will disclose the findings to product developers privately. At this
stage, researchers will notify the product developer their intent to publish the
Zero vulnerability to public. This method ensures the product developers fix
these Zero day vulnerabilities before anyone else uses them. Going back to the
malicious use of Wi-Fi tracking technology, researchers are not the only ones
looking for Zero day vulnerabilities within the product. Malicious hackers and
nation state sponsored spies are looking to exploit this technology. Leveraging
the research of Wi-Vi, FreeSense, WiKey, and WiHear, and with large amount
of financial resources and technical talent provided by Nation state, a similar
technology can be developed with the sole purpose of invading one’s privacy.



514 Md Z. A. Bhuiyan et al.

3 Attacking on the Wi-Fi Routers

In this section, we identify the possible attacks on the WI-Fi routers. Routers
can also be severely compromised to cause retrieval of private information of
individuals sharing a network. With respect to packet transmission, it is possi-
ble to use various software applications to decrypt WPA encryptions and later
on to cause packet interference. The end result of interference could be mes-
sage interception or even stealing information for illegal use. Home routers are
designed to do both switching and routing, where the home router requires the
user to enter a password in order to allow an endpoint to become part of the
network. The recommended level of encryption is WPA2, and WPA2 enterprise
if you are in an enterprise network.

For this section, we would like to look at server theoretical ideas that will
allow the user, and the network be more secure. There are many websites that
give you tools, methods, and detailed instructions on how to hack a Wi-Fi net-
work, in order to defend against an attack there are many steps an individual
would have to take to make it as difficult as possible to breach the network.
Using a router forensic analysis system to recognize when and where the Wi-Fi
signal data originating from and when the signals are going outside from the
router may allow homes or office to be more secure (Fig. 1).

Fig. 1. Cyberattacker receiving Wi-Fi signals from outside the user’s home.

To simplify our terminology and focus on Wi-Fi, we replace term computer
researchers, malicious hacker and state sponsor threat actors with “cyberat-
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tacker”. We assume they have developed a technology with two surveillance
capabilities:

Promiscuously Monitoring Victim’s Wi-Fi Channel for Network Pack-
ets. There are tools with the capability of monitoring victim’s Wi-Fi channel
for network packets is available in Wireshark [9], Aircrackng, more recent devel-
opment, Krack [8]. Next stage of attack following this method can be vary. In
Aircrackng, attacker can either monitor a particular Wi-Fi source to collect Ini-
tial Vector (IV) and generate a key or perform dictionary attack to gain access
into the Wi-Fi network. Under Krack approach and we assume the victim setup
WPA2 as their Wi-Fi security protocol, attacker can monitor victim’s Wi-Fi
source and inject false information during the 4 ways handshake. Next, attacker
can join victim’s Wi-Fi network. Readers are encouraged to read [8–11] for more
detailed approaches on compromising Wi-Fi security.

Monitoring Physical Activities. Cyberattacker monitors and studies victim
physical movement, keyboard key stroke, and successfully distinguish different
victims in close proximity. Attacker’s technology leverages victim’s Wi-Fi signal
to accomplish their surveillance [7,10,11].

4 Security Measures

In this section, we discuss a set of Wi-Fi security situations and measures.
Today’s technology allows the ability for someone to track another person and
find out if they are in their house using RF and the victim’s Wi-Fi router. An
attacker can also use Auro-like technology against the occupants of the house
if they are able to gain access to the network. This can be utilized against the
victim for plotting a home invasion. A potential Wi-Fi forensic system can sense
if a person has entered a room by the change in movement of the received wire-
less signal. Each movement disrupts the broadcast signal of the Wi-Fi router.
Home security appliances such as Aura register with the user’s Wi-Fi router to
detect object movement. Once Aura detects movement, it sends an alert to the
owner’s device. To make this technology safer, our goal is to demonstrate the
security concern. Wi-Fi router can be compromised with a few terminal com-
mands. Once the Wi-Fi router is compromised, the attacker can register with
the victim’s router using their own radio frequency device like Aura to monitor
victim’ home. Attackers can develop RF capture devices to capture and record
Wi-Fi signal disruption. This disruption of Wi-Fi signals can be gathered for
analytic purposes by attackers. Over a period of time, attackers can create algo-
rithms and a schedule that will identify what type of movements was produced
by the victim. The privacy of the victim is being abused without their knowledge.

4.1 Securing Radio Frequency

It is important to understand that attackers can use a Wi-Fi router just as the
Aura to track down innocent people and harm them. Preventing hackers from
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accessing the router is the surest way of safeguarding the privacy of the users
and from being surveyed, but we cannot always rely on software and hardware
upgrade thanks to Zero Day vulnerabilities. We extend our research to develop a
“Wi-Fi Hasher”, a device that emits a silence white noise using radio frequency
to further disrupt Wi-Fi signal reflection. Wi-Fi Hasher hashes the reflection of
radio frequency by giving immeasurable baseline for the attacker, while home
users can still utilize their Wi-Fi router to surf the web and detect home invasion.
To make Wi-Fi Hasher safer to use, we need to make this easy to use. Hence,
Wi-Fi Hasher is designed to be a plug and go device. It has no Random-Access
Memory (RAM), Read Only Memory (ROM), internal storage, and cannot be
programmable. It can only be turned on and off as a fan from 1970s. Turning
Wi-Fi Hasher into a dumb device makes it difficult to compromise wirelessly.
Radio frequencies released by Wi-Fi Hasher are safe for all human and animals
but not insects. As shown in Fig. 2, using the Wi-Fi Hasher, it might be possible
to scramble the router signals to keep the attackers in the dark.

Fig. 2. Scrambling the router signal to keep the attacker in the dark

4.2 Securing Wireless Signal

Technologies that use Wi-Fi signals in order to track a person’s movement as
well as implementations for the key logging abilities in the disturbance of Wi-
Fi signals draws a very large concern when implementing a wireless network.
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Not only does one have to secure the data being transmitted in the signals but
also how the signals are travelling. In order to secure the signals from bouncing
and setting off patterns that attackers can use, signal redirection or signal noise
can be used to disrupt the way these signals travel. Signal redirecting in the
sense that the signals would bounce around sporadically producing false positives
and random data, this would make it hard to distinguish what is moving, if
anything at all. Another way to stop the weaponization of these signals would
be to create extra noise heading outward from the area. Internally signals will
function as normal but at the outskirts of the perimeter the signals will radiate
straight out of the routers flooding the outside of the house, this would cause
anyone trying to track the movement to receive undisturbed signals not being
able to detect anything useful. These security implementations will be used to
prevent an attacker from using the signals to track the users. Implementing these
preventative measures alongside the software side of security this will add layers
to the defensive measures on the network. Making all information that can be
gathered by attackers useless is the best step towards securing the network, as
it is harder to remediate the breach after it has occurred.

4.3 Securing Wi-Fi Traffic

Wi-Fi traffic on the other hand can be secured by creating simple authentication
layers like passwords and other identification methods. Often times users create
simple passwords because they wouldn’t be able to remember a complex one or
even leave the default password for the router, giving attackers an easier chance
to compromise and take control over the router. By changing the password to
something complex it makes the attacker have to work harder in trying to crack
the password and reduces the chance of a brute force entry. Another preventative
step would be hiding the SSID broadcast for the access points, hiding the name
of the available networks may not seem like much but a quick scan done by a
potential attacker would yield other targets that they may potentially go after
rather than resorting to other tools to find the hidden signals. Securing the
router is essential because a user’s computer sends the data to the NIC and this
is turned into radio waves, which is send out to the router which receives this
signal and converts it into usable data, forwarding the packets of information to
where it needs to go.

Securing the network is not a one-time activity, it takes many distinct
resources and forces a user to use a layered defense method. It is vital that
firewalls are put in place to sift manage traffic coming in and out of the router.
As well as IDS systems placed on the router and at each endpoint. This allows
a user to monitor activities happening on the network and raises red flags if
something seems out of the ordinary. Having an antivirus allows the user to
have an extra layer of defense by blocking known attack signatures that may be
employed to compromise the network. A network may be compromised many
different ways, either through an endpoint tricked into clicking a suspicious link
or through a backdoor in the router that was left by the manufacturer which can
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allow a person to sniff traffic which will compromise the network. When deter-
mining whether or not a router is being compromised, some inherent variables
are first considered: the number of users, basic capacity of a network’s band-
width and the times in which the network experiences a lot of use. The overall
intention is to achieve Confidentiality, Integrity and Availability.

5 Potential Solutions

For this portion of the research, we have come up with some theory on how to
try and help the user determine if someone is hacking the router’s signal. Using a
two-step authentication scheme would allow us to focus on a hardening security
on the devices within the user’s person. Allowing the user to enter in something
they know, and then authenticating with something they have will be key to
securing the devices.

5.1 Two-Step Solution

First, we need to establish a baseline for the number of users and devices in
the network. The amount of data being used throughout any given day [15],
and the times that the bandwidth normally used by known users/devices on the
network. This brings other issues into question like what if one of the devices
were compromised, how would we know and how to prevent data from breaking
Confidentiality, Integrity, Availability (C.I.A)? One of the ideas that can be
implemented is dual authentication and encryption of the data. By implementing
dual login, we can prevent attacks resulting in authorized users being recognized
as legitimate users ensuring that the system integrity is secure, and if this is
compromised the encryption will render the captured data unusable. This would
be a multi factor sign in process where the user enters in the username and
password and authenticates with something that the user has like a mobile phone.
The “two step” program would be installed into only one device to limit the
number a potential compromised devices.

Encrypting the data would make any compromised signals to be useless to
the attacker because they would not be able to decrypt it back to plaintext.
The encryption type that we could use is asymmetric to allow for the router
and the PC to create their own keys. Another preventative step is pairing your
smartphone to authenticate you into your own system. This method would allow
only trusted devices onto the network, and would help determine, if a device was
compromised, which device it was and how. The idea could be designed around
software or coding that collects user input information that resides on the hard-
ware portion of the router/server. This user input would be but not limited to
number of devices connected to the network. This input would be to establish
a trusted devices IP and MAC addresses allowing the software to monitor each
devices in/output. Another input would be type of device, for example some
appliances like LG refrigerators with the cameras have vulnerabilities that hack-
ers are able to hijack the camera and look inside the user’s home. Another issue
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with the LG devices is that the oven can be put on pre-heat, which leads to safety
concerns. In creating this, the software will create a baseline where it averages
the times that each device is used within the network, the statistics of data that
is leaving and entering the network and what ports are being used on a weekly
basis. This information will be able to be viewed by the router administrator.

5.2 Two-Factor Solution

Reinforcing the encryption will be Multi Factor Authentication, using Two Fac-
tor Authentication for Wi-Fi security. Two Factor Authentication Wi-Fi security
adds a layer of defense. First is the password protected encrypted signal. Second
is time sync/duo push authentication to authenticate device and receive internet
traffic. First layer of defense is primary use to let Wi-Fi router establish a recog-
nition to the device logged in to router. At the first layer of defense, user can only
navigate to Wi-Fi duo authentication page. No internet traffic or Wi-Fi router
configuration page are available at this layer. During the password authentica-
tion process at the first layer, Mac address of the device will be matched with
router’s mac filtering list. Below shows the algorithm of how router mac filtering
list works:
if PASSWD == wifi router and MAC in router-mac-list:
allow to enter to second layer Auth page;
else
device not allow to connect;

Mac filtering list can be configured during initial installation. At the first layer
of defense, Wi-Fi router authenticate and recognize the connected device Mac
address should the password is valid using the Mac Filtering list. Once user enters
the correct Wi-Fi password, user can navigate to second layer authentication
process in the browser. At the second layer of defense, the device is connected
to Wi-Fi but no internet access. User will need to enter a six digits pin given by
Google Authenticator/Duo application in their smartphone or physical token.
The six digits randomly generated pin is in sync with router’s pin. Router is
in-sync with Google authenticator/duo application server to receive the same
pin as user via Time-based One Time Password (TOTP) algorithm [1]. Should
user and router be out of sync, multiple entries of pin will require in order to
re-establish synchronization between router and connected device.

When the user enters a pin that is parallel with router’s pin, the router will
only target the mac address of the connected device and allow internet traffic
to be forwarded to connected device. Should the Wi-Fi router detect multiple
identical mac addresses (mac spoofer is in used in one of the device) in the Local
Area Network (LAN), user will need to enter a newly generated pin again to
validate itself as a legitimate device. Only the device with the correct pin entered
is allowed to receive internet traffic.
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6 Conclusion

In conclusion, technology has advanced to such a degree that a sense of locking
our door is not enough to secure a room. Going back to the scene from Bat-
man the Dark Knight, this type of technology is great in the right hands but
dangerous in the wrong ones. Routers are able to identify movements, calibrate
temperature and depending on the situation, look at your password. This theo-
retical research allows us to look for different countermeasures to the problems
that advancing technology might present. The focus was on deterring someone
from looking at your data and securing the customer/user’s router. The ability
to allow the customer/user to have flexibility within their own home while hard-
ening the router to deny or render the compromised data unusable is a difficult
balance. The research shows that we have mitigated many issues and newer ide-
als can be built upon our research. As part of the future work, extensive research
and experiment on hashing Wi-Fi signals will be conducted to see full results.
Another issue will be addressed is the Mac Filtering, whose lists is not effective
when dealing with a device listening for Wi-Fi traffic in promiscuous mode.
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Abstract. After wireless sensor networks are deployed, spatio-temporal
query is frequently submitted by users to obtain all the sensor readings of
an area of interest in a period of time. Most of existing spatio-temporal
query processing algorithms organized all the nodes in the whole network
or the nodes in the query area into a single routing tree guided by which
the sensor readings of the nodes in the query area are sent back to the
sink. This study attempts to answer the following two questions: first,
is it feasible to processing spatio-temporal query by multiple routing
trees? Second, for the single tree based algorithms and the multiple trees
based algorithms, which one outperforms the other? We pointed out
that the path along which the query results are sent back to the sink
is fairly long when a single routing tree is adopted, which leads to a
large amount of energy consumption. Organizing the nodes in the query
area into multiple routing trees can avoid this problem. Based on the
above findings, we designed a protocol of constructing multiple routing
trees for the nodes in the query area, and proposed an energy-efficient
spatio-temporal query processing algorithm called E2STA. Theoretical
and experimental results show that the proposed algorithm based on
multiple routing trees outperforms the existing algorithms based on one
single routing tree in terms of energy consumption.

Keywords: Wireless sensor networks · Query processing
Spatio-temporal query · Energy-efficiency

1 Introduction

Wireless Sensor Network (WSN) is composed of a large number of sensor motes
deployed in a specific area to monitor and process the relevant information
of interested objects. WSN has greatly extended human ability and scope of
obtaining information, which has very broad application prospects in the mili-
tary defense, industrial control, environmental monitoring and so on.

WSN is a data-centric network deployed to obtain its sensory readings by
users, there is a philosophy to see WSN as a distributed database [1], so many
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studies have been focusing on designing in-network processing algorithms for
different queries that are suitable for WSN to extract sensory readings for users,
such as aggregation query [26], top k [2], skyline [24,27], knn [22], join [19] and
etc. Spatio-temporal query is somewhat overlooked since there’s less research on
it compared with above ones.

Actually, spatio-temporal query is frequently used in many WSN applica-
tions. For example, in the scene of wildlife monitoring, when a rare animal is
found dead somewhere, a spatio-temporal query may be submitted to inquire the
sensor readings of surrounding area a period before the death to infer the cause.
In forest monitoring, when a fire happens, we can submit a spatio-temporal
query to retrieve the sensor readings of the surrounding area for evaluating the
fire situation and predicting its spreading trend.

In [5,6,8,13,18,25] in-network processing technique is adopted to take advan-
tage of computing and storage resources of the motes themselves to reduce the
data communication through distributed collaborative computing. However, the
algorithm proposed in [5] needs to send a large amount of query messages to
the nodes out the scope of the query area, while the algorithms proposed in
[6,8,13,25] consume a considerable amount of unnecessary energy during col-
lecting sensor readings to the sink.

In order to tackle the problems of existing algorithms, this paper proposes
an energy-efficient spatio-temporal query processing algorithm called E2STA for
wireless sensor networks. It first divides the entire query area into m subareas and
the sink sends a query message to a node within each subarea using geographic
routing protocol [15]. These nodes receiving the query messages are defined as
coordinator nodes which flood the query messages to other nodes within the
query area. Sensor nodes within the query area will be organized into m routing
trees, one per subarea rooted at the corresponding coordinator node. Then leaf
nodes in these trees send their readings to their parent respectively, non-leaf
nodes, after collecting readings of all their children, send them together with
their own readings to their parent. This process continues until all the readings
reach that m coordinator nodes of subareas. Finally, these coordinator nodes
return their collected dataset to the sink using geographic routing protocol.

E2STA only transmits query message to the nodes in query area, and opti-
mizes the path length of forwarding sensor readings of nodes in query area to
the sink, hence reducing the energy of distributing query message and collect-
ing sensor readings. Theoretical analysis and experimental results show that in
most cases, E2STA consumes less energy than existing SWIF algorithm that is
currently optimal.

The rest of this paper is organized as follows: related algorithms and their
shortcomings are discussed in Sect. 2; Sect. 3 describes E2STA proposed in this
paper systematically; a theoretical comparison of energy consumption between
E2STA and SWIF [6] is carried out in Sect. 3.1 and experimental comparison
in Sect. 4. Section 5 concludes the paper and gives the vista of potential future
work.
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2 Related Work

Suppose node can get its own location through localization algorithms [1,2,20,
23] or through the GPS module and all the nodes maintain the locations of
their one-hop neighbors. Sensor nodes are homogeneous and energy constrained.
Sensor nodes and the sink are stationary. The optimization of spatio-temporal
query processing algorithm mainly focuses on reducing the data transmission
because it consumes much more energy than computing. Currently the existing
spatio-temporal query processing algorithms in WSN can be divided into the
following categories:

In FullFlood [5], after the sink receives a spatio-temporal query, it broadcasts
the query to all its neighbors. For a node n in the network, node n takes the
source node of the first query message received as its parent node, and broadcasts
the query message to all its neighbors. When receiving other query messages,
node n just discard them without any processing. After the above process is
finished, the query message is flooded to all nodes in the network and these
nodes are organized into a routing tree rooted at the sink. After the routing tree
is formed, there is a shortest path to the sink for each node.

The R-tree based algorithms proposed in [8,11,13] improved FullFlood by
organizing the nodes in the network into a distributed R-tree. Non-leaf nodes in
the R-tree are in charge of maintaining their children’s MBR (minimum bound-
ing rectangle). After receiving a query message, they only forward it to their
children which locate in the intersection of query area and their MBRs. This
improvement reduces energy consumption by reduction of unnecessary access of
sub-trees which do not fall in the range of query area.

SWIF [6] divides the query processing into three stages:

1. The sink sends a query message to the query coordinator node in the query
area through geographic routing protocol [16].

2. The query coordinator node floods the query message to all the nodes in query
area, and then uses the same method as FullFlood to organize the nodes in
query area into a routing tree. The nodes in the query area send their sensory
data to the query coordinator node through the routing tree.

3. The query coordinator node sends its own data and the sensory readings
received from the nodes in query area to the sink through the reverse path
which is formed in the first stage.

The energy consumption of SWIF algorithm is related to the location of
the query coordinator node. Due to space limitation, how to choose the query
coordinator node is discarded, which is described in detail in [6].

In mobile sensor networks, the network topology is instable due to nodes
moving, thus maintaining routing tree will consume a large amount of energy.
An itinerary-based algorithm called IWQE [25] which do not rely on routing tree
is proposed.
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3 Energy-Efficient Spatio-Temporal Query Processing
Algorithm for Wireless Sensor Network E2STA

In order to avoid the problems of existing algorithms, this paper proposes an
energy-efficient spatio-temporal query processing algorithm for wireless sensor
networks. E2STA has the following four steps:

1. Divide query area. It divides the query area ABCD into a number of subareas
qai(1 ≤ i ≤ m) by several lines through the sink;

2. Send query messages. In this step the sink sends query messages to its closest
nodes in each subarea. We define these nodes as coordinator nodes denoted
as cni(1 ≤ i ≤ m).

3. Construct multiple routing trees. After the coordinator node cni(1 ≤ i ≤ m)
receiving the query message from the sink, it floods the query message to the
nodes in the query area to organize the nodes within the query area into m
routing trees rooted at cni(1 ≤ i ≤ m) (as shown in Fig. 1). Specifically, for a
node n in query area, node n takes the source node of the first query message
received as its parent, and broadcasts the query message to all its neighbors.
When receiving other query messages, node n just discard them without any
processing. We denote these routing trees by rti(1 ≤ i ≤ m).

4. Collect sensor readings. Leaf nodes of the routing trees rti(1 ≤ i ≤ m) send
their readings to their respective parent. As the non-leaf nodes in rti(1 ≤
i ≤ m) receive sensor readings of its all children, they send them with their
own readings to their parent. This process continues until all readings reach
the roots cni(1 ≤ i ≤ m) to be returned to sink using geographic routing
protocol. Next every step of E2STA will be discussed in detail.

Fig. 1. E2STA algorithm Fig. 2. Send a query message to the
coordinator node.
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3.1 Send Query Messages to Coordinator Nodes

As shown in Fig. 2, node S is the sink, region EFGH is a subarea of the query
area ABCD after being divided, and line SI is the bisector of FSG. Those lines
perpendicular to SI like KL, MN combine to divide EFGH into a number of sub
regions raj(1 ≤ i ≤ k), where the center of raj+1 is further than the center of raj

from the sink. Line SI intersects each sub region raj(1 ≤ i ≤ k−1) at two points,
the distances between them which is the height of sub region raj(1 ≤ i ≤ k − 1)
are the same. These subdivided regions are referred to routing regions in this
paper and we assume that subarea qai(1 ≤ i ≤ m) is divided into ni routing
regions ra(i, ji)(1 ≤ ji ≤ ni) according to the above strategy (as shown in Fig. 3).

Fig. 3. Divide query area into some
routing regions.

Fig. 4. The itinerary of sending query
message to coordinator nodes.

Since node only maintains locations of its one-hop neighbors, the topology
and distribution of the nodes within query area are unknown to the sink. In order
to disseminate the query messages from the sink to the nearest nodes in each
subarea namely coordinator nodes, this paper proposes a geographic routing
protocol for sending query messages from the sink to coordinator nodes (GRPQ).
GRPQ identifies the coordinator nodes of each subarea along the itinerary shown
in Fig. 4 and sends query message to these nodes.

The whole process of sending query message to the coordinator node of sub-
area qai(1 ≤ ji ≤ m) using GRPQ is given as below:

1. Set the current node curN as the sink, the index of the current routing region
ji is set to 1 and the current routing region curRa is set to ra(i, ji).

2. Node curN sends a query message to the node that is closest to the center
of curRa by geographic routing protocol. Suppose the specified node is ln,
node ln determines whether or not it is in curRa.
(a) If so, node ln becomes the coordinator node of subarea qai, and the

protocol is finished.
(b) If not, turn to step 3

3. Set curN as ln, determines whether ji < ni.
(a) If so, ji = ji + 1, curRa is set to ra(i, ji), turn to step 2
(b) If not, the subarea qai is an empty area, there’s no coordinator node in

this subarea and the protocol is finished.
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Algorithm 1. Construct routing trees
Input: NULL
Output: NULL
1: while true do
2: Waiting for the query message fp from its neighbors
3: if Node n do not resides in fp.sw then
4: drop this message without processing
5: else
6: if n.hop equals +∞ then
7: n.hop := fp.hop + 1
8: n.parent := fp.sid
9: fp.sid := n.id

10: fp.hop := fp.hop + 1
11: node n broadcasts fp to its neighbors
12: else
13: drop this message without processing
14: end if
15: end if
16: end while

3.2 Construct Routing Trees Within Query Area

The coordinator nodes cni(1 ≤ i ≤ m), after receiving the query message from
the sink, floods query messages into the whole query area to organize the nodes
within query area into a number of routing trees rooted at cni(1 ≤ i ≤ m) in the
same way as SWIF does. The coordinator node cni(1 ≤ i ≤ m), once receiving
a query message sent from the sink, initiates the flooding packet fp whose field
list is shown in Table 1: fp.sp is set to the location of the sink, fp.sid = cni.id
fp.hop = 0 fp.sw = sw fp.tw = tw, fp.m = m. Then packet fp is broadcasted
to its neighbors. For a node n within the network, its depth in the routing tree
n.hop is set to +∞ at first and its parent node n.parent is initialized as NULL.
Node n uses Algorithm 1 to find its parent.

Table 1. Field list of query message

Field name Description

sp Location of the sink

sid Id of source node sending this packet

hop Depth in routing tree

tw Time window of the query

sw Query area

m Number of subareas

It should be noted that in this phase the coordinator nodes should broadcast
flooding packets immediately after receiving the query message from the sink.
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Next, for a node n within the query area, node n chooses the source node of the
first query message received as its parent node. Figure 1 shows an example, the
first query message received by node b is sent by node c so node b set its parent
to node c and its depth in the routing tree namely n.hop to 3. Then node b
receives the query message from node a, it will drop this query message without
any processing since node b has been added to a routing tree.

4 Performance Evaluation

In this section we evaluate our algorithm experimentally. We implement E2STA
and SWIF upon the simulator in [5] and make a comparison of the energy con-
sumption of these two algorithms under different node density, size of query
area, size of query message and size of sensor readings. The network topology is
generated in the same way as in [5]. The sensors’ placement follows a uniform
distribution over a two dimensional region. The data compression and approxi-
mation algorithms proposed in [3,4,7,9,10,12,14,17,21] are vertical to our algo-
rithms, they can be adopted in our algorithm to make a further reduction of
energy consumption, so we do not compare E2STA with these algorithms.

The experiments are conducted on a PC with a P4 3.0 GHz CPU and 512 MB
memory running Ubuntu operating system. According to [6], the energy used to
transmit and receive 1 bit of information in wireless communication are Et =
α+γ×dn and Er = β resp. Parameters in [6] are adopted here: γ = 10pJ/bit/m2,
α = 45nJ/bit, β = 135nJ/bit, n = 2. The following Table 2 summarizes the
default parameters used in our simulations.

Table 2. Default parameter settings

Parameter Default value

Area covered 100 × 100 m2

Wireless range 10m

Number of sensors 480

Sensed data size 150 bytes

Query message size 50 bytes

The ratio of query area to area covered 50%

The height of route region 5m

Figure 5 shows the energy consumption of the two algorithms under dif-
ferent network topologies. The ten different network topologies are generated
synthetically. It can be seen from the experimental result that in the most case
E2STA consumes less energy than SWIF does. The reason is: although the energy
consumed by E2STA to distribute query messages is a little greater than that
of SWIF, E2STA optimizes the path length of forwarding sensor readings of
nodes in query area to the sink, reducing the energy of collection sensor readings
greatly, which results in its less energy consumption.
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Fig. 5. Energy consumption under dif-
ferent network topologies.
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Fig. 6. Influence of node density on
energy consumption.

Figures 6 and 7 shows the energy consumption of the two algorithms for
different node density and size of query area respectively. As the node density
or the size of query area increases, SWIF and E2STA consume more and more
energy for the distribution of query message and collection of sensor readings,
which leads to the growing total energy consumption of these two algorithms.
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Fig. 7. Influence of query area size on energy consumption.

5 Summary and Future Work

This paper presents an energy-efficient spatio-temporal query processing algo-
rithm E2STA for wireless sensor networks. It first divides the query area into
several subareas; the sink sends query messages to the coordinator node of each
subarea using geographical routing protocol. Then, these coordinator nodes flood
query messages to the nodes in the query area to construct several routing trees
rooted at them. By these routing trees, nodes in the query area are able to send
its readings to the root of their corresponding routing trees. At last these coor-
dinator nodes send the data of their own tree back to the sink by geographic
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routing protocol. E2STA organize nodes within the query area into multiple rout-
ing trees to avoid the problem of the existing algorithms that the routing path
of forwarding the query results to the sink node by a single tree is too long, thus
reducing the energy consumption. Theoretical and experimental results show the
correctness of the conclusions.

Acknowledgments. This work is supported by the National Natural Science Foun-
dation of China under Grant No. (61402225, 61373015, 41301407), the National Natu-
ral Science Foundation of Jiangsu Province under Grant No. BK20140832, the China
Postdoctoral Science Foundation under Grant No. 2013M540447, the Jiangsu Postdoc-
toral Science Foundation under Grant No. 1301020C, State Key Laboratory for smart
grid protection and operation control Foundation, Science and Technology Funds from
National Electric Net Ltd. (The Research on Key Technologies of Distributed Parallel
Database Storage and Processing based on Big Data), the Foundation of Graduate
Innovation Center in NUAA under Grant No. kfjj20181608.

References

1. Belfkih, A., Duvallet, C., Sadeg, B., Amanton, L.: A real-time query processing sys-
tem for WSN. In: Puliafito, A., Bruneo, D., Distefano, S., Longo, F. (eds.) ADHOC-
NOW 2017. LNCS, vol. 10517, pp. 307–313. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-67910-5 25

2. Chen, Y.S., Tsou, Y.T.: Compressive sensing-based adaptive top-k query over com-
pression domain in wireless sensor networks. In: Wireless Communications and
Networking Conference, pp. 1–6 (2017)

3. Cheng, S., Li, J.: Sampling based (epsilon, delta)-approximate aggregation algo-
rithm in sensor networks. In: Proceedings of the 2009 29th IEEE International Con-
ference on Distributed Computing Systems, pp. 273–280. IEEE Computer Society
(2009). 1584555

4. Cheng, S., Li, J., Ren, Q., Yu, L.: Bernoulli sampling based (epsilon, delta)-
approximate aggregation in large-scale sensor networks. In: Proceedings of the 29th
Conference on Information Communications, pp. 1181–1189. IEEE Press (2010).
1833693

5. Coman, A., Nascimento, M.A., Sander, J.: A framework for spatio-temporal query
processing over wireless sensor networks. In: Proceeedings of the 1st International
Workshop on Data Management for Sensor Networks: in Conjunction with VLDB
2004, pp. 104–110. ACM (2004)

6. Coman, A., Sander, J., Nascimento, M.A.: Adaptive processing of historical spatial
range queries in peer-to-peer sensor networks. Distrib. Parallel Databases 22, 133–
163 (2007)

7. Deligiannakis, A., Kotidis, Y., Roussopoulos, N.: Compressing historical informa-
tion in sensor networks. In: Proceedings of the 2004 ACM SIGMOD International
Conference on Management of Data, pp. pp. 527–538. ACM (2004)

8. Demirbas, M., Ferhatosmanoglu, H.: Peer-to-peer spatial queries in sensor net-
works. In: Proceedings of the 3rd International Conference on Peer-to-Peer Com-
puting, pp. 32–39. IEEE Computer Society (2003)

9. Deshpande, A., Guestrin, C., Madden, S.R., Hellerstein, J.M., Hong, W.: Model-
driven data acquisition in sensor networks. In: Proceedings of the Thirtieth Inter-
national Conference on Very large Data Bases - Volume 30, pp. 588–599. VLDB
Endowment (2004)

https://doi.org/10.1007/978-3-319-67910-5_25
https://doi.org/10.1007/978-3-319-67910-5_25


E2STA: An Energy-Efficient Spatio-Temporal Query Algorithm 531

10. Deshpande, A., Guestrin, C., Wei, H., Madden, S.: Exploiting correlated attributes
in acquisitional query processing. In: Proceedings of the 21st International Confer-
ence on Data Engineering, pp. 143–154. IEEE Computer Society (2005)

11. Elashry, A., Shehab, A., Riad, A.M., Aboul-Fotouh, A.: 2DPR-Tree: two-
dimensional priority r-tree algorithm for spatial partitioning in spatialhadoop.
ISPRS Int. J. Geo-Inf. 7(5), 179 (2018)

12. Gandhi, S., Nath, S., Suri, S., Liu, J.: GAMPS: compressing multi sensor data by
grouping and amplitude scaling. In: Proceedings of the 35th SIGMOD International
Conference on Management of Data, pp. 771–784. ACM (2009)

13. Goldin, D., Song, M., Kutlu, A., Gao, H., Dave, H.: Georouting and delta-
gathering: efficient data propagation techniques for geosensor networks. In: First
Workshop on Geo Sensor Networks (2003)

14. Guestrin, C., Bodik, P., Thibaux, R., Paskin, M., Madden, S.: Distributed regres-
sion: an efficient framework for modeling sensor network data. In: Proceedings of
the 3rd International Symposium on Information Processing in Sensor Networks,
pp. 1–10. ACM (2004)

15. Huang, H., Yin, H., Min, G., Zhang, X., Zhu, W., Wu, Y.: Coordinate-assisted rout-
ing approach to bypass routing holes in wireless sensor networks. IEEE Commun.
Mag. 55(7), 180–185 (2017)

16. Karp, B., Kung, H.T.: GPSR: greedy perimeter stateless routing for wireless net-
works. In: Proceedings of the 6th Annual International Conference on Mobile Com-
puting and Networking, pp. 243–254. ACM (2000)

17. Kotidis, Y.: Snapshot queries: towards data-centric sensor networks. In: Proceed-
ings of the 21st International Conference on Data Engineering, pp. 131–142. IEEE
Computer Society (2005)

18. Kumar, P., Chaturvedi, A.: Spatial-temporal aspects integrated probabilistic inter-
vals models of query generation and sink attributes for energy efficient WSN. Wirel.
Pers. Commun. 96(2), 1849–1870 (2017)

19. Lai, Y., Gao, X., Wang, T., Lin, Z.: Efficient iceberg join processing in wireless
sensor networks. Int. J. Embed. Syst. 9(4), 365–378 (2017)

20. Li, M., Liu, Y.: Rendered path: range-free localization in anisotropic sensor net-
works with holes. IEEE/ACM Trans. Netw. 18(1), 320–332 (2010)

21. Liu, Y., Li, J., Gao, H., Fang, X.: Enabling epsilon-approximate querying in sensor
networks. Proc. VLDB Endow. 2, 169–180 (2009)

22. Liu, Y., Fu, J.S., Zhang, Z.J.: k-nearest neighbors tracking in wireless sensor net-
works with coverage holes. Pers. Ubiquitous Comput. 20(3), 431–446 (2016)

23. Mao, G., Fidan, B., Anderson, B.D.O.: Wireless sensor network localization tech-
niques. Comput. Netw. 51(10), 2529–2553 (2007)

24. Wang, Y., Wei, W., Deng, Q., Liu, W., Song, H.: An energy-efficient skyline query
for massively multidimensional sensing data. Sensors 16(1), 83–103 (2016)

25. Xu, Y., Lee, W.C., Xu, J., Mitchell, G.: Processing window queries in wireless
sensor networks. In: Proceedings of the 22nd International Conference on Data
Engineering, pp. 70–80. IEEE Computer Society (2006). 1129930

26. Yan, H., Al-Hoqani, N., Yang, S.H.: In-network multi-sensors query aggregation
algorithm for wireless sensor networks database. In: 2018 IEEE 15th International
Conference on Networking, Sensing and Control (ICNSC), pp. 1–8. IEEE (2018)

27. Yin, B., Zhou, S., Zhang, S., Gu, K., Yu, F.: On efficient processing of continuous
reverse skyline queries in wireless sensor networks. KSII Trans. Internet Inf. Syst.
11(4), 1931–1953 (2017)



Author Index

Ahmad, Usman 304
Alazab, Mamoun 304
Ali, Md Jahan 282
Al-Khiza’ay, Muhmmad 146, 371
Al-Nadwi, Musaddiq Majid Khan 251
Al-Sudani, Ahmed Raad 146, 371
Ammour, Kamel 98
Arif, Muhammad 46

Bhuiyan, Md Zakirul Alam 229, 251,
282, 511

Bhuiyan, Md. Zakirul Alam 294
Bilal, Awais 304

Cao, Qian 3
Chang, Elizabeth 219
Chang, Wei 72
Chen, Jianer 84
Chen, Ningjiang 240
Chen, Shuhong 392
Cui, Baojiang 497

De Moor, Katrien 319
Deng, Zuojie 392
Di Pietro, Roberto 15
Dou, Wanchun 229
Du, Bowen 331, 341, 351

Fotiou, Nikos 443

Gao, Shang 146, 371
Gruhn, Volker 428
Gulla, Jon Atle 319

Han, Jialuo 407
He, Rongyu 261
Hou, Jingyu 381
Hou, Panlin 457
Huang, Bo 331, 341
Huang, Ruwei 240
Huang, Shangfo 331, 341
Hunter, Aaron 60
Hussain, Omar 219

Ikram, Nassar 272
Inayat, Irum 428
Islam, Md. Monirul 511

Jiang, Yu 156
Jolfaei, Alireza 304

Kargl, Frank 417
Khodayi, Saeid 381

Leung, Victor C. M. 166
Li, Huiyong 3
Li, Jianbin 497
Li, Min 203
Li, Mohan 156
Li, Wen 125
Li, Yunji 125
Lin, Tao 166
Liu, Jin 192
Liu, Liang 522
Liu, Qin 72, 457
Liu, Shijian 115
Long, Jieyi 351
Lüders, Stefan 417
Lv, Weifeng 331

Mahmood, Tariq 272
Majbouri Yazdi, Kasra 381
Mcnary, Sarah 60
Mohallick, Itishree 319

Nan, Fang 465
Nawaz, Yasir 98
Nie, Hongli 229

Omar, Abdullah Al 294
Oser, Pascal 417
Özgöbek, Özlem 319

Peng, Kai 166
Peng, Li 125
Peng, Tao 46
Polyzos, George C. 443



Qi, Lianyong 229
Qin, Xiao-Lin 522
Qin, Zheng 457

Rafique, Wajid 229
Rahman, Md Arafatur 251, 282
Rahman, Mohammad Shahriar 294
Razali, Ramdan Bin 251
Refat, Nadia 251
Rehman, Shafiq 428
Ren, Ju 361
Ren, Xiaoping 465
Rizvi, Syed Qasim Afser 84

Saberi, Morteza 219
Saedy, Saeed 381
Salamai, Abdullah 219
Sciancalepore, Savio 15
Shafiq, Saad 428
Shen, Jian 178
Shen, Yiran 136
Siris, Vasilios A. 443
Song, Dan 392
Song, Hong 304
Song, Wei 203
Sonntag, Michael 33
Sun, Haonan 261
Sun, Yanbin 156

Tan, Xiaolan 392
Tang, Chaogang 192
Tao, Hai 282
Tao, Jie 485
Tasnim, Maisha Afrida 294
Tian, Yue 472
Tian, Zhihong 156

Wang, Guojun 46, 72, 84, 361, 511
Wang, Haiquan 351
Wang, Jian 465
Wang, Jidong 407
Wang, Lei 98
Wang, Senlin 457
Wang, Tian 46, 511
Wang, Yanxiang 136

Wang, Yi-Ting 522
Wang, Zhaoyi 351
Wei, Wang 282
Wei, Xianglin 192
Wen, Sheng 146, 371
Wu, Fan 392
Wu, Jie 72
Wu, Yaoxiang 178

Xia, Jingbo 178
Xiao, Heng 472
Xie, Zhipu 331, 341
Xiong, Guixi 341
Xu, Xiaolong 166
Xu, Yang 361
Xu, Zhe 522
Xue, Xingsi 115
Xue, Yijun 240

Yan, Xiaodan 497
Yang, Dalian 485
Yang, Jingyue 351
Yang, Zhuoshi 136
Yao, Liu 282
Yazdi, Adel Majbouri 381
You, Shun 203
Yu, Jiannan 3

Zahid, Hira 272
Zaman, Nafees 251
Zeng, Quanrun 361
Zhang, Cheng 361
Zhang, Hanlin 240
Zhang, Lejun 136
Zhang, Shaobo 485
Zhang, Shuo 240
Zhang, Yaoxue 361
Zhang, Yong 261
Zhao, Xuan 229
Zheng, Lixin 166
Zhou, Junhai 457
Zhou, Wanlei 381
Zhou, Xianchun 472
Zhu, Xiaoyu 72
Zhu, Xuefang 125

534 Author Index


	Preface
	SpaCCS 2018 Organizing and Program Committees
	Contents
	The 11th International Conference on Security, Privacy and Anonymity in Computation, Communication and Storage (SpaCCS 2018)
	Protecting Your Smartphone from Theft Using Accelerometer
	1 Introduction
	2 Related Work
	3 Feature Selection
	3.1 Data Preprocessing
	3.2 Feature Evaluation
	3.3 Feature Score

	4 Experiment and Result
	4.1 Data Collection
	4.2 Experiment Result
	4.3 Phone Placement Analysis

	5 Summary
	References

	SOS - Securing Open Skies
	1 Introduction
	2 Related Work
	3 Preliminaries and Adversary Model
	3.1 ADS-B in a Nutshell
	3.2 Security Considerations
	3.3 Adversary Model
	3.4 The TESLA Protocol

	4 The SOS Framework
	4.1 Preliminary Considerations
	4.2 Extending the ADS-B Protocol
	4.3 Details of the SOS Framework

	5 Performance Assessment
	5.1 Benign Scenario
	5.2 Comparison and Discussion
	5.3 Scenario with a Malicious Adversary

	6 Conclusions and Future Work
	References

	DNS Traffic of a Tor Exit Node - An Analysis
	Abstract
	1 Introduction
	1.1 Ethical Considerations
	1.2 Related Work
	1.3 External Data Sources

	2 Top-Ranked Websites NOT Visited
	3 Country-Code TLDs Queried
	4 Second-Level Domain Results
	5 Conclusions
	References

	SDN-Based Secure VANETs Communication with Fog Computing
	1 Introduction
	2 Overview of the System and Design
	2.1 Software Defined Networks
	2.2 Fog Computing (FC)
	2.3 Basic Operations
	2.4 V2V and V2I Communication Mechanism with Security Plane

	3 Experiments, Results and Discussion
	3.1 Experimental Setup and Simulation
	3.2 Security Analysis
	3.3 Performance Analysis

	4 Conclusion
	References

	Wearable Device Data for Criminal Investigation
	1 Introduction
	2 Preliminaries
	2.1 Challenges
	2.2 Related Work

	3 Stored Data
	3.1 Sensors
	3.2 Where is the Data?

	4 A Case Study
	4.1 Motivation
	4.2 Equipment

	5 The Experiment
	5.1 Results
	5.2 Discussion

	6 Activity Detection
	6.1 Revisiting the Case Study
	6.2 A Methodology for Investigation

	7 Conclusion
	References

	Authentication of Skyline Query over Road Networks
	1 Introduction
	2 Related Work
	3 Models and Problem Formulation
	3.1 System Model
	3.2 Location-Based Skyline Query
	3.3 Problem Formulation

	4 Basic Solution
	4.1 Properties of LBSQ
	4.2 Distance and Skyline Neighbor
	4.3 Data Preprocessing
	4.4 Query Processing
	4.5 Query Result Verification

	5 Performance Analysis
	5.1 Security Analysis
	5.2 Comparison with Chen's
	5.3 Overhead

	6 Conclusion
	References

	A Service Oriented Healthcare Architecture (SOHA-CC) Based on Cloud Computing
	1 Introduction
	2 Related Work 
	3 Proposed Architecture
	3.1 Cloud Real Time Application
	3.2 Cloud Real Time Application
	3.3 Web Services
	3.4 Cloud Infrastructure Layer
	3.5 Healthcare Layer

	4 Security Mechanism for Data Sharing in Proposed Framework
	4.1 Substitute Byte Transformation
	4.2 Shift Rows Transformation
	4.3 Mix Columns Transformation
	4.4 Add Round Key Transformation
	4.5 Decryption

	5 Analysis and Discussion
	6 Conclusion
	References

	Processing Analysis of Confidential Modes of Operation
	Abstract
	1 Introduction
	2 Background and Related Work
	3 Block Cipher Modes of Operation
	3.1 Electronic Codebook Mode (ECB)
	3.2 Cipher Block Chaining Mode (CBC)
	3.3 Output Feedback Mode (OFB)
	3.4 Counter Mode (CTR)
	3.5 XTS-AES Mode

	4 Methodology
	5 Results and Analysis
	5.1 ECB Processing
	5.2 CBC Processing
	5.3 CFB Processing
	5.4 OFB Processing
	5.5 CTR Processing
	5.6 XTS-AES Processing

	6 Discussion
	7 Conclusion
	Acknowledgements
	References

	The 4th International Symposium on Sensor-Cloud Systems (SCS 2018)
	Honorary Chairs
	Advisory Chairs
	Steering Chairs
	General Chairs
	Program Chairs
	Program Committee
	Journal Special Issue Chairs
	Publicity Chairs
	Coordination Chairs
	Web Chair

	Matching Sensor Ontologies Through Compact Evolutionary Tabu Search Algorithm
	1 Introduction
	2 Sensor Ontology Matching Problem and Similarity Measure
	2.1 Sensor Ontology Matching Problem
	2.2 Similarity Measure on Sensor Concept

	3 Compact Evolutionary Tabu Search Algorithm
	3.1 Chromosome Encoding
	3.2 Probability Vector
	3.3 Local Search Process

	4 Experimental Results and Analysis
	4.1 Experiment Configuration
	4.2 OAEI Datasets
	4.3 Real Sensor Ontologies

	5 Conclusion
	References

	Event-Triggered Fault-Detection Filter Using Coordinate Transformation Approach for Time-Varying Stochastic Systems
	1 Introduction
	2 Problem Statement
	2.1 System Model
	2.2 Transforming of the System into Two Subsystems

	3 Design of Event-Triggered Fault-Detection Filter
	4 Design of Event-Triggered Fault-Detection Strategy Based on the Observer of the 1st Subsystem
	5 Conclusion
	References

	Indoor Interference Classification Based on WiFi Channel State Information
	1 Introduction
	2 CSI-based Interference Classification via SRC
	2.1 Experiment Setup and CSI Data Collection
	2.2 SRC for Interference Classification

	3 Evaluation Results
	3.1 Overall Classification Accuracy
	3.2 Classification Results for Different Types of Interferences

	4 Related Work
	5 Conclusion
	References

	Secure and Privacy Preserving RFID Based Access Control to Smart Buildings
	1 Introduction
	2 Related Works
	2.1 RFID Authentication Schemes
	2.2 Privacy Preserving RFID authentication

	3 Baseline Approach for RFID Based Access Control
	4 Privacy Preserving RFID Based Access Control to Smart Building
	4.1 Problem Definition
	4.2 Proposed Scheme

	5 Experimental Results 
	6 Conclusions and Recommendations
	References

	Answering the Min-Cost Quality-Aware Query on Multi-sources in Sensor-Cloud Systems
	1 Introduction
	2 Related Work
	3 A General Definition of MQQ Answering Problem
	3.1 Preliminaries
	3.2 Definition of MQQ Answering Problem

	4 Measuring Data Quality Based on Quality Constraints
	5 Methods for Solving MQQ Answering Problem
	6 Experimental Results
	6.1 Varying |S|
	6.2 Varying |OQ|

	7 Conclusions and Future Work
	References

	Balanced Iterative Reducing and Clustering Using Hierarchies with Principal Component Analysis (PBirch) for Intrusion Detection over Big Data in Mobile Cloud Environment
	Abstract
	1 Introduction
	2 Preliminary
	2.1 Algorithm Theory
	2.1.1 Balanced Iterative Reducing and Clustering Using Hierarchies (Birch)
	2.1.2 Principal Component Analysis (PCA)

	2.2 Evaluation Indicator

	3 PBirch Intrusion Detection Method
	4 Experimental Result and Discussion
	4.1 Experimental Environment
	4.2 Experimental Result Discussion
	4.3 Conclusion of Experimental Results

	5 Conclusion
	Acknowledgments
	References

	A Four-Stage Hybrid Feature Subset Selection Approach for Network Traffic Classification Based on Full Coverage
	Abstract
	1 Introduction
	2 Related Work
	2.1 Filter-Based Feature Subset Selection
	2.2 Wrapper-Based Feature Subselect
	2.3 Hybrid Feature Subset Selection

	3 Methodology
	3.1 Filter-Based Ranking
	3.2 Iterative Feature Selection in the Level of Block
	3.3 Selection from the Remaining Features
	3.4 Wrapper-Based Selection for Final Feature Subset

	4 Experiments
	4.1 Experimental Setup
	4.2 Experiment 1: Comparing FCFS with Other Feature Selection Method
	4.3 Experiment 2: Evaluating the Classification Performance with Different Size of Block

	5 Conclusion
	Acknowledgements
	References

	Application of Sensor-Cloud Systems: Smart Traffic Control
	Abstract
	1 Introduction
	2 Related Works
	3 System Architecture
	3.1 Cyber Physical Layer
	3.2 Fog Computing Layer
	3.3 Cloud Computing Layer

	4 Use Case Study
	5 Challenges and Open Research Issues
	5.1 Quick Decision Making for Fog Computing
	5.2 Co-operations Between Fog and Cloud
	5.3 Testbed Construction
	5.4 Transportation-Oriented Software Design for Fog Nodes
	5.5 Trace-Driven Evaluation

	6 Conclusion
	Acknowledgements
	References

	Strategy-Proof Mechanism for Provisioning Non-obedient Resources Without Payment
	Abstract
	1 Introduction
	2 Related Works
	3 Preliminaries
	4 Mechanism for Provisioning of Non-obedient Resources Based on Median Voter Scheme
	5 Experiments
	6 Conclusion
	Acknowledgments
	References

	The 4th International Symposium on Dependability in Sensor, Cloud and Big Data Systems and Applications (DependSys 2018)
	Honorary Chairs
	General Chairs
	Program Chairs
	Program Track Chairs
	Track 1: Dependability Fundamentals and Technologies
	Track 2: Dependable and Secure Systems
	Track 3: Dependable and Secure Applications
	Track 4: Dependability and Security Measures and Assessments

	Publicity Chairs
	Program Committee

	Risk Identification-Based Association Rule Mining for Supply Chain Big Data
	Abstract
	1 Introduction
	2 Background and Related Studies
	3 ARM for Risk Identification
	4 Experimental Results and Explanation
	4.1 Big Data Collection Process and Evaluation Measures
	4.2 Discussion Regarding Using ARM to Identify Risk Events in Supply Chain

	5 Conclusion
	References

	TrCMP: An App Usage Inference Method for Mobile Service Enhancement
	1 Introduction
	2 Background and Motivation
	2.1 Background
	2.2 Motivation

	3 TrCMP Design
	3.1 Method Overview
	3.2 Data Collection
	3.3 Data Processing
	3.4 Classifier Training and App Inference

	4 Performance Evaluation
	4.1 Experiment Setup
	4.2 Experimental Results

	5 Related Work and Comparison Analysis
	6 Conclusion
	References

	A High-Performance Adaptive Strategy of Container Checkpoint Based on Pre-replication
	Abstract
	1 Introduction
	2 Basic Model of Container Checkpoint
	3 The Adaptive Strategy of Docker Container Checkpoint Based on Pre-replication
	4 Experiment and Evaluation
	5 Conclusions
	Acknowledgements
	References

	Cloud Enabled e-Glossary System: A Smart Campus Perspective
	Abstract
	1 Introduction
	1.1 Cloud Computing
	1.2 E-Learning
	1.3 Smart Campus

	2 Design of the Proposed System
	3 Research Method
	4 Finding of the Research
	5 Discussion
	6 Conclusion
	Acknowledgments
	References

	A Dynamic Integrity Transitivity Model for the Cloud
	Abstract
	1 Introduction
	2 Dynamic Integrity Measurement Model (DIMM)
	2.1 Overview
	2.2 The TTCVM Model and \varvec{\mu}TPM 
	2.3 The Structure of DIMM
	2.4 The Function of IAMV
	2.4.1 Depository Unit
	2.4.2 Interception Unit
	2.4.3 Measurement Unit


	3 The Trust Chain and Security Analysis
	4 Experiment and Analyses
	5 Related Works
	6 Conclusion
	Acknowledgments
	References

	Enhancing Dependability in Big Data Analytics Enterprise Pipelines
	1 Introduction
	2 Related Work
	3 A Dependable Architecture for Enterprise BDA Pipelines
	4 Conclusions
	References

	Overview of Logistics Equilibrium Distribution Networks System: An Urban Perspective
	Abstract
	1 Introduction
	2 Overview of Urban Logistics and Distribution System
	2.1 Definition of Logistics Equilibrium Theory
	2.2 The Relationship Between Logistics Equilibrium Theory and Urban Logistics and Distribution System
	2.3 Urban Logistics and Distribution Model Planning
	2.4 Urban Logistics Distribution Center Planning

	3 Conclusion
	Acknowledgments
	References

	CRAB: Blockchain Based Criminal Record Management System
	1 Introduction
	2 Related Work
	3 CRAB-Protocol
	3.1 Protocol Entities
	3.2 Steps Involved
	3.3 Formal Description of Protocol

	4 Protocol Analysis
	5 Conclusion
	References

	Secure Passive Keyless Entry and Start System Using Machine Learning
	1 Introduction
	2 Related Work
	3 Proposed Relay Detection
	4 Experimental Validation and Evaluation
	4.1 K-fold Cross-validation

	5 Conclusion
	References

	The 10th International Symposium on UbiSafe Computing (UbiSafe 2018)
	Steering Committee
	General Chairs
	Program Chairs
	Program Committee
	Publicity Chairs
	Webmaster

	Towards New Privacy Regulations in Europe: Users' Privacy Perception in Recommender Systems
	1 Introduction
	2 Related Work
	3 User Study: Methodology
	3.1 Survey Design and Distribution
	3.2 Sample Description

	4 Results
	4.1 Violation of User Privacy
	4.2 Trust and How to Increase It
	4.3 Control over Personal Data

	5 Discussion and Conclusions
	References

	SafeTECKS: Protect Data Safety in Things-Edge-Cloud Architecture with Knowledge Sharing
	1 Introduction
	2 Related Work
	3 SafeTECKS
	3.1 Overview
	3.2 Edge Node

	4 Experiments
	4.1 Experiment Setting
	4.2 Baselines
	4.3 Results

	5 Conclusion
	References

	NTRDM: A New Bus Line Network Optimization Method Based on Taxi Passenger Flow Conversion
	1 Introduction
	2 Related Work
	3 Passenger Flow Conversion
	3.1 The Framework
	3.2 NTRDM
	3.3 A Three-Step Adjustment Method

	4 Experimental Results
	4.1 Data Preparation
	4.2 Results Summary
	4.3 Sample Verification

	5 Conclusion
	References

	BDCP: A Framework for Big Data Copyright Protection Based on Digital Watermarking
	Abstract
	1 Introduction
	2 Related Works
	2.1 Digital Watermarking Technology
	2.2 Blockchain Technology
	2.3 Data Copyright Protection

	3 Methodology
	3.1 Framework Overview
	3.2 Digital Watermarking Algorithm

	4 Experiment
	4.1 Subset Selection Attack
	4.2 Subset Alteration Attack
	4.3 Mix-and-Match Attack

	5 Conclusion
	Acknowledgment
	References

	A Privacy-Preserving Attribute-Based Access Control Scheme
	1 Introduction
	2 Related Work
	3 Preliminary
	3.1 Yao's Millionaires' Problem
	3.2 Homomorphic Encryption

	4 P-ABAC Scheme
	4.1 Architecture and Workflow
	4.2 Privacy-Preserving Policy Matching Process
	4.3 Case Study

	5 Discussion
	5.1 Effectiveness
	5.2 Efficiency

	6 Conclusion
	References

	Checking an Authentication of Person Depends on RFID with Thermal Image
	1 Introduction
	1.1 Problem Statement
	1.2 Objectives
	1.3 Motivation
	1.4 Contribution

	2 Literature Review
	3 Proposed Framework
	3.1 Scenario for the Proposed System
	3.2 Depth Detection

	4 Conclusion
	References

	Integrating Ant Colony Algorithm and Node Centrality to Improve Prediction of Information Diffusion in Social Networks
	1 Introduction
	2 Related Work
	3 Proposed Method
	3.1 Calculation of the Node Centrality
	3.2 Initializing the Pheromone of Nodes Based on the Centrality Criterion
	3.3 Creating Ant Colony Algorithm Paths
	3.4 Calculating the Value of Information Dissemination in Generated Paths
	3.5 The Rule of Updating Pheromone

	4 Performance Evaluation of the Proposed Method
	5 Conclusion
	References

	An Efficient Provable Multi-copy Data Possession Scheme with Data Dynamics
	1 Introduction
	2 The Problem and the EPMDP Scheme
	2.1 The Problem
	2.2 The EPMDP Scheme

	3 An Authenticated 2-3 Tree with Arrays in Ordered Leaves
	4 The Construction of EPMDP
	5 The Security and Performance of EPMDP
	6 Experiments
	7 Conclusions
	References

	The 7th International Symposium on Security and Privacy on Internet of Things (SPIoT 2018)
	Steering Chairs
	Program Chairs
	Program Committee
	Steering Committee

	An Enhanced Key Management Scheme for LoRaWAN
	Abstract
	1 Introduction
	2 LoRaWAN Security Review
	2.1 Key Derivation and Distribution
	2.2 Data Confidentiality
	2.3 Security Key Management

	3 Lightweight Root Key Update Scheme
	3.1 Key Derivation Function

	4 Analysis of Root Key Update Scheme
	5 Conclusion
	References

	Identifying Devices of the Internet of Things Using Machine Learning on Clock Characteristics
	1 Introduction
	1.1 Contributions

	2 Background and Related Work
	2.1 Related Work
	2.2 TCP's Timestamp Clock
	2.3 Defining Clock Skew
	2.4 Timestamp Overflows

	3 Clock-Characteristic-Based Device Identification Using Random Forest Classifier
	3.1 Dataset of Devices at CERN
	3.2 Defining Features for Random Forest Classifier
	3.3 Detection of Devices

	4 Conclusion
	References

	A Systematic Mapping Study on Security Requirements Engineering Frameworks for Cyber-Physical Systems
	Abstract
	1 Introduction
	2 Background and Related Work
	3 Research Method
	3.1 Goals
	3.2 Research Questions
	3.3 Articles Selection Process
	3.3.1 Search String

	3.4 Research Protocol

	4 Mapping Design
	4.1 Research Map

	5 Evaluation of Articles
	6 Discussion
	7 Threats to Validity
	8 Conclusion
	Acknowledgments
	References

	Interacting with the Internet of Things Using Smart Contracts and Blockchain Technologies
	1 Introduction
	2 System Overview
	3 System Design
	3.1 Preliminaries and Notation
	3.2 Protocols

	4 Implementation and Evaluation
	5 Related Work
	6 Conclusions and Future Work
	References

	The 9th International Workshop on Trust, Security and Privacy for Big Data (TrustData 2018)
	Steering Committee
	General Chairs
	Program Chairs
	Program Committee
	Publicity Chairs
	Webmaster

	Research on Multi-focus Image Fusion Algorithm Based on Quadtree
	Abstract
	1 Introduction
	2 Related Work
	3 Model Algorithm
	3.1 Fusion Algorithm
	3.2 Regional Conformance Standards
	3.3 Fusion Rules
	3.4 Evaluation Indicators

	4 Experimental Results and Analysis
	5 Conclusions
	Acknowledgements
	References

	Uncertainty Evaluation for Big Data of Mass Standards in a Key Comparison
	Abstract
	1 Introduction
	2 Numerical Simulation by Monte Carlo Method
	2.1 Basic Principle
	2.2 Input Quantities for Monte Carlo Method

	3 Simulation Result
	4 Conclusion
	Acknowledgments
	References

	Research on Wireless Spectrum Sensing Technology Based on Machine Learning
	Abstract
	1 Introduction
	2 Description of the Problem
	3 Primary User Signal Recognition Algorithm
	4 Algorithm Implementation
	5 Experimental Analysis
	6 Conclusion
	Acknowledgments
	References

	The 10th International Workshop on Security in e-Science and e-Research (ISSR 2018)
	Steering Committee
	General Chairs
	Program Chairs
	Program Committee
	Publicity Chairs
	Webmaster

	A Novel Method for Bearing Safety Detection in Urban Rail Transit Based on Deep Learning
	Abstract
	1 Deep Learning
	2 Instantaneous Energy Feature Extraction Based on Empirical Mode Decomposition
	2.1 Empirical Mode Decomposition
	2.2 Instantaneous Energy Feature Extraction

	3 Experimental Explanation
	4 Experimental Results and Analysis
	5 Conclusion
	Acknowledgments
	References

	Malicious Domain Name Recognition Based on Deep Neural Networks
	Abstract
	1 Introduction
	2 Related Works
	3 The Hierarchy of Bidirectional Recurrent Neural Networks
	4 The Performance of the Hierarchy of Bidirectional Recurrent Neural Networks
	4.1 Model Training and Evaluation Indicators
	4.2 Results
	4.2.1 Suitable Parameters
	4.2.2 Performance Comparison Among Different Algorithms


	5 Conclusion
	References

	The 8th International Symposium on Trust, Security and Privacy for Emerging Applications (TSP 2018)
	En
	General Chairs
	Program Chairs
	Program Committee
	Web Chair
	Steering Chairs
	Steering Committee

	Investigation on Unauthorized Human Activity Watching Through Leveraging Wi-Fi Signals
	1 Introduction
	2 Potential Abuse of Wi-Fi Router by Cyberattackers
	3 Attacking on the Wi-Fi Routers
	4 Security Measures
	4.1 Securing Radio Frequency
	4.2 Securing Wireless Signal
	4.3 Securing Wi-Fi Traffic

	5 Potential Solutions
	5.1 Two-Step Solution
	5.2 Two-Factor Solution

	6 Conclusion
	References

	E2STA: An Energy-Efficient Spatio-Temporal Query Algorithm for Wireless Sensor Networks
	1 Introduction
	2 Related Work
	3 Energy-Efficient Spatio-Temporal Query Processing Algorithm for Wireless Sensor Network E2STA
	3.1 Send Query Messages to Coordinator Nodes
	3.2 Construct Routing Trees Within Query Area

	4 Performance Evaluation
	5 Summary and Future Work
	References

	Author Index



