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1 Introduction

Many industries including healthcare benefit significantly from advances in infor-
mation technologies particularly with the growing trend of digitalization. Significant
improvements in efficiency and reduction of costs are achievable through automa-
tion of processes, cost-effective storage, and efficient retrieval of information and
data [122]. This cost reduction is particularly important in industries such as
healthcare where rising costs and aging populations impose continuous pressure
on existing practices. The need for improving medical procedures, improving
prevention, early detection, and more efficient and more accurate diagnosis is
evident. The role of artificial intelligence (AI) technologies in this context is partic-
ularly important. The promise of these technologies is to deliver an unprecedented
opportunity for automation [82].

One AI technology that already creates a significant impact on healthcare is
machine learning (ML). ML allows for the development of data-driven solutions
to complex problems. These approaches deliver more scalable and robust solutions
to existing expert designs, i.e., solutions that have been manually crafted by human
domain experts. They can be developed and adapted much more efficiently than
manually devised solution having a lot of data already collected. The predictive
analysis enabled by ML can deliver solutions in clinical diagnosis, prevention, and
healthy living.

However, in the realm of high-dimensional data (high-resolution imaging, high-
precision patient monitoring, molecular testing), traditional ML algorithms face
the curse of dimensionality [59] and have to rely on costly feature engineering by
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experts to deliver solutions. Recent developments in ML focus on approaches that
use multiple layers of representations. These layered architectures allow learning
representations that are useful for solving a task purely from data without the need
for features that are crafted by a domain expert. These technologies that use multiple
layers of representation can loosely be grouped as Deep Learning technologies,
and form a subfield of ML. In this chapter, we will focus on Deep Learning (DL)
technologies and their impact on healthcare.

We will present an overview of the underlying concepts and algorithms that
drive the success of DL. We will motivate the use of DL on different types of data
and discuss applications of DL to various fields in healthcare. DL is a data-driven
technology. The way DL is applied mainly depends on the structure of the data.
Even though in different applications the data indeed comes in a different context
with specific semantics, we present a data-centric view of the structure and organize
the applications of DL based on the type of data. We start by discussing spatially
correlated data, which includes various imaging modalities ranging from radiology
to digital pathology. Furthermore, we relate this to other spatially correlated
data such as patient monitoring systems such as electrocardiography (ECG) or
electroencephalography (EEG). Although they are time series, these data also carry
spatial correlations; hence we treat it as 1D spatially correlated data. Then we
present an overview of sequential data (temporal and other sequences) and natural
language text.

This survey aims to consolidate a wide range of work in DL applications to
healthcare with a data-centric perspective that brings insights into the maturity of
the technology and its drawbacks and invites directions for future applications.

The remainder of this chapter is organized as follows. In Sect. 2, we motivate on
a general level the use of ML for healthcare problems. In the same section, we
proceed to motivate DL by pointing out a few shortcomings of ML. In Sect. 3,
we briefly describe major building blocks for DL methods, and in Sect. 4, we
outline general strategies on how to use such building blocks to solve problems.
Sections 3 and 4 describe the background knowledge that is necessary to understand
the main contents of this book chapter, but a proficient reader may safely skip
them. Section 5 describes application of DL technologies on healthcare problems.
Section 5 is structured into three subsections, each of which presents an overview of
state-of-the-art approaches for a data modality, i.e., Sect. 5.1 describes approaches
on sequential data, Sect. 5.2 describes approaches on spatial data, and Sect. 5.3
describes approaches on text data. Each of these three subsections follows the
same structure: first, the data modality and the sources of this data modality are
introduced; then, we present an overview of approaches grouped by the problem
that they are solving. We link the approaches to advancements in other fields such
as recognition and outline characteristics of the architectures that were used. We
conclude this chapter with a summary and pointers for future research in Sect. 6.
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2 Learning from Data

In data analysis, there are some tasks which are difficult to solve with computer
algorithms. For example, it is very challenging to create an algorithm for detecting
or segmenting organs in a CT scan. Such tasks are challenging because their creation
requires a deep understanding of the domain, and often complex relationships in the
data are not fully understood.

Expert systems such as CADUCEUS [7] are one way to address such tasks.
Expert systems are rule-based systems that emulate human experts and attempt
to solve a task by evaluating a set of rules about the data. Expert systems have
their important role in many applications particularly when it is critical to have
graceful degradation of performance. Furthermore, expert systems clearly explain
the decision, which is vital for domains where accountability is important, e.g.,
healthcare, information security, or law enforcement. Expert systems are useful.
However, they have a few caveats. First, designing rules is difficult and time-
consuming. To devise good rules, domain experts need to understand the domain
and the data very well. They need to adapt to evolving contexts, and often
domain knowledge requires to produce a large number of exceptions for each rule.
Moreover, handcrafted rules are often brittle, and their maintenance is costly, mainly
when the expert system contains many, potentially conflicting rules.

Another possibility of addressing such difficult data analysis tasks are data-driven
approaches, which offer the potential to build models purely from observation. Here
machine learning algorithms allow for developing such models by processing avail-
able observations or data. There is a vital role for such algorithms in healthcare since
in many domains the underlying processes are not fully understood particularly in
medicine. Another aspect is noisy measurements that may require observing data to
extract the useful information using machine learnings.

Machine learning can broadly be categorized into three categories: supervised
learning, unsupervised learning, and reinforcement learning. In a supervised learn-
ing setting, data are associated with one or more targets, and a model is learned
to predict such associations. For example, to categorize nuclei images, the pixels
of the image are the data, and the different nuclei are the targets. In healthcare,
many problems such as clinical decision support, image segmentation, or image
registration have been addressed in a supervised way.

Unsupervised learning attempts to discover patterns in the unlabeled data.
Such patterns can be used, for example, to learn more suitable representations, to
compress the data, or to find cohorts in data. In healthcare, unsupervised learning is
used primarily for learning useful features, e.g., if the dimensions of the input space
are too large. In the context of DL, the algorithms themselves for unsupervised and
supervised learning cannot clearly be distinguished, i.e., an unsupervised learning
algorithm will also learn model parameters by optimizing for specific targets. The
critical difference is that these targets have not been labeled by some external agent.

In reinforcement learning, an agent interacts with an environment in a feedback
loop and attempts to learn to complete a task. Reinforcement learning is also applied
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in healthcare, e.g., [72]. However, in this chapter, we will omit reinforcement
learning since the developments are very recent and in a relatively small number.
In the future, reinforcement learning may play a greater role in healthcare, e.g., for
drug design or autonomous health support agents.

Early machine learning methods devised handcrafted features from the input
data and learned predictive, so-called “shallow” models for these input features.
Shallow machine learning methods have been hugely successful in many application
domains, but they have a few shortcomings. First, they require domain experts to
devise sensible features for the task at hand. These handcrafted features suffer from
the same limitations as rule-based systems: they are brittle, domain-specific, and
labor expensive and challenging to create.

Another major limitation of shallow algorithms is working with high-
dimensional data. When the dimensionality grows, particularly when the ratio
of features to data points becomes low, many shallow machine learning algorithms
perform poorly. This problem is known as the curse of dimensionality and results in
the machine learning model to overfit, i.e., the inability to generalize well.

DL enables a high level of generalization when working with high-dimensional
data. It relies on models built with artificial neural networks, which process the data
in a sequential fashion and allow for creating composite features, starting from low-
level to high-level features in a hierarchical manner. This process is referred to as
representation learning and enables this model to be successful in this type of data.

Furthermore, DL methods deal well with noisy data. In fact, noisy data enables
DL models to learn better generalizations, because it is assumed that data lies on a
lower-dimensional manifold. The noise in the data helps discover this manifold.

Another significant advantage of deep neural networks is computational effi-
ciency. Composed hidden layers result in exponentially less required training steps
to achieve good generalizations [111]. Furthermore, stochastic gradient descent
enables to train on very large datasets effectively.

Finally, DL methods learn features that are useful for the task at hand from data,
which reduces the need for domain-specific feature engineering. Input features to
DL algorithms are generally domain independent and impose very few assumptions
on the input data. Consequently, architectures that work for data types in one domain
can readily apply in other areas which face different problems, but a similar data
type.

3 Deep Learning Methods

Similar to many machine learning algorithms, DL algorithms consist of four
components: data, a learning objective, a model, and a training procedure. The
right combination of these four components is essential for solving a task using
DL techniques.

In this section, we will only briefly outline building blocks of core DL models.
We start by introducing a single artificial neuron. We’ll elaborate the interaction
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between the model, the data, the objective, and the training procedure on such an
artificial neuron. Artificial neurons are not deep models, but they are a fundamental
building block of deep neural networks. We then use multiple artificial neurons to
create a layer, and we compose feed-forward neural networks out of multiple of
such layers. Using a combination of such layers and parameter sharing, we then
introduce recurrent neural networks and convolutional neural networks, which are
well suited for data with sequential and spatial correlation. We conclude this chapter
with generative models, which use layers of neural networks to learn the data-
generating distribution.

3.1 Artificial Neuron Model

An artificial neuron is a parametric function that is very loosely inspired by the way
neurons in human beings work. Artificial neurons are a fundamental building block
of modern deep neural networks. A human neuron receives inputs from multiple
other neurons. If the stimuli of the neural cell surpass a certain threshold, the neuron
will pass a signal to the other cells that it is connected with via its Axon.

Similarly, artificial neurons receive “stimuli” from the input data. The artificial
neuron processes these stimuli, and if they surpass a certain threshold defined by
the activation function, the neuron “fires.” Figure 1 depicts a schematic overview of
such a neuron. The pixels of the image are treated as input stimuli to the neuron;
the neuron processes the input stimuli by multiplying them with a weight for each
input and summing up the result. It decides to fire if the activation function returns
a value larger than zero, and it does not fire otherwise.

y = f (x; W) (1)

A single neuron with the logistic function as activation is similar to logistic
regression [95]. For DL methods, artificial neurons only play an important role as
building block for more sophisticated architectures, such as fully connected layer.

Fig. 1 The schematic architecture of an artificial neuron. The input values are multiplied by
weights and summed up to a. The output of the neuron is the result of the nonlinear activation
function σ of a. The X-ray image is a courtesy of Wikimedia Commons
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Any smoothly differentiable function can be an activation function. Smooth
means with continuous derivatives within a certain domain to a desired order.
In some cases activation functions may also be non-smooth, e.g., in case of the
ReLU, which use sub-gradients for solving gradient-based optimization problems.
However, certain properties are desirable. The activation function should be mono-
tonic so that the error surface remains convex. It should be nonlinear so that
more complicated functions can be approximated. Popular activation functions are
ReLU [84] (ConvNet, RBM), TanH (LSTM), Softmax (MultiClass, Single Label),
and Sigmoid (Multi-Class, Multi-Label).

3.1.1 Objective Function

In DL, the goal is to complete a task using a model. The available data “teaches”
the model the parameters. These parameters should be chosen in such a way that
they enable the model to complete the task in the best possible way. However, one
needs to define what the best possible way is. In DL, this is achieved by the objective
function or cost or goal function. The objective is a function defined over the output
of the model and tells it how wrong its prediction was based on the ground truth
information ŷ for that example. This information can then be used to minimize such
wrong predictions; hence find a model that approximates the desired target function.

c = J (f (W ; x), ŷ)

Objective functions have different properties, which significantly impact the
outcome of the DL procedure. If the objective function is convex such as the mean
squared error (MSE), a global minimum can be found. Otherwise, it is possible only
to find a locally optimal solution. Popular objectives are the MSE for regression
tasks, binary cross-entropy for binary classification problems, and categorical cross-
entropy for multiclass, single-label classification tasks.

3.1.2 Training Artificial Neurons

Our goal is to find an approximate model that allows us to solve a task at hand. To do
so, we need to find the parameters that approximate the model in the best possible
way defined by the data. Within DL, parameters are almost exclusively learned by
back propagation [107] and variants of mini-batch stochastic gradient descent [107].

The back propagation algorithm consists of three main steps: a forward pass,
a backward pass, and a parameter update. The forward pass calculates the cost
of given input examples concerning the objective using a model with current
parameters. In other words, the forward pass calculates how wrong the model with
current parameters is. In the backward pass, the partial derivatives of the model’s
parameters are computed with respect to the objective function. This backward
pass tells how much a parameter influences the cost of the result. In the final step,
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the parameters get updated using the partial derivatives from the parameter update
multiplied by a learning rate. The learning rate ensures that we progress along to a
minimum of the objective along the error surface.

Ideally, the parameters are calculated for all available training data. However,
many datasets these days are large, which renders this procedure computationally
impractical. Instead, parameter updates are computed for a small subset of the data.
Such a subset is often called a batch or a mini-batch. If the learning rate is well-
chosen, mini-batch stochastic gradient descent will eventually find a minimum of
the cost function—either a local minimum or in case of a convex cost function a
global minimum.

To speed up the parameter learning process, multiple momentum-based variants
of mini-batch stochastic gradient descent have been proposed. Such variants will
increase or decrease the learning rate depending on the stage of the learning process
or some properties of the data. Popular variants of stochastic gradient descent are
Adagrad [29], RMSProp [123], and Adam and Adamax [61].

3.2 Deep Feed-Forward Neural Network

Feed-forward neural networks are neural networks that are composed of layers of
artificial neurons. This composition allows each layer to use the features of the
previous layer to create more abstract features. Such a network learns to produce
features that are helping to solve the task at hand.

More formally, a feed-forward neural network is a nonlinear, parameterized
function that is composed of multiple, nonlinear parameterized functions. These
various functions are commonly referred to as layers. This function maps input data
x to output data y in such a way that it approximates the desired function for the
task at hand in the best possible way.

For example, if the task is cancer detection in X-ray images, then the feed-
forward neural network is a function that maps the input pixels of the X-ray images
to two classes, cancer or no cancer.

Each layer of a feed-forward neural network is a function that maps input x

to some output h in a nonlinear way. Commonly, layers of feed-forward neural
networks have three components: parameters W , biases b, and a nonlinear function
σ that is referred to as activation function.

The number of neurons (often called neural units or simply units) per layer
determines the output dimension of representation that is learned by this layer. For
example, if a layer has 20 units (or neurons), the representation that is learned by this
layer is 20-dimensional. The more neurons a layer has, the more capacity it has to
describe the input data. However, if a layer has too many units, it will start overfitting
the data, i.e., learn to memorize the training data. If a layer has too few neurons, it
will begin underfitting, i.e., generalizing too much. This problem is known as bias-
variance problem [34] in the machine learning community and is also applicable
to DL.
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Fig. 2 Schematic of a feed-forward neural network with one hidden layer for X-ray image
classification. The pixels of the X-ray image get mapped to a hidden representation, which in
turn gets assigned to another hidden representation, which then gets mapped to the classes. The
X-ray image is a courtesy of Wikimedia Commons

Deep neural networks learn distributed representations [41]. Distributed rep-
resentations are compelling because they potentially can express an exponential
amount of data. For example, a binary, k-dimensional representation can represent
up to 2k data samples, as each dimension of the representation can store associations
of the data independently. An example of non-distributed representations is one-hot
vectors. A k-dimensional one-hot vector can only represent k examples (Fig. 2).

A feed-forward network is defined by a model that maps an input x to an
output y. They are composed of multiple layers: an input layer, one or many
hidden layers, and an output layer. The input layer represents the function from
the input data x to the first intermediate output h1, the output layer a mapping
from the last intermediate result hn to the output data y, and the hidden layers map
one intermediate result hn−1 to another intermediate result hn. The output of the
intermediate layers is unknown a priori; therefore they are commonly referred to as
hidden layers. The neural network chooses the output of the hidden layer in such a
way that it approximates the desired function defined by the learning objective well.

Feed-forward neural networks can be used on any data and, given sufficient
capacity, can learn arbitrary functions [46]. Intuitively, this makes sense because
a single-layer model with sufficient capacity will learn to map one input to one
output. Neural networks that are composed of multiple layers learn such a mapping
more efficiently by generalizing.

However, feed-forward neural networks come with several limitations. Firstly,
the number of parameters to train a deep feed-forward neural networks is potentially
very high since the input of each layer is connected to all outputs of the layer.
Another limitation is that the input dimension is fixed. For example, if a feed-
forward neural network is used to classify images, the input images all need to
have the same dimension. Thirdly, feed-forward neural networks tend to overfit the
data [34], and finally, it may take a long time for the model’s parameters to converge.

Purely deep feed-forward neural networks are rarely used to solve healthcare
challenges. Instead, they are often part of a more sophisticated architecture, such
as convolutional neural networks (see Sect. 3.3), recurrent neural networks (see
Sect. 3.4), or autoencoders (see Sect. 4.1).



The Role of Deep Learning in Improving Healthcare 83

Fig. 3 Schematic overview
of the convolution layer. A
local receptive field “slides”
over the input to create an
activation map. Each
convolution operation shares
the parameters of that
particular receptive field

3.3 Convolutional Neural Networks

Feed-forward neural networks make minimal assumptions about the data that they
are processing. However, often we have general information about the data that we
are processing. One example of such data is images. Pixels in images usually have
a loose spatial correlation, e.g., consider an image of a tree. If a pixel of the image
represents the tree’s bark and has a brown color, the pixels close to that pixel are
also a bit more likely to be brown.

Convolutional neural networks (CNNs) are a particular type of feed-forward
neural networks that use this spatial information correlation to design neural
networks that perform better at processing such data. CNNs combine three key
ideas: local receptive fields, parameter sharing, and local subsampling.

Local receptive fields, also called kernels, connect small patches of the input
data with one point of the output data. Local receptive fields assume that the input
data are spatially correlated, i.e., that the neighborhood of a data point influences
this data point and vice versa. Fully connecting all small patches with the outputs
is computationally impractical as it drastically increases the number of parameters.
Instead, parameters for such local receptive fields are “slid” over the input, and
an output is calculated for each different position. The parameters are shared for
each position. When training CNNs, multiple kernels per convolutional layer will
be trained and slid over the input, thereby producing multiple activation maps. This
approach drastically reduces the number of parameters needed. Figure 3 depicts
schematically how local receptive fields and shared parameters are used to create an
activation map.

Networks that are composed of multiple convolutional layers also require a large
number of parameters to learn. To reduce the computational strain, subsampling
layers, also called pooling layers, can be inserted. Such pooling layers reduce the
spatial size of the activation map by pooling multiple locally connected values to
a single value. Various such pooling strategies have been proposed. Two popular
approaches are max pooling and average pooling. In max pooling, the maximum of
a local receptive field is passed on, and in average pooling, the average of the values
of the receptive field is passed on. Alternatively, one can subsample the network
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using convolutions with local receptive fields of width and height of one [120].
These 1×1 convolutions will have a subsampling effect, but instead of choosing the
best value of a local receptive field, they will select the best available one.

A CNN generally consists of multiple convolutional and pooling layers. This
chaining of layers results in a hierarchical structure of the locally receptive fields.
Consequently, the more layers such a network has, the larger the total receptive field
of the network is. The network will use this hierarchy of features to represent more
high-level concepts.

Since CNNs are a special case of feed-forward neural networks, they are com-
monly trained similarly by backpropagation and a variant of mini-batch stochastic
gradient descent. Also, often last layers of CNNs are fully connected layers.

CNNs work well on data that is locally spatially correlated. They do not necessar-
ily require two-dimensional inputs but also work on one or more dimensional input,
as long as there is a local, spatial correlation. An example for 1D locally correlated
data is ECG signals, and an example for 2D locally correlated data is X-ray images.

CNNs bear advantages over plain feed-forward neural networks when applied
to spatially, locally correlated data. Firstly, they require far fewer parameters to be
trained and are therefore much more computationally efficient than feed-forward
neural networks. Secondly, the subsampling operations lead to a particular shift,
scale, and distortion invariance of the learned model. Another advantage is that they
work on input data of arbitrary size. Sliding kernels on differently sized input result
merely in differently sized activation maps. Finally, many applications demonstrated
that CNNs are well suited for transfer learning [129], i.e., they are trained on a large,
generic image dataset of one domain and fine-tuned on a small dataset in another
area.

Modern CNNs may consist of more than 100 layers (e.g., [40]) and have
many hundreds of millions of parameters, in extreme cases even billions of
parameters [108]. Such large models are costly to train and need lots of training
data to converge. Finally, they do not perform well on data which is not locally
correlated.

An example application of CNNs in healthcare is presented in the work of Shen
et al., who use CNNs to predict whether lung nodules are malicious or not [110].

3.4 Recurrent Neural Networks

Another generic assumption one can make about the data is temporal (or sequential)
interdependence of data, as time series, natural language, or sound. If the data is
locally sequentially correlated, 1D CNNs can be used to learn representations from
such patterns. For more complex patterns or patterns that occur over time, recurrent
neural networks (RNNs) have been developed.

RNNs are neural networks that are designed in a way to reuse the outputs of the
network in later calculations, i.e., in a recursive way. Similar to CNNs, RNNs rely
on parameter sharing, but in a different fashion. In addition to parameter sharing,
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Fig. 4 Schematic overview over an RNN. It processes a sequence of inputs and consists of two
functions: one that yields the next state and one that generates the output of the current network.
The parameters are shared over the whole sequence of inputs

RNNs remain a state (or context) of the network, which they pass on for further
processing.

RNNs require the input sequence to be discretized into a series of time steps. For
each of the time steps, the current input and the context of the previous time step
are used to calculate the output of the network and the next state. Two functions are
learned: one that yields the output of the current time step and one that produces
the context for the next time step. The parameters of the network are shared over
the whole sequence. The state maintains a “memory” of which inputs have been
processed so far. Figure 4 schematically depicts the processing steps of an RNN.

RNNs can be used to learn functions in flexible ways. They can be used to
learn functions to map sequences to a single output (many-to-one), for example,
to classify sequences. They can be used to learn functions that map sequences to
other sequences (many-to-many), for example, to tag sequences with specific labels
or for natural language translation [16]. And they can be used to map a single value
to multiple outputs (one-to-many), for example, to generate descriptive text from an
input image [128].

Due to the feedback connections, RNNs cannot be trained using the
standard backpropagation algorithm. Instead, an extended algorithm is used—
backpropagation through time (BPTT) [130]. BPTT follows the three basic steps of
back propagation: forward pass, backward pass, and parameter update. To do this,
the neural network is unrolled for n time steps. That is, the parameters are replicated
n times, which allows the outputs and contexts for the forward pass to be calculated.
Then, the gradients are calculated for each time step individually in the backward
pass. The gradients are averaged by the n. Finally, the parameters are updated with
these averaged gradients.

Theoretically, RNNs can be used to learn functions that deal with sequences of
an arbitrary length. In practices, however, two problems occur when the processed
sequences are too long. First, the gradient that flows back throughout the time
gets very small, so that the network stops learning, which is also referred to as
vanishing gradient problem. To overcome these problems, long short-term memory
(LSTM) networks have been proposed [43]. They introduce trainable gates that learn
when to forget and when to pass on gradients. The other problem that commonly
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occurs when training RNNs for longer networks is exploding gradients. That is, the
network stops learning because some of the gradients get excessively large over
time. To counter exploding gradients, gradient clipping has been proposed [93],
which truncates gradients if they surpass a certain threshold.

RNNs are versatile DL models. They can be used on sequential data of arbitrary
length, and they are capable of capturing complex, time-dependent relationships
within the sequential data.

However, training them may be difficult, and it may require large amounts of data
to converge. Also, unrolling them for many time steps requires the parameters to be
replicated many times, which is computationally very expensive.

In healthcare, RNNs are commonly applied to solve problems on sequential data.
An example for such an application is to predict seizures from raw EEG data [83].

3.5 Autoencoders

Autoencoders are composite models that consist of two components: an encoder
model and a decoder model. The task of an autoencoder is to output a reconstruction
of the input under certain constraints. Figure 5 depicts this general architecture
schematically. The encoder and the decoder model can be any neural network,
preferably one that works well with the data type. So one can imagine an
autoencoder for images where the component models are CNNs or an autoencoder
for text where the component models are RNNs.

If autoencoders have sufficient capacity, they will learn two functions that will
simply copy the input to the output. Such functions are generally not useful. There-
fore the representations that the autoencoder has to learn are typically constrained
in specific ways, for example, by sparsity or by a form of regularization. Such
constraints force the encoding model to learn representations that contain potentially
useful properties or regularities of the data.

Autoencoders can be used for many tasks. One such task is that they can be used
to learn representations in an unsupervised way. To do so, an autoencoder is trained,
and after that, the encoding model is used to derive the representations from the
input data. Such a representation can be thought of as a nonlinear dimensionality
reduction of the input. Another task is to denoise input data. To do so, the input

Fig. 5 Schematic of an autoencoder. An autoencoder consists of two models, an encoder and a
decoder. The encoder maps an input x to a representation h, and the decoder reconstructs x given
h. Encoder or decoder can be any neural network
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of the encoder is distorted by some noise, e.g., Gaussian noise, and the target of
the autoencoder is learning to reconstruct the original input and thereby learning to
remove certain distortions from the data.

Autoencoders can be trained in an unsupervised fashion since both the input and
the target output are both the data x. If an autoencoder is used to combine many
sparse layers, then each of the layers is trained one after the other. For example,
let xn be the input of the n-th layer, x̂n the output of the n-th layer, len the n-th
encoding layer, and ldn the n-th decoding layer of the autoencoder. Then the first
training step for an autoencoder is to learn the functions le1 and ld1 such that x̂1 =
ld1(le1(x1)) and the loss l1 = L(x1, x̂1) are minimal to a given loss function L. Then
the parameters of the functions le1 and ld1 will be fixed, and the next layer’s function
will be trained in a similar fashion as the first layer, but by using x̂1 instead of x as
input and target output.

Autoencoders may be used for a variety of useful tasks such as enhancing input
data quality or learning to compress input data in a meaningful way. Autoencoders
can be trained in an unsupervised fashion, which may help to solve problems where
there is a significant amount of unlabeled data and labeling data is scarce and
typically costly to obtain. An example application for autoencoders for healthcare is
to predict the future of patients by learning suitable representations from electronic
healthcare records [81].

3.6 Generative Models

From a probabilistic perspective, the DL methods that we discussed in the previous
sections learn the conditional distribution P(y|x), i.e., the likelihood of seeing the
output y given an input x. In contrast to that, generative models aim to learn the
data-generating distribution P(x, y) from the data, i.e., how likely it is to see both
x and y at the same time. Knowing the joint distribution allows to predict specific
outputs given an input and also to generate new data from the learned model.

There are three major types of DL methods that are used to train generative
models: deep belief networks [9, 42], variational autoencoders [62], and generative
adversarial networks [37]. An example for generative models in healthcare is image
synthesis to increase the amount of available training data and thereby improve
existing data analysis methods [89].

3.6.1 Deep Belief Networks

Deep belief networks (DBNs) [42] were among the first deep, generative models.
They are directed, probabilistic graphical models. They are composed of multiple
layers of restricted Boltzmann machines (RBMs) [114]. RBMs are energy-based
models that learn a joint probability distribution of the input and output data. This
joint probability distribution is defined by an energy function. Figure 6 depicts a
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Fig. 6 Schematic of a RBM. The network learns P (x, h) by learning P (h|x) and then P (x|h).
DBNs are composed of multiple RBM layers

Fig. 7 Overview over a variational autoencoder (VAE). An encoder model learns μ and Σ of a
multivariate Gaussian given x. A decoder model learns to predict x given a random value z that
was sampled from this Gaussian. The decoder network is the generative model

schematic overview over a RBM. The restriction in the RBM is that there are no
intra-layer connections in the hidden layer.

RBMs learn the joint probability distribution P(x, y) of the input x and output
y by first learning the conditional distribution P(x|y) of output y given input x and
then learning the conditional distribution P(x|y) of input x given output y. DBNs
are trained by using multiple layers of RBMs after each other in a similar way
autoencoders are trained. DBNs and RBMs have an intractable partition function,
which means that they need to learn an approximation.

Among others, deep belief models and RBMs can be used for dimensionality
reduction or data sampling. For example, DBNs have been used to learn suitable
representations from microarray data to predict breast cancer [60].

3.6.2 Variational Autoencoders

Similar to autoencoders, variational autoencoders (VAEs) consist of two models,
an encoder model and a decoder model. The encoder model learns Σ and μ of a
multivariate Gaussian distribution given a certain input x. This distribution is used
to sample a random variable z. The decoder model learns to reconstruct x given z.
The decoder model is the generative model. Figure 7 depicts the architecture of a
VAE.

3.6.3 Generative Adversarial Networks

Generative adversarial networks (GANs) also consist of two models, a generator
model and a discriminator model. The input to the generator model is a random
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Fig. 8 Overview over a generative adversarial network (GAN). A generator model learns to
generate inputs x′ from z that was sampled from a multivariate uniform Gaussian. A discriminator
model is either presented a real input x or a generated x′ and has to decide which one is real and
which one generated

variable z that is sampled from a multivariate Gaussian distribution. The task of
the generator model is to generate an input x given z. The discriminator model is
trained on a binary classification task, namely, to distinguish if an input x is real or
fake input. Figure 8 depicts the architecture for a generative adversarial network.

3.6.4 Training of Generative Models

VAEs and DBNs can be trained in an unsupervised way and with standard mini-
batch SGD. GANs are trained with a game-theoretical approach where the generator
model tries to beat the discriminator model. In its simplest form, training GANs
resembles a two-player minimax game, where each player attempts to maximize its
own value function. Training GANs may be challenging in practice due to problems
such non-convergence [36]; however many improvements have been suggested, e.g.,
[2, 105].

3.7 Other Methods

There are many more existing DL methods and many recent developments
such as deep reinforcement learning, capsule networks [104], or neural Turing
machines [38] or architectures for metric learning such as Siamese [21] or triplet
networks [45]. Outlining them is out of the scope of this chapter, but [10] and [107]
provide an overview of the field.

4 Data Analysis Strategies Based on Deep Learning

In this section, we describe abstract solutions for common DL problems. DL
problems usually consist of a task to be solved, an objective function, a model
architecture, and data which is used to learn the parameters of the model. The model
architecture and the objective function commonly depend on the nature of the data
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that is analyzed. However, the strategy to address a problem can often be reused
for other problems. For example, consider the task of organ segmentation. This task
can be framed as a classification task where each pixel is categorized as belonging
to the organ or not belonging. The model architecture and objective function depend
on the data, e.g., CT scans. However, the strategy of classifying pixels can be used
for other tasks as well.

In this section, we will use x as the vector of input features, y as ground
truth target, and ŷ as the predicted target that was derived by the DL solution.
Furthermore, f will be the parameterized DL model that we are attempting to learn.
f maps input x to the predicted target ŷ, i.e. ŷ = f (x). We refer to C(y, ŷ) as our
objective function that defines a measure of correctness of our prediction.

4.1 Representation Learning

DL architectures are usually composed of multiple layers of nonlinear functions.
Layers closer to the input learn representations that are useful for next layers to
minimize the objective function for that problem. As a consequence, multilayer
architectures always learn representations to solve a particular task. For example,
in a classification task, the representations that are learned by a multilayer network
are used to perform that classification. However, sometimes it is desirable to learn
such features (or representations) directly. For example, if the input data is high
dimensional, it is desirable to learn a lower-dimensional representation for another
model to be able to solve a task. There are two common strategies of representation
learning using DL technologies—using unsupervised methods such as autoencoders
and transfer learning approaches.

The general strategy on how to learn representations using autoencoders is
depicted in Fig. 9. First, the autoencoder is trained in an unsupervised way. After
training, only the encoding function is used to derive representations from data. We
have described autoencoders in more detail in Sect. 3.5.

A variant of unsupervised representation learning is stacked autoencoders.
Generally, deep autoencoders consist of two deep neural networks that are trained in
an end-to-end fashion. Stacked autoencoders are also deep models, but their layers
are trained one at a time. Figure 10 depicts this approach. Stacked autoencoders
are useful for solving large problems where the whole model would go beyond the

Fig. 9 Overview of how to learn representations using autoencoders. During training, an encoder
e maps the input x to the representation z and a decoder d attempts to reconstruct the input x given
z. After training, the decoder is discarded, and the encoder e is used to derive the learned input
representations
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Fig. 10 Overview of how to learn representations using stacked autoencoders. Each layer is
trained to reconstruct its input. After the training, the decoding layers are discarded and the
encoding layers chained to derive the learned representation

Fig. 11 Overview transfer learning for representation learning. A network consists of an encoding
part e and a domain- and task-specific model f . After training, f is dropped and representations
are derived using e. Any multilayer neural network can be considered a combination of a decoding
part and a domain-specific model

scope of the computational resources available. Deep belief networks [42], which
are composed of multiple layers of RBMs, were among the first architectures that
were successfully trained for deep representation learning.

Representation learning can be used for many useful tasks, such as compressing
or denoising the input. In healthcare, representation learning using autoencoders has
been applied to a broad variety of tasks. A selection of these tasks is learning repre-
sentations from EHR to predict diseases [81], reducing the input dimensionality for
gene expression profiling [32], and learning features from breast images to predict
cancer risk [54].

Another way to learn representations is in a supervised fashion using transfer
learning. Transfer learning is based on the idea that any multilayer neural network
can be represented as two parts: an encoding part and a task-specific model. Both
parts can be multilayer and are not restricted to any particular architecture. If such
a model is trained with a sufficiently large corpus of data, then the features learned
in the encoding part should generally apply to other problems. Figure 11 depicts the
general strategy for transfer schematically.

In healthcare, representations obtained by transfer learning have been mainly
applied to medical image analysis. There, large models such as VGGNet [113]
or ResNet [40] were trained on general image corpora such as image net on a
classification task. In many cases, all layers except the last classification layer were
considered to be the encoder model for deriving the image features. These generic
image features were then used for domain-specific tasks, for example, Esteva et al.
used a pre-trained Inception V3 architecture to detect skin cancers [31].
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4.2 Classification

Classification is the task of assigning one or multiple discrete labels y to a given
input x. The general strategy to solve such a problem is to learn a function that
maps the input to the output ŷ = f (x), where f can be any architecture that is
suitable for the data at hand.

In healthcare, many challenges can be solved by treating them as classification
problems. For example, lesion segmentation can be framed as binary classification
problem by learning a function that for each pixel of the input image predicts
whether it is a boundary pixel of a lesion or not, e.g., [103]. Another example of
classification in the medical domain is nodule classification. There, the input is an
image of an object, and the DL network needs to decide whether the shown object
is a nodule or not, e.g., [109]. A third example of a classification task in healthcare
is learning word vectors from electronic health records. There, the task is to predict
a word given a context of other words, i.e., the words are considered the classes that
can be chosen for a given input [18].

Another task that is related to classification and can be solved with similar
strategies is regression. Regression differs from classification only by the output.
That is, in classification commonly you have discrete outputs, whereas in regression
the output can be real-valued. In healthcare, regression is often used for registration
tasks such as [79], where a CNN is used to regress the spatial alignments between
two X-ray images.

4.3 Anomaly Detection

Anomaly detection is the task of finding outliers in data. One strategy to detect
anomalies using DL is to train a model to learn to predict “normal” values, where
normal is defined by your training data. Anomalies are then detected when for a test
case the predicted data deviates more than a specified threshold from the actual data.
We depict the general strategy for anomaly detection using DL in Fig. 12. The model
f is agnostic to the architecture and again should be chosen to fit the peculiarities of

Fig. 12 Overview of the anomaly detection task. Anomalies are then detected when for a test case
when the prediction ŷ of a model f deviates more than a specified threshold from the expected
value y
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the data at hand. For example, if the task is to detect an anomaly in an ECG, f could
be a variant of an RNN, whereas if the task is to identify an anomaly in an electronic
health record, then f could be a multilayer perceptron. An example application of
anomaly detection in healthcare is the detection of anomalous sensor measurements
such as brain waves in EEGs using DBNs [133].

4.4 Strategies for Sequential Data

Sequential data are ordered lists of events. Dealing with sequential data usually
means that the input to the DL model is an ordered, variable length list of vectors.
Many DL architectures and other ML methods required fixed length input. Another
problem is that of the high number of input variables, as sequential data often
contains many elements, which leads to neural networks with many parameters that
are difficult to train.

There are three common strategies to deal with variable length input: zero
padding, RNNs, and global pooling of CNNs. Zero padding means that each input
sequence will be brought to equal length by adding zero vectors to lists that are
short than the longest sequence. RNNs are designed to deal with sequential data of
theoretically arbitrary length.

A common approach to reducing the complexity of the input data is time
windowing. A windowing function w is used to summarize t time steps of input
data, thereby reducing the length and consequently the complexity of the input
sequences. A model is trained on the reduced data size. Figure 13 depicts the general
time windowing strategy. An example of a window function is binning, i.e., multiple
input events are summed up together.

More recently, 1D CNNs were used to learn the windowing function instead
of handcrafting the windowing function. Similar to 2D CNNs, shared parameters
are learned that describe local correlations of the input data well. CNNs can deal

Fig. 13 Time windowing
strategy for sequential data. A
window function w is used to
summarize a fixed number of
input events and reduce the
length of the sequence. A DL
model is learned on the
summaries z to complete a
certain task
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with variable length input, i.e., a long input sequence will generate a longer output
sequence.

One can also combine a CNN and an RNN to analyze variable length sequential
data. In this case, the CNN reduces the dimensionality of the sequential data by
capturing local, spatial correlations, and the RNN learns long-term relationships
between the reduced dimensionality time series. A combination of 2D CNNs and
RNNs is frequently used to analyze video input.

4.5 Strategies for 2D Spatial Data

One major problem when analyzing spatial data is that the dimensions of the
input data may be very high dimensional. For example, the input dimensions of
a 1024 × 1024 image result in a prohibitively large number of neurons that need to
analyze it using a fully connected neural network or other non-deep methods. One
widespread and successful strategy to analyze 2D spatial is to use convolutional
layers to simplify complex local correlations and the number of features that need
to be processed. 2D convolutions function similarly as 1D convolution but have 2D
filters instead of 1D filters, and these filters are moved in both dimensions over the
input.

2D spatial data can also be considered a sequence of 2D patches. Consequen-
tially, another strategy for analyzing 2D spatial data is to employ similar strategies
as for sequential data, i.e., using RNNs or a combination of CNNs/RNNs to solve
the task at hand. Treating 2D spatial data as a sequence of patches is beneficial
when global contextual information is more important than local, spatial correlation.
For example, Stollenga et al. proposed a multidimensional variant of an LSTM to
segment tissues from images [119].

5 Deep Learning in Healthcare

DL methods are data-driven machine learning methods, which derive representa-
tions that are suitable for solving a task from data. Therefore, we describe the
medical DL solutions from a data type perspective. Based on the type of signals,
we will discuss suitability for different DL applications and specific methods. For
each method, we will present a few solutions from the literature that are exemplary
for those particular problems.

First, we will review sequential data in Sect. 5.1. Sequential data in healthcare can
roughly be divided into three groups, time series, protein and DNA sequences, and
longitudinal data from electronic health records. For all three of them, most tasks
deal with the classification of the sequence or learning a suitable representation for
the sequence so that it can be used for further analysis.
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We then will provide an overview of the use of DL for analyzing spatial data in
Sect. 5.2. Spatial data in healthcare are mainly images from a wide variety of devices
and sources such as MRI, X-ray, or CT. The two predominant tasks are object
classification and object localization. Object classification takes many forms, e.g.,
classifying parts of an image into cell types or classifying pixels for segmentation
tasks.

Section 5.3 provides an overview of applications on health text data. Text data is
mainly treated as sequential data of tokens or characters. Common DL tasks on text
include sequence labeling, e.g., classification of text to identify diseases or sequence
labeling for extracting named medical entities.

We did exclude a few applications and data types because they were out of
scope. We will briefly mention these applications here. First, we have omitted
applications of DL for analyzing spatiotemporal data such as medical videos
that have both a spatial and sequential nature. Approaches generally combine
methods from analyzing sequential and spatial data. Furthermore, we excluded
3D spatial data, e.g., 3D scans from an MRI. They are a more general case of
the 2D spatial data, and the primary challenge is the computational complexity.
Successful applications include 3D convolution and specially arranged CNN-RNN
architectures that manage to reduce the computational complexity. Finally, we have
excluded early DL approaches that combine handcrafted features with deep neural
networks.

5.1 Applications of Deep Learning on Sequential Data

Generally, sequential data are ordered lists of events, where an event can be
represented as a symbolic value, a real numerical value, a vector of real or symbolic
values, or a complex data type [135].

In this chapter, we distinguish between simple sequences and time series. A
simple sequence is an ordered list of symbols or an ordered list of vectors. A time
series is also an ordered list of symbols or vector, but each event has a time stamp
associated with it. The delta between two time stamps in a time series is commonly
fixed.

Sequential data can also be considered as 1D spatial data, that is, locally corre-
lated, and each event is referable via a 1D coordinate system. The distinguishing is
arbitrary and depends on the data and the chosen data analysis techniques.

Furthermore, text can also be seen as sequential data, either as a sequence of
characters or as a sequence of words. We chose to treat text data as different data
modality because the relationship between the elements of text is complex.

In healthcare, there are three major sources of sequential data: electronic health
records, sensor readings, and simple symbolic sequences of protein structures such
as RNA, DNA, or genes. Electronic health records include a mix of demographic
data and information about visits, examination results, and laboratory tests. While
parts of electronic health records such as demographic data are not sequential, others
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such as information about each visits or longitudinal information over time can be
treated sequentially. Sensor readings include time series of different medical and
other sensors such as records of electrocardiogram (ECG) or electroencephalogram
(EEG) signals or other bodily worn sensors. Protein structures such as DNA or RNA
parts are primary sequential data sources in healthcare. In some cases, sequential
data can also be represented as graph data, e.g., some DNA data is treated as
functional graph.

The majority of reviewed applications of DL on sequential data in healthcare can
be categorized to two groups: sequence classification and representation learning. In
sequence classification, the goal is to assign one or more discrete labels to a given
sequence of data, for example, to predict the sleep stage of a patient presented in an
EEG input sequence. In representation learning, the primary objective is to derive
features from a given input sequence that allow further data processing, e.g., classify
the sequence. Other tasks that have been addressed using DL in healthcare include
sequence regression, anomaly detection, and sequence denoising. In the next two
sections, we will detail sequence classification and representation tasks that have
been addressed using DL.

5.1.1 Representation Learning for Sequential Data

Electronic health records contain collected information on patients in a digital
way. Electronic health records carry a variety of information such as medical
history, laboratory test results, and demographic data. Often, this data documents a
patient’s development over time. The variety of data often requires to learn suitable
representations to be able to analyze the data further.

Choi et al. propose Med2Vec, an approach to learn representations of electronic
health records [18]. Med2Vec is based on the ideas of Doc2Vec, which is an
approach for learning document representations from text data [80]. Med2Vec
learns interpretable representations of sequential code- and visit-level data in an
unsupervised way. Med2Vec uses a fully connected neural network to learn a
representation of the sequential information of visits by solving the following task:
given a task, predict the previous and the next visits. The learned embedding
space allows to interpret the clinical meaning as each coordinate of the embedding
vector can be viewed as a disease group. Choi et al. demonstrate the application of
Med2Vec representations on the onset of heart failure prediction tasks [19], where
Med2Vec yields up to 23% improvement in area under the ROC curve compared to
various baselines.

Lasko et al. use autoencoders on small time windows of longitudinal serum acid
measurements to discover clinical phenotypes [66]. The phenotypes are derived by
Gaussian processes, which use the representations that have been extracted by the
autoencoder. The derived features are as accurate as the handcrafted features.

The prediction of medical events and future diseases is another task where DL
can be used to learn representations from electronic health records. Beaulieu-Jones
et al. propose to use stacked denoising autoencoders to extract the phenotypes
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from electronic health records [8]. Denoising autoencoders are a variant of autoen-
coders (see Sect. 4.1), where the input is corrupted and the decoding function needs
to learn to reconstruct the original input. The phenotypes that are extracted from
the health records are used to predict the survival of ALS patients using random
forests. Miotto et al. use denoising autoencoders in a similar fashion to predict future
diseases from EHR [81]. They find that representations that are learned in such a
way are useful to robustly predict future diseases such as liver cancer, diabetes, or
heart failure. Their method achieves an ROC area under curve of up to 0.925.

Electrocardiogram (ECG) signals measure the electronic activity of the heart.
Such data can be used to detect heart diseases and other anomalies. Huanhuan et
al. propose to learn representations from ECG signals by splitting the signal to
timeframes (see Sect. 4.4) and use DBNs to extract the features [48]. Using a support
vector machine which uses these representations, they are able to classify heartbeats
with an accuracy of 0.984. Similar to ECG data, deep neural networks can be used
to learn representations from EEG data, which are used for multiple applications.
Wulsin et al. use learned features to detect anomalies in EEG measurements [134].
Turner et al. use learned representations to discover whether seizures have happened
in EEG data [125]. Jia et al. determine whether subjects have liked or disliked
videos given features that are learned from brain waves [53]. Zhao et al. use a
similar representation learning approach to detect Alzheimer’s disease from EEG
data [143]. Learned representations from EEG data can also be used to classify
sleep stages [65].

One of the major challenges in gene expression profiling is the high dimension-
ality of the input sequences. Fakoor et al. propose to reduce the input dimensionality
of the input space with stacked autoencoders [32]. They demonstrate that the
learned representations can be used to detect various forms of cancers from gene
expressions with an accuracy of up to 0.975, which is significantly better than their
baseline methods. Lyons et al. and Nguyen et al. propose a similar approach to
extract features from protein sequences. Lyons et al. demonstrate the applicability
of the features on predicting backbone Cα angles from protein sequences [77], and
Nguyen et al. use the features to assess the quality of proteins [85]. DBNs can
also be used to learn representations from protein sequences. Zhang et al. use such
representations to predict the RNA-binding sites of proteins [141] with an accuracy
of up to 0.983. Lee et al. learn representations to predict the splicing junction [68].
Liu et al. use representations learned by a DBN from DNA sequences to identify
replication domains using replication timing profiles [74]. Finally, Asgari et al.
propose BioVec, ProtVec, and GenVec, three methods that are inspired by Word2Vec
that learn vector representation of biological sequences, proteins, and genes [3].
They demonstrate the applicability of the learned features on classification tasks
such as protein family classification, where they achieve an average classification
accuracy of 93%.
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5.1.2 Sequence Classification

Sequence classification is the task of assigning one or multiple discrete labels to
a complete sequence. Most approaches for sequence classification follow a com-
bination of the strategies for representation learning, classification, and sequential
data (see Sects. 4.1, 4.2, 4.4). Sequence labeling is closely related to sequence
classification, but instead of classifying a whole sequence, the task is to assign to
parts of a sequence one or multiple labels.

For classification of sequences from electronic health records (EHRs), there
are two main strategies: to use 1D CNNs or to use RNNs, both combined with
a form of fully connected classification layer. Nguyen et al. predict the risk of
future, unplanned readmission within 6 months after a procedure given the patients
EHRs [86]. They use a 1D CNN to detect motives in the EHR and use max pooling
and a Softmax layer to predict the risk. Cheng et al. propose a similar strategy to
identify risks that certain diseases will develop in the future given a patient’s record
with an accuracy of up to 0.767 [15]. RNNs are also proposed for the tasks of
predicting risks from EHR [98] as well as predicting future medication [17, 30] and
predicting heart failures [20].

For clinical time series, i.e., a series of lab measurements, two strategies have
been proposed. Lipton et al. and Che et al. use RNNs to predict diagnoses [73] and
to predict patient mortality and ICD9 diagnosis [13]. Razavian et al. use a 1D CNN
and a Softmax classifier to predict disease onset from longitudinal lab tests [100].
The DL approach significantly outperforms the baseline approaches which rely on
handcrafted features.

Both CNNs and RNNs can be used to classify body and wearable signal measure-
ments. Hammerla et al. propose a combination of convolutional and recurrent neural
networks to classify activities of daily living [39]. Sathyanarayana et al. propose a
method for predicting the quality of sleep states from wearable sensor data using
CNNs. Their method achieves a 46% better result than the baseline approach [106].
Li et al. divide sensor data collected from RFID chips into frames and use a fully
connected neural network to classify resuscitation activities [71].

A number of classification tasks on EEG and ECG data can be addressed using
DL. Petrosian et al. propose to use RNNs, and Mirowski propose to use CNNs to
predict seizures from EEG data [83, 97]. They achieve up to 71% sensitivity without
false positives.

Stober et al. propose to use CNNs to classify EEG waves based on the rhythm that
test subjects were hearing [118], achieving up to 50% per subject accuracy. Nurse et
al. propose to use CNNs to predict movement controls from EEG data [90]. Finally,
Pourbabaee et al. use a CNN to classify ECG data of patients to predict the risk to
develop paroxysmal atrial fibrillation [99].

DNA sequences are high-dimensional data structures, and DL models allow to
discover complex relationships from these structures. Similar to other classification
tasks for sequences, the task that are addressed with DL on DNA and other protein
sequences can be grouped into two major categories: CNNs and RNNs. Zhou et al.
predict chromatin markers from DNA sequences using CNNs [144]. CNNs can also
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be used to predict sequence specificities of DNA- and RNA-binding proteins [1], to
predict the protein binding sites [140], and to predict the cell type by DNA seq [57].
Often, these DL approaches offer a high performance, e.g., AUC over 0.92%, and in
the other cases show at least a significant performance increase over the baselines.

For proteins, one of the most common tasks is secondary protein structure
prediction. The classification task is to classify the amino residue to a number of
discrete states, e.g., helix, sheet, or coil. Often, such secondary protein structures
are predicted with a variant of an RNN. Baldi et al. propose to predict secondary
protein structures with a bi-directional RNN [6] or predict such structures with a
graph-based RNN [5]. Sonderby et al. propose to use an LSTM to predict secondary
protein structures [115]. Instead of using an LSTM, Spencer et al. divide the protein
sequences into window frames and predict the structures with a combined DBN
and fully connected neural network [117]. Other tasks on proteins include the
prediction of subcellular location of proteins given only the protein sequence with
convolutional RNNs with an accuracy of above 0.90 [116], the detection of protein
homologies using LSTMs [44], and the prediction of the protein contact map using
RNNs [27].

5.1.3 Other Tasks on Sequential Data

Except for representation learning and classification of sequences, a few other tasks
on sequential data can be addressed using DL. Wulsin et al. use DBNs to detect
anomalies in brain waves [133]. Koh et al. use CNNs to denoise sequences to
impute missing values of DNA sequences [63]. To do this, they learn a CNN,
which, given a distorted input, attempts to predict the non-corrupted input. Zhu et
al. use a combination of CNNs and fully connected neural networks to predict the
energy expenditure of certain ambulatory activities given measurements from body
sensors [145]. Their method achieves a mean regression error up to 35% lower than
baseline models.

5.2 Applications of Deep Learning on Spatial Data

Depending on the content organizing data in 2D, 3D or multidimensional structures
(tensors) rather than a flat vector of features (tabular data) are of significant advan-
tage. The typical example for this is digital images where each feature corresponds
to a pixel or a voxel (3D pixel). In this case the features are measurements of a sensor
that is naturally organized in a spatial manner. In other words, in addition to the
pixel intensities (colors), the spatial location of the information carries much of the
information. Furthermore, these features demonstrate significant spatial correlation.
Pixel values are highly correlated to the values of its neighbors. As an effect of
this, when modeling this data, it is rather useful to look at groups of features rather
than individual features. This results in spatial features that are composition of the
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activations of co-located finer (smaller) features. This property is commonly utilized
by methods that use image data, such that features are typically edges, lines, and
superpixels of similar properties. Various different techniques have been developed
that detect these engineered features and enable processing of images and other data
with spatial correlation. Traditional image analysis methods would build compound
rule-based systems to form a hierarchical structure of features that would eventually
produce the results of the analysis. DL methods also leverage the spatial properties
of this data. However, rather than relying on designed rules, it uses representation
learning to develop spatial features. Convolutional layers in a neural network are
mainly designed for this purpose. We presented a detailed description of the CNNs
in Sect. 3.3.

Images are a significant part of the spatial data of interest in the healthcare
domain. To some extent, the impact of DL on healthcare is most evident on DL
applications to medical image analysis. There are many sources of image data
in medical and healthcare applications. A prominent area is radiology consisting
of various medical imaging modalities such as MRI, CT, X-ray, and ultrasound.
Furthermore, there are multiple sources of microscopy images produced in digital
pathology and related domains. The number of specializations that use these modal-
ities and their applications is broad including domains such as imaging of the brain,
lung, abdomen, and retina and histopathology. Furthermore, some applications are
part of the diagnostic processing, while others are in the interventional domains
where the images are processed in real time.

From the perspective of image analysis, the applications are typically reduced to
a set of tasks. The processing of the image can result with a label from a discrete
set of labels or a continuous value. This task commonly detects an object in the
image and determines the type of the image or the presence of specific patterns
in the image. From a ML point of view, these tasks are referred to as classification
and regression, respectively. Next, image processing can be used to detect regions of
interest or assign a label to a region. This is the task of localization. In the case where
each pixel of the image is assigned a class or property, the application commonly
falls within the task of segmentation. Registration is the task of aligning the content
of two images, and filtering is the task of processing an input image to produce an
output image with specific characteristics. Even though these are some of the most
common tasks, the variation and separation between them are not always clear, and
some applications will fall within more than one or none of the tasks. However, this
structure is useful for our purpose, since many of the DL applications within the
same tasks have shared properties.

The rest of the section is organized based on the different image analysis tasks
and the kind of advances that DL methods have delivered in each of them as well as
the healthcare applications that rely on those technologies.
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5.2.1 Classification

Classification is ML supervised learning task where the model assigns a label (class)
to a data point. Medical imaging classification tasks are typically associated with
a single diagnostic output variable assigned to an image. For example, in [47],
Hosseini-Asl et al. present a CNN model for Alzheimer disease classification.
The model processes 3D MRI images of the brain, extracts relevant features, and
detects the presence of mild cognitive impairment or Alzheimer disease. Another
example of image classification with DL models is presented by Shen et al. [110].
In this work, the model is used to detect lung nodules in thoracic CT images.
Shen et al. demonstrate the classification of malignant and benign nodules without
segmentation.

An example of this approach to digital pathology for mitotic figure count for
breast cancer histology images is developed by Cirecsan et al. [23]. The model
classifies patches of images that contain the cell figures as mitotic or not. This count
is later used for staging and diagnosis of the disease.

Many of these models are based on the most successful DL architectures for
image analysis. The introduction of the CNNs is presented in the work of LeCun
et al. [67]. The breakthrough and demonstration of the capability of DL models
to process images on a large scale are significantly attributed to the AlexNet
model [64]. This architecture introduced a deep neural network with a large number
of parameters that at the time demonstrated the best performance in assigning
labels to images on the ImageNet dataset [25]. Following the initial success,
some advances have been proposed in neural network architectures that have
shown superior performance. However, the large number of design choices that
are involved in building this model commonly makes the process complicated.
Particularly for deep CNNs, the shape and size of the filters, the number of filters
per layer, and the number of layers are to name a few. The VGG architecture [113]
offers a simplification of facing this challenge by using a fixed size of filters (3×3).
The approach captures larger features by adding multiple convolutional layers with
the same filter size without subsampling layers (pooling). In this way, a set of layers
acts as one layer with a wider reach and fewer parameters.

A more recent and successful development is introduced by the GoogLeNet
(Inception) model [120]. This model uses an inception block consisting of multiple
layers that include convolutional filters of different sizes. The module, therefore,
removes the need to select the “right” size of the filters by allowing for a range
of filters to work together. The inception module processes the image in multiple
ways, and this combined output is provided to the next part of the model. By
stacking a number of inception modules, the network has a broad capability to
detect various features and build composite hierarchical representations that achieve
excellent performance. One of the main strong sides of this model comes from its
depth and the capability to build complex high-level features. However, even with
the many advances in DL, very deep neural networks would still suffer from the
vanishing gradient problem. As the depth of the model increases, the capability to
train them effectively diminishes. This problem was addressed by the introduction
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of the skip connections in the ResNet architecture [40]. This architecture allows
for effective training of very deep architectures exceeding 150 layers. The idea
was then incorporated in the inception network [121]. In healthcare applications
the GoogLeNet model is used in Esteva et al. [31] for the detection of skin cancer
on two tasks, both discriminating between malignant and benign cases. The authors
find the performance of the model in both cases on par with a dermatologist.

In the medical context, labels are expensive, and, given the possible variations of
the diseases and the imaging conditions, collecting sufficient amount of annotations
is a major challenge. This is also the case in the work of [31]. In this work, and
many others, the authors rely on pre-training the model on another dataset and
transferring this model to the medical domain where the model is fine-tuned. This
technique is referred to as transfer learning. This is commonly used to deal with the
lack of annotations particularly if the application warrants a large neural network
with a significant amount of parameters. Transfer learning from different domains
is studied by Menegola et al. [78]. Here the authors conclude that even though
it would be expected that pre-training on medical datasets would be favorable to
general natural images, they did not find any evidence that this has an advantage.

Another approach to deal with this problem is to use unsupervised pre-training
when a significant amount of images is available without annotations. These models
typically use RBMs and autoencoders to build an unsupervised representation of the
data. The parameters of these models are then used to build classification models on
small labeled datasets [14, 54, 126, 142].

5.2.2 Localization

Object recognition is a common task in image analysis and is frequently designed as
a classification task. Detecting the presence of an object can be extended to detecting
its location in different ways using similar approaches. This can be accomplished
by processing patches of the image by an object detection model. In this way, the
localization task is reduced to a classification task [33]. More recent approaches
run bounding box proposal methods first, then followed by a classification model to
achieve localization [35].

The drawback of this approach is that it is computationally inefficient given that
the image needs to be processed many times by patching it, where significant parts
of the image will overlap and will be processed multiple times. Furthermore, if the
size of the object can vary, the patches will also need to be of different sizes, as well
as the model should be able to process images with different sizes. Overall, such
approaches tend to involve multiple steps of preprocessing of the data, inference,
and post-processing of the model’s output for successful applications.

Many of these challenges are addressed the Yolo architecture (You only look
once) [101] where the whole image is processed directly. The output of this model
is bounding boxes with assigned labels to them.

Application of localization with CNN to the medical domain is wide ranging.
In [76], Lo et al. develop a model for localization in X-ray images.
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In [24], de Vos et al. implement a model for localization of regions of interest
around specific parts of the anatomy (heart, aortic arch, and descending aorta). Their
method produces bounding boxes of 3D volumes by classifying 2D regions with a
CNN.

Payer et al. propose a method [94] to directly regress landmark locations
analogously to the approach that the Yolo model took for producing bounding boxes
in a single pass. The model produces parameterized Gaussian distribution in the
image space that denotes the probability of a landmark to exist effectively creating
a map of landmarks on the image.

5.2.3 Semantic Segmentation

Applications that require precise annotation of each pixel are assigned to the image
segmentation or semantic segmentation task. Segmentation problems typically deal
with finding the boundary of objects of interest. In healthcare, this task translates
to finding the boundaries of organs, cells, nuclei, blood vessels, lesions, or other
objects or regions of interest. Segmentation aids either as a preprocessing step for
analysis pipelines or for aiding the medical professional. In this context semantic
segmentation determines which pixels belong to a particular organ or tissues.
Extracting accurate boundaries can be challenging for multiple reasons: the input
data may be noisy, the input data often lacks contrasting edges, and the objects of
interest may vary significantly mainly due to specific pathologies.

To achieve semantic segmentation with deep neural networks, the task can
be reduced to classification. In this case, the model sees a patch of the image
and assigns a label to a specific pixel. Pixel-wise classification is applied to skin
lesion detection [56]. The drawback of such methods is that it is computational
complex because the overlapping patches results in processing images many times.
To improve on this approach, the model would need to handle the whole image in a
single pass and produce a segmentation map for the whole image.

Typically CNNs process the image in stages, and for efficiency large amount
of information is removed in each step. This works very well for classification
tasks; however, for localization, the output is very detailed since we assign a class
for each pixel. In this context, highly detailed information is important to achieve
pixel-level accuracy. At the same time, global information from different parts of
the image is also important to bring the context for each of the decisions. The
UNet [103] architecture does this very well. It processes the information in steps
reducing the details and producing global context. However, it also introduces
“skip” connections that can carry the locally important details at each level such
that the final segmentation can be achieved by combining both global context and
local details.

This work is extended for 3D segmentations by Cicek et al. in [22]. Another
application of a network architecture similar to U-Net that uses both the global and
local contexts to assign semantics to the pixels is presented by Brosch et al. in [24].
Brosch et al. present a model that segments white matter lesions in brain MRI.
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5.2.4 Registration

Registration is the task of spatially aligning data about an object from different
sources. The data which should be combined may come from various devices and
be recorded from different angles or with a different technology.

DL’s main contribution to registration is derived from CNNs’ capability to
represent locally correlated, spatial data well. Methods are mainly based on
successful architectures from other domains such as VGGNet [113] or U-Net [103].
Representations learned by these architectures are used to calculate a similarity
score to determine overlapping areas.

Wu et al. use a stacked convolutional autoencoder to extract essential features
from brain MRI images. To determine whether two of these representation patches
are overlapping, they calculate the normalized cross-correlation. Their method
achieves an overall 2.74% improvement [131].

Instead of learning representations from the images, Yang et al. propose to
use a convolutional encoder-decoder network to learn to predict the pixel-wise
momentum-parameterization. The encoder and decoding networks resemble a
VGGNet [137], and they test their approach on the OASIS longitudinal dataset.
Their approach is released as freely available software [139].

Miao et al. frame the registration problem as regression task [79]. They train a
CNN to learn a mapping between a 3D X-ray and a digitally reconstructed radio-
graph by estimating the difference of their underlying transformation parameters.

Simonovsky et al. frame the registration problem as classification task [112].
They train a two-channel, five-layer CNN to discriminate between aligned and
misaligned patches from different modalities to align neonatal brain images.

5.2.5 Quality Enhancement

Medical image quality enhancement methods are based on the advancement of the
image processing domain. Image quality enhancement is mainly concerned with
three different tasks: denoising input images, imputing missing data, and increasing
the resolution of low-resolution images.

The fundamental idea of image denoising using deep neural networks is that
the problem can be described as a mapping from an image with noisy to a
noise-free image [12]. To learn such a function, noise is added to an image, and
given a noisy image, the noise-free version needs to be constructed. The noise
can be domain-specific such as dust particles on the image, or it can be domain
independent, e.g., Gaussian noise. Such a denoising function can be learned in an
unsupervised way. More generally, denoising autoencoders can be used to learn
robust representations from input data [127]. Benaou et al. propose to use an
ensemble of stacked, denoising autoencoders to improve the contrast from MRI
images [11]. Each member of the ensemble is trained with a different noise type,
and the result is selected via a Softmax activation function. Janowczyk et al. apply a
similar strategy to normalize the colors of H&E stained histopathology images [52].



The Role of Deep Learning in Improving Healthcare 105

Instead of an ensemble of different autoencoders, they normalize the images by
color deconvolution followed by thresholding of the images.

Another application for enhancing images is proposed by Yang et al. [138]. They
use CNNs to suppress bone structures in chest X-rays. The CNN learns a mapping
between chest X-rays and their bone components in the gradient domain. They base
their approach on the edge filtering architecture that is proposed in [136], which
resembles a denoising autoencoder. Instead of adding noise to the image, they apply
edge detection filters.

Image super-resolution is the task of deriving a high-resolution from a low-
resolution image. Dong et al. propose a DL method based on CNNs to tackle this
task [28]. Their approach is structured like a CNN autoencoder, with one CNN that
learns to represent the input patches and a second one that learns to construct high-
resolution images from this representation. In healthcare, Oktay et al. improve the
layer design and the training procedure of this strategy to enhance the resolution of
cardiac MRIs [91].

Also using CNN autoencoders, Nie et al. derive CT images from MRI
images [88], and Bahrami et al. derive high-quality 7T MRI images from lower-
quality 3T MRI images [4].

Deep neural networks can also be used to impute missing data. Conceptually,
the task of imputing missing data from images is very similar to denoising them.
But, instead of adding noise to the input images, parts of the input image will be
removed, and the task of the network is to learn to reconstruct the complete image
given the incomplete one [92]. Within healthcare, Li et al. use 3D CNNs to learn to
reconstruct missing PET patterns from MRI images [70].

5.3 Applications of Deep Learning on Text Data

Text data is a form of unstructured, sequential data. Commonly, a text is interpreted
in two ways: as sequence of characters and as sequence of tokens where tokens can
be words, word parts, punctuation, or stopping characters. The elements of a time
series are generally related to each other in a linear, temporal fashion, i.e., elements
from earlier time steps. This relationship is often also true for text data. However,
the relationships between the elements are more complicated, often long-term, and
high-level.

In the healthcare domain, text data occurs mostly in electronic health records
(EHRs) in the form of text messages, clinical notes, medical notes, memos, or free
text entries in medical databases. More recently, few works have analyzed health-
related issues using social media data, e.g., predicting the outbreaks of infectious
diseases using text from social media [146].

Text data is generally treated as sequential data and analyzed with similar means.
One problem of analyzing text is to find suitable representations of the input words.
Text data is high dimensional, which renders sparse representations computationally
impractical. Hence, commonly dense representations such as Word2Vec [80] and
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GloVe [96] are used to represent input words. In healthcare, analyzing text centers
around three major problems: question answering, information extraction, and
finding a suitable representation of medical text for further analysis.

5.3.1 Question Answering by Sequence Classification

Nie et al. address a medical question answering problem by framing it as a
sequence classification problem [87]. They use a sparsely connected, multilayer
neural network that is pre-trained in an unsupervised way to infer soft layers of
fixed frames of the question text. Their method allows inferring diseases of patients
given a free text question that these patients ask with an accuracy of up to 98.21%.
Jacobsen et al. propose a method for disease prediction from electronic health
records. This method also treats text as a sequence of tokens [49]. Their best-
performing model is a combination of a deep belief network and a fully connected
classification layer, which yields an F1 score of 0.81.

Tweets are short text messages that do not contain medical data per se, but they
can be used to analyze specific general trends in population health. Kendra et al. treat
tweets as sequence of tokens to classify them into medical categories by using a fully
connected neural network [58]. Zou et al. use the text data from tweets to predict
the outbreaks of infectious diseases [146]. They combine Word2Vec skip-gram [80]
representations of the tweets with elastic nets to predict the time of outbreak of a
specific disease, e.g., Norovirus of food poisoning.

Dernoncourt et al. concern themselves with the privacy of patients. They show
that it is possible to de-identify patients from text in electronic health records by
framing the task as a sequence classification problem. They use a bi-directional
LSTM to encode text from EHRs to predict a patient’s ID. Their best-performing
model achieves an F1 score of 99.23 [26].

5.4 Information Extraction by Sequence Labeling

Jagannatha et al. propose a DL-based method to extract medical entities like
medication from EHR text. To do this, they frame the problem as a sequence-
labeling problem comparable to named entity recognition problems from the natural
language processing domain. Their first proposed method evaluates various forms of
bi-directional RNNs on their capability of labeling medical entities from electronic
health records [50]. Their best-performing model achieves a labeling F1 score
of 0.813. They extend their method by combining the bi-directional RNNs with
conditional random fields and achieve an F1 score of 0.8614 on the same task [51].
Wu et al. address a similar problem using a combination of context vectors, CNNs,
and a fully connected classification layer to recognize medical events [132]. Their
method achieves an F1 score of 0.928.
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5.4.1 Representation Learning of Medical Text

Tran et al. propose to learn suitable representations from a text of electronic health
records using RBMs [124]. They demonstrate the applicability of representations
that have been learned by risk group discovery. Depending on the group, they
achieve an F1 score of 0.359, which is roughly a 5.6% performance improvement
over the baseline.

Liu et al. propose to learn word embeddings to expand medical abbrevia-
tions [75]. Their methods calculate the similarity score between the learned rep-
resentations of large, medical text corpora. Their best-performing model achieves
an accuracy of 82.27%, which is better than the accuracy of a general physician
(80%) but worse than the accuracy of a domain expert that has received additional
training in the respective field (>90%).

6 Conclusion

Deep Learning methods learn a hierarchy of representations from data. This multi-
layered architecture allows solving machine learning problems more efficiently than
shallow machine learning methods. Furthermore, it reduces the need for manually
designing data representations, because each layer automatically learns representa-
tions that are useful for next layers to solve a task. Learning representations has a
few advantages over manually designing the features. The most striking of them is
solving a task which becomes independent of the domain of the data. For example,
Deep Learning methods that address face recognition tasks can now easily be
used for a medical segmentation tasks, since the underlying data—spatial data—is
similar in structure. In contrast to that, handcrafted features for face recognition are
challenging to use for a medical segmentation task. This domain independence of
Deep Learning methods combined with generally good performance on many tasks
has led to the adoption of Deep Learning in many domains and also in healthcare.

In this chapter, we presented advances in Deep Learning in healthcare from a
data analysis perspective. Machine learning is already widely used in the healthcare
domain for a variety of tasks, and recently Deep Learning has become more
prominent. We motivated the use of Deep Learning over “traditional” machine
learning by highlighting the significant problems that Deep Learning addresses:
it provides an efficient way to learn distributed representations which are domain
independent; it also provides an effective strategy for addressing the curse of
dimensionality.

Deep Learning methods have shown remarkable success on many healthcare-
related tasks and also on tasks of many other domains. There are, however, a large
number of open challenges in Deep Learning that are hardly addressed up to now
but need to be solved.

While Deep Learning methods perform remarkably well on many tasks, their
inner workings still remain poorly understood. In many domains, but particularly in
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healthcare, being able to justify and explain a prediction made by a machine learning
model is very important for two reasons. First, if a model can justifiably tell why
a specific prediction was made, it will increase the trust of a user in the prediction,
and secondly, it will provide means to validate the prediction. In other domains,
first steps toward interpretable predictions have been made, e.g., [55, 69, 102],
but interpretability of Deep Learning model predictions still remains an unsolved
challenge.

Deep Learning learns hierarchies of representations from data to solve specific
tasks. Other issues that are rarely addressed but are essential for practical use in
healthcare are methods to ensure that the data is (a) representative for the tasks
that are being addressed and (b) free from biases. The models that are trained with
Deep Learning can only be as good as the data that was used to learn them. Any
conclusions about the validity of a decision or prediction depend on the confidence
that the data that was learned was bias-free and representative. Generally, if a dataset
is large enough, it is assumed to be normal. In healthcare, datasets are often small
and may not be representative. Methods to ensure the quality of the data would be
required in this case.

Another challenge that needs to be addressed is to ensure consistency of
performance on the deployment in real-life systems. Many academic DL methods
are currently trained on benchmark datasets, which may or may not be representative
of data in real-life applications. More research would be needed to guarantee
robustness of these methods.

Finally, another regulatory approval for DL methods is a challenge that is
currently poorly addressed but crucial for the healthcare domain. Progress on the
challenges of justifiable predictions, data quality assurance, and robustness will
be required to make Deep Learning methods suitable for regulatory approval by
organizations such as the Food and Drug Administration in the United States, the
European Medicines Agency in the EU, or the China Food and Drug Administration.

References

1. Alipanahi, B., Delong, A., Weirauch, M.T., Frey, B.J.: Predicting the sequence specificities of
DNA- and RNA-binding proteins by deep learning. Nat. Biotechnol. 33(8), 831–838 (2015).
https://doi.org/10.1038/nbt.3300.

2. Arjovsky, M., Chintala, S., Bottou, L.: Wasserstein gan (2017). arXiv preprint
arXiv:1701.07875

3. Asgari, E., Mofrad, M.R.K.: Continuous distributed representation of biological sequences
for deep proteomics and genomics. PLoS One 10(11), e0141287 (2015)

4. Bahrami, K., Shi, F., Rekik, I., Shen, D.: Convolutional neural network for reconstruction of
7T-like images from 3T MRI using appearance and anatomical features. In: Deep Learning
and Data Labeling for Medical Applications, pp. 39–47. Springer, New York (2016)

5. Baldi, P., Pollastri, G.: The principled design of large-scale recursive neural network
architectures–DAG-RNNs and the protein structure prediction problem. J. Mach. Learn. Res.
4, 575–602 (2003)

https://doi.org/10.1038/nbt.3300


The Role of Deep Learning in Improving Healthcare 109

6. Baldi, P., Brunak, S., Frasconi, P., Soda, G., Pollastri, G.: Exploiting the past and the future
in protein secondary structure prediction. Bioinformatics 15(11), 937–946 (1999)

7. Banks, G.: Artificial intelligence in medical diagnosis: the INTERNIST/CADUCEUS
approach. Crit. Rev. Med. Inf. 1(1), 23–54 (1986)

8. Beaulieu-Jones, B.K., Greene, C.S., et al.: Semi-supervised learning of the electronic health
record for phenotype stratification. J. Biomed. Inf. 64, 168–178 (2016)

9. Bengio, Y., Lamblin, P., Popovici, D., Larochelle, H.: Greedy layer-wise training of deep
networks. In: Advances in Neural Information Processing Systems, pp. 153–160 (2007)

10. Bengio, Y., Courville, A., Vincent, P.: Representation learning: a review and new perspectives.
IEEE Trans. Pattern Anal. Mach. Intell. 35(8), 1798–1828 (2013). https://doi.org/10.1109/
TPAMI.2013.50

11. Benou, A., Veksler, R., Friedman, A., Raviv, T.R.: De-noising of contrast-enhanced MRI
sequences by an ensemble of expert deep neural networks. In: Deep Learning and Data
Labeling for Medical Applications, pp. 95–110. Springer, New York (2016)

12. Burger, H.C., Schuler, C.J., Harmeling, S.: Image denoising: can plain neural networks com-
pete with BM3D? In: 2012 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 2392–2399. IEEE, New York (2012)

13. Che, Z., Purushotham, S., Cho, K., Sontag, D., Liu, Y.: Recurrent neural networks for
multivariate time series with missing values. Sci. Rep. 8(1), 6085 (2018)

14. Cheng, J.Z., Ni, D., Chou, Y.H., Qin, J., Tiu, C.M., Chang, Y.C., Huang, C.S., Shen, D.,
Chen, C.M.: Computer-aided diagnosis with deep learning architecture: applications to breast
lesions in US images and pulmonary nodules in CT scans. Sci. Rep. 6, 24454 (2016)

15. Cheng, Y., Wang, F., Zhang, P., Hu, J.: Risk prediction with electronic health records: a
deep learning approach. In: Proceedings of the 2016 SIAM International Conference on Data
Mining, pp. 432–440. SIAM, Philadelphia (2016)

16. Cho, K., van Merrienboer, B., Gulcehre, C., Bahdanau, D., Bougares, F., Schwenk, H.,
Bengio, Y.: Learning phrase representations using RNN encoder-decoder for statistical
machine translation. In: Proceedings of the 2014 Conference on Empirical Methods in
Natural Language Processing (EMNLP), pp. 1724–1734 (2014). https://doi.org/10.3115/v1/
D14-1179; http://arxiv.org/abs/1406.1078

17. Choi, E., Bahadori, M.T., Schuetz, A., Stewart, W.F., Sun, J.: Doctor AI: predicting clinical
events via recurrent neural networks. In: Machine Learning for Healthcare Conference, pp.
301–318 (2016)

18. Choi, E., Bahadori, M.T., Searles, E., Coffey, C., Thompson, M., Bost, J., Tejedor-Sojo, J.,
Sun, J.: Multi-layer representation learning for medical concepts. In: Proceedings of the 22nd
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pp.
1495–1504. ACM, New York (2016)

19. Choi, E., Schuetz, A., Stewart, W.F., Sun, J.: Medical concept representation learning from
electronic health records and its application on heart failure prediction (2016). arXiv preprint
arXiv:1602.03686

20. Choi, E., Schuetz, A., Stewart, W.F., Sun, J.: Using recurrent neural network models for early
detection of heart failure onset. J. Am. Med. Inf. Assoc. 24(2), 361–370 (2016)

21. Chopra, S., Hadsell, R., LeCun, Y.: Learning a similarity metric discriminatively, with
application to face verification. In: Proceedings of the IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, vol. 1, pp. 539–546 (2005). https://doi.org/10.
1109/CVPR.2005.202

22. Çiçek, z., Abdulkadir, A., Lienkamp, S.S., Brox, T., Ronneberger, O.: 3D U-Net: learning
dense volumetric segmentation from sparse annotation. In: International Conference on
Medical Image Computing and Computer-Assisted Intervention, pp. 424–432. Springer, New
York (2016)
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