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Preface

We are delighted to introduce the proceedings of the second edition of the 2018
European Alliance for Innovation (EAI) International Conference on Emerging
Technologies for Developing countries (Africatek 2018). This conference targets the
use of new technologies such as cloud computing, IoT, data analytics, green com-
puting, etc. Building innovative solutions and services based on cutting-edge tech-
nologies is very challenging in developing countries for several reasons. The limited IT
infrastructure and Internet penetration are two of the key hindering barriers. The goal is
to bring together researchers and practitioners from academia and industry to share
their results and ideas on how to benefit the developing world from the technologies’
advances despite the existing limitations.

The technical program of Africatek 2018 consisted of 12 full papers, including four
short papers in oral presentation sessions at the main conference tracks. The conference
tracks were: Track 1 – Intelligent Transportation Systems (ITS) and Security; Track
2 – Applications and IT Services; Track 3 – Gaming and User Experience; Track
4 – Augmented Reality and Data Analytics. Aside from the high-quality technical
paper presentations, the technical program also featured two keynote speeches and two
invited talks. The first keynote speaker was Dr. Patrick Valduriez from Inria Sophia
Antipolis, France. The second speaker was Dr. Martial Ahyi from Accenture/L’Oréal,
France. The invited talks were presented by Her Excellency Mrs. Marie-Odile
Attanasso, Minister of Education, Benin, Her Excellency Mrs. Aurelie Adam Soule
Zoumarou, Minister of Digital Economy, Benin.

We would like to express our gratitude and thanks to many people who contributed
to the organization of this first edition. Without their support and dedicated efforts, the
conference would not have been possible. Coordination with the steering chairs, Max
Agueh, Fatna Belqasmi, Henoc Soude, was essential for the success of the conference.
We sincerely appreciate their constant support and guidance. It was also a great
pleasure to work with such an excellent Organizing Committee team for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee, led by our TPC co-chairs, Dr. Rafik Zitouni, Dr. Taha Ridene, and
Dr. Pélagie Houngue, who completed the peer review of the technical papers and made
a high-quality technical program. We are also grateful to the conference manager,
Eliska Vlckova, for her support and all the authors who submitted their papers to the
Africatek 2018 conference.

We strongly believe that the Africatek conference provides a good forum for all
researchers, developers, and practitioners to discuss all technical and scientific aspects



for innovation. We also expect that the future Africatek conferences will be as suc-
cessful and stimulating, as indicated by the contributions presented in this volume.

November 2018 Rafik Zitouni
Max Agueh
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in Non-smart City
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Abstract. The notable increase in location-based applications especially in
smart cities realm is driven by the emergence of miniaturized, cheaper and
readily available location-based internet of things’ devices. The backbone of the
internet of things is a well-orchestrated electronic infrastructure, telecommuni-
cation and information technology. Such a backbone is the precursor for the
success of internet of things applications that have mushroomed in the public
transportation sectors of the developed world. The developing countries such as
South Africa have not kept pace with the development of these electronic
infrastructures. Implementation of smart city concepts such as intelligent public
transportation system in these countries therefore requires novel approaches. As
one of the solutions to this, we present an internet of things framework that
enables the integration of multiple cost-effective internet of things technologies
through which public transport-related information can be obtained in cost-
effective and robust ways. The framework was designed and evaluated using a
system prototype for the Free State province (South Africa) public transport
system case.

Keywords: Intelligent public transport system � Internet of things framework
Free State province � South Africa

1 Introduction

1.1 Background Information

Since the birth of the Internet of Things (IoT) concept at MIT in 1999 [1], tens of other
definitions have emerged – mostly depending on the application context. Conceptu-
alization of IoT in terms of the 4As vision (anytime, anyplace, anyone and anything) by
ITU in 2005 expanded this definition and closely tied it with ubiquitous computing [2].
In the definition used in the Cluster of European Research projects on the Internet of

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
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Things (CERP-IoT), the ITU’s 4As vision has been extended to 6As by including Any
path/network and Any service representing any type of location or network and any
available service respectively. The IoT definition in CERP-IoT is adopted in this paper
[3]:

“a dynamic global network infrastructure with self-capabilities based on standard and inter-
operable communication protocols where physical and virtual ‘‘things’’ have identities, phys-
ical attributes, virtual personalities and use intelligent interfaces, and are seamlessly integrated
into the information network”

The basic concept behind IoT is the interlinking of physical, social and cyber
worlds. This has resulted in huge impacts on society and humans as well as social
networks. The driver for this impact is the ability of IoT to turn traditional systems into
smart systems, for example, smart mobility services that provide citizens with tools to
accurately plan their journeys with public transportation [4]. IoT brings tangible ben-
efits, primarily to physical industries such as agriculture, manufacturing, energy,
transportation and health care.

Key generic requirements for IoT application include ability to manage hetero-
geneity, support for dynamism, scalable, support for interoperable communication
protocols, cost effective, self-configuration (including self-organization, self-adaptation,
self-reaction to events and stimuli, self-discovering of entities and services and self-
processing of Big Data), flexibility in dynamic management/reprogramming of devices
or group of devices, Quality of Service (QoS), Quality of Experience (QoE), context
awareness, intelligent decision making capability and adherence to secure environments
[4, 5].

Over the last five years, the number of IoT applications has grown exponentially.
Figure 1 below shows the main domain areas under which these applications fall.

Close to half of the application scenarios shown in Fig. 1 below fall under the
Smart City domain. The core challenges of this domain are urban sensing and data
acquisition, computing with heterogeneous data, and hybrid systems blending the
physical and virtual worlds [6]. Of interest to this paper is the transport and mobility
aspect of a smart city. Examples of applications in this realm include a system that
automatically records public vehicle positioning data [7] and OnRoute – an information
services for passengers [8]. Others are cooperative intelligence transport system [9] and
internet of vehicles by Kaiwartya et al. [10]. Datta et al. [11] looks at the five chal-
lenges around connected vehicles while Rakotonirainy et al. [12] tackle a more com-
plex solution of managing driver’s behaviour by incorporating Quantified Self and
Artificial Intelligence.

Researchers have proposed various object (the ‘things’) federation architectures to
ensure that the myriad components that are part of the IoT can operate in harmony.
Borga [4] presents this in form of three phases: data collection phase, transmission
phase and process, management and utilization phase (see Fig. 2 below). Similar
architecture for the implementation of low-power applications is presented by Yel-
marthi and Khattab [13] while a middleware designed around inlining approach is
describe in Mhlaba and Masinde [14]. A semantic-based framework that integrates
machine learning is found in [15] - here five layers are included: physical entities,
abstract entities, data stream, fusion and utility layer.

4 M. Masinde et al.



Public transportation is an important area that governments constantly must pay
attention to because of the large number of people that depend on it on a daily basis.
The South African government established a department of transport to deal with all
transport related matters, including the public transportation environment. The
Department of Transport, over a period of 10 years has carried out many surveys as part
of the initiative to improve the service level of public transportation in South Africa.
Some of the results of these surveys indicate that about 19% of the public is willing to
make use of public transportation if their service requirements are met [16]. Devel-
opments in this field is ongoing in order to improve the service and to meet the
requirements of the public [16].

The Internet of Things-technology has already been used to improve the quality of
service in the field of public transportation in the country. Cape Town uses the
Transport for Cape Town (TCT) application (app) [17] and Johannesburg uses i-Traffic
[18]. Uber has also been widely used in the larger South African cities such as

Fig. 1. IoT application domains and related applications [4]
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Johannesburg, Pretoria, Cape Town, Durban, and Port Elizabeth with full support of
the ubiquitous concept [19].

Despite great technological strides in the public transportation systems elsewhere in
South Africa, none of these have found root in the Free State province. Electronic,
communication and ICT infrastructures required in supporting even the basic aspects of
smartness are missing. This has partly contributed to the many challenges the
provincial government faces in its attempt to offer quality public transportation services
[20]. A government survey revealed that many people do not make use of public
transportation because of the poor service, the number of safety concerns and unpre-
dictably time schedule of the public transport vehicles [16]. Given the benefits that
other cities (in the South Africa and beyond) have reaped from IoT-based public
transportation system, it is the thesis of this paper that, tailor-made IoT system is the
solution to the problems in the Free State’s public transportation system [21].

1.2 Research Objectives

The aim of this research was to develop a framework that would allow the integration
of a number of technologies within the Internet of Things (IoT) paradigm in order to
provide an efficient and effective way of managing public transportation in a resource-
challenged environment such as the Free State province in South Africa. This aim was
achieved through two sub-objectives: (1) a detailed investigation of the technological
challenges facing the public transportation sector in the province and identification IoT
technologies that are applicable to the province’s context; and (2) the development of
an IoT integration framework, consisting of five IoT components – a system prototype
was then developed and used to evaluate the working of this framework.

Fig. 2. A non-exhaustive list of technologies and protocols is shown [4]

6 M. Masinde et al.



2 Methodology

2.1 Data Collection Methods

Three data collection methods were employed, namely, observation, interview and
questionnaires. In order to experience the challenges faced by the stakeholders of the
public transportation sector, the researcher visited a number of the public transport hubs
in the city of Bloemfontein (the capital of Free State province). Observation data
collection method [22] was then applied and the challenges experienced first-hand
recorded. Selected stakeholders of the public transportation sector were interviewed.
The findings from these interviews, together with information elicited from literature
reviews and the observations, was used to design questionnaires for three categories of
the sector’s stakeholders. The three questionnaires were targeted to all of the three
different participants, namely; passengers who make use of the public transportation,
the owners of the public transportation vehicles and the drivers who are employed to
drive these vehicles. The order in which these data collection methods were executed is
shown in Fig. 3 below.

• Observations 
• Site visits

• Interviews 
• Discussions

Data Collection 
Phase I • Stakeholders challenges

• Illiteracy - English language barrier
• Poor ICT Skills

• Poor access to smart phones
• Vehicles, raods and stations/terminals 

infrastructure 
• Lack of appropriate ICTs

Identification of the 
challenges

• Vehicles owners questionniare
• Passangers questionnaire
• Drivers questionnaire

Questionnaire 
Design

Data collection 
and analysis

Framework Design

System prototype 
design and 

implementation

Framework 
testing and 
evaluation 

Fig. 3. Research methodology steps
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As depicted in the flowchart in Fig. 3, the study was divided into the following five
phases: (1) data collection phase 1 (observations and interviews), (2) identification of
challenges facing the public transportation sector, (3) design and administration of
questionnaires, (4) data analysis and (5) designed, implementation (through prototyp-
ing) and evaluation of an IoT integration framework. These phases are discussed in
detail below.

2.2 Data Collection Phase 1 - Observation and Interviews

During this phase, the data for the research study was collected by means of obser-
vations and interviews. The researcher aimed to gather as much information as possible
about the case study of the Free State public transportation management system. This
provided the much-needed understanding of the Sector.

Observation
During this phase, the researcher visited the research sites of interest and just observed
how the public transportation business was conducted. The sites visited consisted of
two public transport terminals in the Free State; Bloemfontein and Thaba Nchu. The
researcher also commuted between these two stations by means of public transportation
to experience first-hand what the public transportation was all about.

Interviews
The researcher interviewed members of the Public Transportation Committees and took
note of their opinions, complaints and suggestions. Some of the public transport
vehicles’ owners as well as members of some of the organizations were also inter-
viewed in an effort to identify the challenges that they were facing.

2.3 Phase 2 - Identification Challenges

From the interviews and observations in phase 1, the main challenges facing the public
transportation sector in Free State were identified. These were divided into two cate-
gories: (1) infrastructural limitation in the Free State terminals/stations, and (2) infras-
tructural needs of the people that make use of the public sector. It also emerged that
both of these categories of limitations could be addressed by appropriate employment
of Information and Communication Technologies (ICTs), this is especially at the public
transportation terminals/stations. It was also discovered that the main key players
(passenger, drivers, and owners) had such diverse needs and one-solution-fit-all
approach would not work. For instance, the passengers were in need of prior infor-
mation on vehicles’ arrival times and real-time notifications of specific (of interest to
them) vehicle arrival. The needs of the passengers differed from one passenger to
another– this is due differences in general literacy levels, ICT-literacy, age and gender.
As for the drivers, their needs were around ensuring the quality of service to the
passengers. Such included prior knowledge of the next stop at which passengers need
to disembark. On the other hand, all the vehicle owners needed most was the ability to
manage and monitor their vehicles on real-time basis.

8 M. Masinde et al.



2.4 Phase 3 - Questionnaire Administration

In order to gather information on opinions on various stakeholders as well as the of the
proposed system, questionnaires designed and administered to passengers, drivers and
vehicle owners. All the three questionnaires (for passengers, drivers and vehicle
owners) focused on three areas: current infrastructure/ICT/services/management,
quality of transportation service, and anticipated/expected improvements in efficiency
of the transportation system emanating from the proposed IoT framework. The data
collected frm using these questionnaires was analysed and reports compiled in Excel.
The results of analysing this data is discussed in Sect. 2.5 below.

2.5 Phase 4 - Data Analysis

Each of the three questionnaires were analysed separately. For demonstration purposes,
only data for the passenger questionnaire is presented here.

The participants who completed the passenger questionnaire consisted of 45% males
and 55% females. The age of the participants ranged from 18–35 years. The majority of
school learners younger than 18 years of age made use of taxis (minibuses) rather than
other public transportation vehicles such as buses. The passengers rated the average
waiting time for a vehicle as 7 out of 10, where 1 is not having to wait at all, and 10
having to wait for a long time. Approximately 55% of passengers preferred to do
shopping while they are waiting at the public transport station, which results in 40% of
them indicated that they missed their awaited transport. More than a third of the pas-
sengers complained that they never disembarked where they were supposed to as, most
of the time, the driver dropped them further down the route. This is due to the method
used to notify the driver of a disembarking passenger, which is either by shouting,
asking someone to notify the driver, knocking on the window or, in some cases, using a
buzz button. However, most of the vehicles were not equipped with buzz buttons, and if
they were, the driver is notified too late, not allowing him enough time to prepare to stop
the vehicle. The remainder of the passengers, who did not experience these problems,
are passengers on long distance routes outside the city, or passengers who drive from
one station to another that allows them to avoid stopping between the two main points.
The study shows that the majority of the passengers, more than 70%, own smartphones
and it is seldom that one finds a passenger without any kind of cell phone.

2.6 Phase 5 - Framework Development

Borrowing from the cross-cutting elements of IoT frameworks presented in [4] and
supported by Yelmarthi and Khattab [13] and Mhlaba and Masinde [14], a framework
for integrating IoT into the Free State public sector was designed. As discussed in
Sect. 3, the framework consists of 5 layers: storage layer, service layer, communication
layer, sensor/devices layer and application layer.

2.7 System Prototype Development and Testing

In line with the framework, a system prototype was developed using four IoT ‘things’:
Radio Frequency Identifier (RFID), Global Positioning System (GPS), Infra-Red (IR),

Internet of Things-Based Framework for Public Transportation Fleet Management 9



and Global General Packet Radio Service (GPRS). Mobile phones were incorporated –

they played the role of a sensing (camera, motion and GPS sensors) devices, a com-
puting device for the mobile application and finally as input/out device for the resulting
system. A mobile application and an integrated web portal were also designed to
provide for friendly user input/output interface.

3 IoT Framework for Public Transport System

3.1 Framework Layers

As depicted in Fig. 4, the framework consists of five main layers. The layers interact
with each other through the different channels.

Application 

Layer

IR System at the 

bus station 

Mobile App 
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Fig. 4. IoT framework for public transport application
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Application Layer
The top layer is the application layer; different user interacts with the system through
this layer. In order to achieve this, the layer supports different user interfaces that offer
different services to the different users such as monitoring, visualising, analysing,
reporting, notifications, guiding, and managing information. It is through this layer that
ubiquity (access by anyone, at any time, from anywhere and using any of the supported
devices) of the framework is implemented. As currently implemented, the framework is
designed to offer an Unstructured Supplementary Service Data (USSD) application for
non-smart phones users and an Android mobile phone application for smartphone
users. The web portal ensures availability of the system online for all users who have
access to the internet.

Device/Sensor Layer
The device layer is where all the IoT devices are located. This layer is responsible for
generating data from the sensors and sending it to the server for processing. This layer
is currently implemented to support four sensing devices: RFID, GPS, IR and GPRS.

RFID tags are supposed to be attached to each vehicle to identify the vehicle, while
the RFID reader is installed at the station/terminal entrance to notify the users of the
arrival of vehicles. RFID sensors are linked to a server (Gateway) that transmits its data
to the online database.

Each vehicle participating in the system is fitted with a GPS sensor to enable real-
time tracking. Together with the GPRS, the GPS transmits the GPS coordinates of the
location of the vehicle to the online database.

An IR sensor is used for counting the number of passengers boarding or leaving the
vehicle. Each vehicle uses two IR sensors; one of these is located at the gate (the point
where the passenger leaves/enters the vehicle) to determine the direction of the pas-
senger. If the outside IR is activated first then the inside IR will indicate that the
passenger is getting into the vehicle, conversely, if it is the other way around, it will
mean that the passenger is disembarking. The IR sensor is linked to a smart chip that is
programmed to count the number of passengers (according to this method), and this
information transmit it via GPRS to the online database.

Communication Layer
The next layer is the communication layer, which establishes different types of com-
munication technology (3G, GPS, RFID, Bluetooth, Zigbee and IR-Light Emitting
Diode) between the devices, sensors, servers and users. As currently implemented, this
layer uses three different types of communication signals. The RFID reader at the gate
of the bus station uses a computer that is connected to the internet via Local Area
Network (LAN), Wi-Fi or a 3G modem. Both GPS and IR sensors on the vehicles will
uses GPRS communication. Users at the station access the station’s Wi-Fi. Users
outside the station use the 3G connection on their smartphones, or the general cellular
connection for the USSD application in the case of non-smart phones.

Service Layer
The other layer is the service layer; here, several communication services are offered to
first layer objects (passengers, owners, drivers, vehicles, stations) [5]. Station
administration/vehicle owners are provided with fleet management service, and
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vehicles are equipped with real-time tracking equipment so that the station can be
notified when a vehicle is arriving or leaving. Vehicle owners will be able to receive a
real-time location for their vehicles, and keeping records of number of passengers used
their vehicle. The passenger can make a booking for the next trip and will be notified of
the arrival of the vehicle.

The driver application offers services such as an update on the current number of
passengers who have registered for a specific trip and advance notification of the next
location where passengers will be disembarking.

Storage Layer
The storage layer is the layer where database engines, such as the Oracle engine or
Microsoft SQL, manage and control the database. The database engine is responsible
for the following: storing, querying, managing and clouding big data. This layer will be
further discussed in the next section. Future extension to the framework will include the
ability to support big data, cloud computing, situation recognition and business intel-
ligence (BI) analytics.

3.2 Framework Implementation

The actual implementation of the framework is in form of a working system prototype
whose system architecture is presented in Fig. 5 below.

Hardware Application

At the Station Gate

On the Vehicle

INTERNET

SQL 
Depend-

Signal R

Update page view

D
B

 updates
Track

R
eal-

Tim
e

Fig. 5. System prototype architecture
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A system prototype was implemented to mimic the working of the framework.
Firstly, a GPS sensor was used to determine coordinates of the vehicles’ location; these
coordinates were published through the internet. Secondly, an RFID sensor was used to
identify vehicles that were arriving at and departing from the bus station(s)/terminals.
Thirdly, Waspmote sensors1, that communicate via Zigbee, were used to complement
both RFID and GPS sensors. Fourthly, GPRS was used to transmit GPS data to the
server. Fifthly, Wi-Fi was used to transmit the received data from Zigbee to the server
and used in the station to connect the public monitor and other users. Sixthly, 3G
communication was used on a smartphone to register, monitor and manage data by
different users. Seventhly, the general cellular signal was used, for non-smartphones, to
send the USSD code and to receive SMS for notifications. Finally, the web page was
used to register, monitor and manage all the data relating to the entire system. By
making use of all of these integrated sub-systems, the successful implementation of the
IoT framework was made possible.

3.3 System Prototype Testing

Mobile Application
This application (app) to be viewed. It serves the three main user-types, namely; pas-
sengers, vehicle owners and drivers. Although the main page of the app is visible to all
users, it distinguishes between the different types of users. After determining the user
type, the application page navigates to the next applicable page where the user is able to
perform user-specific functions. For instance, a vehicle owner or driver has to complete a
login page to navigate to the next page. However, the passenger page will navigate

Fig. 6. Mobile application main page

1 http://www.libelium.com/products/waspmote/.
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directly to the next passenger page without having to login or sign-up. If the driver/owner
is not yet registered, he/she will have to sign up first, and can only be able to use the
system once the administrator (admin) user has approved his registration (Fig. 6).

Web Application
Users can browse the web application online from anywhere and using any smart
device, e.g. smartphones, tablets, laptops and computers. Module Viewer Controller
(MVC) was used in the development of this application; C#.net was the main pro-
gramming language. It consists of a Login Page visible to all users (passengers, drivers,
owners and administrator). The system distinguishes between the different user levels
to enable navigation to the relevant page for a specific kind of user. From the login
page (Fig. 7).

The next page of the web application is the home page that is displayed on one of the
public monitors in the station. It lists all vehicles currently at the station and shows the
arrival time for each vehicle. It also displays notifications (with a visual pop-up and a
sound notification) whenever a vehicle arrives or leaves the station. (see Fig. 8 below)2

The other important web page is the administration (admin where admin users will
be able to create the credentials for different users. The admin user also registers new
vehicles and trips (routes). Further, from this, the admin user assigns every vehicle to
all of the drivers, the owner and a route.

On the other hand, the Map Page displays on one of the public monitors at the
station real-time tracking for all of the vehicles in transit. Using Signal-R and Database-
Dependency with SQL-Dependency, this page offers a real-time update trigger on the
database and pages. This acts as an intermediate tool between the GPS tracking sensor
on the vehicle and the software application (Fig. 9).

Fig. 7. We application login page

2 https://docs.oracle.com.
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Fig. 8. Web application home page

Fig. 9. Web application map page
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4 QoS and QoE of the Framework

QoS is measuring the quality level of the offered service. The framework offered some
services to achieve this goal like notifying the driver of the next stop, as well as
showing the driver, and other notifications can be used like detour, accidents, or
congestion, which also available for the passengers to be notified with the delay [23].

QoE was represented by the satisfying level of the participants, and in this study
that mainly was the passengers. Dissatisfying of the passenger can be caused by
waiting for long time without having a chance to use this time, or waiting for a trip that
was cancelled or delayed without their knowledge. The designed framework was
designed to avoid such things in order to improve the QOE by using real-time mon-
itoring, and notifying services [24].

5 Discussion and Conclusion

Based on the identified problem, a framework was designed to meet the two objectives
that were set out in this research. The framework integrates five IoT devices in a
generic fashion such that it is scalable to help using it in any other places. This was
made possible by the layered approach that was used; the framework has different
layers that serve at different levels (application layer, devices layer, communication
layer, service layer, and infrastructure layer). In order to evaluate the framework, a
working smart public transport system prototype was implemented and tested using
both web applications, and the mobile template which has been discussed previously in
a different scenario.

In conclusion, the paper demonstrates the successful achievement overall objective
of this research – development of a generic framework that integrates IoT into the
public transportation sector of resource-challenged medium size city. Having worked
for the Free State, the framework can be adapted and extended to work for city with
similar context.

Future work can be made by applying this framework on other public transportation
systems such as trains, and by activating USSD application for the non-smart phone
users.

Finally, the short comes was encouraging the public transport system to apply the
framework by implement those identified sensors to enable the IoT technology which is
going to improve the both QoS, and QoE.
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Abstract. The upsurge in Cyber Physical Systems (CPSs) has made
researchers conclude that these systems have the potential of rivalling the
contribution of the Internet. Driving this wave is the emergence of miniaturized,
cheaper and readily available location-based hardware devices. One of the main
applications of CPSs is mobile asset tracking system whose roles are to monitor
movements of a mobile asset and to track the object’s current position. Local-
ization accuracy of these systems is one of the key performance indicators. This
is usually maximised through the introduction of extra hardware devices. The
drawbacks with this approach include restriction of the system’s application
only to one domain, introduction of extra cost to the overall system and intro-
duction of a single point of failure. Conversely, the Internet of Things
(IoT) paradigm facilitates coalescing of diverse technologies through which
locus data can be extracted in cost-effective and robust way. The challenge is the
lack of a dependable and responsive middleware that is capable of handling and
servicing such devices. We present a solution to this problem; a middleware
designed around In-lining approach that acts as an insulator for hiding the
internal workings of the system by providing homogenous and abstract envi-
ronment to the higher layers. The evaluation of laptop tracking and monitoring
system prototype was carried out through implementation of a middleware that
integrates diverse IoT components in a university environment.

Keywords: Cyber Physical Systems (CPSs)
Mobile Asset Management (MAM) � Internet of Things (IoT) � Middleware
Laptop monitoring and tracking system (LMTS)

1 Introduction

1.1 Background Information

The concept behind Cyber Physical Systems (CPSs) is the incorporation of information
and data communication technologies with the physical and real worlds, especially
engineering operations and tasks [1]. Although invented back in 2006 [2], there is
noticeable increase in CPSs applications which is driven by the emergence of minia-
turized, cheaper and readily available location-based hardware devices. This draws
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parallels with other related technological advancements such as Internet of Things
(IoT), Machine-to-Machine (M2 M) communication and Wireless sensor networks
(WSNs). Figure 1 below shows the evolution of CPSs and their correlation with these
technologies [3]. There are possibilities that CPSs may even surpass the massive
contributions made by internet [2].

Application areas of CPSs include smart transportation, smart cities, precision
agriculture and entertainment [4]. Over the last decade, CPSs frameworks have been
developed to address the following aspects: complexity, adaptability, safety, reliability
and maintainability. In [4, 5] for instance, the focus is on adaptability. One area where
CPSs have attained some maturity is in mobile asset tracking systems or mobile asset
management systems (MAMs). Their application domains include patient monitoring,
equipment management and emergency management [6]. MAMs implantation involve
attaching a node to a mobile object to monitor the object’s movement and current
location real-time [7]. This is achieved through location-based services.

The requirements for location-based systems introduce opposing performance
metrics such as localization accuracy, precision, complicity, cost effectiveness, low
power consumption and tiny size, portability across domains, robustness and scalability
(variable number of nodes) [8]. In particular, accuracy factor is inversely proportional
to the number of nodes that can be supported simultaneously [9]. Despite this, when it
comes to tracking our valuable assets, localization accuracy ranks high because it
increases chances of recovering the asset.

Most implementers of asset tracking systems tend to achieve this accuracy by
introducing extra hardware [10]. Global Positioning System (GPS), General Packet
Radio Service (GPRS) and Radio Frequency Identifier (RFID) technology provide such
devices; however, the drawback with this approach is that the cost of the solution is

Fig. 1. IoT application range of CPSs [3]
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considerably increased and the application domain is highly restricted. Besides, such
applications introduce a single point of failure or bottleneck; for instance, GPS devices
tend to fail when indoors and their high demand for power makes them inappropriate
for use for small mobile assets and battery powered devices.

On the contrary, CPSs and Internet of Things (IoT) enables the unification of
multiple technologies (the Internet, mobile phones, RFID readers/tags, Bluetooth, Wi-
Fi, ZigBee, GPRS/GPS etc.) through which location information of heterogeneous
objects can be obtained in cost-effective and robust way. Such asset tracking systems are
usually composed of an array of various objects interlinked by diverse communication
technologies. Each of these devices function through local and/or remote communica-
tion with the real world or other devices and systems. However, the difficult of main-
taining a reliable and reactive middleware that is capable of handling and servicing such
devices, process volumes of data without compromising responsiveness is still eminent.
The very nature of CPSs and IoT introduces a number of challenges: first, the number of
nodes involved can quickly grow into (tens of) thousands, hence increasing contention
for limited resources (especially the bandwidth). Secondly, the introduction of mobile
nodes immediately introduces the need for location-awareness in the communication,
which is still difficult in the existing communication protocols [9].

An asset is anything that has intrinsic or substantial value to a business or indi-
vidual entity. Assets well managed by asset management systems, can among other
things lead to sound financial gains and mitigate risks. The development of ISO
standard (ISO 55001:2014) is indicative of the importance of asset management sys-
tems along with their regulated implementation [11]. Current mobile asset tracking
systems are expensive and inefficient – this is especially due to the cost transferring
huge amounts of data that is required in tracking assets’ position and velocity [12].

The intensified use of mobile devices such as smartphones and tablets has workers
around the globe increasingly becoming mobile - they to do their work at the office, at
home, and while travelling. This has resulted to the anytime, anywhere information
workers - those who use three or more devices, working from multiple locations, and
use many applications [13]. Consequently, the traditional asset management and
tracking systems have to be re-designed to cater for this as well as for the “bring your
own device” (BYOD) concept. In the meantime, the availability of these devices has
led to an increase in their (devices) loss through theft. This increase in larceny is
somewhat motivated by the fact that laptops (including iPads and tablets) are miniature
and easy to conceal and pocket away. In addition, filched devices carry a remarkable
resale value on the informal market and are conveniently disposed of online, using
platforms such as Gumtree, cheaply and anonymously. The difficulties in tracking and
tracing the physical location of stolen mobile devices can be attributed as the primary
reason for the surge in theft. In an attempt to annihilate this growing calamity, many
solutions have been developed, however several small and medium-sized organizations
are compelled to do with one due high cost of ownership. Regardless of improvements
in electronic engineering and availability of miniature GPS and GPRS hardware, there
remains a gap that portable computing device manufacturers need to fill with regards to
the integration of tracking technologies to combat this menace.
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1.2 Research Objectives

The main objective of this research was to develop a generic IoT architecture that
innovatively and intelligently integrates wireless sensors, RFID tags (and readers),
fingerprint readers, and mobile phones. The operation of this middleware was then
evaluated using an asset monitoring and tracking application capable of dispelling
laptop theft. This research was aimed at investigating a solution to the following
question: How to design a middleware that ensures an effective and efficient integration
(of biometrics, mobile phones, RFIDs and mobile phones) and for use within the
context of asset monitoring and tracking system. Two objectives were identified to help
answer the above question: (1) to create a generic middleware architecture that inter-
connects at least 4 diverse IoT components and (2) to use a laptop monitoring and
tracking system (LMTS) to assess the integrity and responsiveness of the middleware.

The rest of this article is organised as follows: Sect. 2 encompasses associated
literature, while Sect. 3 elucidates, the methodology used and Sect. 4 details the dis-
cussion and conclusion.

2 Allied Literature

2.1 Cyber Physical Systems (CPSs)

According to [1], a cyber-physical system (CPS) connects the cyber and physical
worlds for the purpose of merging and analysing real and cyber information – the
analysed data is fed back to the real world. Such systems are capable of controlling
movement of reality autonomously – without intervention of humans. This charac-
teristic draws parallels with Internet of Things. CPSs intermingle with the physical
world by interrogating and actuating. The main sub-systems that make up CPSs are:
(1) wireless/wired sensor networks (WSNs); (2) a decision support system (DSS); and
(3) physical systems/elements [4]. In their simplest form, CPSs consist of a mobile
asset affixed with a sensor node, in a mobile asset system and that navigates around a
monitored area [14].

Of interest to this paper is the mobile asset tracking application domain of CPSs.
Embedded computing and low power sensing components have driven developments
in this area. These systems can either be based on static or mobile networks [7].
Examples of static systems are described in [15, 16]. Most of the applications under the
mobile networks category are found in the health sector where they are used to track
hospitals valuable assets as well as the patients [17, 18]. They also have been used in
tracking cultural artefacts [6].

2.2 Asset Management Systems

From an organization point of view, asset monitoring and tracking is not an isolated
exercise; it is rather part and parcel of the organization’s asset management system. The
system should in particular capture the assets’ types, asset life, asset life cycle and asset
life stages. The system also needs to be integrated with other organizational functions
such as financial management and human resources management [11]. Some of the
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basic components addressed in this paper are user profile management, asset life/life
cycle management and asset monitoring and tracking.

2.3 Underling Platforms for Asset Tracking Systems

The purpose for the establishment of Internet of Things (IoT) was to make our daily
endeavours more convenient and affluent by acting as a link between digital and
physical worlds [19]. IoT can trace its history at MIT [20] – since then, many defi-
nitions of the concept have emerged. The most recent addition is found the Cluster of
European Research projects on the Internet of Things (CERP-IoT) [21]. Here the ITU’s
[22] 4As vision has been extended to 6As. The internet will host approximately 50
billion devices by 2020, according to research commissioned by Cisco [23]. This
proliferation of miniature computing and connected devices presents some integration
challenges; there are no (known to the authors) mutual standards to support interop-
erability, interconnection and security of these heterogeneous devices. One of the
prevailing difficulty is obscuring the inherent complexity of the environment by
safeguarding applications from absolute management of uncongenial network stan-
dards, battery-powered tiny inhomogeneous devices that sometimes have constricted
computational power, parallelism, data reproduction and fault intolerant networks [24].
The results of poor integration architectures are evident in applications that have
scalability, security, interoperability, synchronization and data management issues [25].

The implementation, operation and maintenance of IoT based applications thrive on
utilization of middleware services that amongst other things provide a unique platform
that conceals hardware heterogeneousness, manage and dissipate commands to sensor
nodes, perform data collation, sifting, transportation and storage and considerably
boosts the expansion of diverse IoT applications [26].

Radio frequency identifiers (RFIDs) is a smart contact-free technology used to
remotely extract data from or transcribe data to an electronic memory chip enveloped
within the microelectronic circuit of tags [27]. RFID is designed to remotely and
spontaneously identify and locate tagged objects using radio microwaves. Develop-
ments in this technology opened avenues to incorporate the technology in a plethora of
applications such as remote asset tracking, healthcare and library systems.
Although RFID technology is generally cheaper and more stable, it does not support
bidirectional communication, which is essential for mobile devices. Moreover, it
becomes uneconomical when deployed for tracking relatively smaller assets.

Biometrics entails the systematic examination of biological data and in the context
of security, biological data uniquely identifies people by analysing and comparing
distinguishing bodily profiles or patterns [28]. The most common biometric security
systems deployed encompass fingerprint, palm-print, footprint, facial, iris and voice
recognition technologies. Biometric technology is the most reliable, dependable, fool
proof, and unobtrusive form of physical identification mechanism albeit expensive.

2.4 Characteristics of Middleware for Internet of Things

A lightweight software layer can realize the practicable operation of an interconnected
IoT architecture that enables interoperability and communication between dissimilar or
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identical IoT objects or a set of sub-layers interposed between the technological and the
application levels known as middleware [29]. In [30], a middleware is defined as a
software that “supports flexible integration of hardware and application and provides
services such as distributed computing environments, remote procedure calls, mes-
saging to users, regardless of the hardware, operating system and network used”. Atzori
et al. [29] highlighted that middleware has been gaining momentum due to its ability to
facilitate development of new services and the interconnection of legacy technologies
into new ones, while precluding programmers from understanding diverse technologies
implemented at lower layers. The implementation, operation and maintenance of IoT
based applications thrive on utilization of middleware services that amongst other
things provide a unique platform that: (1) conceals hardware heterogeneousness;
(2) coordinate and dissipate commands to sensor nodes; (3) perform data collation,
sifting, transportation and storage and (4) considerably boosts the development of
diverse IoT applications [26].

An ideal self-sufficient middleware is one that is resilient enough to uphold self-
configuration, self-secure, self-optimization and self-attenuating [1]. This guarantees
maintenance of the common prominent features of IoT, regardless of the application
domain. Some of these features, as explained in [31] are: (1) Ubiquity - which is the
state of being everywhere, in some cases concurrently (and explained in the 4As vision
of IoT). (2) Affordance - that is, not unsettling the equipoise/environments as professed
by users; in other words, the interaction with the users should be as natural as possible
and instinctive. (3) Reliable - make certain no trivial disruptions, perpetuity and self-
attenuating. (4) Secure - make sure privacy of data is maintained, similar to other
conventional systems. (5) Ambient Intelligence (AmI) - that empowers the system to be
‘cognizant of’ and ‘comprehend’ situations.

3 Methodology

3.1 Overview

Constructive research approach (CRA) is a methodology whose primary goal is pro-
duction of novel contemporary knowledge that can be utilized in resolving real world
problems, using freshly gained insights and discernments of a phenomenon to redis-
cover under explored links in pre-existing knowledge. [32]. The selection of CRA for
this research was motivated by the need to concoct a tangible novel solution to address
laptop larceny at the Central University of Technology, Free State (CUT). Moreover, it
was paramount to evaluate the monitoring and tracking system during development, so
prototyping was chosen as the development model as it provides opportunities to test
the integration IoT devices and Wireless Sensors.

To effectively evaluate both the system prototype and the middleware, experimental
research design was used. The research used the following data gathering methods:
(1) document analysis - a thorough examination of asset audit reports; and (2) inter-
views - a face-to-face engagement with head of security along with victims who lost
mobile assets to theft ensued. These interviews enabled the researcher to glean key
information about theft hotspots, severity and how insecure some buildings are and the
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vulnerabilities in the currently deployed security systems at CUT. To ensure that every
member of the CUT populace has an equal opportunity to be selected as a potential user
of the security system under development, purposeful sampling was used to dissemi-
nate questionnaires [33]. The purpose of this undertaking was to get a thorough
comprehension of the extent of mobile asset theft and to collect users’ discernments
about the prototype under development.

3.2 Middleware Development

During the development of the prototype, the researcher injected the middleware code
into the application; this was a quintessential technique for two reasons: (1) deployment
of the system was targeting laptops running Microsoft Windows 7/8 Operating System
(MWOS); (2) this operating environment employs various services to manage diverse
computing resources such as virtual location sensors, and fingerprint scanners.

The laptop tracking and monitoring middleware borrowed some characteristics
from Cougar middleware. To support exchange of data between the centralized data-
base server and connected laptops, the middleware implemented a database interface
that uses structured query language (SQL) query commands. The database server was
calibrated to process multiple simultaneous queries ranging from data storage, retrieval,
updates to deletion. The database interface was developed with resilience in mind and
the result was a fault tolerant middleware aimed to use an intelligent algorithm to
establish a new connection to a backup database server when connection to the main
database server fails.

To support quality of service (QoS) as in MiLAN [34], the tracking and monitoring
middleware used mobile phones to facilitate two way communication. This bi-
directional communication was achieved by having a laptop through the middleware
transmit messages to a mobile phone and the mobile phone in turn requests the laptop
through the middleware perform some action such as sending locus data via short
message service (SMS) commands. Quality of service was attained through delivery of
acknowledgements; that is to say, a confirmation SMS was generated by the laptop and
sent through the middleware to acknowledge receipt of service request command to the
mobile phone that requested some operation to be performed. Instant generation and
dissemination of security breaches through the middleware’s SMS service also cor-
roborated the embodiment of quality of service.

The intelligence in IoT applications is realised through their capacity to react to
phenomena triggered by diverse parameters or sensory readings. The LMTS middle-
ware designed to listen and respond to several (ephemeral, intervallic and persistent)
events spawned by the application, hardware and database layers, middleware services
(SMS, location and database). To support parallelism, the middleware treated each
event’s action as an independent task that the operating system can independently and
concurrently execute. This parallel execution of tasks (parallelism involves, modular-
izing programs into individual components that execute independently on separate
threads) [35], resulted in a middleware architecture that is highly responsive and
effective in performing preconfigured actions depending on the generated event.
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As depicted in Fig. 2 (Adopted from [30]), the middleware design is comprised of
three layers that is application, middleware and hardware. Each layer manages and
utilizes several modules and services.

(a) Gather Assets Data

The system does not only facilitate the tracking and monitoring of laptops, it is also
equipped with the ability to manage high level functions such as registration and
storage of laptop information in a database, allocate, re-allocate, transfer or revoke
laptop assignment, to or from a university personnel.

(b) Monitoring and Detection

This necessitates autonomous and smart techniques to systematically monitor and
detect laptop security breaches. In actuality, this module detects unapproved departure
of laptops from the university premises. A blend of RFID readers, RFID tags, cellular
phones, Global Positioning System (GPS) devices, Geofencing, alarm bells, wireless
sensors, and biometric readers/scanners are used to trigger and broadcast this security
violation. To simplify turning on/off the laptop-monitoring task, a fingerprint scanner
was used to command the middleware to conditionally start/halt interrogating the tag
affixed on the laptop, without setting off a security alarm.

Fig. 2. IoT LMTS middleware architecture adopted from [30]
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(c) Dissemination and Communication

This component is in charge of transmission of applicable warnings/information
concerning to laptop security breaches to all interested parties. It involves triggering
alarms; distribution of SMS reports to personnel (security, asset manager in charge of
assets at the institution and the person allocated the laptop in question); this prompts
the security personnel to take swift action to foil this theft attempt.

(d) Recovery Capability

This element entails recovery steps taken in an attempt to track and trace a lost
laptop. Despite lacking the much needed intelligence and automation, tracking was
achieved through continuous interrogation of the windows virtual GPS sensor to extract
the most recent locus data and the same information was delivered via SMS to the
victim’s mobile phone upon requesting such information using SMS commands. Using
locus data periodically saved in the database, Google maps was used to show the
physical location of the laptop in question.

3.3 Middleware Services

The following are services and interfaces fulfilled and managed by the middleware:

(a) SMS Services

Describes services that manage communication between mobile phones and the LMTS
using Ozeki SMS gateway. Ozeki SMS gateway is a software that capacitates computer
systems with transmissions of SMS over telecommunication networks using an SQL
server database and GPRS modem.

(b) Location Services

Involves exploitation of a virtual location sensor or GPS device to harvest physical
location data from either windows location data providers or application programming
interfaces (APIs) and relay this data to a database server or mobile phone via SMS. The
following techniques: (1) global position system (GPS), (2) wireless fidelity (Wi-Fi)
triangulation, (3) cell phone tower triangulation, (4) internet protocol (IP address)
resolution; are suitable for generation of the physical position of a computer or mobile
device [36].

(c) Hardware Interface

Entails the mechanism in which electronic peripherals are added to a computer system
to expand its capabilities. Standard interfaces for integrating external hardware
peripherals with computers systems are serial ports and universal serial bus (USB).

(d) Database Interface

Data persistence and access are integral features that a number of applications depend
on to perform their respective tasks. An SQL database was designed to enable cap-
turing, storage, retrieval and manipulation of data pertaining to laptop tracking and
monitoring. Microsoft’s entity framework was used to deliver reliable access to the
database stored on Microsoft SQL server. Microsoft SQL Server (is a relational
database management system RDBMS).
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(e) Hardware layer

Individual IoT applications are designed to satisfy different organizational needs, as
such, they are inclined to interconnect diverse hardware peripherals. Each hardware
peripheral offers distinctive data or service and may employ the capabilities of other
hardware to transport data reading, this creates coupled systems that depend on other
systems to accomplish their designated mandate.

3.4 System Prototype Application and Evaluation

In line with the four main components of the framework shown in Fig. 2, the imple-
mentation was as follows:

(a) Monitoring

Laptop monitoring is carried out to detect and foil any attempts to steal the asset. This
undertaking utilizes a plethora of hardware peripherals along with middleware services.
As indicated in Fig. 3, for the LMTS to monitor a laptop, a user must connect either an
RFID scanner or pressure/weight sensor to the laptop using a USB cable. From the
system’s interface, the user must select the building from which the laptop is sheltered
and click button “Start Monitoring” to commence monitoring. In response to this
button click action, the system requests fingerprint authentication from the asset owner,
the user is expected to scan the finger whose fingerprints were captured during asset
assignment and stored on the database. The fingerprint comparison process requires
access to the database through the middleware’s database services. If the fingerprint on
the scanner matches a database stored template, the system conducts asset tag vali-
dation to verify if it corresponds to the one assigned to the asset during asset regis-
tration. This tag validation step is skipped when monitoring is conducted using a
pressure/weight sensor. Once the system has authenticated the asset owner and vali-
dated the asset tag, laptop monitoring commences; this is conducted through perpetual
interrogation of the asset tag or checking for unreasonable fluctuations in laptop weight

Fig. 3. IoT LMTS monitoring interface
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and compare it against the threshold. By clicking “Stop Monitoring” button, the owner
requests the system to stop monitoring the asset weight or reading the asset tag without
triggering a security breach. In responds to this request, the system requests fingerprint
authentication from the laptop owner just to verify if the request is coming from the
person who initiated the monitoring process.

(b) Transmission and distribution of alerts

This component operates through utilization of Ozeki SMS gateway (As of June 2017,
Ozeki website), GPRS modem, SQL database, middleware services and mobile phones.
This module is responsible for the transmission of related warnings or information to
relevant personnel (asset owner, security guards and asset manager) via SMS messages
upon detection of a laptop security breach.

(c) Laptop Recovery

This module entails recovery steps taken in an attempt to track and trace a lost lap-
top. Despite lacking the much needed intelligence and automation, tracking was
achieved through continuous interrogation of the windows virtual GPS sensor to extract
the most recent locus data and the same information was delivered via SMS to the
victim’s mobile phone upon requesting such information using SMS commands. Using
locus data periodically extracted from the virtual sensor and saved in the database,
Google maps was used to display the physical location of the laptop in question.
Microsoft windows operating system has APIs or dynamic link libraries (DLLs) that
make available the location service interface to any application that intends to query
locus data from the native code layer. From this code layer, it is possible to calibrate the
accuracy level of the virtual sensor to meet the requirements of the host application (As
of June 2017, Microsoft MSDN website).

4 Discussion and Conclusion

This paper presented both the system prototype and the embedded laptop monitoring
and tracking middleware architecture. The proposed middleware implemented a variety
of service components such as: (1) locus data extraction from windows virtual location
or GPS sensor; (2) using RFID reader and passive tags to conduct laptop surveillance;
(3) two-way transmission of SMS messages; and (4) utilization of database services to
facilitate data management through SQL commands.

The adoption of common characteristics found in revered middleware solutions such
as MiLAN and Cougar transcended the LMTS middleware architecture into a hybrid
middleware that is cost-effective versatile, fault tolerant, reactive, and suitable for the
mushrooming Cyber Physical Systems (CPSs). The middleware demonstrated versatility
through its support for parallel processing of triggered events and bi-directional com-
munication without compromising the quality of monitoring and other supported ser-
vices. This quality of being versatile was also displayed by themiddleware’s ability to use
windows operating system services and resources to manage an array of hardware
peripherals such as the GPRS modem, RFID and fingerprint scanner. The presented
system prototype demonstrated conformance to the objectives set for this case study.
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The LMTS middleware in this study was constructed using concepts proposed by
Hwang and Yoe [30] and around the IoT paradigm and the outcome thereof was a
middleware architecture suitable for use in tracking and monitoring systems within the
CPS and IoT paradigms. The middleware provided a proficient and flexible interface to
interact with heterogeneous IoT hardware peripherals, trigger events based on gener-
ated data, manage, process and consume data generated by diverse interconnected
devices. The core purpose of this middleware was to create a standardized environment
to manage diverse hardware by concealing their heterogeneity. The evaluation of the
middleware and the LMTS was conducted by observing how reactive the system was to
diverse events, and measuring the time, it took to detect and broadcast security vio-
lations. Other tests comprised of discerning data returned by SQL query commands, the
accuracy of locus data generated by the virtual sensor and lastly the ability to correctly
interpret SMS commands and trigger the correct action.

Constructive research approach (CRA) was adopted in this research study and a
real-life solution was concocted following a seven-step process mooted in [37]. These
steps are: (1) identification of real life problem; (2) a thorough investigation of the
proposed panacea with respect to long term objectives; (3) an in-depth examination of
the problem domain; (4) translation of requirements into system artefacts such as use
cases, flow-charts and data-flow diagrams (DFDs); (5) develop a working prototype
using designs created in the previous step; (6) prototype deployment, testing and
evaluation; and (7) discussion and conclusion.
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Abstract. In this paper, we present the functionalities of an intelligent con-
nected vehicle. It is equipped with various sensors and connected objects that
enable communication between the driver and its environment. This system
provides assistance towards safe and green driving. The driving assistance may
be directed towards the driver (semi-autonomous vehicle) or completely towards
the vehicle (self-driving, autonomous vehicle). The assistance is based on the
driving context which is the fusion of parameters representing the context of the
driver, the vehicle and the environment. This cyber-physical vehicle has three
main components: the embedded system, the networking and real-time system
and the intelligent system. The architecture for data transfer within the con-
nected vehicle is implemented through publish-subscribed infrastructure in
which services are transferred and controlled in an orderly manner. These
functionalities are tested both in the laboratory and on the road with satisfactory
results. This is the fruit of labor of a consortium composed of five industrial and
two academic partners.

Keywords: Connected vehicle � ADAS � Internet of things � Intelligent vehicle

1 Introduction

Cyber-physical systems (CPS) are physical and engineered systems whose operations
are monitored, coordinated, controlled and integrated by a computing and communi-
cation core. CPS is composed of interconnected clusters of processing elements and
large-scale wired and wireless networks that connect a variety of smart sensors and
actuators [1]. This paper is about a cyber-physical vehicle [2], an intelligent connected
vehicle and its smartphone app created to contribute to the reduction of road traffic
accident. This connected vehicle proposes safe driving and green driving [3] assistance
based on the given driving context. The driving context [4] is the driving situation
based on the fusion of various parameters (obtained from sensors, internet of things,
etc.) representing the context of the driver, the vehicle, the environment and the
infrastructure. An intelligent connected vehicle can be partitioned into three sub-
systems, each representing a distinct signal processing part. They are given below:
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• Embedded system: it is that sub-system responsible for capturing data and signals
from the vehicle, and environment. Various sensors, gadgets and actuators of dif-
ferent modalities are associated with embedded system. Altogether, these compo-
nents form connected objects and Internet of things (IoT) [5].

• Intelligent System: it is that sub-system that is responsible for obtaining input data
from the embedded system, fusion them in order to deduce the driving situation and
determine what action must be undertaken to the specified driving situation. This
assistance may be directed towards the vehicle (in which case, the vehicle becomes
an autonomous, self-directing machine) or the driver (in which case the driver is in
complete control of the vehicle, a case of semi-autonomous vehicle).

• Network and Real-time System: it is that sub-system concerned with communication
protocols between components of the system. The communication between
embedded system and intelligent system is handled by this component. The
repository of vehicle data may be the vehicle itself or the Cloud computing
infrastructure.

This paper is a continuation of our previous work [6, 7] only that here the focus is
on the detailed treatment of the fusion of signals, the processing for the detection of
driving context and the fission process to offer driving assistance.

2 Related Work

As early as 1920’s, various efforts have been made to automate vehicle driving [8].
Some promising trials happened in 1950’s and research on this has never ceased since
then. The first autonomous vehicle was developed in 1980’s in Carnegie Mellon
University Navlab [9] and AVL in 1984 [10]. It is followed by Mercedes-Benz and
Bundeswehr University Munich’s Eureka Prometheus Project in 1987. In July 2013,
Vislab demonstrated BRAiVE, a vehicle that moved autonomously on a mixed traffic
route open to public traffic [11]. Connected and autonomous vehicles (CAV) are a
technological revolution, combining radical changes in the design of the road vehicles
and understanding of their interactions with the networked infrastructure.

Connected vehicles [12, 13] and autonomous vehicles [14, 15] face different
obstacles for further development because their respective technologies are at different
stages of development and implementation. Consumers express concern about cyber-
security and privacy issues while safety and consumer readiness to adopt are the
perceived barriers for autonomous vehicles [16]. The core science and technology
required to support CPS and cyber-physical vehicles (both for connected and auton-
omous vehicles) are essential for future economic competitiveness. Creating the sci-
entific and technological basis for CPS can pay dividends across wide domains.

According to the survey conducted by Foley & Lardner LLP [16], the technologies
for which the connected and/or autonomous vehicles are worth investing are as follows:
cybersecurity protection, precision mapping and location technology, vehicle-to-
vehicle (V2V) communication technology, advanced driver assistance system (ADAS),
machine learning and driving data analysis, infotainment features, and self-driving
vehicles for car-sharing. Indeed, this work on ADAS is on the right track. The machine
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learning [17–19] component of our system is integrated in the intelligent system. The
V2V features are a priority by our networking and real-time system component. This
paper contributes to the advancement of intelligent connected vehicles.

3 Driving Assistance for a Connected Vehicle

3.1 Objective and Offering a Technological Solution

There is a very wide range of mobility-related applications available in the market these
days but most are not directly related to vehicle data. This is in contrast to the norm
given that the use of vehicle data and its environment is at the heart of the Advanced
Driver Assistance Systems (ADAS) [20, 21]. In order to test and validate the on-board
driver assistance systems, it is necessary to equip the test vehicle with the correct
sensors that will capture the perceived context of the driver, vehicle and the environ-
ment. Furthermore, these sensors should be of quality. The costs incurred in such
configuration means that in most cases, ADAS functionalities are generally made
available mostly on high-end vehicles and it will take (several) years before they can be
made available to family car models. Given such situation, this project aims to address
such constraints. Indeed, this project aims to: (i) Create an open environment for the
design of innovative applications for smartphone, promoting the emergence of infor-
mative driving assistance functions; (ii) Offer an affordable solution by offsetting the
processing capacity on the smartphone, optimized by exploiting data of the vehicle and
its environment; (iii) Specify a safe and effective interaction between the driver, the
mobile software and the synthesis of lives on board the vehicle; and (iv) Reinforce road
safety by familiarizing users with ADAS-type functions and optimizing future on-
board functions through feedback.

The driving assistance system for connected vehicle is a technological solution
centred on the development of a smartphone driving assistance applications based on:
(i) The sensors and resources of the smartphone to ensure the perception of the driving
environment and the state of health of the driver as well as the treatment of the driving
assistance functions; (ii) A communication channel between the smartphone and the
vehicle to use vehicle data and activate vehicle functions (Car Easy Apps solution)
[22]; and (iii) Establishment of a test platform to simulate the vehicle and its envi-
ronment in order to develop, validate and demonstrate the applications developed.

To achieve the link with the vehicle data, this project has chosen to use the SDK
(software development kit) of the project CEA (Car Easy Apps) [23]; CEA is a project
from the Franco-Spanish consortium collaboration led by PSA Peugeot-Citroen1, in
which Continental2 also participated. This consortium offers a framework under
Android that allows wireless (Bluetooth or WiFi) or wired (USB) connection to
interface with the multimedia system of the vehicle and thus access a wide variety of
signals present on the various CAN (controller area network) bus of the vehicle.
The CEA being scalable, one can easily add new signals as needed. See Fig. 1(a).

1 PSA Peugeot-Citroën: https://www.groupe-psa.com/en/.
2 Continental France: https://www.continental-corporation.com/fr-fr.
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3.2 Connected Vehicle Architecture

The architecture of our intelligent vehicle project is shown in Fig. 1(b). The archi-
tecture is layered and layers are as follows: (i) the material layer (i.e. this contains
pertinent sensors), (ii) the input services layer or pilots that apply the appropriate
algorithms related to vision, identification of objects (e.g. road, road sign, weather,
vehicles) and the transformation of the data into a low-level event, (iii) the server layer
for storing and broadcasting events, (iv) the multimodal fusion layer of events that
generate higher-level events, (v) the human-vehicle interface (an exit service) which
provides the necessary information to the user in the form of web pages and dashboard
utilities of the vehicle, and (vi) Multiple layers of communication to the cloud [24, 25]
and road infrastructure.

Likewise, as shown in the diagram, the system components are as follows: (i) A
vehicle – A PSA vehicle (Peugeot or Citroen) cockpit used as vehicle in the laboratory
and the actual road tests; (ii) Various tools inside the vehicle – Given that we are
interested in obtaining the driving context, we make use of various tools to realize such
objective: (a) BSI – is a back-illuminated, digital-image sensor that uses a novel
arrangement of imaging elements to increase the amount of light captured and thereby
improve low-light performance; (b) OBD – is an onboard diagnostic gadget; it is a
vehicle’s self-diagnostic and reporting capability, providing end users with access to
the status of various vehicle subsystems; (c) OVIP – is an infotainment platform
developed for PSA vehicles; (d) Camera – for driver monitoring, and (e) Bluetooth and
LiFi – for wireless communication; (iii) Smartphone – used as HMI (human-machine

Fig. 1. (a) CEA – The car as a connected object, (b) the CASA architecture
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interaction) tool and to access from IoT and connected objects; and (iv) The CASA
App – an Android application developed for this project, installed on the smartphone
for driver assistance for safe and green driving.

4 Vehicular Data Communication, Processing and Control

4.1 Publish-Subscribe Architecture

Figure 2(a) shows the data communication structure in an intelligent connected vehicle.
Such communication architecture is based on the “publish-subscribe” [26] mechanism:
the publication and subscription of messages. In this structure, a publisher publishes
messages without knowing a priori who the subscribers to these messages are. The
subscriber is the recipient of the message or data. It too does not know who the
producer/publisher of the message is. The structure is simple: a message class is
associated with the sent messages without knowing if there are recipients or not. In the
same way, the recipients only subscribe to the classes that interest them, and receive
only the corresponding messages without knowing if there are senders. For interop-
erability with existing platforms and web services, the content of XML messages is in
Javascript object notation (JSON) format [27]. The message transfer protocol is REST
over TCP-IP [28]. SOAP [29] can also be used. For the protection of messages, the
publication or subscription services authenticate using specific encryption keys.

4.2 Services in an Intelligent Vehicle

All vehicular services (input, intermediate or output) are independent in terms of
architecture. For example, if the sensor information does not arrive, the system will not
warn of hazard. In this system, the orchestration server (also called the “broker”)
receives messages, store them and distribute them at once to each subscriber upon
receipt. In this way, the transmission delays are minimized. All services can publish as
well as subscribe; there is no particular constraint. The server can also control the
quality of service by measuring the response times of various services. There are many
services that can be provided in an intelligent vehicle. This paper, however, is not
going to deal with an exhaustive list of services; it is sufficient that some representative
samples of services in an intelligent vehicle are presented. All others would follow the
same pattern and principle. As shown in Fig. 2(b), our intelligent vehicle has the
following services:

• Vision Sensor Publisher: this service collects data related to obstacle (e.g. pedes-
trian, vehicle, bicycle, etc.) detection and publishes such info whenever it finds one.

• GPS Location Publisher: this service obtains the position of the vehicle and pub-
lishes it whenever the position coordinates of the vehicle change.

• Car Sensor Publisher: this pertains to a group of sensor that monitors the driver
status (i.e. fatigued, stressed, etc.) and that of the vehicle (i.e. its distance from
vehicle/obstacle in front, presence of stop sign, etc.) and publishes such
information.
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• Weather Service Publisher: this service monitors if there is a fog, rain or snow; if
the visibility is poor, and if the road is hazardous due to the weather condition.

• Event Multimodal Fusion Publisher and Subscriber (EMFPS): this is the brain of
the system. It subscribes to many signals to be able to fusion such information and
deduce the driving situation. It determines if there is a driving assistance to be done
for the given driving situation. If so, then it publishes the corresponding signals.

• Tablet HMI Publisher and Subscriber: This service is both a publisher and a
subscriber. As a publisher, it sends signal the setting configuration for driving
assistance preferred by the driver (example: the language of the driving assis-
tance = English | French, etc.). As a subscriber, it receives driving assistance
messages published by the EMFPS and it broadcasts a message directed towards the
driver, the vehicle or both to assist in the driving situation.

• Car Dashboard Subscriber: this service obtains message from the broker to
determine if it is going to put the air-conditioner on/off, the music on/off, the heater
on/off, activate/deactivate the dashboard wiper, etc.

• Car Broker: this is like the maestro of an orchestra. It receives data or messages
from the publishers and sends same to its subscribers.

5 The Multimodal Event Fusion Service

The task of Event Multimodal Fusion Publisher and Subscriber (EMFPS) service is to
perform the multimodal fusion of various events coming from other services, and to
provide them messages and information in higher-level of abstraction in order to
inform the user (the driver) on how to react on the new case of interaction. Briefly, it
means informing the driver of the situation or of driving assistance message suited for

Fig. 2. (a) The publish-subscribe architecture, (b) the various services of an intelligent
connected vehicle.
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the situation. The EMFPS service is both publisher and subscriber. The detection of
context and the adaptation of exit events to the context are realized using a set of rules
that are integrated in the service. These rules make use of all input information.

Following receipt of new data or message, the multimodal fusion involves applying
a set of rules each time the values of subscribed variables gets updated. Figure 3(a)
shows the EMFPS service. As shown, the solid arrows represent data flows between the
functions (light blue rectangles) and the memory (cylinder), while the dotted-line
arrows correspond to activations of broker server for publication and subscription
purposes.

At start-up, the service initializes the array of variables “Memory” to their default
values and then subscribes to the various events that it needs to receive. Subscribing
means that the program gives the broker server the address of a service function. The
call by the server of the call-back function (myCB) which manages the reception of
events will be made by the broker server. Upon receiving data or messages related to
one or more events, the service retrieves the values of the JSON and updates the
variable data in memory and then performs an evaluation of all the rules that are
affected by the updated variables. If one or more rules have been triggered, the output
events are immediately published to the server.

5.1 Signals for the Cognition of Driving Context

In order to optimize and speed up the code, it is decided that there is a need to put all
the variables in a table. The table of variables in the memory is implemented as shown
in Fig. 3(b). The items in the table are as follows: (i) a unique identifier of each
variable given by the server, (ii) name of the variable, (iii) unit of value if
numeric, (iv) value of the variable, (v) previous value needed to
detect an update, (vi) date of receipt of the variable in order to
calculate its age, (vii) number of the rule affected by an update of
this variable, and (viii) data type of the value of the variable (text or
numeric).

As Fig. 3(b) shows, the set of variables are related to the detection of the following:
(i) context of the driver: driver disturbance status; (ii) context of the vehicle: beam
status, intersection direction, lane number, vehicle speed, vehicle engine status, vehicle
turn indicator status; (iii) context of the environment: speed limit, intersection type,
intersection signal, intersection distance, visibility, obstacle distance, obstacle position,
obstacle speed, obstacle type, time to collision; and (iv) green driving: CO2 driver
advise, CO2 explicit speed limit.

The service also provides driving assistance by sending messages to the server.
Such messages are picked up by the Tablet HMI Subscriber and broadcasted to the
driver, the vehicle or both. The driving assistance is of three types: (i) assistance
directed to the driver: speeding status, turn indicator status, stop violation status,
obstacle detection status, pedestrian detection status, driver disturbance status; (ii) as-
sistance directed to the vehicle: activation of fog light (implemented by the Car
Dashboard Subscriber service); and (iii) assistance for green driving: CO2 assist status.
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5.2 Human-Vehicle Interaction Interface

The human-vehicle interaction interface [30, 31] adopted for this work is shown in
Fig. 4. The images shown in the diagram are mere depiction of the real ones which
cannot be shown in this paper due to proprietary restrictions. In this work, there are two
types of messages intended for the driver: (i) Notification – a message to inform the
driver, and (ii) Alert – a type of message that attempts to get the driver’s attention.

A notification or alert is sent according to the category of driving situation:
(i) Behaviour – this refers to the driver’s conduct of driving. For example, the driver’s
failure to stop in the Stop light merits an Alert message concerning the driver’s
behaviour; (ii) Danger – a potential risk to the driver or people on the road exists.
Entering a foggy zone merits a notification message on danger; and (iii) Ability – this
concerns about the person’s ability to drive a vehicle. For example, if the system
detects that a driver is going to fall asleep, a danger message concerning his ability to
drive is sent.

When two or more messages need to be sent to the driver then system adopts a
priority scheme. Only one message will be sent to the driver at any given time. Here is
the priority scheme of this work: (i) Alert has a higher priority than Notification, and
(ii) Ability has the highest priority in the message category. Next priority belongs to
Danger and the last priority belongs to Behaviour.

Fig. 3. (a) The multimodal event fusion service structure, (b) Some signals managed by the
multimodal event fusion service provider. (Color figure online)
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5.3 Case Study: Scenarios Simulation

There is a need to simulate the multimodal fusion, fission and cognition of driving
context that were presented in the earlier sections of this paper. To do this, a sample
case scenario is developed and is shown in Fig. 5. Laboratory and road tests reveal that
the CASA system is found to be operational and fit for purpose.

5.4 Sample Driving Actions

Consider for example the implementation of action . There are two cases
by which this action is invoked, as given below:

Case 1: Obstacle Moving Very Slow. (i) Let X be an instance of class
. (ii) Let there be road R == . (iii) Let there be lane

User Profile

Settings

Latest Score

RANKING
 #n Of #Total

OFFENCES
<List of offences>

FROM: <Origin Address>

TO: <Destination Address>

DATE: <Date 1>

RANKING
 #n Of #Total

OFFENCES
<List of offences>

FROM: <Origin Address>

TO: <Destination Address>

DATE: <Date 2>

DON’T BRAKE

Fig. 4. Human-vehicle interaction interface of project CASA

Fig. 5. The case scenario for the cognition of driving context and driving assistance
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L1 in road R == . (iv) Let there be lane L2 in road
R == . (v) Let lane L1 be different from lane
L2 == . (vi) Let there be obstacle W (from previous subsec-
tion) == . (vii) Let the speed of obstacle W be extra slow ==
. (viii) Let there be action Z for this driving situation == . If we do fusion of
these parameters, we will end up with the following: Vehicle(?X) ^ Road (?R) ^
hasLane(?R,?L1) ^ hasLane(?R, ?L2) ^ differentFrom(?L1, ?L2) ^ Obstacle(?W) ^
hasSpeed(?W,ExtraSlowSpeed) ^ Action(?Z) ! ChangeLane (?Z).

Case 2: Obstacle Has No Speed. (i) Let the description in subsection Case 1 holds
true. (ii) Let the obstacle W have no speed (if might be a tree, a rock, etc.) ==
. If we fusion these parameters, we will end up with: Vehicle(?X) ^ Road (?R) ^
hasLane(?R, ?L1) ^ hasLane(?R, ?L2) ^ differentFrom(?L1, ?L2) ^Obstacle(?W) ^
hasSpeed(?W, NoSpeed) ^ Action(?Z) ! ChangeLane (?Z).

5.5 Contributions

In this paper, the functionalities of an intelligent connected vehicle is presented. The
contributions of this work are as follows:

• A generic, low-cost ADAS: ADAS in general are reserved for expensive vehicles
and closed to proprietary constraints. This work addresses those constraints.

• A system adaptable for both autonomous and semi-autonomous vehicle: The
driving assistance can be set-up to be directed towards the driver, in which case the
system is for a semi-autonomous vehicle. The assistance may be directed directly to
the vehicle, in which case we will come up with an autonomous, self-driving
vehicle.

• An efficient publish-subscribe data communication architecture: In this paper, the
publish/subscribe architecture was presented. Publishers send their data or messages
to the repository (the broker) without having idea who will consume it. Subscribers
obtain the data and messages they need from the broker without having idea of who
produced it. The subscribers are only informed that they need to pick-up their
data/messages only when they are new. Hence, the data communication is efficient.

• Assistance towards safe and green driving: This work also contributes towards the
reduction of traffic accident and on lesser fuel consumption while doing the same
work. This means lower CO2 emission, and also reduced cost of voyage.

The first phase of Project CASA was presented to the public during the 2015 ITS
European Congress3, 5–9 October 2015, Bordeaux, France. For five days, the project
was presented to the public to get its opinion about the features CASA is offering. We
collected data based on the public perception using questionnaires given to some 150
random participants. The results are as follows: (i) Consumers are willing to share their
personal data with some applications. Consumers are most willing to grant access to
applications that are directly related to navigation and mobility; and (ii) Consumers find
that CASA is helpful for road navigation and mobility.

3 http://itsworldcongress.com/.
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6 Conclusion and Future Work

Project CASA is conceived with the vision that today’s ADAS systems are closed to
proprietary constraints and are usually accorded to expensive vehicles. CASA is a
generic ADAS and can be used by any vehicle. This is an Android app and is based on
smartphone. This project is a collaboration of five industrial and two academic partners,
namely PSA-Peugeot-Citroen, Continental, Nexyad, Oktal, DPS and UVSQ. UVSQ,
for its part, collaborates with ECE Paris on other intelligent system tasks.

The driving context is the fusion of all parameters related to the context of the driver,
the vehicle and the environment. The driving context yields a situation that may or may
not need assistance. In the case of it needs an assistance, the system determines the types
of assistance using the rules that are stored in the system’s knowledge base. The
assistance may be directed towards the driver, the vehicle or both (although in this paper,
the assistance is almost all directed towards the driver, a case of semi-autonomous
vehicle). Taken into account that only one message can be sent to the driver at any given
time, priorities are taken into consideration when two or more driving events occur at the
same time. Tests and validations are done in the laboratory and on the road. Here, it
showed that the use of CASA reduces traffic rules infractions and road accidents.
Project CASA was also presented to the public during ITS European Congress in
Bordeaux, France in 2015. It was well-received by the public. Future works include
further improvement via machine learning component, in particular, the cognitive user
interface design [32] and the cognitive component [33] that learns new driving situation,
reason with purpose and interact with humans naturally. The component learns from its
interaction with system users and from its experiences with the environment.

References

1. Rajkumar, R., Lee, I., Sha, L., Stankovic, J.: Cyber-physical systems: the next computing
revolution. In: Design Automation Conference, Anaheim, CA, USA (2010)

2. Wang, S.: Develop Vehicle Control Systems as CPS for Next-Generation Automobiles,
March 2015

3. Estl, H.: Paving the way to self-driving cars with advanced driver assistance systems, August
2015

4. Hina, M.D., Thierry, C., Soukane, A., Ramdane-Cherif, A.: Cognition of driving context for
driving assistance. In: Presented at the ICAIA 2018: 20th International Conference on
Artificial Intelligence and Applications, Kuala Lumpur, Malaysia (2018)

5. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of Things (IoT): a vision,
architectural elements and future directions. Future Gener. Comput. Syst. 29, 1645–1660
(2013)

6. Hina, M.D., Guan, H., Deng, N., Ramdane-Cherif, A.: CASA: safe and green driving
assistance system for real-time driving events. In: Bi, Y., Kapoor, S., Bhatia, R. (eds.)
IntelliSys 2016. LNNS, vol. 15, pp. 987–1002. Springer, Cham (2018). https://doi.org/10.
1007/978-3-319-56994-9_67

7. Hina, M.D., Guan, H., Ramdane-Cherif, A., Deng, N.: Secured data processing, notification
and transmission in a human-vehicle interaction system. In: 19th IEEE International
Conference on Intelligent Transportation Systems, ITSC 2016, Rio de Janeiro, Brazil (2016)

42 M. D. Hina et al.

http://dx.doi.org/10.1007/978-3-319-56994-9_67
http://dx.doi.org/10.1007/978-3-319-56994-9_67


8. Sentinel, T.M.: Phantom Auto’ will tour city. In: Google News Archive, ed. (1926)
9. Carnegine Mellon University - The Robotics Institute, NavLab: The Carnegie Mellon

University Navigation Laboratory. www.cs.cmu.edu/afs/cs/project/alv/www. Accessed Feb
2018

10. Kanade, T.: Autonomous land vehicle project at CMU. In: Presented at the 14th ACM
Annual Conference on Computer Science (1986)

11. University of Parma: VisLab, Italy - Public Road Urban Driverless-Car Test 2013 - World
premiere of BRAiVE, ed. (2013)

12. Parkinson, S., Ward, P., Wilson, K., Miller, J.: Cyber threats facing autonomous and
connected vehicles: future challenges. IEEE Trans. Intell. Transp. Syst. 18, 2898–2915
(2017)

13. Geng, H.: Connected vehicle. In: Internet of Things and Data Analytics Handbook, ed.
Wiley Telecom (2017)

14. RAC Australia: Autonomous vehicle survey (2016). https://rac.com.au/-/media/files/rac-
website/pdfs/about-rac/publications/reports/2016/autonomous-vehicles-survey.pdf

15. Ho, J.Y., Koh, W.Y., Veeravalli, B., Wong, J.W., Guo, H.: Secure sensing inputs for
autonomous vehicles. In: Presented at the TENCON 2017, Penang, Malaysia (2017)

16. Foley & Lardner LLP: 2017 Connected Cars & Autonomous Vehicles Survey (2017)
17. Louridas, P., Ebert, C.: Machine learning. IEEE Softw. 33, 110–115 (2016)
18. Tchankue, P., Wesson, J., Vogts, D.: Using machine learning to predict driving context

whilst driving. In: Presented at the SAICSIT 2013, South African Institute for Computer
Scientists and Information Technologists, East London, South Africa (2013)

19. Witten, I., Frank, E., Hall, M.: Data Mining: Practical Machine Learning Tools and
Techniques. Morgan Kaufmann, Burlington (2011)

20. Li, L., Wen, D., Zheng, N.-N., Shen, L.-C.: Cognitive cars: a new frontier for ADAS
research. IEEE Trans. Intell. Transp. Syst. 13, 395–407 (2012)

21. Ithape, A.A.: Artificial intelligence and machine learning in ADAS. In: Presented at the
Vector India Conference, Pune, India (2017)

22. PSA Group: Car Easy Apps: Co-designing the connected car of the future (2016). https://
www.groupe-psa.com/en/newsroom/automotive-innovation/car-easy-apps/

23. PSA Group: Car Easy Apps: PSA Peugeot Citroën’s Application programming interface
(2014). https://www.youtube.com/watch?v=3cTsNeKZDTU

24. Oracle: Architectural Strategies for Cloud Computing. Oracle White Paper in Enterprise
Architecture, August 2009

25. Yousif, M.: The state of the cloud. IEEE Cloud Comput. 4, 4–5 (2017)
26. Microsoft: Publish/Subscribe (2018). https://msdn.microsoft.com/en-us/library/ff649664.aspx
27. w3schools.com: JSON – Introduction (2018). https://www.w3schools.com/js/js_json_intro.asp
28. Flanders, J.: Service station - more on REST. MSDN Mag. 27(7) (2009). http://msdn.

microsoft.com/en-us/magazine/dd942839.aspx
29. W3C: Latest SOAP versions (2018). https://www.w3.org/TR/soap/
30. Dumas, B., Lalanne, D., Oviatt, S.: Multimodal interfaces: a survey of principles, models

and frameworks. In: Lalanne, D., Kohlas, J. (eds.) Human Machine Interaction. LNCS, vol.
5440, pp. 3–26. Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-642-00437-7_1

31. Oviatt, S.L.: Multimodal interfaces. In: Jacko, A.S.J. (ed.) The Human-Computer Interaction
Handbook: Fundamentals, Evolving Technologies and Emerging Applications, pp. 286–304,
2nd edn. CRC Press (2008)

32. Peschl, M.F., Stary, C.: The role of cognitive modeling for user interface design
representations. Mind Mach. 8, 203–236 (1998)

33. Kelly III., J.E.: Computing, cognition and the future of knowing: how humans and machines
are forging a new age of understanding (2015)

Signal Processing, Control and Coordination 43

http://www.cs.cmu.edu/afs/cs/project/alv/www
https://rac.com.au/-/media/files/rac-website/pdfs/about-rac/publications/reports/2016/autonomous-vehicles-survey.pdf
https://rac.com.au/-/media/files/rac-website/pdfs/about-rac/publications/reports/2016/autonomous-vehicles-survey.pdf
https://www.groupe-psa.com/en/newsroom/automotive-innovation/car-easy-apps/
https://www.groupe-psa.com/en/newsroom/automotive-innovation/car-easy-apps/
https://www.youtube.com/watch?v=3cTsNeKZDTU
https://msdn.microsoft.com/en-us/library/ff649664.aspx
https://www.w3schools.com/js/js_json_intro.asp
http://msdn.microsoft.com/en-us/magazine/dd942839.aspx
http://msdn.microsoft.com/en-us/magazine/dd942839.aspx
https://www.w3.org/TR/soap/
http://dx.doi.org/10.1007/978-3-642-00437-7_1


Applications and IT Services



Embedding a Digital Wallet to Pay-with-a-
Selfie, from Functional Requirements

to Prototype

Perpetus Jacques Houngbo1(&), Joel T. Hounsou1,
Ernesto Damiani2,3, Rasool Asal2, Stelvio Cimato3, Fulvio Frati3,

and Chan Yeob Yeun2

1 Institut de Mathematiques et de Sciences Physiques, Avakpa, BP 613,
Porto-Novo, Benin

jacques.houngbo@auriane-etudes.com,

joelhoun@gmail.com
2 EBTIC-Khalifa University,

Abu Dhabi Campus, PO Box 127788, Abu Dhabi, UAE
{ernesto.damiani,rasool.asal,cyeun}@kustar.ac.ae

3 Università degli Studi di Milano, Via Bramante, 65 26013 Crema, CR, Italy
{stelvio.cimato,fulvio.frati}@unimi.it

Abstract. The Pay-with-a-Group-Selfie (PGS) project, funded by the Melinda
& Bill Gates Foundation, has developed a micro-payment system that supports
everyday small transactions by extending the reach of, rather than substituting,
existing payment frameworks. In an effort to embed a digital wallet to the PGS,
we analysed the system architecture that will be needed and the requirements
drive us to opting for blockchain based architecture. We have presented the
applicability of a blockchain as platform in a previous paper. The current paper
is presenting the functional requirements, the platforms needed for the devel-
opment as well as the prototypes of the major interfaces.

Keywords: Digital wallet � Mobile payment systems � Trust � Blockchain
Distributed ledger

1 Introduction

The Pay-with-a-Group-Selfie (PGS) project, funded by the Melinda & Bill Gates
Foundation, has developed a micro-payment system that supports everyday small
transactions by extending the reach of, rather than substituting, existing payment
frameworks. It is worth to stress on the fact PGS is not intended to replace the current
schemes that banks and mainly telecom operators have in place. PGS aims at com-
pleting them by going further and reaching those who were unreachable because of
lack of network coverage.

Previous works have demonstrated its usage and the current version is evolving
towards an accomplished product that will serve people living in remote areas where
network coverage is patchy. In the meantime, efforts are being made to improve the
way the PGS is expected to perform, that is the reason why it has been decide to equip
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it with a digital wallet. Analyses conducted to that extend lead to the option of basing
the architecture of the digital on a blockchain construction. In the wake of our works of
improvement, we have presented the applicability of the blockchain based solution.
This paper aims at elaborating on the functional requirements and the prototyping of
the major interfaces.

The paper is organized as follows: starting by the summary of the requirements for
the system architecture, Sect. 2 gives an extensive presentation of the functional
requirements. Then, Sect. 3 goes further with the platforms and Sect. 4 is devoted to
the prototyping the main interfaces. Finally, Sect. 5 gives our conclusions.

2 Functional Specification

2.1 Summary of Requirements

Regarding the system architecture we have defined the requirements of the PGS digital
wallet as follows:

• basic operations: balance on account, payment of purchase, transfer, top up, and
withdraw

• purchase of goods and services is the main functionality, but the wallet must also
serve for:
– remittances;
– social and cultural functions: rewards for artists, dowry, collection during the

mass, during any religious ceremony, assistance during grief;
• pivotal role of the “village chief”, street corner shops, point of sales (POS) or broker

is stressed on;
• performances measured in term of:

– ease of use and simplicity: the system must be designed for people who are not
able to juggle with complicated keyboards;

– immediate confirmation of transactions, in matters of seconds, in less than ten
seconds;

• security aspects:
– fully-authenticated network;
– prevent double spending;
– Anti-Money Laundering and Know Your Customer issues are to be integrated

from design.

All the requirements and properties lead to the choice of implementing the system
on a private permissioned blockchain.

Figure 1 presents three groups of use cases for the PGS users, the POS and the
institutions.

2.2 Numbers

PGS per se is devoted to serve large group of populations, all the population in rural
and remote area with no network coverage. Its digital wallet will then serve that
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population. It has to be noted that actually every single smartphone user is targeted as
they can transfer money to PGS users and vice versa.

The vision is also to plan for big players like banks and telecom operators to join
the PGS network. The regulatory authorities may also come in, but they will only be
granted read privileges on the ledger. The final number of user is then very large, with
groups of specific needs, as shown in the illustration in Fig. 2. That illustration is
showing a unit of “System administration and back end”. Such unit can be surprising in
a decentralized environment.

We estimate that is compulsory at least during the inception phase where there is a
need for intense housekeeping at blockchain nodes in term of installing, supporting,
and maintaining servers or other computer systems, and planning for and responding to
service outages and other problems that may occur. Software maintenance will also be
part of their responsibilities.

2.3 Existing System

Currently, in the targeted areas, the payment system is traditionally cash-based. PGS is
introducing a new system, still anchored on customs that are already spreading in those
areas: the use of smartphone to do selfies. Furthermore, one pivotal actor is the broker,
the ambulant banker who is already trusted in the area collector of savings. The broker
was introduced [1] to act as a store-and-forward transport layer (where trust in the
broker plays the role of security controls [2]), pushing selfies between PGS users on
one side and multiple Banks on the other side. The broker will maintain his role with
PGS, and this role may eventually be strengthened by the new layer of blockchain that
will guarantee the log of all savings collected and their final destinations.

2.4 Uses Case: Direct Purchase

Only one use case (depicted in Fig. 3) is presented here due to its importance in terms
of need for immediate result in a peer-to-peer operation. Indeed, when buying an item

(a) (b) (c)

Fig. 1. PGS user use cases (a), POS use cases (b), and institutions use cases (c).
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in a local market for instance, buyer and seller are facing each other. When the deal is
concluded, the merchandise and money are synchronously exchanged. This is where
the peer-to-peer payment enters the scene:

• buyer and seller agree on the price;
• buyer launches her PGS on her device and logs in;
• seller launches her PGS on her device and logs in;
• buyer enters amount to pay;
• PGS on the buyer’s device checks the balance and alert buyer in case of insufficient

credit note;
• PGS offers a list of sellers;
• buyer selects the seller who will receive the money;
• PGS on the buyer’s side sends a checking message to seller;
• seller confirms the checking message;
• buyer sends the money;
• seller confirms reception of the money;
• PGS on the seller’s side prepares a transaction record to be sent later to the

blockchain when a broker will pass by;
• PGS notifies buyer that seller has acknowledged receipt of money;
• PGS on the buyer’s side prepares a transaction record to be sent later to the

blockchain when a broker will pass by.

All these actions have been done between the two actors using only their own
devices. The transaction will be saved later to the blockchain after the broker has
passed by and collected the appropriate records to be transferred to the network nodes.

Fig. 2. Overview of the users
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2.5 Administration Functions - Support and Maintenance

As mentioned earlier, the system includes the role of system administration. This role is
purely devoted to handling technical issues: assistance to network nodes and to final
users in setting up their application. The role is totally separated from any interference
in the money flowing from one actor to another. The control of all access must clearly
prevent any kind of manipulation.

The business model to cover all financial issues of the system is deliberated ignored
at this point and sent out of the scope of this paper. It has to be pointed out that the
broker and the street corner shops are the most natural point of transfer from cash to the
digital wallet. Such services to PGS users are activities that infer risks and costs. When
it will be analysed, the business model will also estimate all costs related to the
management of the financial transactions and to the service cost.

Fig. 3. Activity of direct purchase, peer-to-peer money transfer
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2.6 Security

Security considerations are an important part of any project so it is for this digital wallet
for PGS. This project needs strong security measures, a range (technical and organi-
sational) of methods and procedures implemented to make sure that all transactions are
authentic and recorded, and that no record can be tampered with.

In order to prevent frauds, we designed the digital wallet to only manage genuine
transactions on accounts in good standing. This means ensuring that the transaction is
ordered only by a valid party, and that the party cannot subsequently deny having
placed that order. All instructions shall be recorded immutably. The security measures
should also include techniques to implement user identification and authentication,
integrity of transactions, origin authentication, and non-repudiation of origin. The
system must incorporate:

• methodologies to identify all users (devices of users, systems of corporate and
institutions, etc.);

• means to verify that the user behind each device is who he/she pretends to be;
• methodologies to allow the user to perform actions he/she has privileges for.

As the system is designed mainly for non-literate people, implementation of a
Pretty Good Privacy (PGP) or Public Key Infrastructure (PKI) as security method is not
a practical solution and password based system are to be avoided. We have then to find
ways to implement some light biometrics based tools: face recognition, voice recog-
nition, fingerprint, etc. There are many researches on biometric [3, 4] that have
explored its usability and improvement. Nowadays biometric for consumers is
deployed on many devices; in [5], authors have surveyed its usage on iPhone and
Android and they came to the conclusion that fingerprint is the most preferred method
by users. On the other hand, it has to be noted that fingerprint is quite widely used in
microfinance. Furthermore, in [6] authors noted down that deploying the biometric
capture technology is expensive and creates a significant barrier to customer enrolment
while not provides substantial additional security. In the meantime, some other works
[7–9] salute the usage of fingerprint as best practice.

It has then been decided that the security analysis in PGS digital wallet will explore
both the “Trusted face” feature of Android and fingerprint at the level of actors
interacting with their mobile devices, while all other actors like corporate and insti-
tutions, as well as street corner shops and/or brokers, will have “stronger” and more
appropriate security management built on a Public Key Infrastructure (PKI). PKI [10]
is a system that is comprised of Certification Authority and a Registration Authority; it
is managed by the mean of a set of roles, policies, and procedures needed to create,
manage, distribute, use, store, and revoke digital certificates and manage public-key
encryption.
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3 Platforms

The concept of blockchain itself is still in rapid pace development and so is it for entire
landscape for developing, testing, and deploying blockchain applications: it is evolving
rapidly. Many architectures are available and we opted for Hyperledger. Hyperledger,
one of the biggest blockchain standardization efforts, is an open-source initiative
overseen by the Linux Foundation. Hyperledger’s members are tech companies (Cisco,
IBM, Intel, Red Hat, Samsung, VMware, etc.), banks and financial institutions
(JPMorgan, Wells Fargo, etc.), blockchain start-ups, global manufacturers and device
makers, etc. Hyperledger Fabric is a blockchain framework that offer implementation
of permissioned private on a modular and extendable architecture [11–13].

In PGS, We plan to exploit a Hyperledger Composer Business Network Archive
(BNA) file for the assets trade and deploying it on a Hyperledger Fabric. Modelling that
network, we will define:

• Participants, as the actors who are the PGS users, the users of other schemes, the
corporate, the institutions; they will all go through a process of registration and they
will then acquire an identity (an enrolment certificate);

• Assets, as the money that move from one participant to another;
• Transactions, as the state change mechanism of the Network.

The platforms to develop this digital wallet for PGS will be comprised of at least
three layers: the server, the abstraction layer composed of the applications, the user
interfaces. The elements of the platforms are represented in Fig. 4.

Fig. 4. Hyperledger platform actors

Embedding a Digital Wallet to Pay-with-a-Selfie, from Functional Requirements 53



The server
The server must manage network and hence the communications between the client

applications and the blockchain itself. The communications relate to the assets, their
status, their ownership, and their movements from one participant to another. The
server will be implemented in Node.js, an asynchronous event driven JavaScript run-
time, designed to build scalable network applications. That server will be part of the
Hyperledger Fabric components to be set up.

The abstraction layer
The abstraction layer is the framework where the interactions will take place among

the participants, i.e. the network nodes, the assets, based on the transaction logic that
drive state changes on the distributed ledger. This is where Hyperledger Composer
comes in. It models the business network, containing the assets and the transactions
related to them.

The user interfaces
The user interfaces are for all participants to the business network to interact with

the distributed ledger. The user interfaces are typically developed using Javascript. As
we have the large part of participants using their android device, we will develop the
needed part of interfaces using REST API for Android.

4 Interfaces

The PGS user interfaces will provide means for all users to:

• manage their identities;
• check balance;

(a) (b) (c)

Fig. 5. Initial or empty wallet (a), wallet with some activities (b), and wallet with open menu (c)
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• send money;
• notify events;
• manage history of transactions.

In the backend, the user interfaces will record all transactions and send them to the
blockchain whenever online or in reach of brokers’ devices. As showed by the statistics
Gartner presented in May 2017, the most popular OS in smartphones1 is still Android
with 86.1%, followed by iOS with 13.7%. As it has been done for the PGS itself, the
digital wallet will be developed on Android. Figure 5 shows the three main presen-
tation of the user interface: with an empty wallet, one with some activities recorded,
and an interface where the menu is played.

Subsequent interfaces will be needed for every action and for the notifications of
events. The elaboration of these detailed interfaces is deferred to the design specifi-
cation stage. Nevertheless, one more important interface is designed above, the one that
is used by actors operating in their capacities of “village chief”, street corner shop or
POS, or broker/ambulant banker (Fig. 6).

5 Conclusions and Future Work

With the intention to pursue the accomplishment of the Pay-with-a-Group-Selfie
(PGS), the digital wallet to embed to it is now evolving a blockchain project. We are
currently at an advanced phase of the research and development. The next steps will

Fig. 6. Tablet at point of service

1 http://www.gartner.com/newsroom/id/3725117.
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then mostly devoted to the coding, testing and improving. This will call on setting up
an appropriate network to host the private permissioned blockchain that we have opted
for.
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Abstract. This paper presents a predictive model that estimates the load for an
Automatic Generation Control (AGC) system. We start by laying the foundation
for our system by discussing the AGC, and the benefits of embedding it in a
smart power grid. The AGC as a system is discussed with a keen focus on the
mathematical relationship between the load on the system and the frequency
deviation. Our predictive model is a deep neural network trained on a multi-
variate time series dataset for energy consumption collected over 47 months.
The results show that it is possible to predict to a high accuracy, the total load on
the power system within the next minute. The goal of the predictive model is
predicated upon the notion that the ability to forecast the future load on the
system results in the ability to estimate the frequency deviation as well, and thus
giving the AGC the ability to forecast risks such as a system overload.

Keywords: Smart grid � Artificial intelligence � Artificial neural networks
Deep learning

1 Introduction

The smart grid power system relies on information technology for the implementation
of a system architecture where the major electrical components communicate over an
IP network. A typical smart grid architecture consists of generation, transmission,
distribution and end user nodes [1]. Each of these components may communicate with
each other with a goal of optimizing system performance and reducing risk. In a smart
grid power system, one can envision a system design where the end user node through
electronic components such as smart meters and smart appliances relays data about
energy consumption and load patterns back to the dispatch center. The data is used for
instance, to initiate load distribution, just in time to avoid blackouts caused by over-
loading the system and will therefore save cost due to damage of equipment.

The operational performance of conventional subsystems found in current power
grids, such as the Automatic Generation Control (AGC) already benefit from having
some form of feedback about the system load [3, 4]. When there is a change in system
frequency with respect to an increase or decrease in load, the AGC, based on the
corresponding frequency deviation sends control signals to the generator unit to either
increase generation or reduce generation to achieve a balance between the system load
and system generation. This balance is not always easy to achieve, with sudden peaks
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in system load, the AGC gives up control to an emergency control unit relying on end
user load balancing. Over the past decade, researchers have approached the problem of
automatic generation through control theory. The literature survey reveals that in
general, the AGC problem has been modelled around controller structure and opti-
mization techniques. We review some of these techniques later in Sect. 2.0.

We approach the problem from a relatively different perspective, we observe the
direct relationship between the load on the system and the frequency deviation, a key
parameter for the AGC. Therefore, the ability for AGC system to forecast the load in the
nearest future might serve a huge advantage and solve the problem of handling surprise
spikes in load.We propose a neural network based predictive model for the AGC, trained
on real energy consumption data that serves the purpose of forecasting the load on the
power grid in the next few seconds. Our proposed system design, couples this predictive
model to theAGC and the output from themodel serves as a parameter for calculating and
thus forecasting frequency deviation as well. However, this paper does not present any
simulations that determine if truly this proposition improves performance of the AGC or
not. We leave such simulations for future work and instead focus on building the ANN
model, this paper lays the foundation for the future work. Section 2 lays the theoretical
foundations for the proposed system design, in Sect. 3 we present the architecture of the
predictive model, the dataset and we report the model performance.

2 Related Work

2.1 Automatic Generation Control

The electric power system, throughout its life cycle, will exists in any of the following
four states; normal, preventive, emergency and restorative [4]. These states describe the
operational performance of the system with respect to the frequency deviation and the
voltage deviation. The normal state is the desirable state where there is a balance
between the load and generation [4].

The goal of the control unit in the power system is to keep the system in a normal
state. In any case, it is more than likely that contingencies will arise causing frequency
deviation and voltage deviations. One of the most common problems is an overload on
the power system, resulting in a mismatch between load and generation. Automatic
generation control provides an effective mechanism through which the power system
can actively balance power by controlling generation to match the load. In a smart grid
power system, the AGC is implemented as a software component [3] and is responsible
for adjusting the power system generation to minimize frequency deviation.

The AGC achieves generation control by sending signals to control units for the
generator. The performance of the AGC system is dependent on how quickly generating
units respond to these signals. In general, we can outline the function of the AGC into;

1. Matching an area’s generation to it’s a load and to control the system frequency
2. Distribute changing loads among available generators so as to minimize costs.

The first function is achieved by secondary control of the generators to minimize
frequency deviation. The frequency of the system is the nominal frequency (usually
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50 Hz) of oscillations of the alternating current (AC) being generated by the power
system. The system frequency rises when the load decreases and may drop if the load
increases. However, it is desirable to keep the frequency constant such that Df ¼ 0. We
can describe the power-frequency relation for any power system, regardless of the
primary source of energy. In Eq. 1, we describe this relation for the turbine-governor
control. The power-frequency relation for turbine-governor control [3] is;

Dpm ¼ Dpref � 1
R
� Df ð1Þ

Where Dpm is the change in turbine mechanical power output, Dpref is the change
in a reference power setting, R is the regulation constant which quantifies the sensitivity
of the generator to a change in frequency and Df is the change in frequency. The first
function is also achieved in mutli-area power grid, where each area is connected
through a tie-line, by means of load-frequency control (LFC) in which the tie-line
power is used. The Area Control Error (ACE) provides each area with an approximate
knowledge of the load change and is defined as;

ACE ¼ DpTL � bDf ð2Þ

Where DpTL is the tie-line power deviation, b is the frequency bias constant and Df
is the frequency deviation, the ACE serves as feedback for the secondary control [4].

The second function is achieved by distributing the load among different unit
generators so as to minimize cost of operation and is based on economic dispatch
calculation [3].

Frequency Deviations and Associated Controls
The nominal frequency for a typical power system utility is about 50 Hz, with some
countries running utility at about 60 Hz. The frequency deviation Df is a direct indi-
cation of the current changes in utility frequency and says something important about
the change in the total load on the utility. The frequency deviation in Eqs. (1) and (2) is
a crucial variable required for the AGC as shown in Fig. 2 and determines the control
signals required to control the generators. The frequency deviation is given by;

Df ¼ �Dpm
b

ð3Þ

The symbol Dpm is known as the change in turbine mechanical power but is
actually a ratio of the per unit change in load, b remains the frequency bias constant.
For example, if the load on a utility drops by 250 MW, and previously, the generators
where running on a base load of 500 MW per unit generator. Then, the unit change in
load Dpm is �250

500 ¼ �0:5. Take note that the numerator is �250 because there was a
drop in the load. From this, using Eq. (3), and a frequency bias constant b of 63.2 per

unit, the frequency deviation is given as � �0:5ð Þ
63:2 ¼ 0:0079 per unit. We can then

multiply this by 50 Hz (the nominal frequency) to get the frequency deviation in Hertz
Df Hzð Þ ¼ 0:0079� 50 ¼ 0:3956Hz. The purpose of this rather incompletely defined
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example is to demonstrate symbolically the relationship between the change in load and
the frequency deviation, the reader may refer to [15] for a complete example on
frequency deviation. The value of Df along with other parameters, is fed to the AGC
and directly influences the type of control signal sent to the utility controllers. The
frequency deviation and the corresponding control signal is shown in Table 1.

Fig. 1. Typical block diagram for the Automatic Generation Control. The AGC receives input
signals including the frequency deviation. The input signals are used to calculate the area control
error ACE, and thus determine the control signals needed to return the utility back to the normal
state (image source: Hasan et al.: [4]).

Table 1. Frequency deviation and associated operating controls.

Range of
frequency (f )

Range of frequency at
50 Hz

Types of
operation

Types of control

f 0 � Df1
2 to

f 0 þ Df1
2

50.05 to 49.95 Normal No controller is
required

f 0 � Df2
2 to

f 0 þ Df2
2

50.20 to 50.05 and 49.8 to
49.95

Normal
operation

Primary control

f 0 � Df3
2 to

f 0 þ Df3
2

50.20 to 51.00 and 49.80
to 49.00

Off-normal
operation

Secondary control
(AGC)

f 0 � Df4
2 to

f 0 þ Df4
2

Above 51.00 and Below
49.00

Emergency
operation

Emergency control
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2.2 Predictive Models for the AGC

Research into various optimization techniques for power systems dates back to the mid
70’s and these techniques relied heavily on classical control theory centered around the
proportional integral derivative (PID) controller. The nonlinearity of the power system
control encouraged researchers to augment the classical controller with optimization
strategies and algorithms. Optimization increases the robustness of the PID controller
to nonlinearities in parameters such as the load and frequency, however optimization
doesn’t always lead to successful predictive models. In the literature review, we found
that most of the work is centered around optimization techniques, and very little work
has been done in predictive modeling for the power system or more specifically the
AGC. We classified the work done so far into 2 categories;

1. Optimization

Although reliable to some extent, classical PID controllers and its variants, cannot
handle nonlinearities found in power system load and frequency patterns. Thus, clas-
sical control theory alone is not sufficient [18]. Modern control theory relies on opti-
mization strategies such as genetic algorithms (GA), particle swam optimization
(PSO) and bacteria forging optimization algorithm (BFOA). In [17], the gravitational
search algorithm is shown to outperform PID controllers and BFOA. The results show
that the optimized control system is quite robust to wide changes in system load
conditions and system parameters. The firefly algorithm has been proven to perform
well in load frequency control and was demonstrated to outperform PSO, with better
response time [16]. Other relevant studies based on optimization strategies such as
teaching-learning based optimization [15, 19], have been applied to large scale prob-
lems such as the multiarea power system. The Optimization techniques reviewed
perform very well and are responsible for the success of modern control applications in
power systems. These techniques however have no predictive capabilities.

2. Predictive models

Predicative models for the AGC should be able to estimate with an acceptable accu-
racy, at least one parameter needed in some aspect of power system control. Predicting
parameters for the AGC for instance is not as straight forward as one might assume,
again these parameters tend to be highly nonlinear. One technique which has been
proven to be quite successful is the model predictive control (MPC). The predict unit of
the MPC estimates the AGC system’s future output based on its current state, over a
finite prediction horizon [22]. The estimated prediction is fed to the control unit to
minimize an objective function. The MPC is able to reduce the area control error in
multiarea automatic generation control and also provide robustness and faster response
[23, 24].

So far, we have reviewed optimization and predictive models that attempt to
optimize the whole system response or estimate a set of system parameters. Some
interesting studies have focused only on estimating the load of a power system, of the
AGC. In [27], a systematic approach for feature selection for predictive modelling of
the power system is presented, this is relevant because the features have a direct effect
on the predictive potential of a machine learning model. An indirect approach to the
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load forecasting problem is demonstrated in [25], here the authors predict the state
parameters of the system then derive a prediction of the load from the previous esti-
mates, using the support vector regression algorithm. Recurrent neural networks
(RNN) have been used for load estimation from a timeseries dataset, RNNs are
powerful tools for timeseries forecasting and is quite rightly applied to the load esti-
mation problem, although the accuracies were not too impressive [26]. RNN regression
estimates the future load based on previous or past load readings.

From the review, one can infer that there is potential in studying the effects of
predictive models for the power system. The issue of nonlinearity is not too big a
problem for a robust multilayer deep neural network, these neural networks can be
trained on multidimensional datasets to accurately estimate key parameters for power
systems. Finally, one can also study the effect of combining deep learning with the
optimization techniques reviewed, comparative studies with the MPC strategies are
definitely worth looking into.

2.3 Smart Grid Architecture

In this section, we briefly introduce the smart grid in an attempt to consolidate the
reason why predictive models in AGC systems are better suited for smart power grids.
The main components of a Smart Grid (Fig. 1) are electric power controllers, smart
meters, collector nodes, distribution and transmission control generators, electric power
substations, transmission and distribution lines, and control centers [6]. Power gener-
ators and electric power substations use electronic controllers to control the generation
and the flow of electric power.

Fig. 2. Typical smart grid architecture (image source: Mavridou et al. [1])
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End consumers and collector nodes may communicate through a Zigbee or similar
mesh wireless two-way communication network [1]. Two-way communication paths
are also used between collectors and the utility. Collector nodes communicate with the
utility mostly using the Advanced Metering Infrastructure (AMI) [1, 7] possibly via the
Internet. Communication between the transmission and distribution substations and the
control center guide the operational process. Like existing power grids, a Smart Grid
includes a control system that accommodates intelligent monitoring mechanisms and
keeps track of all electric power flowing in a more detailed and flexible way [1]. The
fact that as a system, the smart grid relies heavily on information technology makes it
more suitable to implement modern innovative solutions that can benefit from online
data streams and can exist as a software component embedded within any smart grid
electronic component.

Although still theoretical for the most part, many can agree that current and pro-
posed smart grid systems are highly reliable and efficient and secure, [2, 5, 8]. Other
features of the smart grid include;

• Flexible network topology: the smart grid architecture has been shown to allow
bidirectional energy flow, where the grid can generate energy sources as well
receive energy from other sources [11].

• Load balancing/adjustment: the total load on a grid varies highly and is dependent
on variables with high uncertainty. When the load on the grid indicates a spike in
demand it is essential to redistribute the load or to call on standby generators to
support the increase in demand. Smart grid can solve this problem with real-time
communication with appliances to efficiently redistribute the load [12].

• Demand response support: Demand response support allows generators and loads
to interact in an automated fashion in real time, coordinating demand to flatten
spikes. Eliminating the fraction of demand that occurs in these spikes eliminates the
cost of adding reserve generators, cuts wear and tear and extends the life of
equipment, and allows users to cut their energy bills by telling low priority devices
to use energy only when it is cheapest [13].

• Sustainability: the improved flexibility of the smart grid allows for the implemen-
tation of more renewable sources of energy. This is due to fact that the smart grid
architecture allows for a more distributed feed-in networks.

• Security: The exposure of Supervisory Control and Data Acquisition systems
(SCADA) in such an open network introduces security risks. Therefore, the security
of smart grids is paramount when designing the architecture. The security of smart
grids is a thriving research area, several institutions have proposed cybersecurity
protocols for smart grids [9, 10, 12, 14].

3 Proposed System Design

The success of the AGC is guaranteed only when the frequency deviation is still within
the range of 49Hz� f � 51Hz as shown in the Table 1. When the frequency and thus
the frequency deviation is suddenly increased or decreased beyond that range, the
utility is at the risk of a blackout and a resulting damage in equipment costing millions.
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The problem with current models of the power system and the AGC is that the control
systems cannot deal effectively with the non-linearity of the load patterns on a utility.
This is why there is an emergency control to take over from the AGC in worse case
scenarios. The load on a utility at any given point in time is subject to fluctuations that
are difficult to predict. Based on this problem, we present a predictive model for the
automatic generation control. At the heart of our design is the regression model, in the
form of an artificial neural network (ANN) trained on electric consumption data (i.e. the
load) collected over 47 months. The goal is to be able to predict the total base load in
the next minute. The predicted load should then be used to estimate the frequency
deviation, which is then fed to the AGC for processing the output control signals.

3.1 Data Analysis and Feature Engineering

The dataset used for the training is a multivariate time-series dataset collected from a
single household over 47 months [20]. The data attributes include the date, time (in
minutes), global active power (kW), global reactive power (kW), voltage and sub meter
readings 1, 2 and 3. Each of the electrical readings are collected per minute, the result
of this a large dataset of 2075259 instances. The date attribute is split into day and
month attributes, all attributes except the sub meter readings are used as input attri-
butes. The desired output label for the supervised learning required is the total energy
consumption, the total load. Since the total load was missing, we had to derive the
output label using the formula (Fig. 3);

Total load ¼ Global active power � 1000
60

ð4Þ

Due to the fact that the data was collected per minute, the data points are highly
dense, we show a scatter plot for the total load for just one week and a day in Figs. 4
and 5 respectively.

The scatter plots in Fig. 4 illustrate the times at which there is a peak load in the
system, which is at about 9.30pm, this is the time at which electricity consumption is
highest. Some studies have shown that peak loads usually occur in the evening. Some
primary reasons for this are the need for more electric bulbs because of the darkness,
evening Tv shows and higher number of people are indoors during the evening.
Finally, we show a histogram of frequency of total load in kilowatt.

Fig. 3. Scatter plot of the total load for just one year. Total load is in Kilowatt.
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3.2 ANN Architecture

The regression model is a simple model that has two fully connected hidden layers with
7 input attributes. The model is built using the Keras deep learning framework [21].
The network weights are uniformly initialized (Fig. 6).

The rectified linear unit activation function is used for the hidden layer. No activation
function is used for the output layer because it is a regression model and we are interested
in predicting the numerical values directly without an affine transform. The efficient
ADAM optimization algorithm is used and a mean squared error (MSE) loss function
shown in Eq. (5) is optimized. This will be the same metric used to evaluate the per-
formance of themodel. TheMSE gives us an error value we can directly understand in the
context of the problem.We also include dropout in the hidden layers to reduce overfitting.

MSE ¼ 1
n

Xn

i¼1
Yi � bYi

� �2
ð5Þ

Fig. 4. Scatter plot of the total load for one day. Total load is in Kilowatt.

Fig. 5. Total load and their frequency.
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3.3 Training and Validation

The training data contains a sample of 21,992 instances spread over the period of 2006
to 2007 (Fig. 7).

Fig. 6. Model architecture showing the input, hidden and output layers

Fig. 7. Scatter plot showing output label y in training set.
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The kfold cross validation technique is used for training and validating the model.
A batch size of 10 and epochs of 100 was used for cross validation scoring. The mean
square cross validated score is shown below (Table 2).

4 Results

The model is tested on an isolated test data from the period between 2008 and 2009, a
sample size of 18,100 is used for testing (Fig. 8), (Table 3).

Although we observe some bias in the first 5000 instances, it can be observed that
the variance is in general, relatively low on the test data. The results show that the
predictive model performs quite well on the test data and is able to correctly predict the
total load given an instance of the input parameters for the date, time, global active
power and reactive power, and the voltage.

5 Future Work and Conclusion

The work presented here lays the foundation for a more intensive design for a pre-
dictive automatic generation control system. Future work presents the opportunity of
training the model on larger training and test samples. The dataset for energy

Table 2. Mean square error for cross validated scoring.

Mean square error (MSE) Mean absolute error (MAE)

0:0014 0.0121

Fig. 8. (a) Scatter plot for test data output label (b) Scatter plot showing predicted output results
on the test set.

Table 3. Mean square error for cross validated prediction on test data.

Mean square error (MSE) Mean absolute error (MAE)

0:0076 0.0111
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consumption from an area (a state for instance) should be used and the input attributes
may be increased to accommodate for some social events such as “festive season or
not”, which may directly influence total base load. From here, simulations should be
run using the predictive model in conjunction with the AGC software so as to consider
the effect of other parameters.

In conclusion, a predictive model for the AGC model was developed and trained on
a dataset for energy consumption from a single household. The mean square error from
the test set shows that there is a tolerable balance between the bias-variance tradeoff.
The model provides evidence that it is possible to train a deep neural network to predict
the total load on a power grid at any given time and day with a very high accuracy.
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Abstract. The functionalities of most Social Networking Sites allow users to
enjoy practical benefits like maintaining important social and business rela-
tionships, communicating with others, and getting feedback on important shared
information. However, the place of SNSs as a source of entertainment and
enjoyment is also well-documented. The purpose of the paper is to identify the
factors that predict continuance use of social networking sites from the per-
spective of mobile value. Data was collected from 452 students in three leading
universities in Ghana and analyzed with Partial Least Square-Structural Equa-
tion Modeling. Results from the study revealed that both hedonic value and
utilitarian value were significant predictors of continuance intention. Satisfaction
was also found to be a significant predictor of continuance intention. In all, the
model accounted for 55.6% of the variance in continuance intention. The study
also provides important contributions to the literature, by demonstrating the
significance of both utilitarian and hedonic value in leading to satisfaction with
the usage of mobile SNS services. The implications and limitations of the
current study are discussed and directions for future research proposed.

Keywords: Social networking sites � Hedonic value � Utilitarian value
Satisfaction � Continuance intention

1 Introduction

The motivations for consumption have been evolving in recent years. Whereas con-
sumers previously made consumption decisions based on utilitarian considerations [1],
customers now contemplate less functional and straightforward solutions to their needs
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[2], favoring instead those value offerings which attend to their needs in a manner that
entertains and addresses their emotional concerns also [3]. Such shifting values have
spurred a flurry of research on what has been termed ‘hedonic’ values of consumers [4],
with academics studying the effects of such motivations on traditional outcomes like
loyalty [2], purchase intention [5], and quality perceptions [6], among others. This
dichotomy of desired value has also been considered in the online context, with some
researchers examining how utilitarian and hedonic motivations affect the usage of
online services [7].

Moreover, the advent of social networking sites (SNS) has provided a unique
context in which such perceptions of value can be assessed. López and Ruiz [8] and
van der Heijden [9] propose that users on social media are motivated by both utilitarian
and hedonic factors. For instance, the functionalities of most SNSs allow users to enjoy
practical benefits like maintaining important social and business relationships [10],
communicating with others [11], and getting feedback on important shared information
[12]. However, the place of SNSs as a source of entertainment and enjoyment is also
well-documented in the literature [13]. More relevantly, an increasing number of
consumers access SNSs on mobile devices [14], and academics like Zhou et al. [15]
opine that such mobile SNS is distinct from traditionally-accessed SNSs. This provides
an important gap in the literature for researchers who seek to comprehend how such
mobile application of an existing phenomenon may result in different consumer
responses.

2 Literature Review

2.1 Continuance

One of the more important results of brands’ marketing efforts is continued patronage
from their customers. Sufficient evidence from existing literature indicates that it is
much more expensive for organizations to serve and satisfy existing customers than for
them to find new ones [16]. As such, it has been important for organizations to retain
their consumers and encourage them to continue their purchase and/or engagement
behavior. Antecedents of such continuance behavior have been studied in the literature,
and include a number of constructs like, most pertinently, perceived value and cus-
tomer satisfaction. For instance, Patterson and Spreng [17] and Pura [18] found a direct
relationship between consumers’ perceived value and their intention to continue the
usage of services. Again, the role of satisfaction in leading to continuance intention has
been observed by researchers in electronic contexts like self-service technology [19],
mobile payment services [20], and the usage of Web 2.0 services [21], among others.
Studies specific to mobile applications of social networking sites are still nascent,
though, and there therefore remains significant gaps to be filled in the literature.

2.2 Mobile Value

Mobile technology has become a focal issue in both research and practice as it has gained
a foothold among consumers of various brands. Kim [22] observed that a large proportion
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of users now access internet services using mobile devices. This has been made possible
by the increasing quality of mobile devices which provide immersive experiences that
even larger screens and devices may not offer [15]. Indeed, prior literature has established
that users’ satisfaction with mobile internet usage and intention to continue use is largely
dependent on their perceptions of its quality [6]. It is little wonder then that research from
the consumer perspective has sought to identify and understand the perceived value
gained from the usage ofmobile internet services [23]. This has been referred to asmobile
value, and Kim and Hwang [6] observe that in the consumer behavior literature, users
typically enjoy two forms of mobile value: hedonic value, and utilitarian value [1]. These
value perceptions have been found to be important predictors of consumer behavior, such
as mobile internet adoption [24] and customer satisfaction [25].

3 Hypotheses Development

3.1 Hedonic Value (HV)

One form of mobile value, as has been previously mentioned, is hedonic value, which
the literature identifies as “consumers’ enjoyment of the shopping experience itself” [2].
Such value is motivated by the desire to be immersed in the world of the brand or
activity, such that pleasure is derived from the entire process of interacting with the
brand. Within the information systems literature, such perceived hedonic value is a
strong motivator for the usage of entertaining information systems [9]. Interestingly,
Pöyry et al. [7] identify that users with hedonic motivations may participate more on a
brand’s Facebook page, but have much less intention to purchase than utilitarian users
who are silent browsers. Thus, it is evident that hedonic value can and does affect
consumer behavior, but there remains the need for how the relationships work in various
contexts. Hence, though Eroglu et al. [26] found that hedonic value is a stronger pre-
dictor of satisfaction than utilitarian value, and Chiu et al. [27] found that hedonic value
is a significant indicator of consumer continuance intention, these results have not been
substantiated in the mobile SNS context. Thus, the current study puts forth that:
H1: Hedonic value significantly predicts satisfaction
H2: Hedonic value significantly predicts user continuance intention.

3.2 Utilitarian Value

On the other hand, utilitarian value has been described in the literature as merely
functional, attained from consumer attitude and behavior which may even “be thought
of as work” [28]. It stems from the pursuit of a specific outcome in participating in an
interaction with the brand or activity in question. Utilitarian perspectives have been
used to explain user behavior for several years, and while the literature has pointed out
its inability to comprehensively explain consumption patterns [1], its importance in
predicting user variables remains uncontested. Anderson et al. [2], for instance, found
that utilitarian motivations are an important part of users’ participation in retail pages
on Facebook, citing specific motivations like time savings and information access.
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Interestingly, Babin et al. [4] and Ryu et al. [28] both found utilitarian value to be
stronger than the hedonic in resulting in satisfaction. In leading to continuance inten-
tion, also, and Ryu et al. [28] found utilitarian value to be greater than hedonic in the
restaurant sector. As there is little evidence within the mobile SNS context, however,
the current study proposes that:
H3: Utilitarian value significantly predicts satisfaction
H4: Utilitarian value significantly predicts user continuance intention.

3.3 Satisfaction (SAT)

Satisfaction is a crucial element of marketing because of its prediction of several other
desirable metrics for marketers [29]. Basically understood as the consumer’s evaluation
of the actual product or service as compared to their expectations of it [30], satisfaction
begins and ends with the consumer, and is necessarily based on their perceptions of the
value they have benefitted from. Satisfaction is often linked to continuance intention in
the literature e.g. [29, 31], as a user is most likely to return to a product or service only
when they are confident that it provides the value they seek for the sacrifices they made
for it [17]. Researchers like Ryu et al. [28] and Namkung and Jang [32] concur on the
importance of such a relationship. In the mobile SNS literature, however, the link has
not often been confirmed. Moreover, the place of satisfaction as a possible mediator in
the perceived value-continuance intention relationship remains murky.

The current study therefore hypothesizes that:
H5: Satisfaction significantly predicts continuance intention.

4 Methodology

The items for the latent variables used in this study were drawn from previous studies
and the questions were reworded to fit the social networking context. Items for hedonic
value and utilitarian value were derived from Lin and Lu [33]. Satisfaction and con-
tinuance intention on the other hand were derived from Bhattacherjee [34]. The
measurement instrument had 18 items in all. Items were presented in English and
measured using a 5-point Likert scale anchored between 1 (Strongly Disagree) and 5
(Strongly Agree). Survey data was collected over a period of 5 days from students in
three universities in Ghana using paper-based questionnaires. Data from 452 responses
were used for the analysis. Of this number 209 were male and 243 were females.

5 Results and Analysis

Data were analyzed using the Partial Least Square-Structural Equation Modeling.
Using the two-step process recommended by Chin [35], we first analyzed the mea-
surement model and then went on to test the measurement model.
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5.1 Measurement Model Assessment

The measurement model was assessed with reliability, convergent validity and dis-
criminant validity. As recommended by Henseler et al. [36] it can be seen from Table 1
that all the latent variables are reliable since the values of both Cronbach’s alpha and
composite validity are compellingly higher than 0.7. Convergent validity was assessed
with the Average Variance Extracted. Hair et al. [37] recommend that for convergent
validity to be assured, AVE values must be greater than 0.5. Support for this is also
provided in Table 1.

Discriminant validity was assessed using the Fornell –Larcker criterion, which
states the square root of the AVE for each construct must be greater than the correlation
between that construct and any other construct [38]. The results in Table 2 provide
support for this criterion. In all, the results showed that the psychometric properties of
the measures used in the study were adequate.

Table 1. Loadings-cross loadings and reliability statistics

INT HV SAT UV a CR AVE

INT1 0.902 0.582 0.506 0.616 0.922 0.944 0.810
INT2 0.927 0.515 0.533 0.610
INT3 0.904 0.425 0.501 0.553
INT4 0.864 0.425 0.460 0.510
HV1 0.459 0.871 0.241 0.494 0.913 0.939 0.793
HV2 0.471 0.886 0.283 0.477
HV3 0.531 0.913 0.283 0.501
HV4 0.477 0.891 0.294 0.465
SAT1 0.412 0.229 0.820 0.287 0.892 0.918 0.650
SAT2 0.453 0.325 0.820 0.369
SAT3 0.488 0.241 0.848 0.333
SAT4 0.444 0.263 0.779 0.271
SAT5 0.430 0.207 0.785 0.315
SAT6 0.461 0.225 0.783 0.343
UV1 0.563 0.454 0.355 0.893 0.929 0.950 0.825
UV2 0.569 0.488 0.357 0.916
UV3 0.585 0.505 0.349 0.918
UV4 0.602 0.526 0.386 0.906

Note: a - Cronbach’s Alpha, CR - Composite reliability,
AVE - Average Variance Extracted, INT - Continuance
intention, HV - Hedonic value, SAT - Satisfaction, UV -
Utilitarian value
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5.2 Structural Model Assessment

In assessing the structural model we examined the magnitude significance and sign of
the path coefficients. We also examined the overall fitness of our model. Results for the
structural model assessment are provided in Table 3.

Hedonic value was found to have a significant positive effect on satisfaction
(b = 0.132 p = 0.031) thereby providing support for H1. Hedonic values was again
seen to have a positive effect on Continuance intention (b = 0.238 p = 0.000). Utili-
tarian value was also found to be significant predictor of satisfaction (b = 0.327
p = 0.000) and continuance intention (b = 0.377 p = 0.000) providing support for H3
and H4 respectively. Of the three predictors of continuance intention Utilitarian value is
the most significant. Lastly satisfaction was found to be a significant predictor of
continuance intention (b = 0.333 p = 0.000).

6 Discussions and Implications

The current study aimed to identify how consumers’ perceptions of hedonic and util-
itarian values affect their satisfaction with mobile social networking sites, as well as
their continuance intention. The results of the study indicate that all proposed
hypotheses were supported by the data. Firstly, it was found that the perception of both
utilitarian and hedonic value from the mobile SNS are predictors of continuance

Table 2. Fornell-Larcker criterion

INT HV SAT UV

INT 0.900
HV 0.545 0.891
SAT 0.557 0.310 0.806
UV 0.639 0.544 0.399 0.908

Note: Square root of AVEs are
shown on the diagonal in bold

Table 3. Hypotheses testing of paths

Hypotheses Path Path coefficient P values Results

H1 HV ! SAT 0.132 0.031 Supported
H2 HV ! INT 0.238 0.000 Supported
H3 UV ! SAT 0.327 0.000 Supported
H4 UV ! INT 0.377 0.000 Supported
H5 SAT ! INT 0.333 0.000 Supported

Model fit
SRMR 0.047
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intention. The results of the study also indicate that utilitarian value is a stronger
predictor of both customer satisfaction and continuance intention when it comes to
mobile SNS applications. Though in a different context, these results are similar to
those found by the likes of Babin et al. [4] and Ryu et al. [28]. It is therefore most
important for brands and organizations to ensure that their mobile SNS pages meet the
rational expectations of their users, providing useful and practical information, as this is
what will keep consumers satisfied and draw them to keep coming back. It is also
necessary for marketers to provide some hedonic value for users to enjoy pleasurable
experiences on SNS pages, as our results show that such experiences are also useful in
creating satisfaction and return visits.

The study has also provided important contributions to the literature, by demon-
strating the significance of both utilitarian and hedonic value in leading to both sat-
isfaction and continuance intention in the usage of mobile SNS services.

6.1 Limitations

The current study found some exciting result that endorses previous studies, however a
few limitations must be taken into consideration when interpreting and generalizing
results. First, data were collected from students in three universities in Ghana. Even
though this sample represents a fairly typical band of SNS users it is still not repre-
sentative of all SNS users. Secondly, our study employed a cross-sectional design,
however, since user behavior changes over time it would be interesting to consider a
longitudinal design in future studies.
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Abstract. Cyber security awareness among smartphone users is becoming one
of the main challenges of cyber security in both developed and developing
countries. This paper focuses on Thailand, a developing country that is ranked
among the riskiest countries in the world with regards to cybercrime. Through a
survey exploring the knowledge and practices of Thai student smartphone
owners, as the young population is the largest user group, we seek to estimate
the level of their cyber security awareness about the most common risks. The
findings reveal that they are most susceptible to identity theft or data compro-
mise, while they were on the whole found to have a higher level of security
awareness than students in other countries. We argue for Thailand’s digital
economy to be sustainable, ICT4D projects need to extend their focus to this
population of smartphone users to increase security awareness.
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1 Introduction

With the increase of cyber-attacks and their diversification, so is the threat to the
growth of the digital economy in both developed and developing countries. Cyber-
attacks are specifically challenging for developing countries. At the same time that they
try to build or further develop their information and communication technology
(ICT) infrastructure, they also have to build resilience to ward off these threats [1]. It is
critical that they do so and align with Goal 9 of the UN Sustainable Development
Goals1, to ensure that their digital infrastructure will become sustainable.

In the recent years the number of smartphones in many developing country shows a
trend of constant growth. While smartphone operating systems have been increasingly
designed with inbuilt security to be enabled after acquiring a smartphone device, the
accountability of caring about and practicing cyber security is placed upon the indi-
viduals. For people in developing countries, many will get their first Internet access
through smartphones. Besides being exposed to attacks common to computers they are
threatened by other events that come from the specifics of these small devices. The

1 Goal 9 concerns “build a resilient infrastructure, promote sustainable industrialization and foster
innovation” and includes targeting upgrade of infrastructure by 2030 to make them sustainable.
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human element in cyber security should be addressed through estimating the cyber
security knowledge and practices of the end users, and through providing the relevant
education and training. This is in particular important for developing countries with
significant penetration of smartphones used for Internet access and the expansion of
mobile services offered by various actors in the society.

There is plenty of research dedicated to estimating cyber security knowledge and
practices of smartphone users. Most of it has been carried out in developed countries
[2–5] with very few in the developing world [6]. The studies show that the smartphone
security practices are weak and that their cyber security knowledge poor. However, no
published articles in English dealing with cyber security awareness of smartphone users
in Thailand have been found.

Thailand is a middle-income developing country in South East Asia. Its govern-
ment has digital development high on its agenda and has established its Digital
Economy and Society Development Plan [7] that sets out to extend Internet access and
enable e-commerce as well as e-payments. It received support under the auspices of the
International Telecommunication Union (ITU) through the ICT for development
(ICT4D) project No. 9THA150306 to build human capacity in cyber security and
critical infrastructure protection [8]. While this project focused on strengthening the
capacity of the government agencies, not visible on the cyber security roadmap in
Thailand is the role of end users, and specifically, smartphone end users as 82% of
them use the phones for accessing the Internet [9]. Out of the whole population in
Thailand accessing the Internet through smartphones, 83% are 18–34 years old, and
only 27% are 35 + years old with the smartphone owner group more likely having
secondary or higher education (82%) [10].

This paper presents the research about cyber security awareness of Thai students
performed as a part of the thesis work at the ICT4D master programme at Stockholm
University [11]. The next section provides an overview of the smartphone cyber
security risks followed by the section describing the methodology and the limitations.
The findings and the conclusions are presented in the last two parts of the paper.

2 Smartphones Cyber Security Risks

The European Union Agency for Network and Information Security (ENISA), acting
also as regional advisory body for Asia [13] identified the top six risks for the
smartphone users [14].

Data leakage Resulting from Device Loss or Theft: Data leakage can have a severe
impact as 97% of smartphone users according to the Kaspersky global survey [15] store
a combination of self-created photos/videos/music, personal email, SMS,
passwords/PIN codes, phone contacts, banking details. Users are particularly vulner-
able if they don’t use any form of authentication on their device.

Unintentional Disclosure of Data: This is related to mobile applications gaining
excessive permission to the phone content by which it may disclose this data online or
to the developer. Using unprotected transmission of data via public Wi-Fi spots can
also cause data disclosure.
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Attacks on Decommissioned Phones: Digital forensic software has advanced so that
data can be retrieved from phones even if they have been factory reset before being re-
sold, thrown away or given to a mobile phone decommissioning centre. It is usually
recommended that after the factory reset, the user uploads fake data and performs the
factory reset again. If the procedure is repeated several times, the probability of dis-
covering the original data is drastically reduced.

Phishing Attacks: An attacker collects user credentials, such as passwords or credit
card numbers, using fake applications, SMS or email messages that seem genuine.
Smartphone users can be susceptible if they are unaware of how to detect malicious e-
mails, SMS messages or forged web links asking for passwords or other sensitive
information.

Spyware Attacks: Malicious applications (malware) that can record, steal and transfer
data to its creators, the attacker, can end up on the smartphone through downloading
and installing applications from untrusted sources. Threats usually come from third-
party app stores. However, even apps on Google Play or Apple Store can occasionally
mask malware.

Network Spoofing Attacks: This commonly happens in free Wi-Fi hotspot envi-
ronments, whereby an attacker gives a Wi-Fi a name that may seem legitimate to
observe the data being sent and received by those who connect to it. Even legitimate
open Wi-Fi networks can be used for such activities. Often when these networks are
password protected, the access to the password can be easily obtained or guessed.

3 Methodology and Limitations

The research sets out to explore cyber security practices of student smartphone users in
Thailand, to discover the aspects where there is a lack of knowledge and to recommend
directions for development of future programmes in raising cyber security awareness.
The objectives are broken down as follows.

• Identify the top cyber security risks for Thai smartphone student end users
• Estimate the level of protection that their practices provide against cyber-attacks;
• Depict the cyber security aspects requiring increased cyber security awareness.

A questionnaire gathered the information on security practices of Thai students who
own smartphones. The same data collection method was already used in the majority of
the research on the same topic, [4–6]. This is a productive method for data collection
when the information required is relatively brief and uncontroversial and can be
obtained directly from the informants [15]. Simple and short questions on how
smartphones are used or what actions users take when there is a danger from cyber-
attacks provide information about cyber security knowledge, attitudes and behaviours
without any sensitive issues being tackled.

A web platform easily accessible with a smartphone was used to administer the
questionnaire. Answers from the Thai students were collected in the autumn of 2016
through HaiSurvey, an incentive-based online system operated by the public opinion
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expert agency W&S Asia who provided the translation of the questions in Thai lan-
guage and made them available to a panel of 10,000 potential respondents.

The ethical issues were addressed by presenting to the participants an introductory
text that described the purpose of the research, the rights to voluntarily participate in the
survey with the possibility to exit at any time and by emphasizing their anonymity was
guaranteed. The HaiSurvey system protects the anonymity of the participants and does
not capture nor share any personally identifiable information with the researcher.
Because of the limited budget of the student researcher, the following limitations are
present.

1. The questionnaire consists of 24 questions. 17 of them dedicated to exploring the
Internet usage and the security practices, two screening questions filter respondents
who are student smartphone owners, and five questions collect demographic data.

2. All the questions are closed with five of them having an open field.
3. The number of valid responses is 115.

4 Results

The questions included in the online questionnaire are based on the work previously
done by [4] and [5]. Table 1 lists the questions in the questionnaire and the responses
obtained with the two screening questions not included.

The analysis of the demographics data obtained with Q1 to Q5 shows that that the
sample can be considered as approximately representative of the population of Thai
students although the sampling strategy used was not a strictly representative one.
According to [16] the majority of Thai students start with tertiary education at age 18 or
take some professional education. This is in support to having the majority or 74% of
our respondents at the age 19 to 25. This number is aligned with the responses about
the level of education where 76% are at the undergraduate level or take the professional
education. The statistics from 20152 shows that 58. 3% of the students in the tertiary
education in Thailand are females. This is very close to the gender distribution in our
sample with 60% females. The distribution of the students according to the regions is
similar to that of the population in Thailand3 not taking into account Bangkok that
houses the majority of the tertiary institutions. Regarding the operating systems (OS),
our distribution with 60% Android and 40% iOS is not far from the statistics4 showing
personal use of Android is 59% and of iOS 31%.

The responses to Q6 to Q10 picture Thai students having large range of devices, a
variety of applications installed on the smartphone with significant amount of sensitive
data stored. The majority spend on the Internet more than two hours per day.

2 Source: http://data.uis.unesco.org/#, Percentage of students in tertiary education who are female.
3 Source: http://www.citypopulation.de/Thailand-Cities.html, Thailand regions.
4 Source: https://www.statista.com/statistics/563664/thailand-types-of-smartphone-operating-systems-
used-for-personal-purposes/, Smartphone OSes used for personal purpose.
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Table 1. The questions in the questionnaire and the responses obtained

Q# Questions Responses

Q1 What is your age? 19 to 25 (74%); 26 to 34 (26%)
Q2 What is your gender? Male (39%); Female (60%); Other (1%)
Q3 What part of Thailand do you live in? Central including Bangkok (56%); North, Northeast

(30%); East, West, South (14%)
Q4 What level of education are you enrolled in? Undergraduate (60%); Master level (24%); Other

professional degree (16%)
Q5 What OS does your smartphone have? Android (60%); iOS (40%)
Q6 Please tell us which electronic devices you own? Smartphones (100%); Computers (78%);

Microwave (73%); Dishwasher (0%)
Q7 How many hours per day on average are you

connected to the Internet using your smartphone?
More than 2 h (92%); Between 1 and 2 h (6%); Less
than one hour (2%)

Q8 How do you access the Internet using your
smartphone? Please rate 1-5 in order of most often
to never.

Mobile data plan: (47% most often, 30% often, 16%
not very often, 3% rarely, 4% never); Home
password protected network (40% most often, 36%
often, 13% not very often, 6% rarely, 5% never)

Q9 What type of data do you store on your smartphone? Photos (96%); Emails (86%); Passwords: social
networks, email accounts (69%), bank accounts,
credit card numbers (63%)

Q10 What types of applications do you use on your
smartphone?

Shopping (72%); Transportation (63%); News
(57%); Social (89%); Communication (77%);
Games (80%); Finance and banking (79%);
Entertainment (79%); Productivity (38%); Tools
(48%); Security (42%)

Q11 Where from do you install your mobile
applications?

Physical mobile store (6%); Authorized online shop,
iTunes or Google Play (74%); Any site where the
needed application can be found (20%); Other (0%)

Q12 What type of access protection do you use on your
smartphone?

Password with capital and small letters (32%);
Password with mixed letters and numbers (33%);
Password pattern (10%); Biometrics (19%); None
(6%)

Q13 Have you set up access protection to any of your
smartphone applications?

Yes, to all of them (17%); Yes, to some of them
(56%); No I have not (27%)

Q14 Have you got rid of an old smartphone? If so, what
did you do with it?

Gave it or sold to a family member or a friend
(54%); Gave it or sold it to an unknown third party
(28%); Threw it in the garbage (2%); I have never
got rid of my smartphone (16%)

Q15 If you answered yes to the previous question, did
you do this beforehand?

Factory reset my smartphone (65%); Factory reset
the smartphone, then loaded fake data on to the
phone and factory reset the smartphone again (12%);
Repeat the previous option several times (6%); I
never got rid of it (17%)

Q16 Do you click on links in e-mails or SMS from
unknown senders?

Always (49%); Sometimes (43%); Never (8%)

Q17 Do you check what permissions applications require
when installing them?

Always (75%); Sometimes (22%); Never (3%)

Q18 Do you read news about smartphone security? Always (62%); Sometimes (36%); Never (2%)
Q19 Have you ever misplaced your smartphone? Always (20%); Sometimes (56%); Never (24%)
Q20 Have you ever decided against the using of an

application because the app wanted to access your
personal data?

Yes (84%); No (11%); I do not know (5%)

Q21 Do you have some security software installed on
your smartphone?

Yes (74%); No (21%); I do not know (5%)

Q22 What kind of security software do you have installed
on your smartphone?

Anti-virus (73%); Anti-theft (42%); Ant-spam
(39%); Data encryption (34%); Firewall protection
(26%); Other (0%)
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Two specific findings about the cyber security awareness standout 1) students show a
high likelihood of being victims of social engineering and phishing; 2) they highly
appreciate their privacy and protect themselves from spyware. These results are due to
Q16 and Q20. Figure 1 shows the distribution of the answers with the dark areas pre-
senting the negative habits or bad security practices leading to high risks. The fact that the
majority of the downloaded applications are from an authorized app store, as per the
answers to question 11, indicates a rather low risk from spyware attacks. The answers to
question 17 shows that three-quarters of the respondents always pay attention to the
permissions asked by the applications, additionally show their concern about privacy.

Regarding other aspects of smartphone cyber security, the findings point to a mod-
erate level of security awareness. According to the answers to question 8, students most
often or often connect to the Internet via a protected home Wi-Fi network and rarely to
public ones, thus avoiding the risk of network spoofing attacks. The risk from leakage of
data due to displacement or loss of the device is not that high because a large portion of
respondents use appropriate passwords for locking the screen and for accessing the
applications (questions 12 and 13). Also, the responses to question 19 show that not too
many respondents are prone to always displacing their phone (only 20%). The risk from
attacks on a decommissioned phone is moderate as per the answers to questions 14 and 15
about the respondents getting rid of the old phones either in the most proper or in a proper
manner. Questions 18, 21 and 22 asked about the interest in cyber security. The answers
showed that the informants having moderate interest in following the news on cyber
security, however many of them have some security software installed on their device.

5 Conclusion

According to the reported security practices and behaviours, these Thai students exhibit
a moderate level of awareness about cyber security risks except for the risk from
phishing attacks about which they have low awareness, and the risk from spyware,
where they have high knowledge on how to protect themselves. The respondents show
a higher concern and knowledge about the threats from downloading and giving

Fig. 1. Distribution of the responses to Q16 and Q20, the dark areas showing negative habits
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permissions to applications than most students in developed countries [2–5]. When it
comes to the threats from phishing attacks, their unawareness is higher than that of
students in developed countries. 82% of Thai students who either always or sometimes
click on links in phishing emails is much higher when compared with 58% of
respondents in the UK not being familiar with phishing [2], and 49% of students in
Australia not considering that phishing emails could have negative consequences [5].

Humans are always the weakest link in the cyber security chain in any country. The
vulnerability of developing countries is higher due to the limited resources they have to
address all the aspects of cyber security, as is the case with Thailand. Therefore we
suggest that ICT4D programmes involve training and education of end users. The pro-
grammes should be based on the findings of the knowledge gaps and bad practices. They
should be led as a joint initiative by the government, mobile industry and education
sector. Government has the power to give the mandate for the industry and education
system to play an active role in building the e-society. Themobile industry promotes their
brand value through providing education in the form of smartphone risk simulations
games that consumers play. This is supported by the findings by Fung et al.’s [17] pilot
study which showed that e-learning, through a game, significantly increased the students
more in depth knowledge and understanding of information security.

Through being capable of protecting themselves against cyber-attacks, the smart-
phone users contribute towards better cyber security at a national level. This in turn has
a positive impact on building confidence and trust in the mobile services offered and
contributes to the sustainability of the online economy.
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Abstract. Water is vital for life; however, water is a scarce natural resource that
is under serious threat of depletion. South Africa and indeed the Free State is a
water-scarce region, and facing growing challenges of delivering fresh and
adequate water to the people. In order to effectively manage surface water,
monitoring and predictions tools are required to inform decision makers on a
real-time basis. Artificial Neural Networks (ANNs) have proven that they can be
used to develop such prediction models and tools. This research makes use of
experimentation, prototyping and case study to develop, identify and evaluate
the ANN with best surface water level prediction capabilities. What ANN’s
techniques and algorithms are the most suitable for predicting surface water
levels given parameters such as water levels, precipitation, air temperature, wind
speed, wind direction? How accurately will the ANNs developed predict surface
water levels of the Modder River catchment area?

Keywords: Artificial Neural Networks � Modder River � Free State
Surface water � Predication and monitoring

1 Introduction

Water is vital for life; every living entity needs water in order to prosper. On the other
hand, water is a scarce natural resource that is under serious thread of depletion from
events such as climate change, population and economic growth and poormanagement of
its use around the world (Schewea and Heinke 2014). South Africa and indeed the Free
State is a water-scarce region; the constant droughts, very low annual rainfall, poor
infrastructure support (rusty water pipes and leaks) and unpredictable water usage pat-
terns by large-scale farmers and other irrigation activities in the province only makes
things worse (Ishmael and Msiza 2007). There is evidence that the current challenges of
delivering fresh and adequate water to people of the Free State will only get worse as the
effects of climate change, population and economic growth become a reality (Blerk 2012).

The government, relevant stakeholders and parties have put measures and strategies
in place; they include water restrictions to inform the masses on the sustainable water
usage patterns. There is however, an urgent need to develop accurate models for
predicting future water levels (Hedden and Cilliers 2014). One way to effectively
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manage surface water is a monitoring and prediction tool that is able to accurately
inform decision makers on real-time basis, of the amount of water available for a period
of time: short-term, medium-term and long-term. Surface water is found in lakes,
rivers, dams and streams, which is drawn into the public water supply. Despite their
various shortcomings, Artificial Neural Network’s (ANN) have proven that they can be
used to develop such prediction models (Govindaraju and Rao 2013). ANN has
evolved as a branch of artificial intelligence and has been regarded as an efficient tool
for the learning of any nonlinear input-output systems (Chiang et al. 2010).

2 Related Literature

2.1 Water Management in Free State

Water management is the control and movement of water resources to minimize
damage to life and property while maximizing the benefits of water (Agriculture n.d.).

The Free State is the third largest province in South Africa covering approximately
129 825 km2 and is located in the centre of the country. Bloemfontein is the capital of
the province which comprises five district municipalities and nineteen local munici-
palities (Reform 2013).

The Orange River and the Vaal River together with their tributaries, are the main
sources of surface water in the Free State province. The Orange River Basin stretches
over six other provinces of the country’s nine provinces. The Orange River System
drains approximately 47% of South Africa’s total surface area and approximately 22%
of the country’s mean annual rainfall run-off (Reform 2013).

2.1.1 Study Area: Modder River
The whole Modder River is a large basin with a total of 1.73 million hectares. It is
divided into three sub-basins, named as the Upper Modder, Middle Modder and the
Lower Modder. It is located within the Orange water management area (WMA) to the
east of the city of Bloemfontein (central South Africa) (Woyessa and Pretorius 2005).

The Upper Orange WMA lies to the centre of South Africa and extends over the
southern Free State and parts of the Eastern and Northern Cape provinces. The WMA
also borders on Lesotho to the east, where the Orange River originates as the Senqu
River. Draining in the Highlands of Lesotho, the Senqu River contributes close to 60%
of the surface water associated with the Upper Orange WMA, at the point where it
enters South Africa to become the Orange River (Tetsoane and Woyessa 2008).

2.2 Current Surface Water Level Prediction Processes

Water availability of surface water resources is determined by a combination of
measurement and modelling. The long-term availability of the surface water resources
is determined using rainfall-runoff models. The models that have been used in South
Africa include WRSM2000, ACRU, SWAT, VTI and HSPF. The monthly time step
WRSM2000 model is widely used in DWAF water resource studies for large catch-
ments. ACRU and SWAT are essentially daily time-step models, while VTI and HSPF
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are short-time-step models. The latter four models have as yet only found niche or
“special question” applications in the determination of water availability for water
resource studies. WSM2000 and HSPF are conceptual models of the hydrological cycle
while ACRU, VTI and SWAT have a more physical basis (Coleman and van Rooyen
2007).

2.3 Artificial Intelligence

Artificial Intelligence (AI) refers to the computing paradigm that aims to develop
solutions that mimic human perception, learning and reasoning to solve complex
problems (Masinde et al. 2012). Although AI is usually thought of as part of computer
science, AI overlaps with disciplines as diverse as philosophy, linguistics, psychology,
electrical engineering, mechanical engineering and neuroscience (Shoham 2014).

2.3.1 Neural Networks
Neural Network (or Artificial Neural Network) are computational networks which
attempt to simulate the decision process in networks of nerve cells (neurons) of the
biological central nervous system. The neural network, by its simulating of a biological
neural network, is in fact a novel computer architecture and a novel algorithm archi-
tecture relative to conventional computers. It allows the use of very simple computa-
tional operations (addition, multiplications, and fundamental logic elements) to solve
complex, mathematically ill-defined problems, nonlinear problems or stochastic
problems (Graupe 2013).

2.4 Artificial Neural Networks

ANN’s are widely applied in a broad range of fields such as image processing, signal
processing, medical studies, financial predictions, power systems, pattern recognition
and more. Their success has also inspired applications to water resources and envi-
ronmental systems, because ANN models have the ability to recursively learn from the
data, they can result in significant savings in the time required for model development
and are particularly useful for applications involving complicated, nonlinear processes
that are not easily modelled by traditional means (Govindaraju and Rao 2013).
The ANN model can be broadly divided into the following three types (Chhachhiya
and Sharma 2013):

Feed-forward network – In this network output from one layer of neurons feeds
forward into the next layer of neurons. There are never any backward connections and
connections never skip a layer (Chhachhiya and Sharma 2013). Can make use of
supervised or unsupervised learning (Karayiannis 2013).

Recurrent network – This type of network has at least one feedback loop and is
mainly used for associative memory and optimization calculation (Chhachhiya and
Sharma 2013).

Self-organization network – This network is based on unsupervised learning. In this
network, the target output is not known to the network. Mainly used for cluster analysis
(Chhachhiya and Sharma 2013).
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3 Research Questions

• What ANN’s techniques and algorithms are the most suitable for predicting surface
water levels given parameters such as water levels, precipitation, air temperature,
wind speed, wind direction, atmospheric pressure and evaporation?

• How accurately will the ANNs developed using the algorithms in question 1 above,
predict surface water levels of the Modder River catchment area?

4 Research Objectives

The main objective of this research project is to investigate and develop an effective
ANN model that is able to predict surface water levels for short-term medium-term and
long-term lead-times. The model will be based on data from the Modder River
catchment area of Free State.

This main objective will be achieved through the following sub-objectives:

• To develop a custom ANN model that is capable of predicting surface water levels
given a set of pre-defined, pre-processed parameters such as water level, precipi-
tation, air temperature and humidity.

• To evaluate and implement interfaces that will use the ANN model above to provide
a real-time surface water level prediction system prototype.

• Evaluate the working of the system prototype for a specific period of time.

5 Methodology

Quantitative data that included temperatures, humidity, wind speed, wind direction,
rainfall must be requested and received from the South African Weather Services
(SAWS) that is in relationship around Case study of the Modder River catchment area.
Water level data has been received from the Department of Water Affairs online
website. All of this data is pre-processed using a custom developed application to
ensure the data is in a generalized form and stored in a database for use. The feed
forward back-propagation ANN framework is developed using Visual Studio C#.
Using the pre-processed data from the database, experimenting with different data sets
in the ANN is in order. Using the weather data as inputs and the water level data as
output for the ANN during training, the data set that produces the least amount of error
measurements, will be used as the main data set to train the ANN and develop a real-
time prototype, where the entities that produced the training data, can connect through
some interface to the ANN to provide real-time data.
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6 Preliminary Results and Discussion

The graph below is an example of the raw data before being processed. The rain fall is
in mm, the temperature in Celsius degrees, the wind speed in km/h and wind direction
is between 0 and 360°.

B C D E F G H I J

StasName Latitude Longitude DateT Rain Temperature WindSpeed WindDir Humidity

QUEENSTOWN −31.92 26.88 17-Nov-1998 18:00 3.4 11.1 5.6 110 91

QUEENSTOWN −31.92 26.88 17-Nov-1998 19:00 0.2 11.3 4.8 120 91

This raw data is then pre-processed into a better format for data management and
stored in the database, for example: the rain might be 3.4 mm in the raw data, but the
pre-processed value might be 4 mm. The pre-processed data is then formatted again to
have generalized values and have a smaller number of nodes to work with, for example:
Identifying the minimum and maximum value of each input parameter, the level of
nodes is developed for the value, for example: using the value of 30 mm rainfall, 0–
20 mm rainfall might have minimum impact, there for the range of 0–20 mm rainfall is
assigned only 1 input node, but 21 mm–25 mm might have a bigger impact, and
therefore every 5 mm after the 0–20 mm range is given 1 input node each. Another
generalization example is the temperature, where it can be −5 or −10 °C, which can be
placed in the generalization range of cold, therefore giving it 1 input node for the range
of any value beneath 0 to range 10.

The generalized data is then retrieved from the database, and put through the
developed ANN in C#. The output of the ANN will consist of range 0 to 110, there for
having 110 output nodes, this can also be generalized at a later stage to reduce the
number of nodes. Each output node represents 1% of the water level, so if the final
output is 70 nodes as true, then the surface water level is predicted to be 70%.
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Abstract. The need to conserve the under-resourced languages is becoming
more urgent as some of them are becoming extinct; natural language processing
can be used to redress this. Currently, most initiatives around language pro-
cessing technologies are focusing on western languages such as English and
French, yet resources for such languages are already available. Sesotho language
is one of the under-resourced Bantu languages; it is mostly spoken in Free State
province of South Africa and in Lesotho. Like other parts of South Africa, Free
State has experienced a high number of non-Sesotho speaking migrants from
neighboring provinces and countries. Such people are faced with serious lan-
guage barrier problems especially in the informal settlements where everyone
tends to speak only Sesotho. As a solution to this, we developed a parallel
corpus that has English as a source and Sesotho as a target language and
packaged it in UmobiTalk - Ubiquitous mobile speech based learning translator.
UmobiTalk is a mobile-based tool for learning Sesotho for English speakers.
The development of this tool was based on the combination of automatic speech
recognition, machine translation and speech synthesis. This application will be
used as an analysis tool for testing accuracy and speed of the corpus. We present
the development, testing and evaluation of UmobiTalk in this paper.

Keywords: UmobiTalk � Automatic speech recognition (ASR)
Machine translation (MT) � Text to speech (TTS) and parallel corpora

1 Introduction

Under-resourced languages are languages that lack unique writing systems or stable
orthography, limited presence on the web and lack of electronic resources [6]. These
languages are difficult to computerize through the use of natural language processing
because large amount of data is required to train the current recognizers [21]. These
kinds of languages are becoming unpopular; less economically viable and doomed to
lose currency since the attention placed on them is of limited acknowledgement [3].

The choice of Sesotho language was reached based on the fact that it is one of the
under resourced languages mostly spoken in the Free State province of South Africa; it
is spoken by approximately 4 million South Africans as a home language [31]. In 2011,
the province experienced approximately 35 000 migrants coming from outside South
Africa with in-migration of approximately 128 000 of population from different
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provinces [31]. One of the reasons South Africa experiences higher migration rates is
because it is one of Africa’s economic giants, thus acting as a catalyst to motivate
immigrants from the neighbouring countries, especially those that are facing socio-
economic challenges [30].

The tool described in this paper was motivated by the problems brought by the
language barrier that exists between Sesotho speakers and non-Sesotho speakers in
Free State. Despite the advancement and proliferation of speech-to-speech technologies
and tools, there exist no mobile phone based tool (known to the authors) that can
effectively aid learning of the Southern Sotho language. Such a tool is very useful to
foreigners, non-Sesotho speakers, migrants as well as people with special needs who
are usually faced with a unique challenge on how to integrate themselves to Southern
Sotho language speaking society in the province. Although English is seen as an
intermediary language that bridges language barriers between different races, people
especially in the rural areas of Free State do not know (speak, read and write) English,
hence the Sesotho translating tool is seen as an asset. The technological aspects
included in UmobiTalk and discussed in this paper are: speech based technology (this
caters for both the source and target language), natural language understanding
(NLU) modules (such as morphological, syntactic and semantic analyzers), language
corpus and machine translation (MT).

We present the details of the design, implementation, testing and evaluation of
UmobiTalk. The rest of the paper is structured as follows: Sect. 2 details the underlying
theory on which the UmobiTalk is based, Sect. 3 is implementation while the
methodology used is in Sect. 4. The details of the tool’s evaluation, conclusion and
results are in Sect. 5.

2 Literature Review

A speech-to-speech application must have the following components: Automatic
Speech Recognition (ASR), Machine Translation (MT) and Text-to-Speech (TTS) [11,
20]. As shown in Fig. 1 below, ASR receives an input (source language), MT converts
(processing) a source language to target language and TTS speak (output) the target
language.

Fig. 1. A speech-to-speech application’s events sequence [11, 20].
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ASR technology makes life easier because spoken words can be used to commu-
nicate with the machine. According to [24], speech is the easiest way to communicate
and is faster than typing and more expressive than clicking. Still on the same topic,
recent research of [29] reveals that speech to text applications can also improve system
accessibility by providing data entry options for blind, dyslexic, deaf or physically
challenged users. The most recent example here is ‘Be My Eyes’; iPhone app that lets
blind people contact a network of sighted volunteers for help with live video chat
(http://www.bemyeyes.org/). Research into speech processing and communication for
the most part, was motivated by people’s desire to build a mechanical model to emulate
human verbal communication capabilities [4]. Speech is the most natural form of
human communication; ASR has made it possible for computer to follow human voice
commands and also understand the human languages.

Evidence from literature demonstrates the fact that, unlike entering input on a fully-
sized keyboard, entering text on a mobile device is often sluggish and error prone [1].
Additionally, using a touch screen on small mobile device to input data is time con-
suming and frustrating. The use of ASR in mobile devices is more effective and flexible
than in desktops because they can be used while a person is “on the move” [24].
Researchers have suggested that ASR is very important especially for users with low
literacy or little script knowledge such as those in the developing regions.

2.1 Machine Translation

Machine translation (MT) technology is a process of substituting a source text with a
target text, but because of language implications, a well-constructed parallel corpus is
essential to handle text and phrase translation processes [24]. The viability of machine
translator has been experimented by several researchers. According to [27], MT has
been seen as an asset that can be used by learners to learn foreign languages. MT
translator has been used by most applications such as UmobiTalk, Google translate,
dictionary applications, and many more. Earliest research of [19] expounds the idea of
using machines to translate started at 1940s and it was seen as an indispensable
technology on the basis that it is economically viable compare to human translators, but
on the other hand it was posing a threat to professional human translator as it was
taking all over. Although the machine translators are quick, inexpensive, always
available, and language independent that correlates highly with human translators they
will always have flaws compared to professional human translators [15].

To obtain an outmost performance and quality of machine translation, collaboration
of machines and human performing post editing of language translation is fundamental
[15]. The measuring of the machine translator is determined by its closeness to a
professional human translator. According to [10], as they were using the MT to
translate from Arabic to English they concluded an MT as an analysis tool to evaluate
the parallel corpus’ correctness, robustness, reliability, accuracy, flexibility and many
more.
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2.2 Language Corpus

In order to build any speech engine, whether speech recognition or speech synthesis
engine, one needs a corpus. Language corpus is a collection of pieces of language text
in electronic form selected according to external criteria to represent as far as possible a
language as a source of data for linguistic research [22, 23]. Corpus build raised rapidly
from 1960 to 1980 and corpus usage is not only becoming an important foundation of
modern linguistic studies, but as other specialized academic research in the field of
medicine, architecture, technology, law, English and other premises [35]. Earliest
research of [2] explain that corpus usage has extended to areas such as translation
studies, stylistics, and grammar and dictionary developments. In addition, [14]
expounded a corpus as a tool that can be used for many diverse language technology
applications such as word sense disambiguation, anaphora resolution, information
extraction, statistical machine translation, grammar projection, unsupervised part of
speech tagging or learning multilingual semantic translation. There are different types
of corpora (collection of corpus) which are general, specialized, parallel, historical,
multimodal, and learner corpus [13, 36].

General corpus can be spoken (speech corpora) or written corpora aim to provide
knowledge for the whole language and is considered as a very large monolingual
corpus with millions of words that will be used to match the input [13]. General corpora
also known as sample corpora or reference corpora can be used to capture the language
variety such as Britain English and American English or Lesotho’s Sesotho and South
African Sesotho [36]. It is reference corpora in such a way it can be used as a snapshot
of a language collected at a particular point in time [36].

Specialized corpus is restricted to a certain domain and is compiled for a specific
purpose and represents a particular context, genre, text or discourse and subject matter
or topic [13]. [35] define specialized corpora as collecting a particular field of corpora
to build ideal library collection. On the other side, [36] explain a specialized corpora as
a tool that captures the specific type of a language use and dwell on it by using highly
contextualized terminologies. Learner corpus is another type of a specialized corpus
focusing on some basic aspects of a language and is used specifically by non-native
speakers of a language represented to facilitate the teaching and learning processes and
material.

Parallel corpus is a widely used multilingual translation containing two or more
language text samples aligned at sentence level in which one language represents the
source and another one represents the target [28, 36]. This technology is one of the
indispensable resources that emerges wide range of multilingual applications such as
machine translation and cross lingual information extraction [28]. Additionally, parallel
corpus can be explained as a valuable resource for cross-language information retrieval
and data-driven natural language processing systems especially for statistical machine
translation (SMT) [26, 34]. The translation flow can either be unidirectional (one way
direction from source to target) or bidirectional (from source to target and vice-versa)
[32].

Historical corpus known as diachronic corpus is a corpus that can unhide or track
the language and language writing used from centuries (ancient orthogonal) that can be
compared with the currently used language with the aim to obtain rational finale on
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how language evolves [36]. Example on Sesotho orthography which can be explained
as a way of writing or text spelling. The convention of South African Sesotho
orthography used in ancient times such as old testimonial bibles (20th centuries ago) is
quite different from the one used lately [9]. Lesotho still retains an ancient original
orthography while the one used in South Africa has evolved [9].

According to [18], the development of historical corpus in Arabia assists linguistic
and Arabic language learners to effectively explore, understand and discover interesting
knowledge hidden in millions of instances of language use. A historical corpus of
electronic art music has been successfully developed and is now available online from
UbuWeb art resource site [8]. Despite its flaws in terms of bias whereby male com-
posers are dominant, it provides an interesting test ground for automated electronic
music analysis in terms of historical and cultural coverage [8].

Multimodal corpus is a corpus that is done through audio and video recording
normally during the discussion meeting [16]. Multimodal corpus includes transcripts
that are aligned or synchronized with the original audio or visual recording [13].
Earliest research of [7] said multimodal corpus was developed based on multimodal
communicative behavior and can be recorded through visual display which can be
writable such as speech or non-writable such as shoulder orientation, gesture, head
orientation, and gaze relate to spoken content. Sign language is a good example of why
multimodal corpus is necessary where it represents non-verbal language and non-verbal
aspects of the language [16].

2.3 The Sesotho Language

Sotho or Southern Sotho language is one of the 11 official South African languages.
According to statistics, Sesotho language is primarily spoken by 1 717 881 people in
Free State and secondly 1 395 089 in Gauteng province [31]. Southern Sotho, Northern
Sotho (Setswana) and Western Sotho (Sepedi) are all derived from Sotho languages
and all the speakers are called Basotho [9]. The Sotho languages are closely related to
Southern Bantu language such as Nguni languages that comprise of Xhoza, Zulu,
Swazi, Hlubi, Phuthi and Ndebele.

Sesotho language is considered as a highly morphological language because a
single word is formed by the concatenation of morphemes [9]. A morpheme is an
immature or an undeveloped word normally called linguistic unit with a minimal
meaning [9], and proper concatenation of them result into normal word. These mor-
phemes include a head morpheme called prefix, a stem morpheme called an infix and a
tail morpheme called suffix [17]. A stem morpheme can derive on many new words
once different affixes are attached to it [9].

2.4 Related Work

[12] presented the rapid development of an Afrikaans-English speech to speech
translator which is a prototype that incorporates the use of ASR, MT and TTS and
designed to run on laptops or desktops computers using a close talking head-set
microphone. Google translate and Google Translate Android App are Google appli-
cations that helps with the learning of multi-languages [20]. [5] described Lwazi corpus
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for ASR which is a new telephone speech corpus for nine South African Bantu lan-
guages; this corpus aims to facilitate the development of the applications that will
enhance education, speech enabled software and information dissemination through
media. [33] expressed the TTS application for call centre automation; here, TTS engine
monitors live call centre calls between live callers and live operators and detects certain
key words that are spoken; these keywords are used to facilitate the report about call
issues and real-time assistance of the call centre operator. [6] postulates automatic
speech recognition for under resourced languages technology which focuses on inte-
grating Bantu languages (considered as under-resourced languages) and technologies
that make use of speech recognition such as In Car Messaging application.

3 Research Methodology

Given the nature of the proposed solution, qualitative research was deemed most
applicable because it enabled elicitation of ideas and views of the phenomena in order
to get descriptive and accurate findings. Prototyping was applied in the development of
the mobile application system prototype while experimentation was used to evaluate
the usability of this prototype. Given the enormous scope of developing a corpus, case
study research design was adopted; for this purpose, only, a selected representation of
the Southern Sesotho language was modelled and used to develop and evaluate the
system prototype.

In evaluating the usability of the system prototype, sample method (involves taking
a representative selection of the population and using data collected as research
information [25]) was applied. The results obtained from the sample were generalized
to the entire population. This research’s sample was based on the population in Free
State. Purposive sampling was used because the participants have some defining
characteristics that make them the holders of the data needed for the study, e.g. for-
eigners and non-Sesotho speakers that are faced with the problem of integration to
Sesotho speaking population. Once the sample was determined, the tools to obtain the
data were selected. Open-ended interview was conducted; there was a conversation
between the researcher and the participants, and the aim was to extract the ideas or
views about the proposed application. As a qualitative data gathering technique,
observations were conducted; users were videotaped while installing and using the
application on their mobiles. The aim was to obtain the behavioral patterns of the
participants without necessarily questioning or communicating with them. The aspects
that were being evaluated using observation were: speed, robustness, compatibility and
usability of the application.

4 Implementation

4.1 System Framework

UmobiTalk’s development was based on the framework in Fig. 2 below; it focuses on
three important aspects of the speech based machine translator: ASR, MT and TTS.
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Parallel corpus was first developed and UmobiTalk app was used as a tool to evaluate
the functionality of the corpus.

4.2 Parallel Corpus Collection

We conducted the quantitative research with the aim to obtain basic Sesotho language
that migrants need to know; collected data was stored in two different files aligned at a
sentence level. The first file known as the source file containing English texts and the
second file known as a target file containing Sesotho translated texts. The corpus was
then narrowed to only six domain aspects of the language learning: greetings, small
talk, tourism (food, culture, places etc.), business, emergency words and etiquette.

4.3 Corpus Annotation

Firstly, each word forming a sentence was assigned its part of speech tag; this made it
easy for the machine to understand and categorize their word class. Words that are
considered to have grammatical ambiguity or words with more than one grammatical
features were assigned more than one part of speech tag e.g. book_NN/VB. The phrase
annotation layer was added in which sentences were broken down in to phrases; each
phrase was assigned an appropriate phrase tag, forming constituents (syntactically
analyzed phrases). The Sesotho texts were tagged using numerical codes that uniquely
identify a word or a phrase in a sentence. These numerical codes were used to link the
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ASR(Automa c speech recogni on)

Speech Signals Analyzed signals Extracted features

NLU(Natural language 
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English Text 
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Machine Speaks Sesotho

Seman c  Parser

Fig. 2. Summary of processes taking place during the development of UmobiTalk
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Sesotho translations with English constituents in a corpus. For each two parallel lines in
a corpus, the number of constituents from the source language was equal to the number
of Sesotho translations from the target corpus.

4.4 Corpus Analysis

Corpus analysis is a stage in which a corpus’s effectiveness, robustness, correctness etc.
are evaluated by the software that will manipulate it. Normally, a monolingual corpus is
evaluated in a different manner than bilingual corpus. In a huge monolingual corpus,
one can use existing software analysis tools that can perform frequency list analysis,
concordance and collocation, keywords and n-Grams.

In case of bilingual corpus, the UmobiTalk was used to train the corpus; the speed
and translation accuracy were variables that were used to measure the corpus effec-
tiveness. The application was tested from single word translation to multiple compli-
cated words translation.

4.5 Umobitalk Developments

UmobiTalk was developed using ASR, MT and TTS as described in Fig. 1.

Automatic Speech Recognition. The ASR is implemented such that a user is
expected to speak the word or phrase they wish to translate. The speech is in a form of
acoustic signals, and is transmitted through sound waves. The spectrum analyzer of the
recipient machine, which acts like an ear, analyzes and maps the speech signals on a
spectrum. Feature extractor then extracts phonemes from analyzed speech signals and
finally the speech understanding technology converts the extracted phonemes in to text
depending on the language of interest such as English. In UmobiTalk, the recognized
English text is displayed on a screen for user verification and edits. This way, the user
is certain that the translated word is the correct word he/she is looking for. In Fig. 3
below, the user is prompted to speak to the machine; the spoken words will be dis-
played on a text box.

Fig. 3. Allow the user to speak to the machine
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Machine Translator. Before the machine translates the inputted text, it needs to
‘understand’ the grammatical features of the text. In order to make this possible, a NLU
(natural language understanding) module was developed; it comprises of morpholog-
ical, syntactic and semantic analyzers. The morphological analyzer uses the tokenizer
method to break down the sentence in to words known as elements, each element is
then passed to the part of speech tagger which uses the machine dictionary to check the
legality of word and assign it a relevant part of speech tag. The tagged words are sent to
the syntactic analyzer which uses the phrase structure rules to analyze and group the
words based on their grammatical dependency. The phrase structure rules are applied in
a form of a parse tree, where by the analytical procedure analyzes the sentence from top
to bottom and from left to right. Finally, the semantic analyzer tries to figure out the
changes of meaning of words. Semantic analyzer is further explained below.

Semantic Analyzer. The semantic analyzer focuses on identifying and solving word
sense ambiguity. A word sense ambiguity is a word having more than one meaning, its
correct meaning is determined by its location in a sentence. Those words are labeled
with more than one part of speech tag such as book_NN/VB in a machine dictionary.
The semantic analyzer is encapsulated with the word sense disambiguation
(WSD) module that can detect inputted single words ambiguity (Fig. 4) and in-text
word ambiguity (Fig. 5).

The screenshots below demonstrate how UmobiTalk respond to above mentioned
ambiguities.

As shown in Fig. 4 above, a user will select from the list which book is he/she
referring to. From Fig. 5, WSD module is provided with the set of rules that can
identify the position of word with ambiguity in a given context, and disambiguate the
word based on what precedes and follows it. It should be noted that the machine
‘noticed’ that “may” is not a “may” of a month because it is followed by the noun
instead of a verb; secondly, the first “book” has been recognized as a verb because it is
followed by a noun instead of a verb or possessive part of speech. The last book is
recognized as a noun because it is followed by the possessive part of speech.

Fig. 4. Single word ambiguity Fig. 5. In-text word ambiguity
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When the language has been analyzed, the machine translator will take over. The
machine translator is implemented to run all the lines inside a corpus by comparing
each inputted constituent against the list of existing constituents in a source corpus to
find the best match; if the match is found, then the specific Sesotho translation is
extracted from a target corpus and presented on a screen.

TTS Developments. Sesotho words audio files were compiled and incorporated into
UmobiTalk; these files are used when reading the Sesotho translations. The Umobi-
Talk’s TTS operation compares each translated text with the set of audio files to find
the best match. The selected audio files are stored in a media player list that is later
manipulated. Time interval between the successive audio files is set to approximately
10 s to allow successive audio files to be executed immediately after the preceding one
has complete. Without setting the time interval, the audio files will be executed at once
or concurrently making it difficult to hear the words. The shortcoming of Sesotho TTS
approach is that it has been designed to predict existing Sesotho words; therefore, new
words (words not in corpus such as proper nouns) cannot be read by the application.
This is currently addressed by integrating the customized Sesotho TTS with the
existing English TTS to read unknown words in English.

5 Evaluation, Conclusion and Further Work

5.1 Evaluation of Umobitalk Speed and Accuracy

The system testing and evaluation was conducted by the researcher through experi-
ments, to meticulously observe and document the language translation accuracy and the
response time. The response time was basically based on the time it takes from when
button translate is clicked and to when the output is displayed on a screen. To record
the response time, we modified the application to have timer that will determine the
speed of the language translation. The experiments were conducted to determine the
overall translation speed of the application. The experiments were based on translation
of word patterns known as n-Gram (number of words in a sentence) inputted by the
user. These words were inputted in a form of phrases that were analyzed as con-
stituents. Constituent is word(s) in a sentence that can be grouped and analyzed
together based on their grammatical dependencies. Based on the experimentation, we
concluded that the translation speed is determined by the response time of the machine,
the shorter the response time the higher the translation speed. The response time is
dependent on the number of constituents that are inputted by the user. The more the
inputted constituents the longer the response time. Translation speed was analyzed in a
form of a graph below (Fig. 6).
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The overall translation speed of the machine is 57.5%.
We tested the translation accuracy in the same manner with the translation speed,

by evaluating it against the number of constituents inputted. We ensured that con-
stituents inputted abides to language grammatical rules. The translation accuracy was
calculated by comparing the machine translated text with the correct Sesotho text
determined by the Sesotho linguistic, to determine the closeness. Therefore, the higher
the closeness the higher the accuracy rate (Fig. 7).

From the graph above, the more the constituents are feed to the system, the less the
accuracy. The overall translation accuracy of UmobiTalk is 72.6%, the motive behind
achieving such a good score was depending on well-structured parallel corpus. How-
ever, main challenge that degrades the accuracy rate was difficulties that were
encountered when trying to intertwine two different languages, having two different
language structures.
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5.2 Conclusion and Further Work

In this paper the researchers have presented the Umobitalk application, aim to improve
the Sesotho language as one of Bantu languages known to receive less attention in the
field of natural language processing (NLP) and human computer language (HCL) due
to lack of resources. This application was also developed to help the migrants to learn
few basic words and phrases, enabling them to have foundation that they can build on
to learn the whole Sesotho language. This application is quite flexible and generic
enough by allowing the user to play around with existing words to form variety of
sentences that can be translated.

UmobiTalk application was formed by three layers

1. Automatic speech recognition (ASR), used for input purposes
2. Machine translation (MT), used to process data
3. Speech synthesizer, used to output data.

This prototype is developed as an analysis tool to assess and improve the parallel
corpus implemented; since the quality of the corpus cannot be evaluated directly, hence
a tool to manipulate the corpus is prerequisite. This prototype was tested and evaluated
by the researcher and group of respondents. The software proven to be quite easy to
use, can work without having to access the data connection, unless a user need to use
Google speech technology. Using the application lights up some aspects that needs to
be further addressed as documented below.

Improvement of Accuracy from Speech Technology. ASR must be able to recog-
nise long or continuous speech. Further work must be done to accommodate people
with different accents. The Sesotho speech synthesis needs to be improved in terms of
quality audio and implementation. Therefore, the study of Sesotho sounds known as
morphological studies have to be revised despite the language’s insufficient resources.

Addition of New Words in a Database and in Corpus (Migration from Specialized
Parallel Corpus to General Parallel Corpus). Addition of words was limited to a
certain number, putting in mind phone storage and processing capabilities. If pursuing
a small application that can manipulate a huge corpus with millions of words, a best
solution is to adopt the client server approach in which dictionary database and corpus
are removed from the application to cloud server. This is an effective approach in terms
of improving system functionality. However, it cannot be viable due to cost ineffec-
tiveness, since the user must always be online to operate the system.

Integrate Translation to Other Languages. The functionality level will increase;
single application can solve more than one problem. The major challenge will be the
level of complexity which will increase not only on a technical basis but also on
graphical user interface. The user before performing translation must first use combo
box tool to select maybe the source and the target language.

Bidirectional Translation Between Two Languages. Vice versa translation between
two languages will require dictionary database and parallel corpus to be extensively
modified to allow backward translation from Sesotho to English. This idea will help the
Sesotho speaking individuals who wants to learn English language.
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Sesotho Pronunciation Learning Technology. A translated Sesotho phrase such as
“setjhaba sa Qwaqwa” is difficult to be read and properly articulated by a non-Sesotho
speaker such as Indians or Chinese speaking people, thus a need to learn pronunciation
is vivid. As a further work UmobiTalk will integrate Sesotho pronunciation training, to
enforce a proper pronunciation of Sesotho words for an effective communication
principle. The only deterioration that will hinder the successful implementation of this
tool is language insufficient resources and speech based technology that require thor-
ough learning of Sesotho morphemes. The predicted advantage of Sesotho speech
based technology is to help the non-native Sesotho speakers to learn complex
phonological aspects of Sesotho consonants such as “kg, tl, tlh, qwa, qha” and many
more that are used most of the time.
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Abstract. The Pay-with-a-Group-Selfie (PGS) project, funded by the Melinda
& Bill Gates Foundation, has developed a micro-payment system that supports
everyday small transactions by extending the reach of, rather than substituting,
existing payment frameworks. PGS is designed to work with devices with
limited computational power and when connectivity is patchy or not always
available. Once the concept of PGS has been accepted as demonstrated by the
experimentation, we move to integrating elements and tools intended to ease
federation or incorporation of the large spectrum of stakeholders. Embedding a
digital wallet is one step in that vision. We analysed the system architecture that
will be needed and the requirements drive us to opting for blockchain based
architecture. We are then presenting the applicability of a blockchain as
platform.

Keywords: Digital wallet � Mobile payment systems � Visual cryptography
Trust � Blockchain � Distributed ledger

1 Introduction

Nowadays, mobile devices are everywhere around the world, and many users have
them in their pockets or in their purses instead of a regular wallet, and use their own
devices to make payments or transfer money to each other. In the last 15 years, many
apps (such as Google Wallet, or Samsung Pay) and technologies (like NFC) have
become available supporting smartphone users in their payment needs.

In developing economies, the number of people with access to mobile phones is
high and increasing from year to year, but the availability of the overall technological
infrastructures and the usage habits are very different from those of the western world.
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The availability of financial, health-care, agricultural, and educational services via
mobile terminals is changing traditional relationships inside previously remote local
communities, and it is bringing increasing economic opportunities. For example, many
people living in rural areas of Africa and Asia have started using SMS services to find
out daily prices of agricultural goods, to improve their bargaining position in local
markets, and to select markets that offer the maximum income [1].

There are research works that focus on finding appropriate ways for illiterate people
in rural areas to benefit from the development and expansion of the digital world [2].
The Pay with a (Group) Selfie (PGS) System is designed with the same ambition. In
fact, the PGS [3] is an innovative payment system that uses a group selfie to collect all
information items behind a purchase: the seller, the buyer, the service/product and the
agreed price. The need for such system in rural areas where network coverage is patchy
clearly moderates the enthusiasm created by the mobile boom earlier in the 2010 [4].

This paper is an attempt to present the research and development steps of the
extension of the PGS by embedding a digital wallet in it. Its overall aim is to show the
achievability of that extension and the technical viability of the proposed solution to be
based on distributed ledger. Blockchain is a hot topic that keeps coming in every talk.
Although many seem to just be “buzzword compliant with the latest and greatest”,
blockchain is unquestionably among the hottest technologies in the enterprise security,
data storage and file-sharing arenas. Blockchain is an emerging and strategic trend,
Gartner1 ranks it 6 out of 10 in its “Top 10 Strategic Technology Trends for 2017”. The
interest of blockchain for this work resides in its properties of trust-free, tamper-proof
and resilience. A blockchain system is:

• a peer-to-peer (P2P) distributed system that:
– is used for storing a single sequence of events;
– admits only appending new events;
– enforces a fixed or user-defined protocol (contract) for appending;
– does not require trusted parties;

• a distributed ledger with no single trusted/privileged guardian.

The paper is organized as follows: Sect. 2 presents a light introduction to block-
chain. As blockchain is an important part in the design of the solution, it is worth
presenting that introduction before gearing towards to the design of the solution.
Section 3 briefly recalls the status of PGS and its experimentation. Upon analysis of the
need for digital wallet for PGS, Sect. 4 presents the state of the art in designing digital
wallet. Section 5 elaborates on the system architecture, from the requirements analysis
up to the system design. That section basically explains the rationale of relying on a
blockchain platform to scaffold that system architecture. In that layout, the paper
presents the initial steps of research and development: research solutions, requirements
analysis, and system design. The further steps from functional specification up to the
design of first prototype are out of the scope of this paper. Finally, Sect. 6 draws our
conclusions.

1 https://www.gartner.com/doc/3471559/top–strategic-technology-trends.
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2 Blockchain

The innovation of blockchain is so breakthrough that currently there are numerous
research and publications related to it. After that Nakamoto [5] has opened the path to
crypto currencies, many institutions performed adaptation on them. Blockchain oper-
ates as a shared ledger recording the history of electronic business transactions that take
place among participants in the P2P network. The participants then need a consensus
mechanism, a collaborative process that they use to agree that a transaction is valid and
to keep the ledger consistently synchronized. Participants agree to the transaction and
validate it before it is permanently recorded in the ledger. The great value of the
consensus mechanism is that it lowers the risk of fraudulent transactions, because
tampering with transactions added to the ledger would have to occur across many
places at the same time. Blockchain platforms use a range of consensus models [6].
From the original form of Proof of Work initiated by Bitcoin [5] and the Practical
Byzantine Fault Tolerance algorithm (PBFT) implemented as modular consensus
protocol to be plugged into Hyperledger [7, 8], other models have been proposed, such
as Proof-of-Stake (PoS) and Proof-of-elapsed-Time (PoeT) and Proof-of-Activity
(PoA).

One of the key properties of blockchain is information security, King [9] elaborates
on how blockchain can help in combating a large spectrum of issues in the cyber threats
landscape. The immutability of the blockchain records resides on the common shared
ledger whose state is collectively maintained by the network in a decentralized fashion
[10–13]. This is a consensus protocol [14] that ensures a common, unambiguous
ordering of transactions and blocks and guarantees the integrity and consistency of the
blockchain.

The World Economic Forum [14] elaborates on the governance challenges and
multi-stakeholders cooperation opportunities that arise from the blockchain develop-
ment. The same way as other authors did [15], Crosby et al. [16] insisted on the
difference between bitcoin and a blockchain. The core technology of blockchain is
abundantly explained [17, 18]. As a means to navigate through the multiple platforms
and architectures offered, Xu et al. [19] have proposed a taxonomy to classify and
compare blockchains and blockchain-based systems while Ellervee, Matulevicius, and
Mayer [20] attempted to overcome lacks of standardization and uniform understanding.
Because of the ubiquity of the phenomena of bockchain, the temptation is high to serve
it almost any way. Xu et al., Ellervee, Matulevicius, and Mayer [19, 20] and most
importantly Wüst and Gervais [21] offer frameworks to determine whether a block-
chain is the appropriate technical solution.

3 Status of PGS

PGS development was carried out by three teams: one in charge of the client-side back
end (that generates shares [22] at the seller’s device), one in charge of the point-of-
service back-end (reconstruction of the original selfie from the shares, validation of the
purchase and interface with external payment systems), and one in charge of the user
interface on the mobile devices.
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3.1 Development Environment

Android was selected as the execution environment at the client side. According to
Gartner2 report for August 2016, as of Q2 2016, Android represents over 86% of
market share and dominates the market together with iOS that counts for 13%. Also, it
is by far the preferred choice in Africa and particularly in the Republic of Benin, where
PGS has been experimented.

The PGS is currently designed in the form of four modules playing distinct roles.
The Seller module triggers the process by taking the photo. Then, it compresses the
photo, computes the shares using visual cryptography, and sends appropriate files to the
Buyer module. The Buyer module receives the files and can later send them to the
Broker one. Finally, the Broker module receives files from both the Seller and the
Buyer and transfers them to the Bank module.

3.2 Experimentation

The experimentation phase has defined the following objectives:

• assessment of the viability of PGS design;
• functional testing and experimentation;
• user acceptance;
• checking of unexpected results.

It is a great satisfaction to notice that the concept of PGS has been quite widely
accepted. Almost 80% of those who came across the two teams have clearly accepted
the idea and many of them have also expressed the will to get more information about
it.

Observations at the level of the software are also element of great satisfaction. The
numerous challenges that the lab tests have help fix turn to be advantageous for the
current version. From the captcha to the taking of the selfie, from transferring files from
Seller to Buyer, and exchanging files with the Broker, the software modules performed
as expected. The functionalities previously validated during of lab experimentation
have been confirmed. The option of relying on Bluetooth as main channel of com-
munication has been proved to be efficient.

One of the objectives of this experimentation was to observe unpredicted or
unexpected results. This experimentation went through with almost no unpredicted or
unexpected results, apart from the surprise about the type of telephones in use, to be
discussed in the next section.

With the continuously increasing offer of Android applications due to the pre-
dominance of Android devices in Africa, this experimentation was expecting to con-
firm the omnipresence of Android devices in the suburb of Porto-Novo. Mainly the
common belief was that Samsung (mostly fake Samsung) as a brand is dominating the
market. It was really a surprise to see from the figures that the most common mobile
phones in use are not the Samsung like as it was previously thought. Nobody from the

2 http://www.gartner.com/newsroom/id/3415117.
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team was expecting that it would be, but Nokia and Itel are on the top, ahead of the
Samsung only ranked as third.

The current design of the PGS software requires the user to be at a certain level of
literacy. The experimentation has been run by people who can be perceived as
smartphone savvy as they very easily master the entire process. Nevertheless, that full
process requires several steps to complete:

• seven taps on buttons from the Seller:

1. take the selfie;
2. take the photo;
3. confirm the photo;
4. validate to continue at the end of encryption;
5. send the share to the buyer;
6. find the buyer device in the list;
7. select the buyer’s device in the list;

• data entry for item purchased and price from the Buyer
• four taps on buttons from the Buyer;
• four taps on buttons from the Broker;
• identification of the name of the receiver device in a list of available Bluetooth

devices.

While some studies confirm importance of “ease of use” in mobile-payment ser-
vices adoption [23], other studies demonstrate that “ease of use had no significant effect
on perceived usefulness and intention to use” [24]. Nevertheless, we consider
enhancing the current stage of ease of use of PGS. All these steps may need to be
simplified for the PGS to come to be usable by people who are less smartphone savvy,
as it may be expected in remote rural areas.

The design around the introduction of the Broker has proved to be efficient in terms
of assuring the shares reach the bank asynchronously, without disrupting the system.
Even though the current design relies on human action to trigger the file exchange, it is
conceivable that this data transfer can be performed automatically whenever the bro-
ker’s device comes close to a seller’s or a buyer’s device.

3.3 Conclusion of the Experimentation

The experimentation meets expectations: it showed that the PGS concept is accepted,
the software performed well and the experimentation gave clues on the level of
smartphone literacy level the software currently requires. The experimentation then
shows path for improvement of the software in terms of need for more automation for
devices to actively operate in machine to machine interface. Finally, the experimen-
tation highlighted the need for a further study of the actual devices in use in the remote
rural areas.
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4 Digital Wallet for PGS, State of the Art of Digital Wallets

PGS completely integrates the prediction of transforming “the mobile phone from a
pure person-to-person communication device to an electronic wallet” [25]. While the
current version of PGS only simulates the transfer of money from one account to
another, the product cannot be complete without a practical way of handling those
transactions.

Simply put, a digital wallet is an application running on an electronic device that
allows an individual to make electronic transactions. With the user’s payment infor-
mation and credentials stored in it, the digital wallet, also known as an e-wallet, can be
used with mobile payment systems that allow consumers to pay for purchases with a
smartphone equipped with the proper application and a near-field-communication
(NFC) microchip or with the capabilities of scanning a QR (Quick Response) at a
Point-Of-Sale (POS) terminal. This is also referred as a contactless payment.

In a previous work, we have attempted to clarify the numerous terms and concepts
that run around virtual currencies, e-money, digital wallets, crypto currencies [22]. This
paper starts from the assumption that a digital wallet is not limited to crypto currencies,
but it is supposed to adapt to store any kind of currency. PGS is designed with the clear
intention to offer mobile payment for any kind of currency, including cryptocurrencies.
But that vision will be implemented later. As for now, PGS offers its services on the
base of the currency currently in use. In that framework, the digital wallet facilitates
transactions by allowing users and merchants to transfer the currency among them-
selves, making sure that the right parties are credited and charged. In a research to
identify the security challenges that mobile payment faces, [26] have depicted the
layers pertaining to traditional card payment process and those added by mobile
payment process. They then divide mobile payment systems into five categories:
mobile payment at the point of sale, mobile payment as the point of sale, mobile
payment platform, independent mobile payment system, and direct carrier billing.

Mobile Payment at the Point of Sale
In the category “mobile payment at the point of sale”, the customer uploads his

traditional credit card data into the mobile device and then performs transactions by
presenting her mobile device to the terminal at the merchant. All big players like
Android Pay3, Apple Pay4, Microsoft Wallet5 and Samsung Pay6 offer this type of
specific digital wallet7. Their main property is that they allow user to add credit cards to
mobile device by taking a photo or entering account information. Users can do the
same for loyalty cards, digital coupons and gifts card. When making a purchase at a

3 https://www.android.com/pay/.
4 http://www.apple.com/apple-pay/.
5 https://www.microsoft.com/en-us/payments.
6 http://www.samsung.com/us/samsung-pay/.
7 MasterCard’s new MasterPass program is an attempt to simplify further: it is a partnership with the
major big players. That unifying approach may solve the issue of fragmentation in the marketplace.
While consumers will operate one single account, merchants will access one single Application
Programming Interface (API) to process transactions.
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store, the user places the mobile device over the card reader, selects the appropriate
card for payment and approves the payment via fingerprint or password.

Mobile Payment as the Point of Sale
In the case of “mobile payment as the point of sale”, the merchant transforms his

mobile device into a point of sale by installing appropriate applications. This trend
comes as a must for merchants as they are stressed to upgrade their POS terminals to
better protect the customer’s financial information. Unfortunately, there is no single
standard solution for the POS terminals. In the meantime, the option of deploying
multiple solutions will be complex and expensive, and merchants should opt for
installing a digital wallet on their mobile device. This allows them to stay away from a
lot of hassle while benefiting from numerous advantages.

Mobile Payment Platform (Can Be “Independent Mobile Payment System”)
The mobile payment platform option integrates many features. By the mean of an

application, the consumer uses her mobile device to access several payments services
like the pure digital wallet, cardless (and contactless) ATM cash withdrawals or mobile
airtime top up for instance. When the system is dedicated to a specific company, it is
termed as “independent mobile payment system”.

Direct Carrier Billing
The category of direct carrier billing defines the cases where the cost of purchase is

charged on the mobile subscriber’s account at the operator. This system does not
require a credit or debit card.

Of special note is the case of the Peer-to-Peer (P2P) Payment systems championed
these days by Venmo8. This type of payment enables consumers to send, receive, or
request a payment to or from another person and are most frequently used for sharing
the cost of a restaurant bill, sending a cash gift, or paying a babysitter. Such peer-to-
peer payment is the one that suits most the digital wallet PGS will embed but unfor-
tunately, the traditional design backs it on credit cards and bank accounts. For PGS to
be able to implement that scheme, it has to find way around bank accounts.

One of the main drawbacks of these digital wallets described above is that it is not
obvious how the user adds money (cash) to his wallet. The different cards have their
direct link to the issuer bank, but moving cash directly to the wallet is mostly silenced,
the operation must be from a credit card or a bank account.

Overall, digital wallet offers some tangible advantages directly appreciated by the
consumer: transaction fees are lessened, more flexibility with the possibility to pay in a
combination of credit, points and coupons, fast checkout at stores. The reduction of
monetary and environmental costs of physical cards and receipts that can be digitized,
and the improvement in security are two other significant advantages to be noted. It is
therefore wise to predict that the development of digital wallets will only improve in
the future and PGS must enter that development by embedding its own version of
digital wallet.

8 https://venmo.com/.
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5 System Architecture

This section aims at answering the question of what is needed for implementing a
digital wallet, through the analysis of several types of requirements. Numerous
frameworks are available to conduct such analysis, going from some light and almost
linear steps like offered by [27] up to more complex roadmap similar to the Checklist-
Oriented Requirements Analysis (CORA) framework presented by [28]. At this stage,
we took the option to proceed by using a slightly adapted model of requirements
analysis that is comprise of customer requirements, functional requirements, perfor-
mance requirements, design requirements.

5.1 Customer Requirements

The customer requirements in this paragraph derive from the overall ambition of the
PGS itself. Based on the objective of opening digital opportunities for people living in
rural areas with no network coverage, PGS must embed a digital wallet that will cover
all financial parts of transactions in such areas. One can think of the basic checkout of
purchase of goods and services. But many other needs are to be covered as well, and
remittances are one of them. Beyond the traditional conditions where the digital wallet
uses to serve, there are some social and cultural functions in which it will get involved:
rewards for artists, dowry, collection during the mass and any religious ceremony,
assistance during grief, etc.

Rewards for Artists
It is quite common that any ceremony, baptism, initiation rites, bridal, wedding, or

grief and funeral, turns to be an opportunity for performances of bands, artists,
orchestras. Apart from the cachet the artist got for performing, they essentially receive
rewards and gratuities during their show. The principle is the more people come and
give money, the better. Giving many times a small amount of money, instead of
donating a big amount at a time makes much more impact.

Dowry
The dowry of the bride is key element during the African bridal ceremony. It has to

comply with numerous characteristics, one of them being the quality of banknotes; they
have to be quite new. Whatever the amount being donated, the dowry is giving in bank
notes. The digital wallet has to incorporate the function of making the dowry the same
way as the rewards for artists, because the most important thing in those cases is the
number of brand-new banknotes (big notes) that are displayed to the receiver.

Collection During the Mass, During any Religious Ceremony
Christianity has spread in several remote areas and numerous churches are active.

Collection during the mass and other ceremonies holds many significations for all the
faithful of the churches and thus is very important.

Assistance During Grief
Money plays an important role in terms of assistance to someone during grief. Even

though the assistance is also common for happy events like baptism, in several places,
it has reached a very specific extend when it comes to funerals. This is probably due to
the fact that people have usually enough time to get prepared to happy events, whereas
deaths often arrive unexpectedly. The social organization and the management of death
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practically occupy a central place in traditions, thus the importance of financial assis-
tance during mourning. Funerals in such places are events where people invest lot of
money, but also a lot of energy and a lot of time.

It is not expected that the digital wallet of PGS performs the same for all the social
and cultural events evoked above. While some of them perfectly suit the secrecy of
transaction, others on the other hand are really rooted in the exposure and hype made
around them. As people go around in all those places with their devices, the digital
wallet embedded within the PGS can offer its services even though the core concept of
taking a selfie for the PGS may not apply in some of the cases.

The digital wallet of PGS will mainly enter the scene when the transaction is
coming to the settlement, when the money is supposed to move from one actor to the
other. In terms of performance, this operation implies some data entry from the buyer.
Voice recognition to enter the amount and/or image analysis from the original selfie can
ease the process. The same can apply for the selection of the recipient of the money.
Operating systems offer variety of such tools, and many have been ported to mobile
[29–31]. Improvements in PGS will benefit from those tools that are available.

5.2 Functional Requirements

As PGS is mainly intended to unbanked customers, the digital wallet that it will embed
cannot rely on any form of credit or debit card. A mechanism to replenish users’
accounts is then compulsory. From the many mechanisms to top up digital wallet
account that can be implemented, PGS will not research in integrating credit or debit
cards. However, street corner shops or point of sales are a must, as well as peer to peer
money transfers. In [32], we have stressed the role and importance of a specific
intermediary in PGS: it is the broker. Being it point-of-service, “village chief”, street
corner shops, point of sales or broker, this actor operates as a trusted third party whose
main mission is to discourage users’ malicious behaviour in the long term. It can then
perform and adequately record replenishment actions of the digital wallet. The same
actor is then one of the most important actors in the chain as we will describe it below
in the next sections.

Basic operations on the digital wallet of PGS will include balance on account,
payment of purchase, transfer, top up, and withdraw.

5.3 Performance Requirements

The main constraint in all cases is that PGS and its digital wallet should be operating
for users who can be not computer savvy, even not-literate at all; it is then compulsory
to minimize at the extreme any need of text typing. This brings the importance of ease
of use and simplicity in a sense that the entire system is designed for people who are
not able to juggle with complicated keyboards. Ease of use and simplicity are of
paramount importance for PGS.

Another aspect in terms of performance is that all status information must be
displayed at the device immediately at any change so that users are alerted about the
final status of their account after the operation has been concluded. It is of paramount
importance that that information will arrive in less than ten seconds. This performance
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requirement is of great importance in an environment where there is no network
coverage to perform any online transaction with any central authority.

5.4 Operational Constraints and Security Issues

One of the constraints imposed to a digital wallet for PGS is that it must comply with two
of the mains constraints of today’s financial world: Anti-Money Laundering and Know
Your Customer. It may not seem accurate to impose those constraints in areas where the
expected amount of transactions are known to be very low but we have opted to fully
integrate them from the beginning in order to be able to deploy the system with very few
roadblocks in the future. These constraints impose then the PGS network to rely on a
fully-authenticated network. The system must then incorporate enhanced security.

Beyond the challenge of authentication, the digital wallet that PGS will embed will
also have to pay attention to the issue of double spending. Stricto sensu, double
spending is the case to use the same quantity of money in two different purchases. In the
digital wallet of PGS, that scenario has very probability to happen since all spending are
requested to immediately reflect on the balance. And the accuracy of the balance is then
more valuable. Nevertheless, even if the scenario of insufficient credit note can be
programmatically controlled, the case of double spending needs specific solution. When
analyzing innovations in payments systems, authors in [33] have presented the security
issues as well as some solutions. This issue is of high importance in the case of PGS as
the system will operate mainly out of the control of banks. Because the target customers
are located in areas with scarcity of modern infrastructures and services like bank or
mobile coverage, PGS is built without relying on any bank account or credit card. This
implies that appropriate solution must be in place to prevent customer to spend more
than they have in their balance. The solution is presented below in Sect. 5.7.

5.5 PGS Network

As described above, in the traditional way, a digital wallet is designed by merchant
offering e-services to its customers. PGS is connected to a central authority, a bank
where some specific actors plays their respective roles. In our case, the main actors are
as follow:

• user/consumer: the one who owns the device and who uses it for transactions as
payer or payee;

• street corner shop: this is the first point of replenishment of the digital wallet, the
place where money is moved from cash unto the digital wallet.

The systemmight be able to operate fully working onlywith those two basic actors, but
it is foreseen that banks and telco operators will joinwhen theywill appreciate the extend of
the PGS and regulators9 will more than probably also enter in the game. The complete
system will then resemble to the illustration in Fig. 1 - Illustration of the actors of PGS.

9 Regulator and supervisor of financial institutions, law enforcement, national security, etc.
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This illustration shows a network of participants transferring money among
themselves, some of them being restricted to the level of observers: they are not active
participants actually transferring money. The users of other schemes have been
included in the network as they may also willing to use their current scheme as payers
or payees. The appropriate interface must be added in the future for them to be fully
integrated, even if this implies solutions, to be analyzed separately, for interoperability.
The properties of that network are:

• actors are numerous, but also clearly known and identified when boarding;
• actors are very demanding on security, and they only trust information their own

device displays to them;
• actors have diverse read and write needs, regulators can only read, banks may only

read, payers and payees will read and write to the specific transaction they are
involved in;

• “always online” is not an option, while whenever internet connection is available it
must be used;

• status storing is a must, the network will have the responsibility to provide accurate
balance of any wallet;

• scalability is of high importance, because most transactions are performed offline,
whenever network coverage is available, fast replications will take place;

• throughput should be pushed to “high”;
• network latency should be pushed to “fast”, ten seconds is a maximum of delay

between the order to pay and the confirmation message displayed on the payee’s
device.

• Linking the actors together is achievable by the mean of:
• common [distributed] ledger with privacy service to determine who can see what;
• consensus, who validate or approve transactions;
• provenance, audit trail or complete record of who own what asset throughout its life

cycle;
• immutability, one block linked with the next block, impossible to tamper.

Users of PGS Users of other schemes

Service resellers,
Shops at the street cornersRegulators

Telecom operators

Banks

Fig. 1. Illustration of the actors of PGS
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Every actor is doing its business (or is performing) by using a specific interface to
manage its transactions and all the transactions are recorded by the core operating system
that is the blockchain platform. The complete network is represented in Fig. 2 - Illus-
tration of the full network. In that configuration, the network operates in three layers:

5.6 PGS Blockchain

The properties beforehand enumerated have paved the way for the blockchain-based
digital wallet PGS will embed. Some of those properties are: number of actors,
importance of trust-less network where permissions to read and write the data are
distributed among all the users connected to the network and no user is given any
special privileges, high need for security, storage of state, immutability of records. To
be sure, we have also confronted this option with the flow chart designed by [21] to
determine whether a blockchain is the appropriate technical solution. As shown in
Fig. 3 - Flow chart to determine whether a blockchain is the appropriate technical
solution, that framework confirms our option. As indicated by the blue arrows, the
process led to the selection of private permissioned blockchain:

Symbols of the rings 
(layers)

Description of the rings

Business network

User interface [java-based module or android based mod-
ule] to manage transactions handled either over message 
broker

Core operating system: platform for decentralized applica-
tions where smart contracts get executed to process transac-
tion messages

Fig. 2. Illustration of the full network
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• Do you need to store state? ! Yes
• Are there multiple writers? ! Yes
• Can you use an always online trusted third party (TTP)? ! No
• Are all writers known? ! Yes
• Are all writers trusted? ! No
• Is public verifiability required? ! No

5.7 Solutions to Specific Security Issues

The option of basing the system architecture on blockchain offers also a solution to the
specific security issue of preventing double spending. As the system will then be
decentralized, copies of the ledger are shared among participants, with appropriate
consensus model in order to validate transactions. The next question is then about the
implementation of the consensus.

It is obvious that we do not opt for the Proof of Work as pioneered by the Bitcoin
blockchain: it requires a massive expenditure of energy. Alternatives include Tender-
mint10. Tendermint consists of two chief technical components: a blockchain consensus
engine and a generic application interface. The consensus engine, called Tendermint
Core, ensures that the same transactions are recorded on every machine in the same
order. The application interface, called the Application BlockChain Interface (ABCI),
enables the transactions to be processed in any programming language. For this issue of
consensus, we are also considering the approach that Microsoft has taken in developing
the Coco Framework11. The approach consists in implementing a trusted network of
physical nodes without requiring the actors that control those nodes to trust one
another. In that configuration, it is then possible to control what code is run and
guarantee the correctness of its output — thereby simplifying consensus and reducing
duplicative validation. The network nodes operate distributed key value store with

Fig. 3. Flow chart to determine whether a blockchain is the appropriate technical solution

10 https://tendermint.com/.
11 https://azure.microsoft.com/en-us/blog/announcing-microsoft-s-coco-framework-for-enterprise-

blockchain-networks/.
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RAFT consensus [6]. Moreover, the Microsoft Coco Framework presents other
advantages in term of scalability, confidentiality and consortium governance.

6 Conclusions and Future Work

We have presented the practical potential of the concept of embedding a digital wallet
to PGS and basing that digital wallet on a private permissioned blockchain. The next
steps start with the functional specification and cover software requirements docu-
mentation, modelling, first prototype, platform support and integration. There is still a
long way to that integration, and we are confident the blockchain based solution will
deliver promises in security and immutability; other design options will provide ease of
use and simplicity.
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Abstract. This paper presents a modality-independent method of evaluating
the performance of an algorithm in biometrics. The operation mode is about
developing a JAVA application that offers the user a graphical representation of
the evaluation results. This application is interacting with a MySQL database
containing the extracted signatures as well as the matching values of the
modalities present in the evaluated biometric system. The evaluation system is
used to generate the Genuine Matching and Impostor Matching score distribu-
tion curves, the False Match Rate and False Non Match Rate curves and the
ROC curve. 1000 lines of code were used to develop the application. The
method proposed is original and practical. Thus, an application of this method
has been made in the case of a contactless fingerprint modality. We plan to
improve the developed method by adding the representation of 4 main operating
points (EER, WER, Fixed FMR, Fixed FNMR).

Keywords: Biometrics � Performance evaluation � Biometric algorithm
Genuine Matching (GM) � Impostor Matching (IM) � False Match Rate (FMR)
False Non Match Rate (FNMR) � Receiver Operating Characteristic (ROC)
Modality-independent

1 Introduction

Biometrics is a global technique aimed at establishing the identity of a person by
measuring a morphological (such as face), biological (such as DNA, genetic inheri-
tance) and/or behavioral (such as signature) characteristics. The usual techniques of
access control are based on what we know (password, PIN code, etc.) and what we
have (identity card, badge, etc.) [1]. But these methods pose problems of reliability
such as falsification of document, forgetting one’s code and decryption of password.
Contrary to “what we know” or “what we have”, biometrics is based on “what we are”
or “how we behave” and thus avoids duplication, theft, forgetfulness or loss. A bio-
metric system can operate either in authentication mode or in identification mode.
Authentication is to answer the question: are you the one you claim to be? On the other
hand, identifying comes down to answering the question: who are you? The

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
R. Zitouni and M. Agueh (Eds.): AFRICATEK 2018, LNICST 260, pp. 125–132, 2019.
https://doi.org/10.1007/978-3-030-05198-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05198-3_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05198-3_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05198-3_11&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05198-3_11


characteristics used must meet 5 modalities. They must be universal, unique, perma-
nent, easy to collect and acceptable [2].

According to [3], two very basic questions often arise when dealing with biometric
systems or components: how can the accuracy of a biometric system (or its compo-
nents) be measured and how to compare different systems with each other? The answer
to these two questions lies in the determination of a sixth modality, that of performance.
This performance factor has a double advantage for the designer but also for the user of
the system. For the designer of a biometric system, he has the obligation to produce
information to assess the performance of his product in comparison with existing ones.
On the user’s side, the performance of a biometric system makes it easy for him to
make a decision as to the choice to be made in the large array of existing biometrics.
Contrary to what one could imagine, the evaluation of the performance of a biometric
system is based on a very varied range of parameters with possibilities of combinations.
Some parameters are quantitative (for example the processing time) while others are
qualitative (for example the satisfaction of the user). The analysis of the performance of
a biometric system takes into account the context of implementation. According to a
study presented in [2], DNA and Iris show the best performances in terms of treatment
algorithms (EER) but at the same time they are the most hated by users.

In this paper, we show how to obtain the curve of the GM (Genuine Matching) and
IM (Impostor Matching) distributions, the False Match Rate (FMR) curve, the False
Non-Match Rate (FNMR) curve and the Receiver Operating Characteristics
(ROC) curve to evaluate the performance of any biometric identification algorithm. For
the display of the characteristic curves, we used a database where the various extracted
signatures are saved as well as the values of pairings. The evaluation method developed
was tested on a practical example based on contactless fingerprint. In Sect. 2, we
present the previous work in biometrics evaluation. The operating principle of the
developed method is presented in Sect. 3 while Sect. 4 presents an application of the
method to a biometric system using a contactless fingerprint. Section 5 concludes the
paper.

2 Related Work

Biometric systems are designed and developed in laboratories with the purpose of
being used in everyday life. But before deployment in a real situation, it is necessary to
evaluate them in order to know their performances and their limits. Depending on the
application, this evaluation can consider several parameters such as: ease of use for
users, security, cost, data protection problems, reliability of the system or sensors,
maintenance requirements, human control requirements in operational mode and of
course recognition error rates [4].

Taking into account the opinion of the user, [5] presented an overview of existing
evaluation aspects of biometric systems based on data quality, usability and security.
Regarding the biometric systems tested, the robustness of a system against attacks, the
computation time required during the verification phase and its ease of use were
identified as important factors influencing user’s opinion. Several studies have shown
that the quality of biometric samples has a significant impact on the accuracy of a

126 T. Djara et al.



matcher. On the security aspects, [6] present 8 vulnerable points of attacks in a bio-
metric system.

[2] have made a survey on international competitions and platforms that aims to
evaluate the performance of biometric systems. All that works have been synthesized in
the Table 1.

Earlier studies devoted to estimating the performance of biometric systems, have
specified three types of rating [14]. These are: technology evaluation, scenario eval-
uation and operational evaluation. The technology evaluation is responsible for testing
only the performance of the algorithmic parts of the system (feature extraction, com-
parison and decision) using a pre-acquired database. The scenario evaluation covers a
broader field of action that also includes the sensors, the environment and the specific
population of the tested application. The operational evaluation for its part takes into
account a global biometric system under real conditions of use.

We focused in this work on the technological evaluation, which will test only the
algorithmic part of the system using a database that we built. The objective is to
provide the research community with a detailed protocol that presents the code of the
evaluation program in a transparent manner, regardless of the number and types of
modalities used.

Table 1. International biometrics competitions and platforms

Category of
competition

Name of
competition

Year Performance metrics used

Mono-
modal
competitions

FVC [7] 2000, 2002,
2004 and
2006

GMS and IMS, average and maximum
template size, average enrolment and
verification time, FTE and ROC curves

FpVTE [8] 2003 ROC, DET, FAR and FRR
SVC [9] 2004 EER
CBT2006
[10]

2006 FNMR, FMR, Transactional-FNMR,
Transactional-FMR, FTA, Transactional-
FTA, and FTE

ITIRT2005
[11]

2005 FNMR, FMR, T-FNMR, T-FMR, FTA,
T-FTA, and FTE

Multi-modal
competitions

BMEC 2007 ROC curves and their corresponding EERs

Platforms BioSecure 2007 ROC curves and their corresponding EERs
GREYC-
Keystroke
[12]

2009 GMS and IMS, ROC curves and the FTA
rate

FVC-
OnGoing
[13]

2009 FTE and FTA, FNMR for a fixed FMR and
vice-versa, average enrolment and
verification time, maximum template size,
GMS and IMS, ROC curves and their
corresponding EERs
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3 Presentation of the Operating Principle of the Developed
Method

To implement our method of evaluating the performance of algorithms in biometrics,
we first developed a graphical interface under JAVA using the NetBeans IDE 8.2 for
the automatic generation of each of these curves (GM, IM, FMR, FNMR and ROC).
The JAVA code structure and the excerpt of the graphical interface developed are
available in the appendix document at https://refod.net/iitech/paper/Appendix.pdf. The
metadata needed to generate the curves consists of the signatures of the biometric
modality selected for the identification. These signatures and the different matching
values will be stored in a MySQL database. A connection is established between the
JAVA program and the created database.

3.1 Principle of Design of Different Charts

This paragraph provides the technical details of the design of the three evaluation
graphs presented. For any given modality (fingerprint, hand geometry, face, iris, gait,
DNA, etc.), the protocol used for the matching test is as follows:

Let Sij be the jth signature extracted from the ith modality Mij (1 � i � n;
1 � j � m). The Sij signature extracted from Mij is stored in a MySQL database.

For signature matching, we do the following operations:

1. Genuine Matching (GM) study: each Sij signature is compared with the set of Sik
signatures (k 6¼ j) from the same i, which provides the corresponding match value
gmsijk (Genuine Matching Score) saved in a table of the database.

2. Impostor Matching (IM) study: the first Sk1 copy of each modality is compared with
each copy of the remaining modalities Sij (i > k) and provides the corresponding
matching value imsik (Impostor Matching Score) saved in another table of the
database.

The number of matches (NGRA: Number of Genuine Recognition Attempts and
NIRA: Number of Impostor Recognition Attempts) is defined in each case by the
following formula:

Case 1 : NGRA ¼ gmsijk; i 2 ½1. . .n�; 1 � j 6¼ k �m
� ��� �� ¼ n � m � ðm� 1Þ

ð1Þ

Case 2 : NIRA ¼ imsik; i 2 1. . .n½ �; 1 � j 6¼ k �mf gk k
¼ m ½ðn � 1Þþ ðn � 2Þþ � � � þ 1� ð2Þ

The Genuine Matching-Impostor Matching Chart. The graphical representation of
GM and IM distributions shows how the algorithm differentiates the two classes. For
each distribution (GM and IM), it is necessary to create a text file (txt format) which
saves gradually after comparisons the value of pairing. Once these files are created, it is
a question of counting the repetition of each value of pairing and thus the probability of
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appearance. The count result at each distribution is also stored in a text file. At the
graph level, the match values will be represented on the x-axis while the number of
repetitions (count) will be on the y-axis. The code used for this operation is available in
the appendix document.

The FMR-FNMR Chart. The GM and IM distributions are used to calculate the FMR
(t) and the FNMR (t) as functions of the t threshold that characterizes decision-making
in the verification phase.

FMR(t) and FNMR(t) are defined as:

FMR tð Þ ¼ card imsik=imsik � tf g
NIRA

ð3Þ

FNMR tð Þ ¼ cardfgmsik=gmsijk\tg
NGRA

ð4Þ

card denotes the cardinal of the set considered, FMR (t) corresponds to the per-
centage of users recognized by error (imsik � t) and FNMR (t) corresponds to the
percentage of users rejected by error (gmsijk < t).

The code used to generate the FMR-FNMR chart is available in the appendix
document.

The ROC Chart. The ROC curve is the one that gives the FNMR as a function of the
FMR. This curve is obtained by using the code available in the appendix document.

The Complementary Code. The complementary code consists of the two remaining
code portions for the database connection and the JAVA main project. These codes are
available in the appendix document.

3.2 Database Creation Principle

The database to be created will have as many tables as needed. Thus, for each signature
sub-modality (for example the sub-signatures of bifurcations on the one hand and
endings on the other hand for a fingerprint signature), a table is created for storing the
metadata of the signature. This means that there will be as many tables as signature
sub-modalities. In addition, the results of each pairing operation are also stored in
tables. There will therefore be two tables for the genuine and impostor classes whose
codes are available in the appendix document.

4 Application of the Method to a Biometric System Using
a Contactless Fingerprint

4.1 Fingerprint Acquisition System

This is an application called Contactless Biometric Fingerprint Software (CBFS)
developed by [15]. The launch of the CBFS automatically triggers the activation of the
webcam connected to the computer and opens an intuitive graphical interface
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(see Fig. 3 in the appendix document) with 4 zones for interaction between the user and
the application. The first area at the top left of the interface gives an instant snapshot of
the image in the webcam field. This zone 1 is used to adjust the finger which one wants
to recover the image of the fingerprint. The bottom left (zone 2) contains the command
buttons used to capture the image of the fingerprint once the adjustments are judged
satisfactory. As for the upper right (zone 3), it shows the user the image that has just
been taken. Finally, the last part (zone 4) is at the lower right position of the interface. It
consists of a message display space for the purpose of assisting the user throughout the
process of acquisition of fingerprints.

For experimentation, we created a database of 420 fingerprints comprising 28 sets
of different fingers (each finger representing an individual), each comprising 15 dif-
ferent acquisitions.

4.2 Protocol Used for the Matching Test

Note Sij the jth signature extracted from the ith fingerprint Eij (1 � i � n; 1 � j
m). The signature Sij extracted from Eij is stored in a MySQL database called “fin-
gerprint”. For each fingerprint, the extracted signature is represented as:

x1
x2� � �
xM

y1
y2� � �
yM

h11
h12� � �
h1M

h21
h22� � �
h2M

h31
h32� � �
h3M

z0
z0� � �
z0

z1
z1� � �
z1

� � �
� � �� � �� � �

zn
zn� � �
zn

2
4

3
5 ð5Þ

for bifurcation points (first sub-modality for the fingerprint) and

x1
x2

y1
y2

h1
h2

z0
z0

z1
z1

� � �
� � �

zn
zn

� � �
xN

� � �
yN

� � �
hN

� � �
z0

� � �
z1

� � �
� � �

� � �
zn

2
64

3
75 ð6Þ

for endpoints (second sub-modality for fingerprint).
(xi, yi) denotes the position of the minutiae. hij denote the relative angles between

the branches of bifurcations and hi the termination angle as defined in [15]. zi represent
the characteristics extracted at the level of each minutia. Expression (5) represents a
table called “bifurcations” in the fingerprint base while expression (6) represents a
table called “terminations” in the same base. Figures 4 and 5 in the appendix docu-
ment respectively show an illustration of each table.

For the test, we perform the following operations:

1. Genuine Matching (GM) study: each Sij signature is compared with the set of Sik
signatures ðk 6¼ jÞ) from the same finger i, which provides the corresponding match
value gmsijk (Genuine Matching Score) recorded in the “intraclasse” table of the
“fingerprint” database. Figure 6 in the appendix document gives an illustration of
this table.
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2. Impostor Matching (IM) study: the first copy Sk1 of each fingerprint is compared
with each copy of the remaining fingerprints Sij(i > k) and provides the corre-
sponding matching value imsik (Impostor Matching Score) recorded in the “inter-
classe” table of the “fingerprint” database. Figure 7 in the appendix document gives
an illustration of this table.

According to Eqs. (1) and (2), NGRA = 5880 and NIRA = 5670 in our case.

Curves Construction. Let msintra.txt and msinter.txt be the files of the GM and IM
matching values, then countIntra.txt and countInter.txt the corresponding count files.
The application allows us to have the GM and IM distributions curve, the FMR and
FNMR curve and the ROC curve (respectively Figs. 8, 9 and 10 in the appendix
document).

5 Conclusion and Perspectives

In this article, we presented a practical modality-independent method for evaluating the
performance of an algorithm in biometrics. This method was tested using a contactless
fingerprint system. Our experimental protocol has two main phases: the curves con-
struction and the database creation. At the curves construction phase (GM-IM, FMR-
FNMR and ROC), the developed JAVA code was presented. At the database creation
phase, we explained the test operations for attempted authenticity and imposture from
extracted signatures. In each case, these signatures as well as their match values are
stored in tables of a MySQL database. The originality of the approach we propose lies
in the detailed presentation of the methodology and the JAVA and SQL codes that have
been developed.

Our first perspective will be to represent the major operating points of our appli-
cation case on a curve of error rates according to the decision threshold as well as on a
ROC curve [4]. The 4 operating points that will be the subject of our future work are:
EER, WER, Fixed FMR and Fixed FNMR.

We also plan to develop two complementary modules to measure the FTA (Failure
To Acquire Rate) and FTE (Failure To Enroll Rate) characteristics [10]. In addition, we
will adapt the developed method to a multimodal biometric system.
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Abstract. Ensuring Universal Access/Universal service to the populations of
developing countries is up to now a big problem which can be explained by the
fact that the telecommunication operators estimate certain areas unprofitable.
The Universal access to the Technologies of Information and Communication
being a non-discriminatory right for any citizen wherever he lives, different
approaches are implemented to guarantee it. One of these approaches is to
recourse on cheap equipment associated with innovating technologies. The aim
of this article is to be able to study to what extent the Software Defined Net-
working could be a viable solution for the localities interested in Universal
access. To reach this goal, we have been lead to study a typical Voice over IP
traditional architecture and the architecture tooled with the Software Defined
Networking technology.
When implemented the Software Defined Networking technology is supposed

to guarantee a good quality of service. In our contribution we have set up a
Voice over IP environment with Asterisk server as equipment of the network
core, and affordable equipment such as the WIFI access points in the element
entitled, �Collecting subscribers�. The Quality of Service being our preoc-
cupation, the comparison of all our results shows that the architectures with
Software Defined Networking offer a better quality of services.

Keywords: OpenFlow � Quality of service (QoS)
Software Defined Networking (SDN) � Universal access/Universal service
Voice over IP (VoIP) � WIFI

1 Introduction

Universal access is a problem common to all the countries. The level of progression
varies from one country to another. The poor profitability of certain areas arouses an a
priori reluctance of operators who refuse to deploy their equipment in certain areas of
the territory.

Being concerned only in gaining money, they actively look for ways to reduce their
capital expenditure (CAPEX) and their operational expenditure (OPEX).

One of the most used approaches is the recourse on less costly equipment asso-
ciated to a set of services matching the needs of the targeted localities.
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The concern in this article is to be able to determine to what extent the Software
Defined Networking (SDN) could be a viable solution for the areas interested in
Universal access. To achieve this goal, a comparative study will be conducted between
simple network architectures using SDN with the traditional architectures. The SDN
architecture is supposed to guarantee an acceptable quality of service. Our contribution
was partly about configuring different architectures with affordable equipment such as
WIFI and a network core based on Asterisk. The quality of the service has been our
preoccupation. We have chosen the most known cases of use which are the voice and
the data to measure their Key performance Indicators (KPI) in a traditional environ-
ment, and in another one containing an SDN structure with OpenFlow. Both results
will then be compared.

To do this work properly, we will proceed as follows:

• in the first part, we will give a general presentation of the SDN,
• in the second part, we will give a description of the OpenFlow protocol,
• in the third part, we will show our approaches
• in the fourth part, we will display our different results and will analyze them before

concluding.

2 Generalities on the SDN

The SDN generality is a new paradigm in the network field. It is a technology in full
growth. Due to its young age, it can take several meanings, according to the field. The
most common meaning is the one given by Open Networking Foundation (ONF). ONF
is a foundation which has much worked at the implementation of this technology.
According to it, the SDN is defined as being an architecture in which the control plan
and the data plan are uncoupled: the intelligence of network state is logically cen-
tralized, and the infrastructure abstracted from the applications [1].

The main idea of the SDN, as in the definition, consists in separating the function of
transmission from the network, carried out by the control plan. Routers and switches
are confined on the functions of packets switching. All the network services are
implemented in only one controller common to several equipments. This separation
allows to make the network much more flexible in its management, creates an ideal
framework for the innovation as well as the progression of the network [2]. The SDN
architecture presents three layers which are [3]:

• The Infrastructure layer is composed of physical and virtual peripherals of net-
work. It is the lowest layer of the structure; it is composed of all the knots of the
network, which communicate with the control layer through the OpenFlow
Protocol,

• The Control layer centralizes the intelligence of the network. Composed of
Application Programming Interfaces (APIs) in charge of ensuring the communi-
cation between the control layer and the upper and lower layers, it has a global view
of the network. It registers the peripherals (users and network), the details of
interconnection between them and administers a data base of the flows. These
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pieces of information allow it to instruct the peripherals and implement rules
(routing, sharing of responsibilities, etc.).

• The Application layer gathers the service networks, the orchestration platform and
the business application. The application layer is in charge of the applications
necessary to the customers and their requirements in terms of network, storing,
calculation, safety and administration. In other words, it is the business layer. It is
the layer that makes the two other layers function. At this level, the applications
communicate with the controller through the APIs.

2.1 The Interfaces

The south interface (southbound) provides the logical connection (signaling) necessary
between the SDN controller and the commutators of the data plan. (see Fig. 1)

The north interface (northbound interface) provides the communication between the
application level and the controller. Its aim is to define the needs of the application and
to pass the commands to orchestrate the network with a good quality of service,
appropriate safety and the required care.

Fig. 1. SDN architecture [4]
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2.2 The Abstractions

Scott Shenker, member of the board of the Open Networking Foundation and Open-
Flow researcher, shows that the SDN can be defined by three fundamental abstractions
[SHEN 1]: The forwarding, distribution and specification [4].

We note that one of the advantages of the decentralization of the controller is that
the whole administration of the network is centralized and configurable. The modifi-
cations can dynamically be operated according to the needs. The SDN technology also
allows flexibility to the network eliminates dependence on certain suppliers and allows
a third organization to develop innovating application networks [5]. In addition to non-
dependence to a supplier, the SDN enables the operator to have at their disposal very
affordable equipment according to their need [6].

3 The OpenFlow Protocol

The OpenFlow protocol defines the communication between a controller and an
OpenFlow commutator through a secured channel of the Secure Sockets
Layer/Transport Layer Secure (SSL/TLS) kind to authenticate the two extremities. On
the point of view of safety, this allows to minimize the risks of attacks during a
communication [7]. OpenFlow, as such, is composed of a set of protocols and of an
application programming interface (API). The protocols are divided in two parts, as
shown on Fig. 2 [8].

• The OpenFlow protocol is also called filarial protocol. This defines a message
infrastructure which enables the controller to include, to update and to cancel entries
in the flow table [6],

• The OpenFlow logical Switch is a peripheral which defines the administration and
configuration protocol via the abstraction layer called OpenFlow Logical Switch. It
allows a wide access by assigning physical commutation ports to a specific con-
troller (Fig. 3).

Fig. 2. Relationship between OF CONFIG and OpenFlow protocol [8]
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3.1 The OpenFlow Ports

With the OpenFlow protocol the ports are very important because it is through them
that the packs get in and out. The connection of two OpenFlow switches is done with
the ports. There are three types of ports in the OpenFlow protocol which are the
physical ports, the logical ports and the reserved ports [10]. These ports can, at the
same time be used as entry ports and exit ports for a pack.

– The physical ports for a pack are ports that can be seen on network equipment (e.g.
Ethernet port),

– The logical ports are not linked to a physical port on the commutator. However the
logical ports can be configured to correspond to a physical port on the commutator.
When the packs are treated by the OpenFlow commutator, the physical and logical
ports are treated the same way.

The reserved ports are specific ports used to engage a specific action. This action is
started by sending a pack to a reserved port. An OpenFlow commutator is conceived to
take care of five types of reserved ports. There are three other types of optional reserved
ports which can be in charge of the commutator.

3.2 Flow Table

An OpenFlow commutator is composed of one or more flow tables and of an Open-
Flow group table. Each table is composed of a set of flow entries. A flow entry is
composed of a set of match fields, counter and actions (or actions). A flow entry is
composed of:

– Match fields: Correspondence fields which define the pattern of pack flows through
the instantiation of the heading fields, from the Ethernet layer to the transport layer,

– Counters: counters on the packets,
– Actions: actions to apply on the packets which correspond to the flow entry

(Fig. 4).

Fig. 3. OpenFlow general architecture
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3.3 OpenFlow Message

In essence, the protocol is composed of a set of messages which are sent from the
controller to the commutator, and of a corresponding set of messages which are sent on
the opposite direction. There are three types of those messages [10].

– Messages from the controller to the switch, messages sent from the switch to the
controller to administer or inspect its state. It also administers the configuration of
the switches, the configuration of the roles, the configuration of asynchronous
messages and many others [10].

– The asynchronous messages are sent from the switch to the controller without the
switch being solicited by the controller. For example, when the switch receives a
new packet, it will send a packet-in message to the controller in order to ask what
section must be applied on the packet.

– The symmetric messages are generated in both directions (either by the controller or
the switch) without the switch being solicited by the controller. For example, Hello
(used at the same time by the switch and the controller), Echo (used at the same
time by the switch and the controller) and Error (used in the switch) are messages
which are classified in the symmetric messages (Fig. 5).

Fig. 4. Structure of a flow entry

Fig. 5. Communication between OpenFlow switch and controller
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4 SDN Implementation

We have realized SDN implementation in two steps in our approach.

4.1 First Step

The first one consisted in integrating the OpenFlow protocol on the different access
points (the TP-link WR 1043nd). This integration has required the use of the Pantou
method and OpenWrt.

In fact Pantou transforms an access point or a wireless router into compatible
OpenFlow equipment [12]. Thus, fundamentally with Pantou, OpenFlow functions on
OpenWrt as an application. OpenWrt is an Open source extensible exploitation system
designed for the router, which is entirely customizable for the needs of the users and
developers.

4.2 Second Step

A second process was about choosing an SDN router. In fact there are many of them on
the market (license for sale or free license) [13], among which Opendaylight, POX,
NOX, RYU….

We opted for the RYU controller which provides software components, with well-
defined API, which allow the developers to create easily new management and network
control applications [14]. This approach by components helps the companies person-
alize the deployments to meet their specific needs. Developers can rapidly and easily
modify the existing components or implement their own to make sure that the
underlying network can meet the changing requirements of their applications. The
programing with RYU is done in Python language, which we used to control the access
to the different access points.

In this first architecture, we have the classical case of an Asterisk environment. To
accede to the server, we have used two access points (TP link wr1043nd).

The customer is placed on either side of the access points during the different tests.
The links between different entities are ensured with the help of Ethernet cables.

Fig. 6. Architecture without integration of SDN
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We note that we are in a local environment, that means that server and access points
are in a same network.

This case (Fig. 6) is without integration of the SDN. Like all access points, the
screening policies, of fire guard and even the routings are configured at the level of the
graphic interfaces of the access point. We can then say that the control part is at the
level of the access points.

In the second case (Fig. 7) underneath, we have proceeded by the modification of
the functionalities of the TP LINK router in order to integrate those of the SDN. First,
we have changed the firmware of the two TP LINK access points into OpenWrt, and
then we have installed the OpenFlow protocol as an application.

On the contrary of the first case, here the control part is centralized in a RUY
controller. On the second, are programed the different access policies, the routing of the
packets, etc. Python is the programming language which is used to implement these
policies.

5 Test and Analysis of Results

In comparing two architectures, we have done a series of tests in each configuration.
We will collect the out coming results which will then be compared.

The tests are about the audio calls as well as the video calls done on the WIFI.
For the audio calls, we have used the StarTrinity Sip which is a software allowing

call generation in an automatic way. On each call, it gives precise information on the
QoS parameters, namely the number of packets, the lost packets, etc.

We have executed 50 audio calls on a row lasting one and half a minute (1 mn 30).
For the video calls, we have used the sniffing tool Wireshare to collect the different

QoS parameters.
We have done thirty (30) video calls lasting 2 min.
In all cases graphs will be presented to highlight the variation of the latency on the

customer’s side.

Fig. 7. Architecture with integration of SDN
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The variation of the latency (simple WIFI and OpenFlow) of the fifty audio calls is
presented in the graph below.

On the Fig. 8 we notice a neat difference between the variation of the latency of the
WIFI and OpenFlow, which does not present any correlation in terms of nature of the
curves however. On the other hand, we notice that at the level of amplitudes, the
802.11 presents higher pikes widely exceeding the maximal amplitudes of the
OpenFlow.

Synthesis:
In terms of voice quality (MOS) we have noticed that the two technologies (802.11

and OpenFlow) offer a good quality of perception to human ear.
No loss of packet is registered during the calls.
To appreciate the difference at the level of the latencies an average of 802.11 and

OpenFlow latency seems to us necessary. The curve below represents the average of
both latencies (Fig. 9).
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The curve enables us to notice a very good improvement of the latency with the
integration of the OpenFlow protocol, although the average values of latency,
according to ITU are considered very well (<150 ms).

The same type of measurements by making calls is used for the video calls. The
variation of the latency of these different video calls is also represented on the graph
underneath (Fig. 10):

We notice that at the level of the video calls, the latency curve 802.11 presents
values higher than that of the OpenFlow on a great number of points (number of calls).

It is to be noted that the sequential of the values of the latency are due to the
number call simulations operated on the server.

Synthesis
Just like the audio calls in terms of voice quality (MOS) we have noticed that the two
technologies (802.11 and OpenFlow) offer a good quality of perception to human ear.

No loss of packet is registered during the calls.
Both technologies present a good value of latency; however the curve also enables

us to notice a good improvement of the latency with the integration of the OpenFlow
integration (Fig. 11).
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General Synthesis
We make all measurements in the conditions. The obtained results show that traditional
VoIP network and network with SDN implementation offer different quality of service.
By comparing results, we notice that with either video or audio calls, the integration of
the SDN causes an increase of the network performance (reduction of the latency).

6 Conclusion

At the end of our work about the implementation of SDN solutions in order to facilitate,
if not guarantee Universal Access, the different solutions that we have implemented
were based on the use of very affordable equipment as well as on the advantages that
the SDN technology offers, namely the use of Cloud. What motivated the experi-
mentation of such solutions is to enable the handicapped areas (the rural areas) to
benefit from the information and communication technologies (ICT) services. In fact,
operators are very reluctant when it comes to serving those areas which are considered
unprofitable (low population density) because the CAPEX and OPEX equipment cost
is relatively high.

In one word, we can say that the SDN brings about not only an improvement in
terms of quality of service (QoS) in the network, but also a decrease in CAPEX and
OPEX. Thus, it is an ideal solution for the areas which are ready for Universal access
and Global Service.
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Abstract. Awale game is one of the famous board games from Africa
with many variants and is now played worldwide in various forms. In
this paper, we propose an open-source Application Programming Inter-
face (API) for developers to allow an easy implementation of the various
variants of Awale as well as artificial intelligence based players. The API

is available online at https://github.com/Machine-Intelligence-For-You/
Awale. Based on this API, we propose a PC Awale game, a mobile Awale
game, and an Augmented Reality Game. The Awale API, PC game, and
mobile game are implemented in the programming language Java while
the game in Augmented Reality is realized with the C# programming
language, Unity 3D game engine and the Vuforia Augmented Reality
SDK. The various tests carried out show that the API and the different
games are totally functional. This API was also used for the first edition of
MAIC, an Artificial Intelligence contest https://mify-ai.com/maic2017/.

Keywords: Awale · API · Augmented Reality · Artificial Intelligence
Board game

1 Introduction

It is well known that games are an integral part of the human life. Among
the board and society games, Awale is one of the most famous African games.
It has several playable versions on electronic terminals. Awale itself exists in
several forms (Mancala, Oware, Ayo, Wari, etc.) according to specific ethnic
groups in which it is found. The existence of its different variants makes hard
the implementation of this game and causes a variation of the implementation
of an Artificial Intelligence (AI) for each of them. However, to the best of our
knowledge, there is no generic API Awale Game to ease the implementation of
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the different variants of the game. Here we develop an API to ease this game
implementation such that it would be possible to create various kinds of Awale
games, which can use the latest technologies such as Augmented Reality. This
paper proposes an open-source Application Programming Interface (API) for
developers to allow an easy implementation of the various variants of Awale as
well as artificial intelligence based players. Our goal is to make available to the
scientific community a set of functionalities to easily implement software agents
for the Awale game. The API is very generic and allows the modification of
several values such as the game board’s size, the number of holes, the number
of seeds per hole when starting the game, the time of play per player, and the
game’s direction. To ensure that the API is functional, we develop (based on it):

– a graphical PC Awale game;
– a mobile Awale game;
– an Augmented Reality (AR) based on the mobile Awale game.

The paper is organized as follows: Sect. 2 gives a background of Awale game,
API and AR technology; Sect. 3 describes the different tools used; Sect. 4 presents
the class diagram; Sect. 5 shows some graphical interfaces obtained; and Sect. 6
concludes.

2 Background

Awale game is a board game from Africa. It seems to come exactly from Ethiopia
and spread to the whole African continent [7]. It’s a “count and capture” type
game in which you distribute seeds in holes. Awale game requires abilities such
as reflection, decision and strategy that ranks it at the same level as chess. A
classical Awale game is played using a board containing two rows of six holes.
In some variants of the game, one can find two bigger holes on the edges. The
seeds played in this game usually come from the tree “Caesalpinia bonduc” and
are called in the Fongbe language “Adjikouin”. They can however, be replaced
by balls or pebbles and must be forty-eight for a classic Awale. Games are
played according to well-defined rules. Many video games exist today on several
terminals in the Awale Game especially on smartphones and are available on the
different mobile apps downloading platforms like PlayStore or AppStore. Below
we define API and AR which are the two main contributions about Awale game
in this paper.

API stands for Application Programming Interface and is a set of routines,
protocols, and tools used to design applications [2]. An API specifies how the
software components interact. APIs can also be used to create Graphical User
Interface components. The goal of an API is to make easy the development of a
computer program by giving developers access to pre-made and modifiable blocks
of code. APIs offer to developers the simplification of tasks and standardization.
There are many types of API which can be classified into seven categories [6]:
Web Services, WebSockets API, Library based API, Class based API, Operating
System functions and routines, Object Remoting APIs, and Hardware APIs. In
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the world of games, several API exists to help developers design games. For
example, we have a Chess Game’s API1 that allows developers to embed a chess
game on their website or develop a Chess Game for iPhone. We also have many
similar examples for designing RPG2 games such as League of Legends, Witcher
or Kingdom Hearts II. One of them is Readgame available at https://pastebin.
com/jgNes9j8.

Augmented Reality (AR) is a technology for adding virtual content to the
real world [1]. Note that AR should not be confused with virtual reality that
allows immersion in a totally virtual world. It is often associated with the addi-
tion of 3D content to an environment seen from a camera. AR is not very new
because the first papers on the subject are from the end of the twentieth century.
However, in recent years, this technology experienced a great democratization
thanks to smartphones composed of several sensors. It has many applications in
architecture, medicine, commerce, print media, etc. The main uses of AR today
are, among others, QR code or bar code scanner, and video game development
like Pokemon Go [8] that has a worldwide success. Augmented Reality comes in
many forms. Many tools exist to help developers to create AR applications. Note
that we have many games today using AR technology. For example:

– AR defender [9] is a commercial casual game that was released on the iPhone.
It makes use of its proprietary marker pattern printed on a card so that
the software can make use of the phones camera to detect the position and
orientation to place a virtual tower. The goal of the game is to defend the
tower by moving the camera and shooting various weapons at the enemy units
that try to take down the tower. It is claimed to be the first complete and
fun AR game on the iPhone [10];

– Ingress [11] is a location-based, AR mobile game developed by Niantic. This
game has a science fiction back story with a continuous open narrative. Ingress
is also considered to be a location-based exergame;

– Augmented Reality Chess [12] is a marker based AR Chess game on Android
developed by Contra Labs Official. By using pattern printed on card and the
phone camera to play chess game like the classical one.

3 Materials and Methods

The set of material used was divided in two main parts:

– the tools needed to implement the API and the different graphical interfaces;
– the material to design the game in Augmented Reality.

Figure 1 gives a general view of the different tools used. To implement the
Awale API we used the following tools:

– Unified Modeling Language (UML) to model the system by mainly designing
a class diagram and a sequence diagram [3];

1 https://chess.gallery/api/gameref.
2 Role-Playing Game.
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Fig. 1. Different tools used

– Java programming language to implement the different classes and the inter-
action between them and also the basic Artificial Intelligence algorithms [4];

– Junit as test framework for unit testing [13].

For the Awale AR Game we used:

– The game engine Unity for the game designing [14];
– C# as an object-oriented programming language to implement the game

mechanics [5];
– IKVM.NET to convert the Awale API source code from Java to C# [15];
– the most popular SDK for Augmented Reality, Vuforia [16]. It is a set of tools

to create AR applications for mobile terminals. Vuforia uses a computer vision
technology to identify the targets (2D or 3D dimension objects) in real-time.

This work was lead using the scrum sgile methodology. It had two main
parts: the modeling part and the development part. The aim of the modeling
part is to give a specific view of the system using UML diagrams such as class
diagram, use-case diagram and sequence diagram. After the modeling we started
the development phase. This latter has two parts: the API development and the
AR game development. For the implementation of the Awale API we use the
results from the modeling, especially the class diagram to implement in Java all
the classes, the attributes, the methods, and the relations between the different
classes. This API allows an easy implementation of an AI based player. Note
that, thanks to this ease, the Awale API was used for an Artificial Intelligence
contest, MAIC 2017 (https://mify-ai.com/maic2017/).

To develop the AR Awale Game, first we convert the API Java code using
IKVM.NET [15]. Then we obtain a dll package from the Jar package. Thus the
API can be used in Unity with the C# language. After importing the model and
3D graphic object of the game, we add the different features from Vuforia to
enable AR mode of the game and then implement the game mechanics.

https://mify-ai.com/maic2017/
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4 Modeling

Figure 2 shows the class diagram used to implement the Awale API.

Fig. 2. UML class diagram

This API had two important classes: Player and Board.
First let us focus on the class Board. This class has the attribute grid, an

array of integers, which contains the state of the board with the number of seed
by hole. The class Board has some interesting methods such as:

– initBoard() initialize the board game with a given number of seeds by hole;
– addSeed(choice, numP) adds one seed in each hole during the playing move

based on the hole choice chosen by the player numP ;
– firstPlayableHole(numPlayer) gives the first playable hole (from 0) on the

board with respect to the given player numPlayer;
– possiblePlay(i) is true the given hole i is playable and false otherwise;
– gridState() returns an object Board that represents the current state of the

board game.

The class Player has currently four attributes:

– numberOfPlayer, a class variable that contains the number of players;
– numPlayer, the identifier of the player in the game;
– score, the score of the player;
– name, the name of the player.

We now describe some methods of the class Player.

– alterScore(points) sets the score of the player to points;
– score() returns the current score of the player;
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– playerName() gives the name of the player.

Actually the class Player is an abstract class. In the game, one should
instantiate one of its sub-classes HumanPlayer and ArtificialPlayer. Note
that the class ArtificialPlayer has some methods such as minMax, maxValue,
minValue, bestScore to ease an implementation of AI based player by using
the classical Alpha-beta algorithm with customized heuristics.

Also to ensure that our API is totally functional we implemented and run
some unit tests.

5 Results

After the implementation and the different tests, we obtained a functional Java
API for Awale game. This API is open-source and is available at https://github.
com/Machine-Intelligence-For-You/Awale. By importing the Awale API in any
Java project, it is easy to develop any variant of Awale Game and associate it
to an intelligent agent.

Figure 3 shows a Graphical User Interface of the Awale game developed for
PC. It is developed in Java and was used for the first MIFY Artificial Intel-
ligence Contest (https://mify-ai.com/maic2017/). The source-code as well as
the best algorithms of the contest are available at https://github.com/Machine-
Intelligence-For-You/MAIC2017.

Fig. 3. PC game

We also realized an AR Awale game playable on iPhone and Android smart-
phone. Figure 4 presents the interface of the AR Awale’s Game. We use the fea-
tures of Vuforia knows as virtual buttons to interact with the board. Only the

https://github.com/Machine-Intelligence-For-You/Awale
https://github.com/Machine-Intelligence-For-You/Awale
https://mify-ai.com/maic2017/
https://github.com/Machine-Intelligence-For-You/MAIC2017
https://github.com/Machine-Intelligence-For-You/MAIC2017
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Fig. 4. AR game

mode Player vs AI is currently available. This AR Awale game is playable by
using a classical virtual reality headset.

A mobile Awale game (see Fig. 5) is also developed for smartphone under
Android OS. In its current version, the game supports Alpha-Beta algorithm
and has an implementation of AI algorithms developed by the first three winners
of the MAIC 2017.

Fig. 5. Mobile game

6 Conclusion

In this paper, we have introduced an open-source Awale Game Application Pro-
gramming Interface (API) for developers. The aim is to allow an easy imple-
mentation of the various variants of Awale. This API makes available to the
scientific community a set of functionalities to allow an easy implementation of
software agents for the Awale game. We also presented a PC Awale game, a
mobile Awale game, and an augmented reality Awale game, developed based on
this API. We do hope that the github repository of the Awale API (https://
github.com/Machine-Intelligence-For-You/Awale) will have more contributors
to improve its performance and functionalities.

https://github.com/Machine-Intelligence-For-You/Awale
https://github.com/Machine-Intelligence-For-You/Awale
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Abstract. The use of textual data has increased exponentially in recent years
due to the networking infrastructure such as Facebook, Twitter, Wikipedia,
Blogs, and so one. Analysis of this massive textual data can help to automatically
categorize and label new content. Before classification process, term weighting
scheme is the crucial step for representing the documents in a way suitable for
classification algorithms. In this paper, we are conducting a survey on the term
weighting schemes and we propose an efficient term weighting scheme that
provide a better classification accuracy than those obtening with the famous TF-
IDF, the recent IF-IGM and the others term weighting schemes in the literature.

Keywords: Vector space model � Classification � Text mining
Term weighting scheme

1 Introduction

In the recent years, web users generated a large amount of various and useful text
information. This textual data from Facebook, Twitter, Wikipedia, Blogs, and so one
can be analyzed to identify most informative comments, to get users’ opinions from
comments, to recognize a potentially spam content, etc.

Before classification, text documents must be represented in a way suitable for data
mining algorithms. Thus, several term weighting schemes (also called vector space
models) have been developed in the literature to improve the performance of text
classification algorithms. These techniques can be divided into two approaches,
unsupervised and supervised term weighting methods, depending on the use of the
class label in training corpus. The pioneer works are the unsupervised weighting
scheme, binary and the popularly-used TF-IDF [3]. The binary method tells when a
term appears in a document, and TF-IDF determines terms that are frequent in the
document, but infrequent in the corpus.

However, the traditional unsupervised weighting scheme is not really useful for text
classification tasks. As an alternative, various works have been done on weighting
models based on the known class label, including, the recent TF-IGM scheme [9]. TF-
IGM adopts a new statistical model to measure a term’s class distinguishing power. To
the best of our knowledge, it is the most efficient term weighting scheme.
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This paper challenges TF-IGM [9], and introduce a new and efficient supervised
term weighting scheme based on inertia contribution of document. Our weighting
scheme has the benefit because it affects positively the classification performance. The
experimental results show that our algorithm outperforms the famous TF-IDF, and the
recent and efficient TF-IGM.

The rest of the paper is organized as follows. Section 2 discusses related works. In
Sect. 3, we give the details of our proposition. In Sect. 4, we evaluate the performance
of our algorithm. Section 5 concludes the paper and gives some future works.

2 Analyses of Current Term Weighting Schemes

In the literature, various term weighting schemes have been proposed for text cate-
gorization (TC), and thus for optimizing the classifier accuracy. We have focused on
the limitations of TF-IDF [3] and TF-IGM [9] and others, which are respectively the
most used and the most efficient term weighting schemes.

We can explore the literature, through a simple example. Let’s consider the fol-
lowing corpus, denoted d:

Then, its dictionary is {‘blue’, ‘sky’, ‘bright’, ‘sun’, ‘today’, ‘can’, ‘see’, ‘shining’}.

2.1 Traditional Term Weighting Schemes

Traditional term weighting schemes are Binary (or Boolean), TF and TF-IDF weighting
[2], which are originated from information retrieval. As the weight of a term, the term
frequency (TF) in a document is obviously more precise and reasonable than the binary
value, 1 or 0, denoting term presence or absence in the document because the topic
terms or key words often appear in the document frequently and they should be
assigned greater weights than the rare words. But term weighting by TF may assign
large weights to the common words with weak text discriminating power.

To offset this shortcoming, a global factor, namely inverse document frequency
(IDF), is introduced in the TF-IDF scheme.

wðtjÞ ¼ tfij � log
N
df j

 !
ð1Þ

Table 1. An simple example of corpus d

Id document Document contain Class

d1 “The sky is blue” Negeative
d2 “The sun is bright today” Positive
d3 “The sun in the sky is bright” Positive
d4 “We can see the shining sun, the bright sun” Positive
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Where tfij denotes the frequency of term j in document i and N is the total number
of documents and dfj is the number of documents that contains the term j.

The weight is composed of two factors: the local factor TF (for Term Frequency)
metric that calculates the number of times a word appears in a document; and the global
factor IDF (Inverse Document Frequency) term is computed as the logarithm of the
number of the documents in the corpus divided by the number of documents that are
specific to the term. The basic idea of TF-IDF is to determine term weight that are
frequent in the document (using the TF metric), but infrequent in the corpus (using the
IDF metric).

The term frequency (i.e., TF) for sky in d1 is then 1. The word sky appears in two
documents. Then, the inverse document frequency (i.e., IDF) is calculated as
log 4

2

� � ¼ 0:301. Thus, the TF-IDF weight is the product of these quantities:
1 � 0.301 = 0.301.

The main drawback of TF-IDF is the fact that it unsupervised method; it does not
take into account the distribution of class label.

Since the traditional TF-IDF (term frequency-inverse document frequency) is not
fully effective for text classification. Several various of TF-IDF based on supervised
methods have been proposed in the literature. These variants introduce a new statistic
model: feature selection models to measure the term’s distinguishing power in a class.

2.2 Supervised Methods Term Weighting

By considering the deficiencies of TF-IDF, researchers have proposed supervised term
weighting schemes (STW) [4]. Otherwise, weighting a term by using an information
known by the classes. The distribution of a term in different category is described with
a contingency table shown in Table 2.

A denotes the number of documents belonging to category ck where the term tj
occurs at least once; B denotes the number of documents not belonging to category ck
where the term tj occurs at least once; C denotes the number of documents belonging to
category ck where the term tj does not occur; D denotes the number of documents not
belonging to category �ck where the term tj does not occur. The contigence table shows
that:

• if term tj is highly relevant to category ck only, which basically indicates that it is a
good feature to represent category ck , then the value of A

B tends to be higher.
• if the value of A

C is larger, which means that the number of documents where term tj
occurs are greater than the documents where term tj does not occur in class ck.

Table 2. The contingence table information

Class ck �ck
tj AA B
�tj CC D
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• if term tj is highly relevant to category �ck only, which basically indicates that it is a
good feature to represent category �ck , then the value of B

A: tends to be higher.
• if the value of B

D tends to be higher, which means the number of documents where
term tj occurs are greater than the documents where term tj does not occur in class �ck.

• The product of A
B and A

C indicates terms tj’s relevance with respect to a specific
category ck. On the other hand, the product of B

A and
B
C indicates terms tj’s relevance

with respect to a specific category �ck .

In [4], combining the term frequency and v2 statistic, authors introduce the TF-
Chi2 weight of term tj:

w tj; ck
� � ¼ tfij � N � A� D� B� Cð Þ2

AþBð Þ � CþDð Þ � AþCð Þ � BþDð Þ ð2Þ

In TF.Chi2, the weight of a term is specific to the ck category, i.e. it depends on the
contribution of the term in the ck category. But, the size of the positive class is often
smaller than that of the negative counterpart. The Chi2 statistic is limited in the case of
multi-class classification, because it is a bi-class schema, hence causes performance
loss of classifier. In addition to the drawbacks listed above, the terms informations in
the corpus have not been considered [3].

The Measure of Relevance and Distinction with the AD metric [5] is frequently
used as a criterion in the field of machine learning. It is based on the notion of
relevance of characteristic from the distribution of terms in the category ck. The more a
term contributes to the distinction of category ck , the higher its relevance is in ck. AD of
a feature tj toward a category ck can be defined as follows:

w tj; ck
� � ¼ A

B
� A
C
� A

B
� A
C
� B
A
� B
C

� �
ð3Þ

In AD metric, only the known information of the category is considered, it ignores
the contribution of the terms in the corpus [4] and constitutes a method to bi-class. In
the case of multi-class classification some category may not be taken into account
because are all group in ck.

The work in [6], proposed a term frequency based on weighting scheme using naïve
bayes (TF-RTF). It considered the binary text classification case (for a document, d,
and its label, ck, let ck ¼ 1 denote the positive class, and �ck ¼ 0 the negative one) and
calculated the weight of a term from the posterior probability of each class:

w tj; ck
� � ¼ Nu � log

M1uþ 1ð Þ
M0uþ 1ð Þ þ log

M0þ pð Þ
M1þ pð Þ

����
���� ð4Þ

Where Nu is the term frequency of a word wu in the document; M1u, M0u are the
term frequencies of wu respectively in the positive class and negative class; M1, M0 are
respectively the total term frequencies in the positive class and negative class;
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log
M0þpð Þ
M1þpð Þ, is the ratio of total term frequencies. Like all probability patterns, TF-RTF

can cause a loss of information in multi-class categorization.
As others proposed metrics, the Information Gain [7] of a given feature tj with

respect to class ck is the reduction in uncertainty about the value of tj when we know
the value of ck. The more Information Gain is high for a feature, the more important a
feature is for the text categorization. Information Gain of a feature tj toward a category
ck can be defined as follows:

w tj; ck
� � ¼ X

c� ck�ckf g

X
t� tj�tjf g

P tj; ck
� �

log
P tj; ck
� �

P ckð ÞP tj
� � ð5Þ

Where p ckð Þ is the fraction of the documents in category cover the total number of
documents, p tj; ck

� �
is the fraction of documents in the category ck that contain the

word t over the total number of documents. p tj
� �

is the fraction of the documents
containing the term tj over the total number of documents.

The work presented in [8] (TF-BDC), the relevance of a term in a category is
defined from the value of entropy. More the entropy is high, more it appears in several
categories, and less discriminating they are. However, higher the concentration of the
feature in a ck category is, more important its discriminating power is. Conversely, a
term with a more or less distribution uniform in the different categories has often-
smaller entropy.

w tj; ck
� � ¼ 1þ

P cj j
k¼1

p tjjckð ÞP cj j
k¼1

p tjjckð Þ log
p tjjckð ÞP cj j
k¼1

p tjjckð Þ
log Cj jð Þ ð6Þ

With p tj; ck
� � ¼ f tj;ckð Þ

f ckð Þ , where f tj; ck
� �

denotes the frequency of term tj in category

ck and f ckð Þ denotes the frequency sum of all terms in category ck.

Example: in Table 1, the term “sky” has an entropy more higher than the term “sun”,
but “sun” has a higher discriminant power because it is specific to the category
“positive”.

Like all feature selection methods, TF-BDC ignores the contribution of terms in the
document collection.

In order to overcome the shortcomings of the bi-class schemes, Chen and al.
propose Inverse Gravity Moment –TF-IGM [9] in order to explore both the contribution
of terms in the classification and the provision of information in corpus. It is defined by:

w tj; ck
� � ¼ tfij � 1þ k � igm tj

� �� � ð7Þ

Where 1þ k � igm tj
� �

denotes the igm based global weighting factor of term tj in
document di, and k� 5; 9½ � is an adjustable coefficient for keeping the relative balance
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between the global and the local factors in the weight of a term. The igm tj
� �

is defined
as follows:

fj1Pm
r¼1 fjr

ð8Þ

Where the frequency fjr (r = 1, 2, …, m) usually refers to the class-specific doc-
ument frequency of the term and fj1 the maximal frequency of the term of the class m
(sort in descending order). TF-IGM is a supervised term weighting system (STW) be-
cause the global IGM weighting factor depends only on known class information, and
the contribution of terms on the corpus is ignored.

Like all the supervised methods studied in this paper, only class information is used
to determine the overall factor. However, the relevance of a document di depends on its
position relative to the center of gravity Gi. Hence the importance of the terms that
constitute it.

3 Our Proposed Term Weighting Scheme: TF-ICD

In this section, we propose a so-called ICD (inertia contribution document) model to
measure the class distinguishing power of a term and then put forward a new term
weighting scheme, TF-ICD, by combining term frequency (TF) with the ICD measure.

3.1 Problem Definition and Motivations

Let d be a set of labeled documents di; in which class is of a finite number of discrete
symbols, each representing a class of the classification problem to be addressed.
A document di is represented as a vector of terms di ¼ ft1i; . . .; trig where r is the
cardinality of the dictionary ft1; . . .; tng, and 0\tij\1 represents the contribution of
term tj to the prediction of class. Thus, di is represented by a matrix tij. Non-zero tij
indicates that term tj is contained in di.

The aim of our proposition is to transform the initial corpus d into matrix tij such as
tij outperforms the state-of-the-art term weighting scheme by giving better classifier
accuracy:

tf � icdðdÞ ¼ matrix tij=f : fT1; . . .; Tng ! class is better:

Where icd represents our statistical model that measures the information quantity of
a document, which reflects the term’s class distinguishing power.

3.2 Analyzing the Discriminating Power of a Document

From the multidimensional statistical models a corpus can be presented as an
individual-variable as described in the Fig. 1.
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Where I is all individuals (documents), J is set of variables (terms), and tij is
frequency of the term j in the document i.

By replacing the contingency table with the probability table, we obtain (Fig. 2):

From its average conditional distribution (f:jn likelihood of using the tj term). The
higher the independence gap, the lower its weight is and its high inertial contribution
k dið Þ.

3.3 Inertial Contribution of a Document–ICD

The inertial contribution is the amount of information that a document provides in a
corpus, it depends on the product of two measures: (i) the weight of a document di;
(ii) and its difference to independence.

The weight of a document is the probability of obtaining the document di belonging
to the category ck and is defined by

f i
n
: ð9Þ

Fig. 1. Matrix tij=f: T1; ::; Tnf g

Fig. 2. Matrix fij=f: T1; ::; Tnf g
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The relevance of a document relies to its distance to the origin of the center of
gravity described in Fig. 3.

d2i2 i;GIð Þ ¼
Xj¼J

j¼1

fij � f:j
� �2

f:j
ð10Þ

We thus obtain the inertia contribution of a document di in the corpus, defined by

kðdiÞ ¼ fi:
n
:
Xj¼J

j¼1

fij � f:j
� �2

f:j
ð11Þ

The Table 3 presents the inertia distribution by categories and by term.

Fig. 3. Distance of a document from the center of gravity.

Table 3. Intrtia distribution by categories and by term

Class c1 c2 … ck
kðckÞ

P
di�c1

kðdiÞ
P
di�c2

kðdiÞ …
P
di�ck

kðdiÞ
kðtij�dÞ

P
di�c1f g

kðdiÞ
P
di�2f g

kðdiÞ …
P
di�kf g

kðdiÞ
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ICDðtj; ckÞ ¼ log2 1þ
P

di�ckf g tij 6¼0f g kðdiÞ
Nj

 !
ð12Þ

Where
P

di�ckf g tij 6¼0f g kðdiÞ is the sum of the inertia of documents di of category ck

containing tj and Nj is the number of documents di of category ck containing tj.

3.4 Term Weighting by TF-ICD

The weight of a term in a document should be determined by its importance in the
corpus and its contribution to text classification, which correspond respectively to the
local and global weighting factors in term weighting. A term’s contribution to text
classification depends on its class distinguishing power, which is reflected by its
contribution of documents inertia. Higher the inertia is, greater term weighting is
important. This last can be measured by the ICD metric.

Hence, instead of the traditional IDF factor, a new global factor in term weighting is
defined based on the ICD metric of the term, as shown in (12). Therefore, the TF-ICD
weight of term tj in document di is the product of the TF-based local weighting factor
and the ICD-based global weighting factor, i.e., wðtj; ckÞ ¼ tfij � ICD tj; ckð Þ, which is
expressed as (13).

wðtj; ckÞ ¼ tfij � log2 1þ
P

di�ckf g tij6¼0f g kðdiÞ
Nj

 !
ð13Þ

4 Experiments

4.1 Datasets

In order to evaluate the performance of the proposed method, we used the Spam
collection [10]. In data preprocessing, all words are converted to lower case, punctu-
ation marks are removed and we used stop lists and no stemming algorithm.

The sms spam collection is composed by 4,827 legitimate messages and 747
mobile spam messages, a total of 5,574 short messages. Table 4 shows its basic
statistics.

Table 4. Basic statistics.

Class Amount %

Hams 4,827 86.60
Spams 747 13.40
Total 5,574 100
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4.2 Results

After applying our term weighting scheme, we have tested three well-known data
mining algorithms on the transformed corpus. Table 5 shows the effectiveness of our
term weighting algorithm for text classification. The classification accuracies obtained
by successively applying SVM, DT and LR algorithms on our term weighting repre-
sentation are better than those obtained on TF-IDF and TF-IGM.

5 Conclusion and Perspectives

In this paper, we studied the term weighting scheme issue. We proposed an efficient
term weighting scheme based on inertia contribution of a document.

The test results of text classification show their convincible efficiency. We plan in
our future work to conduct our algorithm on others benchmarks data sets.
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Abstract. Animated conversational agents (ACA) are intended to be used to
establish a relationship and communication between human and machine. In
order to make credible interactions, one of important elements is to equip them
with a personality that will be able to vary their behavior and social attitudes in
the image of the human. This article presents the concepts and tools of per-
sonification of the machine for simulating mood and personality influence in
other recognition systems of emotion.

Keywords: Emotion � Personality model � Recognition systems

1 Introduction

Nowadays the machines occupy a preponderant place in our daily lives. The study
presented in [1] thus demonstrates that the social rules governing human-machine
interactions are identical to those between two humans. While Bledsoe’s dream [2] of
seeing computers befriend individuals is still a long way off, many efforts are being
made to give these machines around us a typically human look and feel. This phe-
nomenon is called personification. There are two key elements to consider: emotion
and personality. The role of emotions is no longer to be proven since Picard’s founding
book on Affective Computing [3]. Personality, for its part, can be defined as “the set of
attributes, qualities and characteristic that distinguish the behaviour, thoughts and
feelings of individuals” [4].

Miller et al. [5] show that the combination of personality and emotions, but also
motivation and culture, plays an important role in behavior by influencing decisions.

In this article, we will attempt to propose a model for simulating the links between
mood, personality and emotions. We present in Sect. 2, a survey about systems
implementing personality models. Section 3 presents the personification of ACA by
highlighting the modeling of emotions and personalities. An application of mood and
personality impact on emotion using algebraic representation of emotional states and
Five Factors Model (FFM) in Sect. 4. Section 5 concludes the paper.
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2 Survey About Systems Implementing Personality Models

There are many computational models that simulate both emotions and personality.
SCREAM [6] is one of those model where the personality will impact the regulation of
emotions, especially the speed at which they decrease. André et al. [7] have various
agents capable of expressing emotions and endowed with personality. This personality
intervenes in the choice of the emotional responses of the agent, and the tone given to
the speech. This impact on the agent’s choices and decisions is also proven in a military
scenario involving a team of two soldiers with distinct personalities. Their reactions to
an identical event are then completely different: in the event of enemy fire, one will
retreat while staying under cover while his teammate remains frozen [7].

The survey presented in [8] emphasizes that majority of existing models are based
on the OCC model of emotions [9] and on the OCEAN model [10] to model per-
sonality. In this model, each individual is characterized by five distinct traits: Openness,
Conscientiousness, Extraversion, Agreeableness and Neuroticism. In this same article,
McCrae and Costa also apply to demonstrate the influence of these five traits on
emotions, expressing for example the link between neuroticism trait and the propensity
of an individual to feel negative emotions, such as anxiety, anger or depression.

Among computational models of emotions and personality that exist, two of them
have particularly drawn our attention. The first, Alma [11], has the advantage of
detailing the relationships between emotions, mood and personality. The proposed
representation of emotions on a three-dimensional axis also makes it possible to
observe evolution of emotional state and the dynamics implemented. The second
computational model is FAtiMA [12]. FAtiMA is structured around a modular archi-
tecture to add or modify phenomenons such as culture or empathy in the process of
triggering emotions of the agent. It also allows the management of goals and reaction
strategies based on the intrinsic needs of the agent.

Regarding the conversational agent GRETA [13], works has already been done to
try to model the personality. This research aims to improve the listening behavior of the
agent [14] and more precisely the feedbacks made by the latter. A link is thus made
between feedbacks frequency and extraversion trait but also between neuroticism trait
and the feedbacks type made. An exuberant agent will thus act more often and will tend
to imitate the gestures of the user with whom he is talking. Based on Eysenck’s PEN
model [15], this work focuses more specifically on the expressiveness of the virtual
agent and not on the influence of the personality on the triggering of emotions.

In summary, although many models demonstrate personality influence on specific
points, there is not, to our knowledge that models both the impact of personality on
emotions, mood and the needs of an agent.

3 ACA Personification

We first present the way in which emotion is modeled and triggered in order to
highlight the points of personality influence.
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3.1 Survey About Emotion Modeling

Numerous studies have shown that modelling and sensing emotions can improve
human-machine dialogue systems. Indeed, to study emotions in real contexts, a lot of
research has been done to propose an annotation and validation protocol. So far there is
not a unified model for representing emotions. “The richness of these data makes their
classification extremely complex,” according to Laurence Devillers. In fact the anno-
tation is to find robust indices at different language levels: prosodic, lexical and dia-
logical, to identify emotions in verbal exchanges.

EARL (Emotion Annotation and Representation Language)
The Emotion Representation and Annotation Language EARL [16] has been proposed
to allow the exchange of emotional data and the reuse of resources. it is a language for
the representation of emotions based on XML. This language uses a variety of rep-
resentations to describe the emotions, one finds the categorical description, the
dimensional description and the description cognitive evaluation which allows the user
to choose the suitable representation. Also The possibility of linking one representation
to another makes the format usable in heterogeneous environments or there is a variety
of representation of emotions.

However, this language does not allow to express the semantic and pragmatic
nuances of emotions, and does not take into account elements that can have a signif-
icant impact on emotions, information that concerns the person in question (his social
environment, his culture, his objectives …).

Emotion Markup Language EmotionML
Established by the World Wide Web Consortium (W3C) Emotion Markup Language
Working Group (EmotionML) 1.0, released its first report describing a language
designed to be usable in a wide variety of technological contexts all in taking into
account concepts from the human sciences [17]. The purpose of this language is to
allow the expression of emotions via the XML language. Indeed tag language can
represent and process the emotional data. Thus, it allows to annotation of different
emotional states. Which allows interoperability between the different components of a
multimodal system.

This language is not specific to a model and an approach, it is quite simple, and it
defines the tags (<category>, <dimensions>, <appraisals>), since it uses the vocabulary
defined in the literature of emotions for the representation of emotional states.

EMMA (Multimodal Annotation Markup Language)
EMMA is a mark-up language for multimodal annotation. It is part of the W3C
standards for multimodal interactions [18]. It is used by the systems to make the
semantic representations of the varieties of information collected in input (speech,
gestures, link …) to integrate them within a multimodal application. On the other hand
EMMA does not standardize the representation of the incoming data of interpretations
of the users and does not make it possible to define the annotated notions. Also this
language is mono devices and more oriented towards the entries than towards the
outlets.
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Algebraic Representation of Emotional States
This is a multidimensional model based on the algebraic representation of emotions in a
vector space [11]. Each emotional state corresponds to a vector in a space with n
dimensions, each of which represents a basic emotion. Thus each emotion is described
by a vector formed of n components expressed in a base with n axes where each axis
represents a base emotion. This allows both to represent an infinity of emotions because
the model is a continuous model and secondly to offer high-performance mathematical
tools for the analysis and treatment of these emotions. It is this representation that we
use in this article.

3.2 Personality Modeling

The personality psychology covers a broad field of study because the concept of
personality can be approached on different levels: the level of the human species, the
level of inter individual differences and that of the behaviors peculiar to an individual
[19]. By focusing on the last two levels, two approaches stand out: “trait” approaches
and “socio-cognitive” approaches. Personality traits describe a person. Several models
of behavior are based on personality and its description as an interactive and dynamic
system bringing together some psychological factors. A personality model must be as
complete as possible in order to consider the complexity and dynamics of the human
personality, emotions, cognitive abilities, etc. For example, Eysenck’s PEN model
characterizes personality by only 3 dimensions: extraversion (E), neuroticism (N) and
psychoticism (P) (Eysenck and Eysenck, 1985). As for Silvermann, he characterizes the
personality of Leaderships by 7 traits inspired by Hermann’s model. The PERSEED
model is a self-based personality model for artificial companions. The PERSEED
model is based on various works in psychology dealing, on the one hand, with the
socio-cognitive approach of personality and, on the other hand, with models of self-
regulation. A full description of the model and its theoretical foundations can be found
in Faur et al. But the most used model in the field of individual differences, in psy-
chology as in affective computing, is the Five Factors Model (FFM) [10]. The FFM
model is based on five personality factors, which are also called the Big Five. These
five factors are: Openness to Experience, Consciousness, Extraversion, Amenability,
and Neuroticism. These traits, as a whole or in particular, are very often used to
computerize personalities. Big Five are used to influence motivation and goal selection
[6]. They are also used to influence the emotional behavior of virtual entities [7] as well
as verbal or non-verbal behaviors during conversation [8].

To determine these affective terms, we rely on the work of Gebhard [20] who
defines eight “attitudes” (see Table 1) according to their positions on a three-
dimensional axis PAD (Pleasure, Arousal, Dominance) [21]. Our model therefore takes
these eight attitudes and automatically calculates their correspondence with the per-
sonality traits of OCEAN model according to the Mehrabian mapping cited in [10].
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4 Personality Impact on Emotion

4.1 Personality Impact on Mood

We have seen that mood represents an overall emotional state that is distinguished from
emotions by its lower intensity and longer duration [20]. It can be represented by a
valence whose value ranges from −10 for a negative mood to 10 for a positive mood.
However, the initial mood of the agent is neutral. To model the influence of personality
p on this initial mood, we are therefore inspired by the work of Russell et al. presented
in [20]. These authors have indeed shown that the dimension of pleasure but also of
dominance and arousal (arousal) determines the mood of an individual. The article also
reports a greater influence of pleasure compared to excitement, dominance playing only
a minor role. To represent this phenomenon in a model, the following formula is used:

Mood pð Þ ¼/ � valence pð Þ þ b � arousal pð Þ þ c � dominance pð Þ ð1Þ

/ [ b [ c

In order to obtain the moods indicated in Table 2, we have fixed the following
values (The weighting given to the pleasure dimension is greater than that of excitation,
itself greater than that of dominance): a = 8, b = 4 and c = 21 (these values were
chosen heuristically, other values might be appropriate to specify different moods). An
exuberant agent is therefore endowed with a strongly positive initial mood, unlike a
disdainful agent. The mood will then fluctuate during the interaction depending on the
emotional charge of the events perceived by agent.

Table 1. Correspondence attitudes/OCEAN model

Table 2. Correspondence personality/default mood

Attitude Mood

Anxious −3
Disdainful −4.9
Dependent 4.9
Docile 1
Bored −7.1
Exuberant 6.9
Hostile −1.1
Relaxed 3
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We propose moreover in the model to modify the function of decay of the mood so
that it returns naturally to its value by default if no event coming to modify the
emotional state does not appear in the environment. For this, we relied on the ALMA
model by proposing a similar decay function [11].

4.2 Mood Impact on Emotion

In order to determine the true impact of mood, our model represents the emotions
studied by a set of categories. Let E = {e1, e2, …, em} be the set of emotional cate-
gories studied by the system. The emotional state in our model at time t is represented
by the vector e (t):

e tð Þ ¼

e1 tð Þ
e2 tð Þ
:
:

em tð Þ

0
BBBB@

1
CCCCA
8 j 2 1; m½ �; ej 2 0; 1½ � ð2Þ

ej = 1 maximum intensity of emotion; ej = 0 absence of emotion.
Emotions are characterized by the following elements: - stable state: emotional

intensity of the agent under no influence - Activation threshold: minimum intensity
from which the agent feels the emotion - Function of weakening: evolution of the
emotional intensity of the agent to reach its stable state.

The mood mainly affects the weakening of emotion. When it is positive, it accel-
erates the weakening of emotions, and slows them in the opposite case. The formula
used in our model is as follows:

Is e (t’) the emotional state calculated at instant t’.
Weakening of ej(t’) at instant t (t > t’):

dj Dð Þ ¼
ej t0ð Þ if D ¼ 0
gj t0 þDð Þ if Tj
stable state if D� Tj

8<
: [D[ 0

D ¼ t � t0

Tj: weakening time to reach steady state
gj is defined so that dj Dð Þ to be continuous and decreasing monotonous
We speak of linear weakening when mood is negative and exponential in the

opposite case. The following formulas allow to implement them in our model.
Exponential weakening

dj Dð Þ ¼ ej t0ð Þ � e�b�D if Tj [D� 0
stablestate if D� Tj

�
ð3Þ
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Linear weakening

dj Dð Þ ¼ �b � Dþ ej t0ð Þ if Tj [D� 0
stablestate if D� Tj

�
ð4Þ

b is defined according to personality and emotional category ej.

4.3 Personality Influence on Emotion

Our model is based on OCC theory [9] to calculate emotions. These are defined and
characterized by threshold values (threshold) ranging from 0 to 10. The threshold value
characterizes the minimum intensity that an emotion must reach to be felt.

In order to visualize this impact of personality on emotions, we define the per-
sonality by n dimensions represented by variables whose value is in interval [−1, 1].
The personality is represented by a vector with n factors with two opposite poles
(positive and negative)

p ¼

p1
p2
:
:
pn

0
BBBB@

1
CCCCA
8 i 2 1; n½ �; pi 2 �1; 1½ � ð5Þ

pi = 1 maximum presence of positive pole of the factor
pi = 0 absence of the factor
pi = −1 maximum presence of negative pole of the factor.

The impact of personality is defined by the product of personality factors and
emotional categories considered. In our model, this makes it possible to obtain the
following matrix M.

Mn * m: influence of personality factor on emotional categories

M ¼
f p1; e1ð Þ . . .:: f p1; emð Þ

� � �
� � �

f pn; e1ð Þ . . .:: f pn; emð Þ

0
BB@

1
CCA ð6Þ

8 i 2 [1, n] et j 2 [1, m], f (pi, ej) 2 [0, 1] 8 pi 2 [−1, 1]
f (pi, ej): influence of factor pi on categories ej.
Let Sj the sensitivity of personality factors studied by recognition system on a given

emotional category. It is expressed by the following formula

Sj ¼
Pn

i¼1 f pi; ej
� �

card f pi; ej
� �� �

i¼1;n
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5 Conclusion and Perspectives

In this article, we have proposed a computational model to simulate personality
influence on emotions and the impact of mood on the weakening of emotions. This
model was developed to allow non-experts to simply determine the personality of an
agent in a recognition system implementing OCEAN personality model. Many
improvements can however be envisaged. For example, adding an emotional intelli-
gence module to the architecture would allow the agent to express positive emotion
while being in a bad mood to comply with sociocultural norms. The continuation of the
work beginning in [20] is also envisaged, in order to model the impact of the per-
sonality on the different expressivity parameters.
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Abstract. The goal of feature selection is to reduce computation time, improve
prediction performance, build simpler and more comprehensive models and
allow a better understanding of the data in machine learning or data mining
problems. But the major problem nowadays is that the size of datasets grows
larger and larger, both vertically and horizontally. That constitutes challenges to
the feature selection, as there is an increasing need for scalable and yet efficient
feature selection methods. As an answer to those problems, we present here two
effective parallel algorithms developed on Apache Spark, a unified analytics
engine for big data processing. One of them is a parallelized algorithm based on
the famous feature selection method called mRMR. In the second algorithm we
propose a totally novel metric to select the more relevant and less redundant
features. To show the superiority of that algorithm we have created its cen-
tralized version that we have called CNFS_Spark.
Experimental results demonstrate that our algorithms achieve a great per-

formance improvement in scaling well and take less time than classical feature
selection methods.

Keywords: Feature selection � Parallel computing � Apache spark
mRMR � Novel method � Big data � Large scale � High dimensional

1 Introduction

Feature selection has been successfully applied for years as a preprocessing step and
has become an active research field in pattern recognition, statistics, and data mining
communities.

In supervised learning, the main goal of feature selection is to choose a subset of
input variables that produces higher classification accuracy by eliminating features with
little or no predictive information. Feature selection can also significantly reduce the
learning time of classification.

Feature selection methods are commonly categorized into filter, wrapper and
embedded approaches [1].
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In the wrapper methods a subset of features is ranked by the prediction performance
of a classifier on the given subset [1]. The Wrapper methods are computationally
expensive and over fit on small training sets.

Embedded methods perform feature selection during the modeling algorithm’s
execution [1]. These methods are thus embedded in the algorithm either as its normal or
extended functionality. Embedded methods select features based on criterions that are
generated during the modeling algorithm’s execution. The chosen features are sensitive
to the structures of the underlying classifiers.

Filter methods rely on in various statistical tests to evaluate and select features
without involving any mining algorithm [1, 2]. The subset selection procedure is
generally a pre-processing step. In our studies we have focused on the filters methods
because they offer better computational complexity for datasets having large number of
features.

But generally, classical feature selection algorithms are designed to run on a single
machine and are not adapted for big-data problems [3]. In fact, algorithms do not scale
well when dealing with very large datasets and their efficiency significantly
downgrades.

Distributed computing techniques such as MapReduce [3] along with its open-
source implementation Apache Hadoop can be a solution to solve this problem.

But the MapReduce parallel programming with Apache Hadoop is not suited for
the feature selection because MapReduce programming model reads and writes from
disk [4]. As a result, it slows down the processing speed. Spark is lightning fast cluster
computing tool because of reducing the number of read/write cycle to disk and storing
intermediate data in memory. That explains our preference for apache spark.

On that basis we have developed two novel, parallel and scalable feature selection
algorithms named respectively PSFS-mRMR (for Parallel Spark Feature Selection
method based on mRMR) and PNFS_Spark (Parallel Neighbor Feature Selection based
on Spark) on the Spark framework.

The results that we obtained show that the parallelized methods outperform the
centralized ones, in terms of scalability and efficiency which shows that parallelization
is better than centralization.

The remainder of this paper is organized as follows:

Section 2 discusses related works.
Section 3 consists of defining the problem.
Section 4 presents the classical mRMR feature selection method.
Section 5 gives the metrics we used in our proposal.
Section 6 deals with the presentation of our methods.
Section 7 describes the experiments.
Section 8 consists of analyzing the experiment results.
Section 9 concludes the paper and gives some future works.
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2 Related Works

Filter methods are kind of feature selection methods that attempt to assess the
importance of features statically according to a heuristic scoring criteria without any
particular classifier. Many filter methods are based on information theory specifically
mutual Information but are centralized and do not scale well when dealing with big
data. They must be parallelized to gracefully scale with larger datasets [5]. So, in this
section we will discuss parallel approach of filter methods that have been proposed to
decrease the training time and produce better accuracy.

In [6] authors implement on Apache Spark, a generic feature selection framework
that includes a broad group of well-known information theory-based methods like
mRMR. The experimental results demonstrate that this framework handles efficiently
large-scale data and outperforms the sequential version.

Authors in [7] propose a package named mRMRe that extends mRMR by using an
approach to better explore the feature space and build more robust predictors. In
mRMRe, the main functions are implemented and parallelized in C using the openMP
Application Programming Interface. mRMRe provides less learning time and can
identify genes more relevant to the biological context and may lead to richer biological
interpretations.

The work in [8] is a combinaison of ReliefF and mRMR consisting on two-steps:
apply ReliefF on the first stage to find a candidate subset of gene and then use mRMR
method for reducing redundancy and selecting an effective set of gene from the can-
didate subset. The experimental evaluation demonstrates the effectiveness of this
algorithm.

In [9], a parallel version of mRMR called fast-mRMR is proposed to overcome the
computationally expensive of mRMR. Authors provide a package with three imple-
mentations of this algorithm in several platforms, namely, CPU for sequential execu-
tion, GPU (graphics processing units) for parallel computing, and Apache Spark for
distributed computing. The experimental results show that fast-mRMR outperforms the
original version of mRMR and show a clear improvement when using the parallel and
distributed versions over the sequential one.

In [10], authors reimplement four popular feature selection algorithms including
RELIEF-F, InfoGain, CFS and SVM-RFE in Weka. Multithreaded implementations
previously not included in Weka as well as parallel Spark implementations were
developed for each algorithm. Experimental results obtained from tests on real-world
datasets show that the new versions offer significant reductions in processing times.

In [11], authors, present a completely redesigned distributed version of the popular
ReliefF algorithm based on the novel Spark cluster computing model called DiReliefF.

But the proposed algorithms in the related work include iteratively one or many
features into the feature’s subset to return. So the number of onward and backwards
movements between the workers and the driver increases according to the number of
features to select. This can lead to high communication and synchronization costs
between the workers and the driver.
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In what we propose, the score of each feature is calculated by the workers and sent
once to the driver that selects the best features in one pass. That leads to less learning
time while keeping a good accuracy.

3 Problem Definition

Our work concerns the binary classification problems. c 2 {0, 1} denotes the class
label. Let F be the input set of attributes f1; ::; fnf g and I an instance represented by a n-
dimensional vector v1; ::; vnð Þ, where vj represents the value of the attribute fj in I and n
the number of features which can be large. J S0;Dð Þ is the objective function that
measuring the quality of a subset S0 of S using the data D. If J S01;D

� �
[ JðS02;DÞ, it

means that the subset S01 is better than S02.
So in this work, we proposed a high-dimensional filter method: PSFS-mRMR for

Parallel Spark Feature Selection method based on mRMR (Minimum Redundancy and
Maximum Relevancy) and another one called PNFS_Spark (Parallel Neighbor Feature
Selection based on Spark) using the unified analytics engine for big data processing
Apache Spark to implement them.

4 The Classical MRMR

mRMR (minimum Redundancy and Maximum Relevance) is an algorithm frequently
used to rank features based on their relevance to the label class, and, at the same time,
the redundancy of features is also penalized. The goal is to find the maximum
dependency between a subset F’ of features, and the class label l, using mutual
information (MI) [12].

Let fi and fj be two features in F. MI fi; fj
� �

is the mutual information between fi and
fj. MI l; fið Þ stands for the mutual information between the class label l and fi.

The redundancy between features in F, is determined by

QI Fð Þ 1

Fj j2
X

fi;fj2F
MI fi; fj

� � ð1Þ

The relevance of the features in F with the class label l is given by

RI Fð Þ 1
Fj j

X

fi2F
MI l; fið Þ ð2Þ

Determine the best subset of features F* in F, which contains maximally relevant
and minimally redundant features consist of optimizing (1) and (2) as follows:

F� ¼ argmaxF0�F RI Fð Þ � QI Fð Þ½ � ð3Þ
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5 Ours Proposals

• PSFS-mRMR

Many authors demonstrate that [13] SVMs (support vector machines) with simple
feature rankings are effective on datasets. That’s why, in our proposal PSFS-mRMR,
we rank the features using a combination of [14] SVM and mRMR for better results.
Let b 2 0; 1½ � determines the tradeoff between SVM ranking and mRMR ranking. The
relevancy RF,i of feature fi in the F set in classification is given by

RF;i
1
Fj j

X

l

MI l; fið Þ ð4Þ

And QF,i the redundancy of feature fi in the set F in classification is computed as
follows

QF;i
1

Fj j2
X

fi;fj2F
MI fi; fj

� � ð5Þ

Let xi represents the SVM weight of the attribute fi.
For i-th feature, the ranking measure di is calculated as follows

di ¼ b xij j þ 1� bð Þ RF;i

QF;i
ð6Þ

• PNFS_Spark

In the PNFS_Spark we propose a novel metric called me that represents the median
value of the relevance with the class label l. In fact, the median gives a satisfactory idea
of the general tendency of a statistical serie (F set in our case). The outliers of the
variable that might be in the series do not influence it.

Let n be the number of features in F and e a number given by applying the formula
below if n is pair:

e ¼ nþ 1ð Þ=2

or

e ¼ n/2þ n/2þ 1ð Þ=2

if n is impair.
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me is obtained by:

me ¼ RF;e ð7Þ

where RF,e represents the relevance of e-th feature.
If the mutual information between 2 features fi and fj is greater than the median then

fi is considered a neighbor of fj. The score of the feature fi is given by multiplying its
relevance RF,i with its number of neighbors.

6 Our Algorithms

Our proposed algorithms, called respectively PSFS_mRMR and PNFS_Spark are
feature selection methods that we base on Spark, an open-source distributed cluster-
computing framework.

In this section we describe how our algorithms perform.
Let S be the input dataset (composed of n attributes and m instances) and K the

number of attributes that must be returned. Let b be a ratio between SVM ranking and
mRMR ranking (in the case of PSFS_mRMR), and x the number of partitions for the
dataset. F represents the space of attributes. The output S’ is the subset of S constituted
of K features that have the maximal di scores.

PSFS_mRMR method follows seven steps:

Step 1: create x partitions of features
1. Construct labels={ ,.., } the set of the class la-

bel in each instance. 

2. Construct vals ={{ ,.., }, i=1 to n } 

vals represents the values of each attribute fi of

instance Ij: 
3. Construct x subspaces of features SFt, t = 1..x from

the space of feature F. 

4. Construct x subspaces subt of {{ ,.., },  i SF} 

5. Send each subt to a worker (between the x workers).
Step 2: Combine features by two with class labels

On each worker t:
6. Map each attribute fi with each other attribute fj in 

F as follows:

fi=>{ fi, { ,.., }, { ,.., } , { ,.., }} 

1l ml

1
iv

i
jv

m
iv

1
iv

m
iv

1
iv

m
iv

1
jv

m
jv 1l ml
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We call the set {fi, { ,.., }, { ,.., }, { ,..,

}, i=1 to n, j=1 to n and j } rdd2. 

Step 3: calculate the mutual information among the
features and the relevance of each feature

In this step, we use each element of rdd2 to calculate 

mutual information between each feature fi and another 

feature fj of F. We compute also the relevance Ri (mutual 
information with the class label) of fi. We proceed as 
follows:

For each element e rdd2

7. rdd [(fi, , Ri)] = mapToPair (e=>{ fi, , Ri })

= MutualInformation ({ ,.., }, { ,.., })

Ri= MutualInformation ({ ,.., }, { ,.., }) /n

where is the class label in the instance Ik.. 

End For each
The set constituted of each attribute fi, mutual infor-

mation between fi and another attribute fj and the rele-
vance Ri between the class label and fi will be called 
rdd3.

Step 4 : aggregate the mutual information for each 
feature by summing them.

Calculate the redundancy of each feature fi by summing
its mutual information with other features. A set consti-

tuted of {fi, , Ri}, where fi is the feature, 

the sum of mutual information between fi and the other fea-
tures and Ri the mutual information between fi and the 
class label, is then obtained. This set is called rdd4.
This is done as follows:

For each element (fi, , Ri) rdd3

8. rdd [(fi, , Ri )]= reduceByKey (_+_)

=

End Foreach
Step 5: for each feature, compute the SVM weight

In this step compute for each feature fi its SVM 

weight as follows:

For each fi F 

1
iv

m
iv

1
jv

m
jv 1l ml

ijM

⊂
ijM ijM

ijM 1
iv

m
iv

1
jv

m
jv

1
iv

m
iv 1l ml

ijsumM

ijM

ijsumM

ijsumM ∑
=

n

i
ijM

1
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where =SVMWeight(F)

End For each

Step 6: for each feature, compute the rapport  be-
tween relevance and redundancy 
Determine for each feature fi its score , which repre-

sents a tradeoff between the redundancy and the relevance 

of fi. Send scores to the master. 

This is done as follows:

For each element (fi, , Ri) rdd4

10.rdd [(fi, )]= mapToPair ({fi, , Ri } =>{fi,
})

Qi= /(n*n);

=β + +((1-β)* (Ri /Qi));

/* is the SVM weight of attribute fi*/

End For each

11.Workers send scores to the master

Step 7: Choose the best features in F
Master collects, orders and returns the K attributes

that obtained the highest scores. This is done as 

follows: 
On the master: 
12.Collect and take ordered 
13.Return S’: optimal subset of K features in S with 

highest scores .  

ijsumM

ijsumM

9. rdd [(fi, )]= map (fi =>{ fi, })

For PNFS_Spark:
PNFS_Spark algorithm follows seven steps:

Step 1: create x partitions of features
1. Construct labels={ ,.., } the set of the class la-

bel of the different instance in S.

2. Construct vals={{ ,.., }, i=1 to n } 

vals represents the values of each feature fi in each 

instance Ij: 

1l ml

1
iv

m
iv
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4. Construct x subspaces subt of {{ ,.., },  i SF} 

5. Send each subt to a worker.
Step 2: Combine features by two with labels

On each worker x:
6. Map each attribute fi with each other attribute fj in 

F as follows: 

fi=>{ fi, { ,.., }, { ,.., } , { ,.., }} 

We call the set {fi, { ,.., }, { ,.., }, { ,..,

}, i=1 to n, j=1 to n and j } obtained rdd2. 

Step 3: calculate the mutual information between 
features and the relevance of each feature

In this step, we use each element of rdd2 to calculate 

mutual information between each feature fi and another 

feature fj of F. We compute also the relevance Ri (mutual 
information with the class label) of fi. We proceed as 
follows:
For each element e rdd2

7. rdd [(fi, , Ri)] = mapToPair (e=>{ fi, , Ri })

= MutualInformation ({ ,.., }, { ,.., })

Ri= MutualInformation ({ ,.., }, { ,.., }) /n

where is the class label in different instances. 

End For each
The set constituted of each attribute fi, mutual infor-

mation between fi and another attribute fj and the rele-
vance Ri between the class label and fi will be called 
rdd3.

Step 4 : calculer la valeur medianne de la relevance 
des attributs avec l’etiquette de classe.

Calculate Rfe the median value of the set of values of
relevance Ri. 
Let fe be the index of the median value in the list of 

relevance values between features and class labels.
If (n%2==0)

fe = (n+1)/2

else

fe = (n/2 +n/2+1)/2

Rfe= rdd3 [fe]. Re

1
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3. Construct x subspaces of features SFt, t = 1..x from
the feature space F. 
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In this step calculate for each feature fi the ranking 

measure that represents a tradeoff between the redun-

dancy and the relevance of fi. Then send all values to 

the master. 
This is done as follows:
On each worker x:
For each fi subx

For each fj  F

/* represents the mutual information between   fi

and fj */

If ( >Rfe) 

rdd [(fi, )]= mapToPair ({fi} =>{fi, fj}) 

EndForeach
EndForeach

8. All workers send to the master

Step 6: for each feature, compute the ranking measure
which represents the score of the feature 
Determine for each feature fi its score , which repre-

sents a tradeoff between the redundancy and the relevance 

of fi. Send scores to the master. 

This is done as follows:

For each element fi rdd [(fi, )]

For each element fj rdd [fi]. ) 

rdd [(fi, )]= mapToPair ({fi} =>{fi, }) 

/* determines nV number of neighbor of fi */

nV= .length

/* the score di of fi is obtained by multiply-
ing its relevance Ri with its number of neighbor nV 
*/

di =  Ri

End For each
End For each
9. Workers send scores to the master

Step 7: Choose the best features in F

Step 5: for each feature, determine the list of his 
neighbor
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Master collects, orders and returns the K attributes 

that obtained the highest scores. This is done as 

follows: 
On the master: 
10.Collect and take ordered 

Return S’: optimal subset of K features in S with highest 
scores.

7 Experiment Setup

The classifier that we used in our experiments is support vector machine.
The datasets used are from mldata.org [15] and are in LibSVM format. Table 1

describes those datasets.

We perform ours experiments on a cluster of 4 nodes, then on a cluster of 6 nodes.
Each node runs at the linux and consists of 8 cores. Each core runs at 2.60 GHz and has
56 GB of memory and 382 GB of disk.

8 Experimental Results

We conducted the experiment with different number of selected features and number of
nodes to measure the scalability of our propositions and compare the running time of
ours methods in comparison with the centralized ones.

Figures 1, 2 and 3 show respectively the running time of PSFS_mRMR method
and classical mRMR algorithm for selecting 25%, 50% or 75% of the colon-cancer
dataset with various numbers of nodes.

Table 1. Characteristics of datasets

Name Number of Features Number of Instances

Colon-cancer 2000 62
Colon-Tumor 2000 60
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Fig. 1. Scalability of PSFS_mRMR and classical mRMR with 25%.

Fig. 2. Scalability of PSFS_mRMR and classical mRMR with 50%.

Fig. 3. Scalability of PSFS_mRMR and classical mRMR with 75%.
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Figures 4, 5 and 6 show respectively the running time of PNFS_Spark method and
its centralized version for selecting 25%, 50% or 75% of the colon-cancer dataset
various numbers of nodes.

Fig. 4. Scalability of PNFS_Spark and CNFS_Spark with 25%.

Fig. 5. Scalability of PNFS_Spark and CNFS_Spark with 50%.

Fig. 6. Scalability of PNFS_Spark and CNFS_Spark with 75%.
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From the figure, when we add more nodes, the running time of PSFS_mRMR and
PNFS_Spark considerably decreases, whereas the time taken by classical mRMR and
CNFS_Spark remains the same.

We have used 4 then 6 nodes for the scalability. And for every case we have run the
tests using the same environment.

For every dataset we first select 25% then 50% and after 75% of features.
After having studied the scalability of our propositions we will study the time taken

by the feature selection for our parallel methods in comparison with the central
methods. We start first with the colon-cancer dataset then with colon-tumor.

• Colon-cancer

Figures 7 and 8 show the running time of PSFS_mRMR method and the classical
mRMR.

Fig. 7. Time taken for colon-cancer with 4nodes

Fig. 8. Time taken for colon-cancer with 6nodes
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Figures 9 and 10 show the running time of PNFS_Spark method in comparison
with its centralized one for respectively 4 and 6 nodes.

From the results, we can see that, the running time of ours parallel methods is at
least 4 times shorter than the classical mRMR and CNFS_Spark algorithm.

• Colon-Tumor

Results obtained for colon-tumor with 4 nodes are shown in Figs. 11 and 12:
For a cluster of 6 nodes the running time is stated in Figs. 13 and 14.

Fig. 9. Time taken for colon-cancer with 4nodes

Fig. 10. Time taken for colon-cancer with 6nodes
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Fig. 11. Time taken per PNFS_Spark for colon-tumor with 4 nodes

Fig. 12. Time taken per PSFS_mRMR for colon-tumor with 4 nodes

Fig. 13. Time taken per PSFS_mRMR for colon-tumor with 6 nodes
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As for the colon-cancer we can notice that the execution time of PSFS-mRMR and
PNFS_Spark is also 4 times shorter at least.

Therefore, the conclusion of ours experiments is that parallel solutions outperform
centralized methods in terms of running time. Moreover, when we add more nodes, the
running time of ours methods becomes shorter, whereas the time taken by the cen-
tralized one remains constant.

Our empirical analysis confirms the scalability of ours algorithms with respect to
the number of features and processing cores.

Our experiment is limited to the datasets up to 2000 features since beyond that
number, the centralized algorithms takes too much time to run.

9 Conclusion

In this paper we have proposed two feature selection methods, which are capable of
scaling feature selection to large datasets. One of them is a parallel version of a famous
feature selection method called mRMR. Our proposal was developed on Spark, a
unified analytics engine for large datasets processing.

Our methods consist of computing the score of each feature relatively to its
redundancy with the others features and its relevance with the class label. Then return
the features with the best scores.

Experimental results demonstrate that our parallel algorithms achieve a great per-
formance improvement in scaling well and reducing the running time. In the case of
mRMR our parallel method PSFS_mRMR have led to better performance in terms of
selecting relevant and non redundant features.

In the future, we plan to parallelize many other classical feature selection methods
like RELIEF or RFE-SVM.
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Fig. 14. Time taken per PNFS_Spark for colon-tumor with 6 nodes
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