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Preface

We are delighted to introduce the proceedings of the ninth edition of the 2018
European Alliance for Innovation (EAI) International Conference on Broadband
Communications, Networks, and Systems (BROADNETs). This conference brought
together researchers, developers, and practitioners from around the world who are
leveraging and developing 5G services and IoT applications. The theme of
BROADNETs 2018 was “5G Technologies, Applications and Services for the Internet
of Everything (IoE).”

The technical program of BROADNETs 2018 consisted of 33 full papers in the
main track and 15 workshop papers. The conference included three invited papers in
oral presentation sessions at the main conference tracks. The conference sessions in the
main track were: Session 1 – Advanced Techniques for IoT and WSNs; Session 2 –

SDN and Network Virtualization; Session 3 – eHealth and Telemedicine Mobile
Applications; Session 4 – Security and Privacy Preservation; Session 5 – Communi-
cation Reliability and Protocols; Session 6 – Spatial Modulation Techniques; Session 7
– Hardware Implementation and Antenna design. Aside from the high-quality technical
paper presentations, the technical program also featured three keynote speeches. The
three keynote speakers were Prof. Raed Mesleh from German Jordanian University,
Jordan, Dr. Constantinos Papadias from Athens Information Technology, Greece, and
Prof. Frank Fitzek from Technische Universitat Dresden. The workshop organized was
the First ITN-SECRET Workshop on Energy-Efficient Next-Generation Mobile Small
Cell Networks. The SECRET workshop aimed to address the new directions and novel
applications of network coding on mobile small cells, covering different perspectives
such as security, communication reliability, energy efficiency, in addition of innovative
design of RF components including antennas and power amplifiers.

Coordination with the steering chairs, Imrich Chlamtac, Krishna Sivalingam,
Y. Thomas Hou, and Ioannis Tomkos, was essential for the success of the conference.
We sincerely appreciate their constant support and guidance. It was also a great
pleasure to work with such an excellent Organizing Committee team for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee, led by our TPC co-chairs, Prof. Noelia Correia, Prof. Jonathan Rodriguez,
and Prof. Jose-Fernán Martínez, who completed the peer review of the technical papers
and made a high-quality technical program. We are also grateful to conference
manager, Radka Pincakova, the local chair, Claudia Barbosa, and the workshop chair,
Dr. Ayman Radwan, for their support, and all the authors who submitted their papers to
the BROADNETs 2018 conference and workshop.



We strongly believe that BROADNETs 2018 provided a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to 5G services and IoT applications. We also expect that the future
BROADNETs editions will be as successful and stimulating, as indicated by the
contributions presented in this volume.

November 2018 Victor Sucasas
Georgios Mantas
Saud Althunibat
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Evaluation of a Robust Fault-Tolerant
Mechanism for Resilient IoT Infrastructures

José Manuel Lozano Domínguez(&) ,
Tomás de J. Mateo Sanguino , and Manuel J. Redondo González

University of Huelva, Dpto. Ing. Electrónica, de Sistemas Informáticos
y Automática, Ctra Huelva - La Rábida S/N, 21819 Palos de la Frontera, Spain

josemanuel.ldominguez@alu.uhu.es

Abstract. Gateways in IoT infrastructures generally represent a single point of
failure, thus resulting in a total loss of network operability. This paper presents
the design, implementation and experimentation of a fault-tolerant protocol for a
critical infrastructure applied to the field of road safety. The proposed mecha-
nism establishes a node hierarchy to prevent loss of communication against AP
failures in WLANs based on the IEEE 802.11n standard. This mechanism
automates the management of the node roles by means of an election and
promotion process between stations in search of designated and backup APs.
The convergence times of the protocol obtained suitable values of 3.34 s for the
formation of a BSS from zero, as well as 15.20 s and 18.84 s for the failover
conditions of the backup and designated APs with a minimum traffic load of
42.76% over the WSN traffic.

Keywords: Failover mechanism � Fault tolerance � IoT � Resilience
WSN

1 Introduction

Typically, IoT infrastructures communicate through a central node or gateway that
serves as a connection point between sensors, controllers and the outside [1]. However,
this represents a single point of failure that diminishes the availability and reliability
required by critical applications such as health monitoring [2], cybersecurity in infras-
tructures [3, 4] or personal safety [5]. The state of the art on protocols related to IoT and
WSN applications have been mainly designed to improve the performance and hierar-
chy of networks. For instance, the improvements studied in [6] focus on the automation
of the management and maintenance of tasks, as well as on increasing robustness under
failures (e.g., electrical or communication). Thus, the use of third-party management
protocols (e.g., SNMP) was proposed in [7] to monitor the node status and send warning
messages. Moreover, a local self-recovery mechanism based on flash memories was
proposed in [8] to prevent data transfer and network load. In [9, 10] several ways to
avoid the loss of communication between a cluster and the outside were addressed,
where the gateway is selected according to battery levels. Also for this purpose, in [11] is
described a solution to detect failures (e.g., low energy thresholds) and manage gate-
ways locally to avoid loss of communication of a WSN using virtual cells or groups of

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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nodes. Similarly, a cluster-head structure consisting of cell-head nodes is organized to
communicate with a base station depending on the sensors’ energy [12]. Moreover, the
works described in [13, 14] focus on restoring the communication and retrieving
information between a node and its gateway designating new routes through backup
clusters. Also, [15] describes a technique that offers fault tolerance in large IEEE 802.11
infrastructures working in an ESS topology. This technique uses an algorithm that
structures the network using the coverage and performance criteria in such a way that,
when an AP fails, a new route is searched to reach any point of the network through a
Spanning Tree Protocol [16].

The protocol presented in this paper has been implemented as part of an intelligent
object detection and signaling system applied to road safety [17]. The goal of the
system, consisting of a set of autonomous sensing devices, is to interact with the
environment to distinguish vehicles, generate visual alerts in the presence of pedes-
trians on zebra crossings and help reducing road accidents. Each device comprises a
unit based on a microcontroller and a wireless communication module responsible for
sending and receiving pedestrian detection messages to activate the light signaling
units. To this end, a WSN infrastructure of nodes that work in a coordinated way within
a BSS has been implemented. One of the sensing devices has the role of AP, whose
function is to manage and control the network operation. The rest of the devices are
clients in such a way that when one of them detects a pedestrian, it sends a broadcast
message to the rest of the devices through the WLAN. Said communication system has
the function, therefore, of synchronizing a light signaling barrier over the road. Due to
its critical mission, the proposed mechanism has the objective of preventing the loss of
communication in the WLAN through a redundancy and high availability strategy
based on a hierarchy of nodes that act as APs.

This paper is structured as follows: Sect. 2 describes the protocol as well as its
operation; Sect. 3 shows the experimentation carried out and the results. Finally,
Sect. 4 presents the conclusions and future work.

2 Protocol Description

The protocol presented in this paper is applied to IoT infrastructures based on WLAN
nodes operating through a BSS. More specifically, the communication is based on the
IEEE 802.11n standard [18] working at 300 Mbps, which uses WPA/WPA2 encryption
[19], IPv4 unicast/broadcast packets at the network layer, and UDP datagrams at the
transport layer since it accelerates the message delivery with regard to TCP by dis-
pensing with ACK messages as discussed in [20].

The protocol has been designed in the application layer of the OSI model and its
objective is to prevent an IoT infrastructure from running out of communication due to
faults in the central AP (e.g., power failures). This is possible thanks to a high avail-
ability structure consisting of a designated AP (APd), a backup AP (APb) and client
nodes. The APd is responsible for coordinating the delivery of data frames at the MAC
level, the APb aims to assume the functions of the APd in case of failure and the clients
have the capability to auto reconfigure themselves as APd or APb.
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The protocol autonomously manages the node roles and responds to changes in the
WLAN structure through an active exchange of messages. In brief, the operation is as
follows: (1) initially, the node that acts as AP is designated; (2) secondly, the node that
acts as APd or APb is determined based on the existing neighbors; (3) the adjacency
between APd and APb is maintained by bidirectional hello messages sent periodically;
(4) in case of losing adjacency after n hello messages, a promotion process is initiated
between the nodes to assign new roles according to the case (i.e., APd, APb or both).
To do this, the protocol also manages the automatic IP addressing via a DHCP server.
Thus, the station set as APd takes the first IP address of the network (e.g., 192.168.0.1)
and the rest of nodes receive consecutive IP addresses from the available pool. When
the APd node changes, all clients have to reconnect to the new APd node and renew
their IP addresses.

The protocol establishes a set of phases through which each node must jump until the
roles converge. These are divided into a preliminary phase that determines if a node
should act in AP or station mode (Fig. 1) along with three subsequent phases called init,
stability andmaintenance (Fig. 2). Thus, each time a node joins theWLAN, it first checks
if there is an AP to which to link and request the network status. In negative case, the node
is set to AP mode, waits for new incoming clients and then goes to the init phase.

2.1 Init Phase

This phase aims to determine which WLAN nodes act as APd and APb as they join the
BSS. Each node initiates a competition consisting in exchanging messages with the
neighbors considering a priority value—provided under the network administrator’s
criteria— and the MAC address fields as follows: (1) the node with lowest priority will
have the highest probability of being APd; (2) the node with the next lowest priority
will be candidate for APb; (3) in case of tie, the minor MAC address is taken as criteria;
(4) when the information converges, the rest of the WLAN is informed by identifying
the APb and APd nodes. In detail, the different tasks that each node can carry out in this
phase are the following.

First Message. When a node initiates the protocol and has no information received
from the network yet, it sends a first message including its own MAC address, the
priority values to be candidate for APd and APb, and the default interval to exchange
the adjacency messages, among other fields.

Fig. 1. Description of a node startup process and protocol launching.
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Message Received. When a node receives a message, it processes the data and
compares the information received with the information locally stored.

Selection Mechanism. For each message received, a node inspects the priority values
and MAC addresses to learn or replace their values in the APd or APb fields if better.

Message Sent. Each node forwards update messages to the WLAN identifying the
nodes that are being promoted to APd and APb.

Hello Update. With each periodical message received identifying the APd of the
WLAN, the nodes locally update the adjacency intervals to ensure the concordance
between APd and APb.

Wait Time. The init phase is repeated in a loop until reaching the convergence or until
expiring a timer. At the end of this loop, a node passes to the stability phase (Fig. 3).

2.2 Stability and Maintenance Phases

The stability phase remains idle all the time when the roles of the APd, APb or the
clients are assigned, but the nodes leave it to enter the maintenance phase if a network
event occurs. The possible events consist in receiving messages to request the network
status, exchange protocol information or maintain adjacencies, as well as managing the
expiration of the waiting times. In the latter case, the nodes return to the init phase to
search for new APb or APd nodes according to the case.

2.3 Message Structure

The protocol establishes four different messages: (a) status request, (b) status response,
(c) exchange of protocol information, and (d) adjacency.

The status request message (ReqStatus) consists of 9 bytes, where the first 8 bytes
include the identification tag and the last one indicates the protocol version (Fig. 4a).
This message is sent by a client node connected to the AP that remains in station mode
during the init phase. The status response message (ResStatus) and the exchange of

Fig. 2. Operating states of the protocol.
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protocol information messages (APdb) consist of 23 bytes and 19 bytes respectively,
matching the same fields except for the first field to differentiate the type of request
(Fig. 4b). While the ResStatus message can only be sent from the APd node to the
unicast address of the client that requested the information on the network state, the
APdb message can be sent from all the network nodes to a broadcast address to
determine which node will act as APd and APb. The rest of the fields contain the
following labels: APdID and APbID include the MAC address of the APd and APb
nodes, APd Priority and APb Priority establish the precedence of the APd and APb
nodes, WLAN Area identifies the community to which the message belong, Hello
Interval codifies the time gap in seconds (Table 1), Network Status indicates the state
of the network (Table 1) and Version stands for the form of protocol used.

Fig. 3. Diagram of the init phase designed to determine the APd and APb nodes.

Fig. 4. Protocol message formats: (a) status request (ReqStatus), (b) exchange of protocol
information (APdb) or status response (ResStatus), (c) and (d) adjacency maintenance (Hello).
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The adjacency message consists of 7 bytes, where the first 6 bytes include the
HelloD or HelloB tags to identify the source node and the last byte indicates the
protocol version (Fig. 4c and d).

2.4 Message Exchange

The APd node alternates the stability and maintenance phases after the following
events: (i) a ReqStatus message arrives, which is answered with a ResStatus message;
(ii) the HelloD interval expires, initiating the delivery of a new adjacency message; (iii)
a HelloB message arrives from the APb, indicating adjacency; (iv) the timer expires
after n consecutive intervals with no HelloB messages, thus indicating loss of adja-
cency with the APb node. In this case, a procedure to send an APdb message is initiated
to start the search for a new node that acts as backup AP.

Moreover, the APb node leaves the idle state and enters the maintenance phase after
the following cases: (i) a HelloD message arrives from the APd, indicating adjacency;
(ii) the HelloB interval expires, initiating the delivery of a new adjacency message; (iii)
the timer expires after n consecutive intervals with no HelloD messages, thus indicating
loss of adjacency with the APd node. In this case, the APb node promotes itself to APd
and initiates a procedure by sending an APdb message to start the search for a new node
that acts as backup AP.

Finally, the nodes acting as stations remain in the stability phase until receiving an
APdb message. Then, a contention process between the WLAN nodes is initiated to
designate a new backup AP.

3 Experimentation

The experimentation carried out consisted in measuring the convergence time and
traffic load of the WSN in three representative case studies: (i) establishing the BSS
from zero, (ii) after APb failover, and (iii) after APd failover. To this end, a WSN with
6 nodes was deployed in a real working scenario. The network stability was perturbed
to trigger the contention mechanism and promote the nodes to APd, APb or remain as
stations. We used the ESP8266 microcontroller from Espressif Systems Ltd. The code
size required to store the developed protocol occupied 261 KB, standing for the 26.1%
of the flash memory.

Table 1. Hello interval and network status coding.

Binary coding Decimal coding Hello intervals by default Network status

00 0 3, 5, 10 & 20 s Network no stable
01 1 3, 5, 10 & 20 s APd stable & APb no stable
10 2 3, 5, 10 & 20 s APd stable & APb stable
11 3 3, 5, 10 & 20 s Reserved
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The protocol was configured to establish the network convergence after receiving
m = 3 APdb messages and to lose the adjacency after mislaying n = 5 consecutive
hello messages (i.e., HelloD or HelloB). An analysis performed with Acrilyc® WiFi
Home showed 41 neighboring APs coexisting in the working environment, of which 24
APs were in adjacent Wi-Fi channels with a separation less than 30 MHz. The RSSI of
the AP deployed was −49.05 ± 6.28 dB, while the average RSSI of the inferring
channels was −63.18 ± 7.20 dB. As a result, the air quality of the BSS obtained an
equivalent score of 3 out of 10.

Establishing the BSS from Zero In this case, there was no APd or APb operating
previously in the network. The condition to achieve the stability by the AP and the rest
of the nodes was measured considering a series of 10 samples, counting the total time
(tz) from the first ReqStatus message received in the network until the end of the APdb
message exchange (Fig. 5a). The standard deviation observed in Table 2 indicates the
co-channel interference level due to other APs in the area. This caused collisions
between the frames and therefore the forwarding of new messages.

APb Failover. In this scenario, the BSS was already operative when the APb was
induced to fail, so it stopped issuing HelloB messages. Subsequently, the APd sent an
APdb message to activate the mechanism once the loss of adjacency with the APb was
detected and the rest of the nodes competed for being the following APb. The con-
vergence time (tb) was measured from the last hello message successfully received
from the APb until the end of the APdb message exchange (Fig. 5b). The time resulted
in the expression tb = n x t, where the hello interval was set to t = 3 s (Table 3).

Fig. 5. Accumulative traffic load in short and long terms: (a) establishing the BSS from zero,
(b) APb failover, (c) APd failover, and (d) protocol traffic vs background traffic.
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APd Failover. In this case, the BSS was already operative when a failure was induced
in the APd, so it stopped providing the WLAN service and did not send HelloD
messages. When the APb detected that the adjacency with the APd ended after the loss
of HelloD messages, it promoted itself as APd and sent an activation APdb message so
that the rest of nodes would compete for being the following APb. The convergence
time (td) was measured from the last hello message successfully received from the APd
until the end of the APdb message exchange (Fig. 5c). The convergence time resulted
in the combination of td = tz+ tb as shown in Table 3.

Figures 5a-5d show the cumulative traffic load of the protocol with respect to time
considering a set of hello messages sent every t = 3 s and 5 s. The typical traffic
generated by the WSN under normal operating conditions, as described in [17], has
been included with the goal of evaluating the impact of the APdb protocol on the
network. The behavior was measured in short and long term. From the traffic response

Table 2. Convergence values stablishing the BSS from zero.

Test Time (s) for tz Frames AP traffic (%) Node traffic (%)

1 3.19 60 26.67 73.33
2 4.81 53 28.30 71.70
3 3.19 49 26.53 73.47
4 3.28 45 33.33 66.67
5 3.11 65 24.62 75.38
6 3.12 58 28.81 71.19
7 3.14 59 28.81 71.19
8 3.22 81 19.75 80.25
9 3.18 63 26.98 73.02
10 3.15 82 14.63 85.37
Average 3.34 ± 0.52 61.50 ± 12.19 24.72 ± 5.13 75.28 ± 5.13

Table 3. Convergence values after APb & APd failovers (hello interval every t = 3 s).

Test Time (s) for tb | td Frames AP traffic (%) Node traffic (%)

1 15.09 | 18.68 54 | 49 29.63 | 22.45 70.37 | 77.55
2 15.06 | 18.54 48 | 66 37.50 | 21.21 62.50 | 78.79
3 15.06 | 18.72 46 | 106 34.78 | 7.55 65.22 | 92.45
4 15.27 | 18.55 70 | 68 28.57 | 20.59 71.43 | 79.41
5 15.26 | 18.56 50 | 86 30.00 | 18.60 70.00 | 81.40
6 15.48 | 21.52 82 | 76 12.20 | 25.00 87.80 | 75.00
7 15.09 | 18.47 60 | 53 23.33 | 9.43 76.67 | 90.57
8 15.16 | 18.26 51 | 20 31.37 | 30.00 68.63 | 70.00
9 15.27 | 18.68 70 | 85 28.57 | 15.29 71.43 | 84.71
10 15.26 | 18.42 74 | 83 29.73 | 10.84 70.27 | 89.16
Average 15.20 ± 0.13 |

18.84 ± 0.95
60.5 ± 12.62 |
69.2 ± 24.10

27.60 ± 6.88 |
16.62 ± 7.24

72.40 ± 6.88 |
83.38 ± 7.24
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(Fig. 5a–c), it is observed that the hello interval (t) does not modifies the protocol
pattern except that the sequence of messages exchanged between the nodes is simply
shifted in time. As shown in Fig. 5d, the WSN traffic vs APdb protocol traffic required
4311 bytes and 3220 bytes respectively after 16 min of operation. This represents a
42.76% of traffic load with respect to the total traffic generated, thus presenting an
assumable impact on the WSN operation.

4 Conclusions

Typically, IoT infrastructures communicate through a central node that serves as a
connection point between sensors, actuators and the outside. When said node fails, it
compromises reliability, endangering the entire network. To avoid it, protocols must
automate the network management and provide high tolerance to failures (e.g., elec-
trical, communication, etc.).

With this aim, this paper proposes a protocol that autonomously manages a high
availability node-based structure for critical WSN applications based on microcon-
troller. For this purpose, a promotion and adjacency maintenance process between
neighbors has been designed using bidirectional control and hello messages whose goal
is to designate a main AP (APd) and a backup AP (APb) from the WSN. This voting
process combines MAC addresses and priority values configurable for each node to
gain flexibility. The experimentation carried out has shown that the protocol is robust in
a real scenario with co-channel interferences (i.e., 3/10 air quality) and consistent to
changes in the hello messages and intervals (n, m, t). With the proposed default values,
the tests showed that the protocol generates a lower traffic load (42.76%) than the WSN
background traffic with acceptable convergence times to establish a BSS from zero
(tz = 3.34 ± 0.52 s), to detect and re-establish the backup AP (tb = 15.20 ± 0.13 s),
as well as to detect and restore the main AP (td = tz + tb = 18.84 ± 0.95 s).

Future works will be focused on optimizing the delivery of adjacency messages
between the designated and backup APs according to battery power levels. In this way,
the higher the available energy the larger will be the intervals between messages (i.e.,
less likely to suffer a power failure) and vice versa, being able to increase the WSN life
cycle based on the energy as criteria. Other future works are oriented to validate the
protocol scalability in large and populated WSNs (i.e., more than 50 nodes) by means
of simulations based on the analysis with intelligent agents.
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Abstract. In this paper, an experiment of the indoor position location is applied
to one floor of the selected building which is chosen as a case study. Four
Access Points (APs) of 2.4 GHz are mounted on the experimented area. Their
locations are determined using Ekahau Site Survey software to ensure the
building is fully covered. A fingerprinting method is utilized as a localization
algorithm to estimate the coordinate of the user. This method consists of two
stages, namely disconnected data preparing stage and the on-line situating stage.
The first one is applied by creating a Radio Map (RM) with 58 Reference Point
(RP) in the tested area. A database included the Received Signal Strength
(RSS) from all directions of each RP is recorded using Net Surveyor 0.2
Package. In the second phase, K-Nearest Neighbor (KNN) method with fix
value of K is applied to estimate the position location. The results show that the
average absolute error between actual and estimated coordination equal to
1.796044 m and average elapsed time equal 0.030439 s, which is unacceptable
in our opinion because the localization system must be more accurate. To
address this problem, a proposed improvement on KNN algorithm with a
variable K is presented in this paper. The idea is to vary the value of K according
to the difference between the measured signals and the corresponding value of
the stored database. The results show that the adapted algorithm led to a sig-
nificant decrease of 46% and 52% for absolute error and elapsed time
respectively.

Keywords: Indoor Positioning System � K-Nearest neighbors
Fingerprint

1 Introduction

The location-based service alludes to the applications that rely upon a client’s position
to give services such as structure real-time locating and safety [1]. The Global Posi-
tioning System (GPS) is broadly utilized in outdoor environments around the plant and
can give an accuracy around 10 m [2] but it does not work well in the indoor
environments due to multi-path problems.
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An Indoor Positioning System (IPS) is a way to locate objects or individuals inside
a building using radio waves, acoustic signals, magnetic fields, or other tactile infor-
mation gathered by cell phones. IPS may be integrated with other technologies such as
Wi-Fi access points and Magnetic locations to measure the distance from RPs nodes
that have known positions. The IPS inside buildings is done either effectively deter-
mine cell phones or give surrounding area or environmental context for devices to
discover the sensed signal. Position information is an important side of a cell phone
context [3]. Wi-Fi network infrastructure is found in many public facilities and can be
utilized for indoor situating. In addition, the pervasiveness of Wi-Fi capable devices
made this approach, particularly cost-effective.

IPS has been addressed by many researchers for indoor position applications like in
[4], the researcher proposed an alternative and novel path to indoor positioning, that
signals are combined from multiple sensors. By focusing on visible and inertial sensors
that are ubiquitously found in mobile devices. The results confirm that it can be solved
the multi-path and unpredictable signal absorption problems. In [5], the researchers got
the solution to the complexity of the indoor environment to get a low-cost and accurate
situating system remains open by using the Wi-Fi-based technique that can enhance the
position performance from the bottleneck in ToA/AoA. The outcomes demonstrated
that the Wi-Fi-based location can accomplish 1 m exactness with no equipment change
in commercial Wi-Fi products. Such method appears to be superior to the regular
solutions to both academia and industry concerning and the trade-off between the cost
and complexity of the system. Also, in [6], the researcher proposed an algorithm to
implement an IPS relying on the Bluetooth and to merge it into the Global Positioning
Module (GPM) which used to uphold the education in the Institute of services science
at the University of Geneva. The work compares the signal strengths of surrounding
Bluetooth devices to a database of measurements taken over the indoor territory, in
order to assess the client’s position. Through an assessment of the system, an exactness
about 1.5 m has been gotten. Finally, in [7], it has been proposed an accurate finger-
printing based indoor positioning algorithm with three methods or technologies such as
triangulation method, fingerprinting technique and Cell-ID technique. The results
showed that the accuracy of the proposed method is 86%, which is better than the
accuracy of fingerprinting method 72.58%, and triangulation method 45.63%.

This paper attempt to develop an indoor position sensing system using fingerprint
methodology and integrated environment. A special KNN algorithm is adopted for
position prediction by collecting the RSSs for multiple RPs, each one with two levels to
improve the accuracy of location estimation as compared with a conventional KNN
algorithm.

The rest of this paper is structured as follows. Section 1 explains the fingerprinting
technique. In Sect. 2 explains our suggested a special KNN algorithm with higher
accuracy. Finally, Sect. 3 concludes the conclusion.
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2 Proposed Algorithm

2.1 The Disconnected Data Preparing Stage

In this research, the second floor of Communication Engineering/Mosul University
building is used as a case study. Smart Drawn software is applied to draw the building
was allocated to the experiment as shown in (Fig. 1).

To determine the best locations of APs in the study area, an Ekahau Site Survey
was used to ensure the building was covered. Note that only four APs are chosen which
decorated as a green point in Fig. 2. Each one having two antennas and operated by
2.4 GHZ frequency. To build the RM to the targeted area, 58 RPs have been chosen
from the total study area. Net Surveyor 0.2 Package is used to measure and record
signal strength named S1, S2, S3 and S4 received from the APs and arrangement those
recorded values as a row in a database for each reading to create RSSs(train) array as.

RSSðTrainÞ ¼
S1;1 S1;2 S1;3 S1;4
..
. ..

. ..
. ..

.

SN;1 SN;2 SN;3 SN;4

0
B@

1
CA

Nx4

ð1Þ

Where RSSs(train) represent all stored values of signal strength and N is the number
of recorded signals in a database. An AutoCAD package version 2011 is used to
calculate the coordinates of each RP and store those coordinates (xi, yi) corresponded to
its values of signals stored in advance where i ¼ 1; 2; 3; 4. . .N as.

RSSðTrainÞ ¼
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Fig. 1. The selected building covered by the grid.
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To build enough strong database, 32 readings have been gathered at each RP with
four directions (8 readings for each orientation) and two levels for each trend (4
readings for each level). To make ensure that most values of signals strength are
recorded and the sample can represent as a matrix as.

Samplej ¼
S1;1 S1;2 S1;3 S1;4
..
. ..

. ..
. ..

.

S32;1 S32;2 S32;3 S32;4

Xj Yj
..
. ..

.

Xj Yj

�������

0
B@

1
CA

32x4

ð3Þ

Where samples represent the number of readings for each RP and j is the number of
RPs j ¼ 1; 2; 3; 4. . .58.

Start

Read (RSS1,RSS2,RSS3) (x,y) 
from database (excel file) for each RP

Determine value of  K

Execute K nearest neigh boors 
algorithm (KNN)

KNN return two matrix (first 
index of k neigh boors, second 

hamming distance between target 
MS and k neigh boors)

Calculate (x,y) of MS by compute 
average  K Neighbors (Xi,Yi) 

Display result on MS

End

Fig. 2. Conventional KNN algorithm with K constant.
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Conventional KNN algorithm with constant K = 3 is applied to estimate the
location of MS as shown in (Fig. 2).

The on-Line Situating Stage. In this phase, Wi-Fi has been used to interface an MS
carrying by a person with a Base Station (BS) to estimate his unknown location. The
RSSs values will be measured by an MS from four APs and send these values to the BS
to apply the conventional KNN algorithm and calculate the user’s location. The BS will
evaluate (x, y) position and sends back to MS. To calculate the time required to find k
neighbours (elapsed time) and absolute error of such algorithm, 18 Test Points (TPs) in
different places in the targeted area are chosen and got the results shown in Table 1.

Such an algorithm has an average absolute error equal to 1.796044 m and average
elapsed time equal 0.030439 s. (Figure 3) Shows the schemes of absolute error and
elapsed time.

The results show there are large differences between actual coordinates and esti-
mated coordinates, which lead inaccuracy in locating the targeted person due to signal
fluctuation in the testing area and the value of k neighbour is constant.

Table 1. Evaluate absolute error and elapsed time for conventional KNN algorithm.

Test
Points

Actual
coordinate
(X)

Actual
coordinate
(Y)

Estimate
coordinate
(X)

Estimate
coordinate
(Y)

Elapsed
time
(sec)

Absolute
error
(m)

1 8.3500 4.0027 9.2500 4.0027 0.396455 0.9000
2 9.2500 7.6027 8.6500 7.6027 0.008957 0.6000
3 12.8500 8.5027 12.8500 8.2027 0.008887 0.3000
4 18.2500 8.5027 18.2500 7.6027 0.008387 0.9000
5 2.0500 3.1027 2.6500 2.8027 0.009404 0.6708
6 5.6500 3.1027 5.6500 4.6027 0.009236 1.5000
7 5.6500 5.8027 9.2500 4.6027 0.009544 3.7947
8 16.4500 4.9027 15.2500 4.6027 0.008896 1.2369
9 16.4500 3.1027 16.4500 7.6027 0.009109 4.5000
10 18.2500 5.8027 17.0500 7.6027 0.007968 2.1633
11 18.2500 6.7027 17.0500 5.2027 0.008903 1.9209
12 20.0500 5.8027 20.0500 4.0027 0.009129 1.8000
13 20.0500 6.7027 18.8500 7.6027 0.008164 1.5000
14 18.2500 2.2027 18.8500 4.6027 0.009287 2.4739
15 20.500 8.5027 18.8500 5.2027 0.009249 3.6895
16 16.4500 9.4027 17.6500 7.6027 0.009234 2.1633
17 20.0500 7.6027 19.4500 7.6027 0.008122 0.6000
18 14.6500 8.5027 14.0500 7.0027 0.008963 1.6155
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Adaptive KNN Algorithm. Due to the large error in locating MS according to the
results that shown in Table 1, an adaptive KNN is proposed by varying the value of K
according to the Euclidean distance between the measured signals and the previously
stored entries. Where the similarity distance has been exploited to make it adaptable by
adding new neighbour or removing existing neighbour according to a threshold
(threshold is an acceptable distance between the measured and pre-stored signal
strength) especially for this building.

The results of the modified algorithm show that the time required to find K nearest
neighbours is long due the large numbers of entries into the database and there was a
fluctuation in the received signal due to the movement towards people in the tested
area. To solve this problem, the tested area is divided into sub-regions as shown in
(Fig. 4) that illustrates each sub-region with a different symbol. This will lead to a
reduction in the time required to determine the location of the user as well as control the
pulse of the signal fluctuation.

Fig. 3. The absolute error and the elapsed time of conventional KNN (x-axis represents the test
point number).

Fig. 4. The targeted area is divided into four sub-regions.
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The new adaptive KNN algorithm as shown in (Fig. 5) was tested by choosing the
same previous TPs in the targeted area. The results are listed in Table 2.

The results show that the average absolute error of the proposed algorithm is equal
to 0.817706 m. In addition, an average elapsed time equal to 0.015885 s. (Figure 6)
shows the schemes for absolute error and elapsed time for each TP as compared with a
conventional KNN algorithm, where a black colour represents the results of conven-
tional KNN and red colour represent the results of adaptive KNN algorithm.

The results show there is a slight difference between actual and estimated coordi-
nates of MS that lead to decrease average absolute error from 1.796044 m to
0.817706 m and average elapsed time from 0.030439 s to 0.015885 s. So, the new
adaptive algorithm can optimize the MS localization by reducing average absolute error
and elapsed time in half.

Yes

No

start

Determine the sub-region  
where the user is

Read pre stored values from database for 
each RP in the determined sub-region only

Initiate value of (K=2)
Initiate value of flag (N=1)

Execute K nearest  neigh 
boors   algorithm (KNN)

KNN return two matrix (first index of k 
neigh boors, second Euclidean distance be-

tween target MS and k neigh boors)

Euclidean distance between 
MS and KNN< threshold

Calculate (x,y) of MS by com-
pute average K Neighbors (Xi,Yi) 

Display result on MS

End

K++ 
N++

Fig. 5. The adaptive KNN algorithm.
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Table 2. Evaluate absolute error and elapsed time of adaptive KNN algorithm.

Test
Points

Actual
coordinate
(X)

Actual
coordinate
(Y)

Estimate
coordinate
(X)

Estimate
coordinate
(Y)

Elapsed
time
(sec)

Absolute
error
(m)

1 8.3500 4.0027 9.2500 4.0027 0.196819 0.9000
2 9.2500 7.6027 9.2500 7.6027 0.005987 0
3 12.8500 8.5027 12.8500 7.6027 0.005565 0.9000
4 18.2500 8.5027 18.2500 7.6027 0.005511 0.9000
5 2.0500 3.1027 2.0500 2.2027 0.004687 0.9000
6 5.6500 3.1027 5.6500 4.0027 0.004915 0.9000
7 5.6500 5.8027 5.6500 5.8027 0.004654 0
8 16.4500 4.9027 14.6500 4.0027 0.005222 2.0125
9 16.4500 3.1027 16.4500 4.0027 0.004675 0.9000
10 18.2500 5.8027 18.2500 5.8027 0.004902 0
11 18.2500 6.7027 18.2500 5.8027 0.005164 0.9000
12 20.0500 5.8027 20.0500 4.0027 0.004887 1.8000
13 20.0500 6.7027 20.0500 7.6027 0.005797 0.9000
14 18.2500 2.2027 18.2500 4.0027 0.004957 1.8000
15 20.500 8.5027 20.0500 7.6027 0.005804 1.0062
16 16.4500 9.4027 16.4500 9.4027 0.004792 0
17 20.0500 7.6027 20.0500 7.6027 0.005782 0
18 14.6500 8.5027 14.6500 7.6027 0.005813 0.9000

Fig. 6. Comparison of the results, (a) absolute error and (b); elapsed time (x-axis represents the
test point number). (Color figure online)
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3 Conclusions

In this paper, an experimenter fingerprint algorithm based on KNN method has been
presented to estimate the unknown position of MS. The results show that an unac-
ceptable error is achieved by applying KNN with fixed K number. It was noted that the
variable K was varied according to the distance between the measured signals and the
previously stored entries in the database. The results confirm that the proposed algo-
rithm achieved reasonable results by reducing the average absolute error from
1.796044 m to 0.817706 m and average elapsed time from 0.030439 s to 0.015885 s.
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Abstract. 5G technologies will facilitate the emergence of applications
integrating multiple physical Things. In such scenarios, Cloud-integrated
platforms end up having a key role due to their storage and process-
ing capabilities. Therefore, a clear understanding of Sensor Clouds, and
on how Cloud mechanisms can be orchestrated to better face requests,
becomes a very relevant issue as Sensing as a Service models emerge.
This article presents a model for Sensor Clouds, suitable for emerging
IoT related Sensing as a Service business models. Such a model is used to
assess the impact of resource allocation approaches and unveil the trade-
off between scalability, elasticity and quality of experience. Results show
that the best resource allocation approach is highly dependent on the
suppliers/consumers scenario.

1 Introduction

With the Internet of Things (IoT), devices/Things can easily exchange data
over the Internet. Resources can be easily discovered, accessed and managed,
making Things accessible to a large pool of developers. The 5th generation wire-
less technology will have a key role in such scenarios and 5G IoT is already
called the Internet of everyone and everything [1]. 5G technologies meet the
requirements of mobile communications and needs for Thing data transmission,
facilitating the emergence of applications integrating multiple physical Things
with virtual resources available at the Internet/Web. The Sensing as a Service
(Se-aaS) model emerges from this reality, allowing everyone to benefit from such
an IoT eco-system, and Cloud-integrated platforms are usually used due to their
storage and processing capabilities [2,3].

The most relevant “as a service” models under the Cloud Computing paradigm
are: (i) Infrastructure as a Service (IaaS), providing computing resources (e.g., vir-
tual machines); (ii) Platform as a Service (PaaS), providing computing platforms
that may include an operating system, database, Web server, and others; (iii) Soft-
ware as a Service (SaaS), where the Cloud takes over the infrastructure and plat-
form while scaling automatically [4]. The Se-aaS model emerged more recently for
sensors/data to be shared. This means that there is a multi-supplier deployment
of sensors, and multi-client access to resources [5]. Cloud service providers should
find some incentive mechanism for device owners to participate [6,7].
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In this article, the modeling of Sensor Clouds is addressed. Although a first
attempt was done in [5], their focus is on Wireless Mesh Networks (WSNs) and
on how these can move to Sensor Clouds, not being adequate for other IoT
Se-aaS business models. More specifically, in [5] sensors are allocated to a sin-
gle application and mashups are not addressed. Therefore, it can be seen as
a WSN virtualization. Here we propose a model that is suitable for emerging
IoT related Se-aaS business models, including the one in [5]. This model con-
siders sensors/data sharing by multiple applications and mashups, allowing one
to assess the impact of resource allocation approaches (both Cloud and physi-
cal Things), and better understanding of trade-offs, so that mechanisms can be
orchestrated to face future requests.

The remainder of this article is organized as follows. InSect. 2, previous research
on Se-aaS paradigm is discussed. Section 3 presents the mathematical model, while
Sect. 4 analyses it and discusses trade-offs. Finally, Sect. 5 draws conclusions.

2 Related Work

The Se-aaS was initially discussed in [6] for Cloud-based sensing services using
mobile phones. Such work analyses its design and implementation challenges.
In the context of smart cities, Se-aaS is discussed in [2,8]. The first addresses
technological, economical and social perspectives, while the last proposes the
abstraction of physical objects through semantics, so that devices can be inte-
grated by neglecting their underlying architecture. In [9,10], the semantic selec-
tion of sensors is also addressed.

Multimedia Se-aaS is explored in [11–13]. These focus on real-type commu-
nication requirements, and [13] explores Cloud edges and fogs. For a survey on
mobile multimedia Cloud computing see [14].

In [5,15,16], the integration of WSNs with the Cloud is investigated. Their
concerns are mainly data storage and/or device assignment to tasks. In [5], a
WSN virtualization model is discussed.

This article, contrarily to previous works, addresses a multi-supplier and
multi-client modeling of Sensor Clouds, allowing client applications to request
for available devices and build mashups. The focus is not on crowd sensing
making data from mobile phones available to multiple clients, but instead on
how applications can share devices and build mashups, which is not considered
in [5,15,16]. Mashups may lead to internal data flows in the Cloud, if data is used
by different mashups (each integrating it differently with other Internet/Web
resources), and this has not been accounted for by previous approaches.

3 Theoretical Modeling of Sensor Cloud

3.1 Definitions

Definition 1 (Physical Thing). A sensor detecting events/changes, or an
actuator receiving commands for the control of a mechanism/system. The model
of a physical Thing i includes all properties necessary to describe it, denoted by
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Pi, and all its functionalities, denoted by Fi. That is, Pi = {p : p ∈ P}, where
P is the overall set of properties (e.g., sensing range, communication facility,
location), and Fi = {f : f ∈ F}, where F is the overall set of functionalities
(e.g., image sensor), considering all devices registered at the Cloud.

It is assumed that properties and functionalities, at P and F respec-
tively, result from a semantic description of physical Things registered at the
Cloud. That is, specific vocabularies are used when naming properties and
functionalities (see [17], for example). Each property pi ∈ Pi has a “sub-
ject/predicate/object” description1 denoted by spo(pi) (e.g., temperature has-
Value 30 ◦C). The set of all physical Things is denoted by T P , and sensor owners
voluntarily register/deregister physical Things to/from the Cloud.

Definition 2 (Mashup). Workflow built by wiring together Things and ser-
vices from various Web sources, on which an application is based.

That is, applications (at the user side) should be able to access Things at the
Cloud and, if necessary, blend them with other services and data sources on the
Web, as shown in Fig. 1. However, for resources to be used efficiently, applications
should not pick physical Things directly. Instead, a functionality requirement
and minimum/maximum property requirements should be specified for each ele-
ment n included in a mashup, denoted by f̄n and P̄n, allowing then an opti-
mized allocation of physical Things to mashup elements. Each pn ∈ P̄n can have
a “subject/predicate/object” description of the condition/requirement that is
being defined (e.g., cameraResolution greaterThan 12.1MP; frequencySampling
equalTo 10 s), denoted by spo(pn). The overall population of mashup elements
(from all applications) at the Cloud will be denoted by N .

Fig. 1. Thing mashup.

For devices/data to be consumed by multiple applications, virtual Things
will be created at the Cloud. Then, each mashup element is binded to a single
virtual Thing, while a virtual Thing can be binded to multiple mashup elements
(with same functionality and compatible property requirements). Basically, vir-
tual Things represent multiple mashup elements, from multiple applications,

1 A Resource Description Framework (RDF) triple.
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and these are the ones to be materialized into physical Things. Such an app-
roach allows data generated by a virtual Thing to be consumed by multiple
applications, while reducing data collection/storage and increasing data utility.
Mashup elements are, however, application dependent.

Definition 3 (Virtual Thing). Thing at the Cloud to which mashup elements
are binded to. A virtual Thing j is materialized through one or more concerted
physical Things, denoted by Mj, Mj ⊂ T P , able to provide the requirements
associated with the virtual Thing (requirements from all mashup elements binded
to it). Therefore, fj � ∪i∈Mj

Fi and Pj = ∪i∈Mj
Pi.

That is, a virtual Thing can have one or multiple physical Things in the back-
ground working together. The set of all virtual Things is denoted by T V .

With virtualization users remain unaware of the physical devices used, allow-
ing these to be dynamically allocated to virtual Things. The client ends up having
no deployment and maintenance costs, while having an on-demand fault tolerant
service because virtual Things can always use other available physical Things.

3.2 The Model

Assumptions: A Cloud Service Provider (CSP), denoted by S, includes a set
of distributed computing resources, each set serving a certain region or having
a certain role. Therefore, S = {S1, ...S|S|}. The set of applications (outside
the Cloud), requesting for sensors with certain properties, is denoted by A =
{A1, ...,A|A|}. An application Ai can have one or more independent components,
denoted by C(Ai) = {Ci

1, ...Ci
|C(Ai)|}, and each component Ci

j is binded to a
mashup (at the Cloud) of δi

j steps, Ci
j � {1, ..., δi

j}. The following is also assumed:

– Web templates are used to draw the mashup associated with each compo-
nent, where minimum/maximum property and functionality requirements are
specified for each mashup element. Elements can be connected, and succ(n)
denotes the successors of element n at the mashup workflow (elements to
which n sends data to).

– Final mashups’ data is sent to the corresponding application components
through bindings.

– Virtual Things are created, and binded to mashup elements, by the Cloud.

Formalization: One or more physical Things materialize one virtual Thing.
Assuming τ i = {T P,i

1 , T P,i
2 , ...} to be a partition of T P , function g1 : τ i → T V

is defined for virtual Thing materialization:

g1(T P,i
j ) = {∃!k ∈ T V : fk � ∪l∈T P,i

j
Fl}. (1)
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This states that a virtual Thing k ∈ T V is mapped to T P,i
j if they are functionally

similar. Assuming now ηi = {N i
1,N i

2, ...} to be a partition of N (all elements in
N i

j with the same functionality requirement), function g2 : η → T V is defined
to bind N i

j to a virtual Thing:

g2(N i
j ) = {∃!k ∈ T V : f̄n = Fk ∧ P̄n ⊆ Pk ∧ Δ(spo(pn), spo(pk)) = true,

,∀n ∈ N i
j ,∀pn ∈ P̄n,∀pk ∈ Pk}. (2)

where Δ specifies whether pn is compatible with pk, or not. This states that a
virtual Thing k ∈ T V mapped to N i

j must: (i) provide the functionality being
requested by elements in N i

j ; (ii) fulfill the property requirements of all elements
in N i

j .
Different resource allocation approaches (partitions and allocations done by

g1 and g2) can be adopted by sensor Clouds, each with an impact on scalability,
elasticity and Quality of Experience (QoE). Let us assume that ηU is the uni-
verse set of all feasible partitions of mashup elements, ηU = {η1, η2, ..., η|ηU |}
and ηi = {N i

1,N i
2, ...,N i

|T V |}, ∀i ∈ {1, ..., |ηU |}. Also, τU is the universe

set of all feasible partitions of physical Things, τU = {τ1, τ2, ..., τ |τU |} and
τ i = {T P,i

1 , T P,i
2 , ..., T P,i

|T V |}, ∀i ∈ {1, ..., |τU |}. Thus, each element in τU is a
feasible materialization of virtual Things. For such universe sets, the most scal-
able resource allocation approach (system can accommodate more load/clients
in the future) would select the following solution:

(ηi, τ j)SCA = argminηi∈ηU {|ηi|}. (3)

That is, since each element of partition ηi will be associated with a vir-
tual Thing, fewer virtual Things not only means less virtual workspaces but
also more productive virtual Things, as data flowing from them serves more
mashups/applications.

Elasticity is the ability to adapt resources to loads. That is, resources should
become available when the load increases, but when the load decreases then
unneeded resources should be released. Thus, the most elastic resource allocation
approach would select the following solution:

(ηi, τ j)ELA = argminηi∈ηU {maxSl∈S{
∑

k∈T V

ξ(k,Sl)}} (4)

where ξ(k,Sl) is the amount of computational resources allocated to virtual
Thing k at Sl. Therefore, virtual Things are evenly distributed by CSPs.

Regarding the resource allocation approach with a better impact on the QoE
perceived by users, this would be the one selecting the following solution:

(ηi, τ j)QoE = argminηi∈ηU ,τj∈τU {h(ηi, τ j)} (5)
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where h : ηU × τU → 
+ is a cost function defined as:

h(ηi, τ j) =
∑

k∈T V

∑

k′∈χ(k)

TFV 2V (k, k′) +
∑

Ai∈A

∑

k∈Φ(Ai)

TFV 2A(k,Ai) +

+
∑

k∈T V

∑

k′∈Ψ(k)

TFP2V (k′, k). (6)

The TFV 2V (k, k′) is a transfer cost associated with the data flow between the
workspaces of virtual Things k and k′ at the Cloud (Virtual-to-Virtual cost),
because mashup elements can be connected. The χ(k) must provide all virtual
Things requiring data flow from virtual Thing k. That is,

χ(k) = {k′′ ∈ T V : k = g2(N i
l ), k′′ = g2(N i

m) ∧ n′ = succ(n), n ∈ N i
l ,

, n′ ∈ N i
m,N i

l ,N i
m ∈ ηi}. (7)

The TFV 2A(k,Ai) is a transfer cost associated with the data flow between the
workspace of virtual Thing k and the user application Ai. The Φ(Ai) provides
all virtual Things consumed by application Ai,

Φ(Ai) = {k′ ∈ T V : k′ = g2(N i
l ) ∧ succ(n) = ∅ ∧ n ∈ Ci

j ,N i
l ∈ ηi, n ∈ N i

l ,

, Ci
j ∈ C(Ai)}. (8)

Finally, the TFP2V (k′, k) is a transfer cost associated with the data flow between
the physical Thing k′ (or its corresponding proxy/gateway) and the workspace
of virtual Thing k, which depends on the materialization of k. Therefore, Ψ(k)
will be

Ψ(k) = {k′′ ∈ T P : k = g1(T P,i
j ) ∧ k′′ ∈ Mk, T P,i

j ∈ τ j}. (9)

Regarding the transfer cost itself, this may include the number of hops, pro-
cessing required at the destination, etc, or any combination of these.

4 Analysis of Results

4.1 Scenario Setup

A set of random graphs, using the algorithm in [18], were used to apply the model
described. These graphs, each with 10 nodes, represent the location of CSP’s
resources, S1, ...S|S|. There are |A| = κ1 × |S| applications and |T P | = κ2 × |S|
physical Things registered at the Sensor Cloud, where κ1 and κ2 are integers.
Each Si ∈ S connects, on average, |A|

|S| applications and |T P |
|S| physical Things to

the Cloud.
The virtual Things to be built depend on physical Things, application

requirements and aggregation level when allocating mashup elements to vir-
tual Things. Therefore, tests were done for different amounts of virtual Things,
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|A|×κ3×κ4
10 ≤ |T V | ≤ |A|×κ3×κ4

2 , where κ3 is the average number of components
per application and κ4 is the average number of elements at mashups. For trans-
fer costs in Eq. (6), the following is assumed:

– TFV 2A: Since there will be κ3 bindings of data flow from the Cloud to an
application, a virtual Thing k will send its data towards application Ai with
probability prob(k,Ai) = κ3

|T V | .
– TFV 2V : Since each mashup has κ4 − 1 flow links2, a virtual Thing k has a

data flow towards k′ with probability prob(k, k′) = (κ4−1)×κ3×|A|
|T V |×(|T V |−1)

× α, where

α is the virtual Thing sharing factor or ratio κ4×κ3×|A|
|T V | .

– TFP2V : A physical Thing k′ has a data flow towards virtual Thing k with
probability prob(k′, k) = κ5

|T P | , where κ5 is the average number of physical
Things in a virtual Thing materialization.

– The number of hops is assumed to be the transfer cost in TFV 2A, TFV 2V

and TFP2V .

Table 1 shows the parameter values assumed.

Table 1. Simulation parameters.

Parameter Value

Number of nodes at CSP graph (|S|) 10

Number of applications (|A|) 30

Number of physical Things (|T P |) 30

Avg number of components per app (κ3) 3

Avg number of elements at each mashup (κ4) 3

Virtual Thing materialization factor (κ5) 1

Lowest number of virtual Things |A|×κ3×κ4
10

Highest number of virtual Things |A|×κ3×κ4
2

4.2 Discussion

Figure 2 shows3 the impact of |ηi| (or number of virtual Things), which is a
consequence of the aggregation level used by resource allocation approaches.
Less virtual Things means that solutions are more scalable.

A relevant observation regarding the impact of making more or less scalable
choices (virtual Things serving more or less applications), is that in general the
QoE and elasticity improve as Sensor Clouds choose for less scalable solutions.
In this case, virtual Things are serving less applications and, therefore, less data
transfers between virtual Things occurs and data takes less hops to flow towards
2 A flow tree is assumed.
3 Average of results obtained for all generated graphs.
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(Α∗κ3∗κ4)/10 (Α∗κ3∗κ4)/2

Fig. 2. Impact of |ηi| (or number of virtual Things).

applications. Also, for each virtual Thing there will be less load. However, this
does not happen for a small number of virtual Things. In this case, increasing the
number of virtual Things leads to a higher transfer cost, with a negative impact
on QoE, and worse elasticity. This happens because virtual Things are already
highly dependent, and flow from physical Things towards the Cloud takes over
the previously mentioned benefit of using more virtual Things. Thus, scalability
can have a positive or negative impact on QoE and elasticity depending on the
scenario (mashups, etc), which will determine possible allocations of mashup
elements to virtual Things, and the best resource allocation approach to use.

5 Conclusions

In this article, a model for Sensor Clouds is presented allowing the impact of
resource allocation approaches to be assessed, and trade-off between scalability
and QoE/elasticity to be unveiled. Results also show that the best resource
allocation approach to use will depend on mashups, etc, influencing possible
allocations of mashup elements to virtual Things. This awareness allows Sensor
Cloud providers to choose the best approach according to their case.
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Abstract. With 5G technologies new platforms for global connectivity
of sensing devices are expected, many of them relying on federated sensor
networks. Such federation can be done through P2P overlays where proxy
nodes, of constrained environments, announce device resources or data.
However, P2P resources may end up including similar device resource
entries, if these can be announced under different P2P resource umbrel-
las, posing consistency and efficiency problems. Changes in a device
resource (or data) will require the update of multiple P2P resources.
To avoid this, a two-layer overlay architecture is used in this article so
that P2P resources can include references to P2P anonymous resources,
specifically created to avoid duplicate entries. In this article, procedures
to keep P2P resources (anonymous or not) updated over time are pro-
posed. Results show that these are effective in avoiding duplicate entries.

Keywords: Federated networks · Wireless sensor networks
RELOAD · CoAP · CoAP usage

1 Introduction

The Internet of Things (IoT) brings the opportunity for Things to connect
globally and exchange data within the existing Internet infrastructure [1]. This
means that sensing devices may interconnect for wide-area coverage, eventually
cooperating to accomplish certain tasks, allowing for wide-area complex appli-
cations to be developed (e.g., environmental monitoring, earthquake/tsunami
early-warning systems, correlation of health data, ...). Since 5G technologies
meet the requirements of mobile communications and needs for Thing data trans-
mission, these are expected to have a key role in such scenarios, enabling new
platforms for global connectivity to emerge [2]. Such platforms may rely on the
federation of multiple sensor networks.

In federation scenarios two standards end up having a significant role:
(i) REsource LOcation And Discovery (RELOAD) base protocol, providing a
generic self-organizing Peer-to-Peer (P2P) overlay network service supporting
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different applications through the use of Usages [3]; (ii) Constrained Applica-
tion Protocol (CoAP), a Web application transfer protocol for RESTful services
to be provided in constrained nodes and networks, similarly to Hypertext Trans-
fer Protocol (HTTP) [4]. A Usage in RELOAD defines how data is mapped into
something (data object) that can be stored in the P2P overlay, how resources
stored at the overlay are identified, how to retrieve data, and how to secure
data. Since CoAP is expected to be a common application layer transfer pro-
tocol at constrained devices, a CoAP Usage for RELOAD has been proposed
in [5]. This allows proxy nodes, of constrained environments, to form a P2P
overlay to announce available resources and sensor data, so that any client can
discover them. This is illustrated in Fig. 1. P2P models have the advantage of
being decentralized, scalable and resilient.

Constrained Environment

Reload
Node

Reload
Node

Reload
Node 
(Proxy)

Constrained
Node

Reload
Node
(Proxy)

Reload
Node

Reload
Node Constrained

Node

Constrained Environment

Constrained
Node

Reload
Overlay

Fig. 1. RELOAD/CoAP overlay network.

A RELOAD/CoAP overlay may announce device resources or sensor data.
When announcing device resources (e.g., temperature sensor), the P2P data
object (called P2P resource) includes entries (linking information) for physical
device resources to be reached using the CoAP protocol. When announcing sen-
sor data, P2P resources include sensor information directly (value, timestamp,
lifetime). Furthermore, device resources managed by different proxies/RELOAD
nodes can be announced under a unique P2P resource umbrella, allowing for
the aggregation of a set of device resources of the same type or with similar
characteristics. For example, a P2P temperature resource may include tempera-
ture sensors from multiple places. This means, however, that P2P resources may
end up including similar device resource entries (or similar sensor data in the
caching case) because multiple combinations of device resources may give rise
to independent P2P resources. This poses consistency/efficiency problems since
multiple P2P resources must be updated when device resource entries change
(for each device resource, suppliers also would have to keep track of which P2P
resources to update). This becomes critical as more and more objects integrate
in the IoT (possible combinations of resources will increase exponentially).
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To overcome the previously mentioned consistency problem, a two-layer
overlay architecture, relying on P2P anonymous resources, is used in this arti-
cle. P2P anonymous resources can then serve as entries in other P2P resources,
similarly to device resources. Procedures are proposed to keep the population
of P2P anonymous resources, and any reference to them, updated over time as
new P2P resources are announced or existing ones are updated/removed.

The remainder of this article is organized as follows. In Sect. 2, work related
with RELOAD/CoAP architectures is discussed. Section 3 analyses the two-layer
approach and required resource redesign procedures, and results are discussed
in Sect. 5. Section 6 concludes the article.

2 Related Work

The RELOAD/CoAP architecture for wide area sensor and actuator network-
ing, using the previously mentioned CoAP application usage for RELOAD, was
initially proposed in [1]. The advantages of such architecture are discussed,
which include integration with the Web, self-organization, scalability, robust-
ness, and simulations are performed to compare its performance against a tra-
ditional client/server architecture. Federation of autonomous sensor networks,
that have to collaborate for achieving a common task, is also discussed in [6].
However, such discussion does not focus on a distributed system, like the P2P-
based architecture, and just 2-vertex distinct paths between every pair of WSNs
is ensured, while minimizing the number of deployed relay nodes and having
average node degree concerns.

Having the RELOAD/CoAP architecture proposed in [1] as a basis, P2P
overlays for network coding based constrained environments are discussed in [7].
The goal is for encoding vectors and encoded data to be stored, and a decoding
service to be used in case of packet loss. A work more closer to the one discussed
in this article, also based on RELOAD/CoAP architecture proposed in [1], is
the one in [8]. The focus is also on an effective announcement of P2P resources,
for consistency purposes, but no P2P anonymous resources are created. That
is, device resource entries can only be replaced by references to existing P2P
resources but no extra P2P anonymous resources can be created for consistency
purposes.

3 RELOAD/CoAP Overlay Networks

CoAP is a Web application transfer protocol designed for the special require-
ments of constrained environments [4]. CoAP provides a request/response inter-
action model between application endpoints and coap(s) URI scheme is used
to identify CoAP resources. CoAP URI supports the path prefix /.well-known
so that clients can discover resources available at the host, or discover any pol-
icy/information about the host, before making a request [9]. Since CoAP is
expected to be a common application layer transfer protocol, a CoAP Usage for
RELOAD was proposed in [5].
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RELOAD/CoAP nodes, usually proxies, can announce/store NodeID to
resource link mappings in the overlay. As an example, if a node participating
in overlay overlay1.com, with NodeID 9996172, wants to register a structure
with its sensors, a mapping similar to the following would be used:

Resource-ID=h("coap://overlay-1.com/proxy-1/.well-known/")

KEY=9996172

VALUE=[

</sensors/temp-1>; rt="temperature-c"; if="sensor",

...

]

The hash over the URI, h(...), is used for indexing. The KEY is the Node-ID of
the RELOAD/CoAP node responsible for device resources at the VALUE section,
which follow the CoRE Link Format specified in [10]. After P2P resource fetch-
ing, an AppAttach request can be sent to a specific Node-ID (direct connection
for CoAP message exchange).

A P2P resource may also announce device resources managed by different
nodes. The following example shows a temperature related P2P resource involv-
ing multiple RELOAD nodes:

Resource-ID = h("coap://overlay-1.com/temperature/.well-known/")

KEY = 9996172,

VALUE = [

</sensors/temp-1>;rt="temperature-c";if="sensor",

</sensors/temp-2>;rt="temperature-c";if="sensor"

]

KEY = 9996173,

VALUE = [

</sensors/temp-a>;rt="temperature-c";if="sensor",

</sensors/temp-b>;rt="temperature-c";if="sensor"

]

Therefore, different combinations of device resources can be made available under
different P2P resource umbrellas, allowing for the aggregation of a set of device
resources of the same type or with similar characteristics.

3.1 Motivation

The proliferation of similar entries at multiple P2P resources has disadvantages:
(i) keeping all P2P resources up-to-date becomes difficult; (ii) tracking which
P2P resources have which device resource entries becomes difficult (new P2P
resources can emerge at any time, if devices are available to the public). To
overcome this problem, a two-layer overlay approach is used. More specifically,
extra P2P anonymous resources are created, and content of announced P2P
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resources is changed in order to point to such anonymous resources leading to
device resource entries of interest. A P2P resource will, therefore, have one of
the following content formats:

– Anonymous - Includes references to P2P anonymous resources, each following
the CoRE Link Format.

– KeyValue - Includes (KEY,VALUE) entries following the CoAP Usage format.

As an example, assuming that coap://overlay-1.com/ heat-related-
illness includes temperature device resource entries similar to coap://
overlay-1.com/temperature, plus extra CO2 entries, its content would be:

Resource-ID = h(coap://overlay-1.com/heat-related-illness/.well-

known)

[

<coap://overlay-1.com/10001/>;rt="temperature

heat-related-illness";if="leaf",

<coap://overlay-1.com/10002/>;rt="heat-related-illness";

if="leaf"

}

and the content of coap://overlay-1.com/temperature would be:

Resource-ID = h(coap://overlay-1.com/temperature/.well-known)

[

<coap://overlay-1.com/10001/>;rt="temperature

heat-related-illness";if="leaf"

]

While these have an Anonymous content format, the P2P anonymous resources
coap://overlay-1.com/10001/ and coap://overlay-1.com/10002/would fol-
low the CoAP Usage format, storing (KEY,VALUE) entries with temperature and
CO2 device resource links, respectively. Note that the if specifies how to deal with
the endpoint, and “leaf” means that its content follows the KeyValue format (oth-
erwise the Anonymous format is assumed). Basically, a graph exists where P2P
resources are nodes and references are links, and multiple hops may exist until
(KEY,VALUE) entries are reached. The rt indicates resource types for such entry,
which end up being the parent P2P resources at the graph. An overlay service
would ensure that the client, performing a fetch to a P2P resource, receives just
the (KEY,VALUE) entries and would not be aware of P2P anonymous resources.

The previously discussed two-layer overlay approach is able to avoid duplicate
entries. However, existing P2P resources may have to be redesigned whenever
new ones are created or existing ones are removed/modified. Procedures for this
purpose are discusses next.

4 Two-Layer Overlay Approach

4.1 Assumptions and Operation

Let us assume a set of original RELOAD/CoAP P2P resources, R, where each
r ∈ R includes a set of (KEY,VALUE) entries denoted by Pr, where each pr ∈ Pr

includes a set of device resource entries denoted by Epr
. Let us assume also that
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P2P resources in R were redesigned according to the previously mentioned two-
layer overlay approach, giving rise to R′. That is, its content has changed so
that references to P2P anonymous resources are used to avoid duplicates. The
set of created P2P anonymous resources is denoted by A. Such redesign should
be done having the following assumptions as a basis.

Assumption 1 (P2P Resource Content). The content of a P2P resource
r ∈ R′ ∪ A will be of type T (r), where T (r) ∈ {“Anonymous”, “KeyV alue”}.
More specifically, if r ∈ R′ then T (r) = {Anonymous}, meaning that an entry,
denoted by pr ∈ Pr, will be a reference to a P2P anonymous resource following
the CoRE Link Format. If r ∈ A, then T (r) = {Anonymous} if r is not a leaf
and T (r) = {KeyV alue} if r is a leaf.

This means that a resource in R′ will always have links to P2P anonymous
resources, while P2P anonymous resources in A will have either links to leaf
P2P resources with (KEY, VALUE) entries or links to other P2P anonymous
resources.

Assumption 2 (Number of Entries). A device resource entry can not be
included in more than one P2P resource. That is, for any e ∈ Epr

, pr ∈ Pr and
r ∈ R, the following must hold: |{a ∈ A : epa

= e, epa
∈ Epa

, pa ∈ Pa}| = 1. A
P2P anonymous resource entry can be included in multiple P2P resources.

Assumption 3 (Strict Coverage). P2P resources must be redesigned while
not changing the content to be returned. That is,

⋃

pr∈Pr

Epr
=

⋃

pr′ ∈Pr′
Epr′ , ∀r ∈ R,

∀r′ ∈ R′.

Upon a P2P resource fetch, an overlay service1 would have to fetch the ref-
erenced P2P anonymous resources recursively, so that device resource entries
are reached and returned to the client following the CoAP Usage format. This
information is the one used by clients to perform AppAttachs.

To keep assumptions valid, P2P resources (anonymous included) will
have to be updated when P2P resources are created/modified/removed.
A set of merge/split procedures, for this purpose, are discussed next.
These procedures assume the existence of a P2P resource per proxy (e.g.,
coap://overlay-1.com/KEY=9996172) containing references to the P2P anony-
mous resources including proxy’s (KEY,VALUE) entries. These are referred to as
proxy P2P resources.

4.2 Resource Redesign Procedures

P2P Resource Creation: When a new P2P resource r is to be created, initially
with (KEY, VALUE) entries in its content, the procedure Create shown below
must be performed. At line 3, the P2P anonymous resources, whose entries are
1 A service discovery mechanism like ReDiR can be used to distribute load among

RELOAD/CoAP nodes able to provide such service, ensuring scalability.
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fully included in r, are obtained. A call to these should replace corresponding
entries in r. Line 7 fetches P2P anonymous resources sharing content with r.
These should be analyzed by Split procedure. At this procedure, the splitting
is performed at lines 2–4. This is recursive so that parent nodes are analyzed for
splitting too (call at line 10).

Create(r)

1: for pr ∈ Pr do
2: Extract pr’s KEY and fetch corresponding proxy P2P resources, r′

3: I = {pr′ ∈ Pr′ : pr′ ⊆ pr}
4: for pi ∈ I do
5: Replace pi ∩ pr content in r by reference pi
6: end for
7: I′ = {pr′ ∈ Pr′\I : pr′ ∩ pr �= ∅}
8: Split(I′, pr)
9: for pi ∈ I′ do

10: Replace pi ∩ pr content in r by reference pi
11: end for
12: Create P2P anonymous resource if intact pr content exists, and replace it by

reference.
13: end for

Split(I′, pr)
1: for pi ∈ I′ do
2: Create resource with content pi ∩ pr
3: Create resource with content pr\{pi ∩ pr}
4: Update references at resources in rt(pi)
5: end for
6: if no changes exist then
7: Return
8: end if
9: for pi ∈ I′ do

10: Split(rt(pi), pr)
11: Delete pi
12: end for

P2P Resource Removal: When a P2P resource r ∈ R′ is to be removed,
the procedure Remove shown below must be performed. Lines 2–5 will remove
references to the resource being deleted. The Merge procedure analyses common
content, for possible joins. At this procedure, the P() is the powerset. Merges will
be performed at children nodes recursively. It is assumed that the corresponding
rt information is updated accordingly.
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Remove(r)

1: for pr ∈ Pr do
2: for i ∈ rt(pr) do
3: Fetch i
4: Remove r from rt({pi ∈ Pi : pi = pr})
5: end for
6: Merge(rt(pr))
7: end for
8: Delete r

Merge(resources)

1: U =
⋃

i∈resources

Pi

2: I = arg max
S∈P(U)

(|{i ∈ S : rt(i) =
⋂

j∈S
rt(j)}|)

3: if |I| = 1 then
4: Replace content I, at every r′ ∈ resources, by i ∈ I
5: Delete i ∈ I
6: Merge(resources)
7: else
8: if |I| > 1 then
9: Create new resource r with content of every i ∈ I

10: Replace content I, at every r′ ∈ resources, by r
11: Delete every i ∈ I
12: if r is not of leaf then
13: Merge(r)
14: end if
15: end if
16: end if

P2P Resource Update: It is assumed that a P2P resource removal is per-
formed, followed by a P2P resource creation.

5 Scenario Analysis

To evaluate the advantages of having P2P anonymous resources, different scenar-
ios were tested. In such scenarios there are public P2P resources (URIs known
to the public), each having a set of P2P anonymous resource entries (i.e., of
Anonymous content type). The P2P anonymous resources being referenced can
then be of Anonymous or KeyValue content type. In the first case another calling
level is being built, which may reference any existing P2P anonymous resources.
A maximum of two levels exists. Table 1 shows the ranges used to define the
number of P2P resources or resource/sensor entries (a random number is picked
to run a test). The following plots show the average of 20 tests performed for
each scenario.
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Table 1. Scenarios under test.

Scenario Public P2P
resources

Anonymous
resources per
level

Refs for
anonymous
content

Refs for
KeyValue
content

A [1–10] [5–10] [1–5] [1–5]

B [1–20] [10–20] [1–10] [1–10]

C [1–30] [15–30] [1–15] [1–15]

D [1–40] [20–40] [1–20] [1–20]

E [1–50] [25–50] [1–25] [1–25]

F [1–60] [30–60] [1–30] [1–30]

Fig. 2. Number of sensor references and P2P resources.

Fig. 3. Number of fetches per public P2P resource.

As shown in Fig. 2, if P2P anonymous resources are not created then the total
number of sensor entries will grow exponentially due to duplicate entries. The
proposed solution is able to keep a single reference to sensor entries, resulting into
very low values for the total number of entries. Duplicate entries are avoided,
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however, at the expense of additional fetches. Figure 3 shows the number of
required fetches per public P2P resource. Note, however, that fetching in parallel
will reduce latency (i.e., for two levels the overall delay converges to the time of
two fetches in series).

6 Conclusions and Further Work

Resource redesign procedures were proposed to keep P2P resources in
RELOAD/CoAP architectures updated over time, while ensuring that sensor
resource entries are unique. This ensures data consistency, better coordination
of cooperating systems, and timeliness of notifications. Future work includes
comparing this approach with other optimization approaches.
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Abstract. The new requirements for 5G, in terms of latency and band-
width, demand new technologies such as millimeter-wave small cells,
requiring dense deployments to achieve good coverage. Even before the
arrival of 5G, small cells were already being deployed to avoid congestion
and achieve a good Quality of Service (QoS) in areas with high densi-
ties of potential users. These infrastructures require large investments,
forcing operators to share them or to use the services of a neutral host,
responsible of installation and maintenance. In this paper we present a
practical approach for different operators to share a small cell infras-
tructure, while allowing them to use their respective dedicated frequen-
cies, adjust any parameter, or even deploy any particular radio access
technology. This way, each operator can provide a differentiated service
that may represent a competitive advantage even on the same physical
infrastructure.

Keywords: Small cells · Multi-tenancy · Time-sharing · 5G

1 Introduction

The exponential growth of mobile traffic and the incessant subscriber demand
for a better QoS force operators to look for alternatives to increase their net-
work capacity. Furthermore, ITU-R has defined a set of requirements related to
technical performance for IMT-2020 networks (5G) including very low latency
communications (1 ms) and lower energy consumption [1]. Ultra-dense small cell
architectures have proven to be a good choice to address such requirements, as
demonstrated in [2–4]. By increasing the density of base stations in an area it
is possible to provide higher bandwidths to more users at less power with lower
latencies. This holds in areas with high user densities, such as malls, downtown
shopping areas, stadiums, factories and enterprise facilities.
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However, although the installation of low power nodes (such as small cells)
entails significant lower costs than the installation of macrocells (thanks to their
small form factor and simpler power sources), these nodes still require substan-
tial investments. Indeed, “mobile-first” “bring-your-own-device” (BYOD) busi-
nesses require very good coverages regardless of the operators providing service to
employees, customers or visitors [5]. In such scenarios there are market incentives
for multi-operator infrastructure sharing or neutral hosts. Distributed Antenna
Systems (DAS) or Wi-Fi hotspots are typical neutral host approaches. Never-
theless, both systems have drawbacks, such as the high cost of DAS deployments
and the QoS challenges in Wi-Fi installations.

Nonetheless, there are non-technical issues that slow down the adoption of
sharing strategies. For example, some regulators do not permit spectrum sharing
because they perceive it as a risk against healthy competition (in Spain this
was the case prior to March 2017), and some operators may perceive risks in
sharing their infrastructure with their competitors. In this regard, according
to [5], a good approach is to combine dedicated and shared cells. Also, recent
research projects have considered the “Small Cells as a Service” concept [6],
where different operators share a cloud-enabled small cell.

In this paper we present a practical implementation that makes it possible
to assign small cells on demand to particular operators in environments with
dynamic, high user densities. In this scenario different operators may require
more or less resources (small cells) from some moment on. Therefore, a mecha-
nism for fast cell reallocation is necessary. We also present our work-in-progress
and the future research lines.

In Sect. 2 we discuss related work in small cell sharing. In Sect. 3 we explain
our practical approach. Finally, in Sect. 4 we provide some conclusions and
describe our future work.

2 Related Work

In their traditional business model, operators own a network and leverage it to
provide better services (in terms of coverage, bandwidth, etc.) than their com-
petitors. Nevertheless, the introduction of new wireless technologies (such as 4G
or 5G) is increasingly complex and requires frequent updates. Telecommunica-
tions equipment is a commodity and the mere provision of a new technology does
not provide a competitive advantage. Operators try to differentiate themselves
with specialized services. In this context Radio Access Network (RAN) sharing
is a common strategy to increase coverage while keeping costs at bay [7].

3GPP has considered this problem and has provided specifications to share
the network [8]. There exist different technical architectures for RAN sharing,
ranging from mere location and “tower” sharing (passive RAN sharing) to using
exactly the same infrastructure (for example when an operator signs an agree-
ment with another for the users of the first to roam over the infrastructure of
the second). Multi-Operator RAN (MORAN) [9] is an interesting intermediate
architecture in which operators retain a great level of control over their traffic
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and capacity because, even though they share the same physical eNodeB, sev-
eral virtual instances with independent parameters are generated. For example,
each operator keeps using its own dedicated frequency bands and controlling its
QoS levels. However, at least one independent radio head is required for each
operator.

RAN sharing becomes especially relevant for deployments that require the
installation of a large number of base stations, for example small cell deployments
to increase network capacity in very dense areas [2–4]. The number of subscribers
per cell decreases with the coverage area, reducing eNodeB congestion. Millimeter
bands (30 GHz–300 GHz) have raised a lot of interest for 5G small cells because
they are uncongested and allow allocating large channel bandwidths (and thus
increasing transmission rates). In fact, as they are subject to higher propagation
losses, they are only adequate for dense infrastructures [10].

Although a MORAN architecture provides several advantages, it has been
less extended in the small cell ecosystem because of its higher complexity and
deployment effort [5] than other architectures such as Multiple Operator Core
Network (MOCN) [8], where all RAN elements are shared (including the spec-
trum). Our solution is similar to MORAN, in the sense that we make it possible
to dynamically assign small cells to operators respecting their particular frequen-
cies and configurations. This way, it is possible to cover an area with small cells
and dynamically assign them to different operators according to their needs at
every moment.

Other authors have also studied solutions for radio resource sharing among
operators. The typical approach is based on a Cloud-RAN architecture [11,12]
that distributes the implementation of the cellular base stations. Baseband pro-
cessing is centralized on a cloud server, leaving only the radio frequency func-
tionality in the base stations and, thus, simplifying radio resource sharing. This
method reduces the complexity (and therefore, the cost) of radio access network
equipment and, at the same time, increases flexibility and efficiency. Cloud-RAN
is usually combined with Software Defined Radio (SDR), so that baseband sig-
nal processing is performed purely on a general purpose computer (implementing
by software elements such as modulators, filters and mixers, which traditionally
were implemented by hardware) [13]. Only conversion, channelization and ampli-
fication are implemented by hardware at the transmission site.

Most RAN sharing proposals take advantage of OFDMA spectrum division,
introduced in cellular communications by the Long Term Evolution (LTE) stan-
dard. OFDMA splits spectrum into time and frequency slots (Physical Resource
Blocks, PRBs), which are dynamically allocated to the subscribers. In [14] the
authors introduce the Network Virtualization Substrate (NVS) concept, which
applies a two-step scheduling process for enabling “network slicing” [15] up to the
eNodeBs. In this way, the entire physical network is divided into several logical
networks specially adapted to provide services with different QoS requirements.
On each transmission opportunity, PRBs are firstly distributed among the slices
according to their requirements, and then each slice decides how to allocate
the received resources among their subscribers. In [16] the authors analyze an
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extension of NVS that enables partial resource reservation. Each slice is guar-
anteed a minimum amount of PRBs, but it may also use idle resources of the
other slices.

The NVS concept can be extended to enable sharing a RAN infrastructure
by multiple Mobile Virtual Network Operators (MVNOs) through the allocation
of a set of slices to each operator, as considered in [17]. The authors propose a
new scheduler that assigns PRBs to different operators based on the decisions
taken by a SDN controller, so that different slices may share a common pool of
frequencies according to their requirements.

Considering dense deployments, a finer and more efficient use of the RAN
elements can be achieved by centralizing the control plane of the base stations,
as proposed in [18,19]. Thus, the interference from adjacent cells can be reduced
by considering their location and the interference perceived from other nodes [18]
or taking into account the PRBs allocated by the adjacent cells [19].

Although RAN sharing based on a shared scheduler enables efficient spectrum
utilization, since MVNOs can use those PRBs that are not assigned to other
operators, the control over radio resources is coarse. The operators must agree
on parameters such as transmission and reception gains of the radio devices. The
radio access technology (RAT) must also be the same for each operator on each
radio. In addition, operators have less control over the scheduled PRBs, which
limits their choices of slots to improve channel conditions for their subscribers.
This fact also hinders the adoption of this approach for multiple independent
Mobile Network Operators (MNOs), as control signaling and management is
performed in specific PRBs and times in LTE. Finally, spectrum sharing is still
forbidden or has been only recently allowed (for example, in Spain), making
alternative solutions interesting.

Our proposal provides a simple solution for several independent operators
to share a small cell infrastructure, while allowing them to use their respective
dedicated frequencies, adjust any parameter, or even deploy any particular radio
access technology. To the best of our knowledge, this is an original approach.

3 Implementation

We assume an scenario with a high user density (mall, downtown, stadium, etc.).
In it, in order to ensure good QoS, it is necessary to deploy a dense small cell
network covering the whole area.

A multi-operator “neutral host” or “infrastructure provider” is in charge
of the small cell network, which is shared by different operators. A “neutral
host” orchestrator distributes the radio devices among the operators, based on
algorithms that seek to maximize the aggregate operator performance and user
QoS, under certain Service Level Agreements. Due to the dynamic user location
and densities, small cell radios must be configured in the shortest time possible.

With this scenario in mind we have implemented a LTE small cell sharing
proof-of-concept using OpenAirInterface (OAI) [20]. OAI is an open source plat-
form developed by the OpenAirInterface Software Alliance (OSA), which allows
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running a 3GPP-compliant LTE testbed on a general purpose computer and an
SDR device. It provides all the necessary network entities in an LTE architecture
(eNodeB, MME, HSS, SGW and UEs). The OAI front radio is compatible with
some popular SDR devices, such as Ettus Research USRPs and Lime Microsys-
tem’s LimeSDRs. Specifically, in our proof-of-concept we have used a LimeSDR
device, a low cost software defined radio which is able to operate in frequencies
ranging from 100 kHz up to 3.8 GHz, and handle up to 61.44 MHz channels [21].

3.1 Initial Tests

Each small cell would be implemented on an embedded computer running the
basebands selected by each operator (in our experiment OAI’s eNodeB). The
small cell would be connected to an operator Core Network (CN) by decision
of the neutral orchestrator. However, OAI is not designed to be “plugged” and
“unplugged” from the SDR device, so our first step was a procedure for disabling
the eNodeB that is using the radio up to a certain moment and launching a new
eNodeB for the new operator. This procedure takes setup times of approximately
16.3 s with a USRP SDR device and 10.2 s when using a LimeSDR.

These times may be quite large for highly dynamic scenarios, so we analyzed
the different stages completed during the setup of an OAI eNodeB in order to
decrease them. Successively, the eNodeB:

1. starts the set up for each protocol stack layer on independent threads,
2. requests the SDR device,
3. configures the SDR device with the appropriate radio parameters,
4. starts the transmission.

As all the stack processes are independent of the radio, a first possibility
to reduce this delay is forcing those processes to be ready before the radio is
allocated to the eNodeB. Therefore, we modified the eNodeB to complete all
internal start up tasks and then keep waiting for a grant message to use the
radio device. Thereby, the transition delay is reduced to the time it takes to
configure the SDR device. We estimated this delay running multiple independent
executions, and the results show that, on average, it was reduced to 2.81 s.

3.2 Abstracting the Radio from the eNodeBs

We then analyzed other possibilities. We found that by introducing a new ele-
ment, exclusively in charge of all the transceiver tasks, we are able to keep the
previous transceiver configuration state. This way, on each radio reallocation, it
is only necessary to modify the parameters that differ from those in the previous
session, so the transition time is reduced. We called this new element “transceiver
coordinator”.

Figure 1 shows the proposed system architecture. The transceiver coordinator
and operator’s base station processes run on an embedded computer on which
the SDR device is connected. In our experiment, both processes are connected
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Fig. 1. High-level system architecture.

through UNIX sockets. All the operator’s core networks are reachable from this
computer. The base station processes susceptible to take the radio are kept
ready for being deployed and to inform the neutral orchestrator about the radio
parameters they need. When a radio reallocation takes place, the orchestrator
informs the transceiver coordinator and notifies the new radio parameters, which
are compared with the previous configuration and set only if they are different.
Then, the transceiver coordinator notifies the radio availability to the implied
base station processes. From that moment on, the new base station process may
begin transmitting and receiving IQ samples.

The non-deterministic communication delay between the base stations and
the transceiver coordination processes does not affect the radio frequency trans-
mission. Most of the commercial SDRs exchange signals by blocks labeled with

Fig. 2. Flow diagram of transceiver coordination processes.
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time stamps, identifying the instants in which they must be transmitted or were
received, according to the radio clock. The margin between the moments when
the samples are generated and when they must be transmitted is large enough
to allow the transceiver coordinator to receive them on time.

Figure 2 shows the flow diagram of the transceiver coordination process.
Specifically, for reallocating the radio to another operator, it:

1. is notified to allocate the radio to a new operator,
2. notifies both base station processes involved in the reallocation procedure,
3. sets those radio parameters which must be modified from the current session,
4. starts using the new base station sockets for exchanging the IQ samples with

the radio.

3.3 Results

Some minor tasks performed during the radio initialization (which take up to
710 ms) can be avoided, as they only need to be run once. The exact time to
reassign a small cell to a new operator will depend on the parameters that must
be modified given the ones used by the previous operator:

– Changing the sampling frequency takes only 225 ms on average, but it requires
reestablishing the baseband low pass filter.

– Setting the baseband low pass filter consumes about 1.10 s. Once established,
the filter may not need to be modified until the bandwidth/sampling fre-
quency ratio changes.

– The radio calibration task introduces a delay of about 0.73 s. This task should
be performed when the channel central frequency, the channel bandwidth
or the sampling frequency are modified. However, the calibration may be
reused for adjacent channels without noticeable signal degradation. Within
LTE band 7, we were able to keep signal quality by calibrating the radio once
at the band center frequency and then using different channels along the band
(sharing the rest of the parameters).

– Finally, modifying the reception and transmission RF frequencies and gains
takes 43 ms on average.

If both operators share the same parameters, the transition delay will only
be the time to grant the communication to the new operator and the time to
synchronize the base station with the radio clock (which in our tests was always
1 ms). If it is necessary to change the channel frequencies and gains, this delay
increases by about 43 ms.

A new sampling frequency or channel bandwidth leads the transition to slow
down for up to 0.96 s. However, setting the low pass filter and the sampling
frequency could be avoided by digitally resampling and filtering the baseband
signals at the transceiver coordinator, so that the sampling frequency and filter
on the radio remain unchanged.
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Considering all the aforementioned optimizations, it would be possible to
switch operators in just 44 ms in the worst case, and in less than 1 ms when
both radio services use the same parameters. This is a great improvement from
the 10.2 s we achieve when we do not preserve the radio configuration state.
Therefore, it should be possible to deploy a small cell infrastructure in which an
“infrastructure provider” would assign small cells dynamically to the different
operators according to their instant needs in up to 44 ms.

4 Conclusions and Future Work

In this paper we have presented a practical approach for different operators to
share a small cell deployment. Each small cell is assigned exclusively to one
operator at a time. Thus, such operator may keep a tight control of traffic and
capacity, as it continues using its own dedicated frequency bands and controlling
its QoS levels. It may even use a different RAT. If one operator requires more
resources at some moment, it may be granted more small cells that were initially
assigned to other operators. According to our analysis, this reallocation can be
performed in less than 1 ms in optimum circumstances and up to 44 ms in the
worst case.

An LTE proof-of-concept has confirmed the viability of our approach, which
is akin to the MORAN concept. We are currently exploring other mechanisms to
share small cells. For example, how to transmit different waveforms in different
frequencies of a small cell at the same time, even when they use different RATs.
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Abstract. This work presents a model to solve the switch migration
problem in software-defined networking. This model is formulated as a
mixed-integer linear programming, and compared against the static map-
ping approach. Two scenarios of homogeneous and heterogeneous con-
trollers are evaluated. The experimental results show that the dynamic
mapping enabled by the proposed model can enhance the controllers’ uti-
lization by ≈63% for homogeneous scenario and ≈47% for heterogeneous
scenario, while maintaining a low control plane overhead.
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1 Introduction

Software-defined Networking (SDN) is an emergent technology that offers a
promising software oriented design to manage IP networks [11], Internet of
Things (IoT) [3] and 5G networks [5]. In SDN, the data and control planes
are decoupled to make the forwarding devices programmable and to promote
network scalability and evolution [4]. Network policies are defined in the manage-
ment plane, materialized by software modules in controllers in the control plane,
and carried out by switches in the data plane [11,13]. From a layer perspec-
tive, the communication between the data and control planes is made available
via standardized southbound interfaces (e.g., OpenFlow [7]), while the com-
munication between the management and control plane is usually done through
non-standardized northbound interfaces [9].

Control plane can be centralized or distributed. In the former, a single con-
troller is responsible for managing all flow requests from the switches, while in
the latter, multiple controllers are used. A single controller ensures a unified
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knowledge about the network, however, it represents a possible single point of
failure [11,21]. Additionally, a centralized control plane does not scale well [21], is
susceptible to overloading [19], and can hinder the Quality of Service (QoS) [10].
On the other hand, in multi-controller SDN [7] each controller is responsible for
a set of switches (domain). A controller can be master, equal, or slave, where
the first two types can process the flow requests from the switches and install
the forwarding rules in the switches. A slave controller can only read the switch
flow table, but can not update it. Each switch can have multiple equal and
slave controllers, but only one master controller. Furthermore, a master con-
troller for a specific switch can be slave controller for another one, and whenever
a master controller fails, a slave or local controller can request (via OpenFlow
role-request message) to become the new master of the affected switches.

The multi-controller paradigm is shown to improve many aspects of SDN [22],
but it presents many challenges, especially for controllers’ utilization when
switch-controller assignments are static. The load of a controller is mainly caused
by the processing of the packet-in messages sent from the switches [19], and
due to network dynamics, the number of these messages vary both regionally and
temporally [2]. As a result of these variations, some controllers will be overcom-
mitted (hot spot), while some others will be underutilized (cold spot). This leads
to domain failure (and multi-domain failure [18]), or network underutilization.
Therefore, switch migration (SM) [6] can be used as a key-enabler for dynamic
switch-controller mappings in order to adaptively shift the load of controllers.
Whenever overloading is detected in a master controller, it selects a switch from
its domain and asks a slave controller to become the new master of this switch.

This work presents a simple and concise modeling of the SM problem as a
mixed integer linear programming (MILP), which considers the load balancing of
the controllers, and the overhead created by the migrated switches. Two scenarios
of homogeneous and heterogeneous controllers are considered.

This work is organized as follows: Related work is described in Sect. 2, and
the proposed model is presented in Sect. 3, the experimental results and the
conclusions are presented in Sects. 4 and 5, respectively.

2 Related Work

SM problem is clearly addressed for the first time in ElastiCon [6]. Since then
some approaches have been proposed [22]. SM is not only used for balancing
load [12], but also for improving resource utilization [20] and security [17]. SM
is usually treated and modeled within linear [1,8] or nonlinear [14,16] models
of dynamic switch-controller assignments. In these models, the mappings are
calculated for all switches and controllers. However, in SM only a subset of
controllers and a subset of switches require reassignments. Therefor, it is more
appropriate to model the SM separately. The most recent works that model SM
separately are presented in [15,23], but aspects like heterogeneous controllers’
utilization are not investigated. In [15], the overloading is detected based on the
load diversity matrix of the controllers. A user-defined threshold is used to decide
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which controller is overloaded. A switch is migrated based on a probabilistic
measure. In [23], SM is modeled within the earth mover distance (EMD), which
is a histogram matcher that calculates the cost of “morphing” one histogram
into another.

3 The Proposed Model

The proposed model considers various factors in SM, some of them are not
already considered in the literature, like switch importance in its original domain
and the ratio between the remaining capacity in the controller and the number
of flow requests in the migrated switches. These are two important factors in
order to reduce the control plane overhead when exchanging information of the
migrated switches.

3.1 System Model

The network scenario for switch migration problem is depicted in Fig. 1, and
the notation used is described in Table 1. A set C of controllers is managing
a set S of switches. Each switch is connected to exactly one master controller
(thin solid lines) and one or more slave controllers (thin dashed lines). Therefore,
each controller is managing a subset (domain) Si ⊂ S of switches. The latency
between controller ci and switch sj is known and denoted by dij , and the latency
between controllers ci and ci′ is known and denoted by vii′ .

At each switch sj , a number of packet-in messages per second rj is gen-
erated (usually following Poisson distribution). Each controller has a limited
processing capability γi to process a certain number of packet-in messages per
second. In addition, each switch has a relative-importance θj , which is related
to the size of its flow table and the number of neighbor switches in the same
domain.

Given a scenario where loads at the controllers are imbalanced, the objec-
tive is to find a set of switches to be migrated between controllers, in order to
reestablish the load balance, while minimizing the control plane overhead.

3.2 Controller Load

The load ωi of controller ci is the aggregation of the flow requests from the
switches in its domain Si:

ωi =
∑

sj∈Si

rj , ∀ci ∈ C, (1)

and after switch migration, the load of controller ci, denoted by ω̃i, can be
calculated as [23]:

ω̃i = ωi −
∑

ci′ ∈C:ci �=ci′

∑

sj∈S
rjx

ii′
j +

∑

ci′ ∈C:ci �=ci′

∑

sj∈S
rjx

i′i
j , ∀ci ∈ C (2)

where xii′
j is the migration decision variable to be calculated.
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Fig. 1. The SDN model. Thick solid lines are the physical inter-plane links, thin solid
lines are the switch-controller master mappings, and thin dashed lines are the switch-
controller slave mappings.

Table 1. Notation used through out this paper.

Term Description

C Set of controllers

S Set of switches

rj Number of packet-in messages generated by switch sj

θj Switch importance (weight) in its domain

γi Capacity of controller ci

dij Latency between controller ci and switch sj

vii′ Latency between controller ci and controller ci′

ωi Load at controller ci

l Minimum load-to-capacity ratio

u Maximum load-to-capacity ratio

xii′
j Migration decision variable, xii′

j = 1 if switch sj is to be migrated from
controller ci to ci′ , zero otherwise

3.3 Cost Function

The cost function is a linear combination of the load balancing and the control
plane overhead costs. The load balancing cost is defined as the difference between
the maximum and minimum load-to-capacity ratios, denoted by the real-valued
variables u and l, respectively. The control plane overhead cost, caused by migrat-
ing switch sj from controller ci to controller ci′ , is denoted by ϑii′

j . Therefore,
for two user-defined weights α1 and α2 = 1 − α1, the cost function is defined as:

f = α1(u − l) + α2

∑

ci∈C

∑

ci′ ∈C:ci �=ci′

∑

sj∈S
ϑii′

j xii′
j (3)
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To calculate ϑii′
j , let the remaining capacity in controller ci be denoted by

γ̂i = γi − ωi. Therefore, the control plane overhead cost is the composition of
the following terms:

1. Number of switch migrations:
∑

ci∈C

∑
ci′∈C:ci �=ci′

∑
sj∈S

xii′
j

2. Overall importance of switches:
∑

ci∈C

∑
ci′∈C:ci �=ci′

∑
sj∈S

θjx
ii′
j

3. Migrated flow requests to remaining capacity ratio:
∑

ci∈C

∑
ci′∈C:ci �=ci′

∑
sj∈S

(
rjxii′

j

γ̂i′

)

4. Inter-plane delay and control plane delay:
∑

ci∈C

∑
ci′ ∈C:ci �=ci′

∑
sj∈S

rjdi′jx
ii′
j +

∑
ci∈C

∑
ci′∈C:ci �=ci′

∑
sj∈S

θjvii′xii′
j

Combing these sub-costs, ϑii′
j can be calculated as:

ϑii′
j =

{( rj

γ̂i′
(di′j γ̂i′ + 1) + θj(vii′ + 1) + 1

)}
(4)

3.4 Overall Formalization

The switch migration problem that handles the load balancing and minimizes
the control plane overhead, can be now formulated as a mixed-integer linear
programming as:

Minimize f (5)
subject to:

0 ≤
∑

ci∈C

∑

ci′ ∈C:ci �=ci′

xii′
j ≤ 1, ∀sj ∈ S (6)

0 ≤ l ≤ ω̃i

γi
≤ u < 1 ∀i ∈ C (7)

xii′
j ∈ {0, 1}, ∀ci, ci′ ∈ C, sj ∈ S and l, u ∈ [0, 1) (8)

The first constraint (6) ensures that when a switch is chosen for migration it
can be only migrated to one controller. The controller capacity limitation and
the upper and lower bounds, l and u, are determined by the second constraint
(7). The last constraint (8) defines the domains of the binary and real-valued
variables.

4 Experimental Results

To evaluate the proposed model, a comparison against the static mapping model
is performed. A random topology of 4 controllers and 16 switches is created
(Fig. 2). The number of flow requests for each switch is generated randomly
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Fig. 2. A random SDN topology with 4 controllers and 16 switches used for simulation.
Blue lines are intra-plane connections; red solid lines are the master assignments; and
red dashed lines are the slave assignments. (Color figure online)

in the range [100, 400] packet-in messages per second, the latency is chosen
from the range [0.1 1] milliseconds, and the simulation time is set to 1000 s. The
weights in (3) are empirically set to α1 = 0.7 and α2 = 0.3. For the controllers
capacity, two scenarios are considered: homogeneous and heterogeneous.

4.1 Homogeneous Controllers

In this scenario, the capacity γ of each controller is set to 2000 packet-in
messages per second. In order to create a realistic network fluctuation, a hot-
spot is generated by stressing controller c3, in Fig. 2, from time 100 to 150 s. The
simulation results of this scenario are shown in Fig. 3.

In Fig. 3a, the load of this controller increases until it eventually exceeds its
limited capacity, which will cause in a real case scenario a failure in the domain
managed by c3. However, when applying the proposed switch migration model,
in Fig. 3b, the loads of all controllers are shifted under the limited capacity, with
remaining capacity γ̂ ≈ 500 packet-in messages per second in all time slots
after the stressing period (i.e., >150 s).

In order to assess the controllers’ utilization, the min-max ratio is used. The
range of this ratio is between 0 and 1. When it is 1, it means all controllers have
the same load, i.e., a perfect utilization. On the other hand, values close to 0 mean
very low utilizations. Figure 3c shows this measure for the static and proposed
models. In average, the static model produced ≈21%, while the proposed model
produced ≈84%, i.e., with enhancement of 63%. However, when calculating this
measure after the stressing period, the static model produced ≈20%, while the
proposed model produced ≈92%, with improvement of ≈72%.

When considering the number of migrated switches in the proposed model,
and as shown in Fig. 3d, before the stressing period (i.e., ≤100 s) no migration
has occurred, and during the stressing period, only 9 switches were migrated
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(a) Loads before switch migration (b) Loads after switch migration
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Fig. 3. Simulated results of 4 homogeneous controllers and 16 switches.

(with maximum of 3 switches at time 143 s) in order to cope with the traffic
change. After the stressing period, no switch migration was required. Therefore
the proposed model is able to maintain high utilization with low control plane
overhead.

4.2 Heterogeneous Controllers

As shown in Fig. 4a, in this scenario the controllers have different capacities, but
the total capacity is the same as in the previous test (i.e., 8000): γ1 = 2250,
γ2 = 1500, γ3 = 2500, and γ4 = 1750. The simulation results of this scenario are
shown in Fig. 4.

Comparing Figs. 4a and b, it is easy to see that the proposed switch migration
model was successfully able to shift the loads of all controllers under their limited
capacities, leading to a better controllers’ utilization.
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(a) Loads before switch migration (b) Loads after switch migration
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Fig. 4. Simulated results of 4 heterogeneous controllers and 16 switches.

When considering the min-max ratio in Fig. 4c. The static model produced
in average ≈34%, while the proposed model produced ≈81%, with improvement
of ≈47%. When considering only the time horizon after the stressing period,
the static model in average produced ≈32%, and the proposed model produced
≈85%, with improvement of ≈53%.

Considering the number of migrated switches in Fig. 4d, no switch is migrated
before the stressing period, 5 switches are migrated during the stressing period,
with a maximum of 2 switches at two instances of time. After the stressing
period, 7 (with maximum of 1 switch) switches are migrated, which might slightly
increase the control plane overhead when compared to the homogeneous scenario.
In fact, these 7 migrations has happened in a large time horizon (i.e., 1000−151 =
849 time slots).

When comparing the results of the static model in both homogeneous and
heterogeneous schemes, the latter produced better min-max ratio because con-
trollers with small capacities can be easily utilized. The proposed model, how-
ever, produced better min-max ratio in the homogeneous scheme. In what con-
cerns to the number of migrated switches, it is possible to experience slightly
more switch migrations in the heterogeneous scenario.
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5 Conclusions

This article has presented a model for solving the switch migration problem in
software-defined networking. The problem is modeled such that it considers the
load balancing of the controllers and minimizes the controller plane overhead
created by the migrated switches. The model is formulated as a mixed integer
linear programming, and the experimental results show that the proposed model
can efficiently solve this problem for homogeneous and heterogeneous controllers.
The results show that homogeneous controllers produce better utilizations and
a slightly lower control plane overhead. As a future work, a robust and fast
algorithm will be developed to solve the switch migration problem for large
SDN networks.
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Abstract. The Network Function Virtualization paradigm is changing
the telecommunications industry. Network applications in general pur-
pose telco infrastructures will be instantiated on demand or deployed in
the most appropriate location for each use case. Nevertheless, these vir-
tualized scenarios are complex and require tools to manage the different
components flexibly and reliably. ONAP is one of the projects that are
implementing such tools. It provides a rich set of elements that can be
executed in virtual machines or containers, following different architec-
tures. In this paper we present the different possibilities for that and
analyze their advantages and disadvantages.

Keywords: Network Function Virtualization · Containers · ONAP

1 Introduction

In the last years, cloud computing has become a key enabler in the IT field.
Infrastructure virtualization has been crucial to optimize resource usage [1],
and has brought unparalleled management flexibility. The continuous search for
improvements has spawned several solutions that continue to shape the cloud
computing world.

One of the most relevant technologies in the last years is containers [2], which
provide means to encapsulate applications without using virtual machines. Since
there is no virtual kernel between the host machine and the containerized appli-
cation, this technology is lighter, but also less secure: a vulnerable application
that compromises the host kernel also compromises the rest of the containers [3].
This is challenging for multi-tenancy scenarios. The most frequent solution is to
launch these containers on top of virtual machines [4] that are already running,
which does not involve extra boot time.

Containers technology has had such an impact that not only new associated
solutions like Kubernetes [5] have appeared, but also traditional cloud computing
software like OpenStack has been adapted to support them [6]. There also exist
implementations of orchestration engines to automate application deployment,
scaling, and management [7].
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The telco sector has not been indifferent to this revolution. Initially, telecom-
munications were just commodities that provided connectivity to the cloud (for
the users or to interconnect data centers). Since then many telcos have become
cloud computing service providers themselves trying to leverage their intrinsic
advantages (such as large network bandwidth) to reach a new market [8]. Nev-
ertheless, the real impact in the telco sector started with network “softwariza-
tion”. Typical network functions started to migrate from proprietary hardware to
Commercial-Off-The-Shelf (COTS) computers, simplifying tasks such as feature
upgrades, fixing bugs, or scaling the service [9]. The next logical step is the virtu-
alization of these network functions, by turning network equipment into virtual
entities. This is the driving force behind the Network Function Virtualization
(NFV) concept [10]. The new virtual appliances that satisfy the NFV paradigm
can be instantiated on demand or deployed in any cloud location with enough
available resources, and scaled with the number of requests. Furthermore, the
same hardware can perform different functions at a time (by executing different
virtual network functions or VNFs in the same hardware) or at different times
(e.g. different services over the same physical platform for different customers).

Software Defined Networking (SDN) is another related technology that
decouples the control and data planes and centralizes the decisions in a con-
troller [11]. These planes are separated through a well defined API between the
switches and the controller. The most popular API nowadays is OpenFlow. SDN
allows controlling traffic flows from a centralized location, simplifying the cre-
ation of new NFV instances and relocating of existing ones, without interrupting
service for end users.

A NFV infrastructure supported by a SDN enabled network is a complex
environment that also requires an architecture for management and orchestra-
tion. For this purpose, the ETSI NFV group defined the management and orches-
tration (MANO) framework [12]. It standardizes the functionalities for the pro-
visioning of VNFs, their configuration, and the configuration of the supporting
infrastructure. It also includes the orchestration and management of the physical
and virtual resources that the VNFs require.

The ONAP (Open Network Automation Platform) project provides a unified
operating framework that comprises the orchestration and automation of VNFs,
SDNs and the services combining both. Thus, ONAP is a superset of ETSI
MANO with extra capabilities. It evolved from the merge of ECOMP (Enhanced
Control, Orchestration, Management and Policy) and Open-O, and is under the
umbrella of the Linux Foundation. Nowadays it has strong momentum with the
participation of vendors that cover over 60% of mobile customers worldwide [13].
This makes ONAP an interesting platform to analyze how containers can help
build an NFV infrastructure.

This paper reviews different ways to stack technologies to support VNFs with
the ONAP platform, which is discussed in depth in Sect. 3. Section 2 presents the
related work. Section 4 describes different architectures for ONAP deployment.
Finally, Sect. 5 presents our conclusions and plans for future work.
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2 Related Work

The NFV paradigm appeared with the maturity of virtualization techniques.
Previous work has addressed how to combine different virtualization technolo-
gies to deploy NFV in a telco environment [14,15], including containers [16,17].
Nevertheless, we are not aware of any other work analyzing the different possi-
bilities to use ONAP for this task.

OpenStack is a platform that allows managing the networking, computing, and
storage resources in a cloud. It is very popular in the virtualization field and is one of
the main components in ONAP. In [18] the authors studied its suitability for provi-
sioning and deploying NFV services. The paper also discussed future challenges for
OpenStack to be adopted to implement an NFV infrastructure. For example, the
authors state that OpenStack should not affect service performance, and that its
configuration options should cover VNF services from different vendors. Some lim-
itations were identified regarding networking capabilities, traceability, the assign-
ment of VNFs to specific hardware resources and security. Finally, the paper also
described the different options to deploy VNFs (on virtual machines, containers,
or bare metal) and the interest of such flexibility.

In [19] the authors describe a resource allocation strategy based on ONAP
for deploying Virtualized Network Functions (VNFs) on distributed data centers.
They also describe the different ONAP components, how they are integrated,
and the mechanism for resource allocation (basically, it is the heuristic algorithm
implemented in OpenStack’s scheduler), but they do not discuss the different
options to deploy ONAP.

In [20] the authors describe the existing interest in using containers for NFV
and other telecom infrastructures, but they also present several issues that make
them not ready for a production state. One of the main concerns is related to
the security of the deployments with containers. In [21] the authors discuss the
Docker environment’s security implications. Docker security relies on three fac-
tors: isolation of processes at the userspace level, the enforcement of the isolation
by the kernel, and security in the networks operation. If an attacker compromises
a container, it should not be possible to affect another. To conclude the paper,
the authors state that an orchestrator could solve some of the security issues with
mechanisms implemented at higher levels of abstraction, and by using automa-
tion to provide an automated way to audit the security and to patch the system.
Therefore, if such measures are implemented in ONAP, containers should be a
valuable alternative to deploy NFV services (and even the ONAP infrastructure).

Summing up, although there exists significant work on NFV requirements
and base technologies (such as OpenStack), we are not aware of any publication
on the suitability of different virtualization architectures to deploy ONAP.
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3 ONAP and Its Supporting Technologies

ONAP’s architecture is divided into its Design-Time and Run-Time frameworks.
The Design-Time framework features the Service Design and Creation (SDC)

and the Policy subsystems, which enables developers to define, simulate, and
certify assets and their associated processes and policies.

The Run-Time framework comprises the Active and Available Inventory
(AAI), which allows visualizing and managing the assets’ inventory; controllers
for managing the state of a resource; the Data Collection, Analytics and
Events (DCAE) subsystem, which gathers performance and usage metrics of
the resources to find anomalies; the Master Service Orchestrator (MSO), which
arranges, sequences, and implements tasks based on rules and policies to coordi-
nate the creation, modification, or removal of resources in the managed environ-
ment; and the Security Framework, which aims at providing security by design
in a variety of ways.

ONAP relies on OpenStack to allocate resources. Let us mention some key
components for ONAP. OpenStack Heat plugin implements an orchestration
engine. The infrastructure for a cloud application can be described in a text file,
which simplifies version control. The Magnum plugin brings several container
orchestration engines into OpenStack. It uses Heat to build virtual machine
clusters, on top of which an orchestration engine deploys containerized services.
The alternatives for orchestration engines are Docker Swarm, Apache Mesos and
Kubernetes. The latter has become the de facto standard for deploying, scaling,
and managing containerized applications. Its architecture follows a master/slave
hierarchy, in which the master nodes that belong to the control plane manage the
worker nodes. Kolla allows deploying Openstack clouds by containerizing its ser-
vices. This simplifies the configuration and scalability of clouds, since they may
run on top of Kubernetes for lifecycle management. Ironic is useful to employ
bare metal machines instead of virtual instances, for those cases where a virtu-
alization layer could hinder the performance of the system. By combining this
plugin with Magnum container execution reaches peak performance.

4 Possible ONAP Architectures

By combining previous technologies it is possible to build different architectures
for ONAP, which may have advantages and disadvantages in particular scenarios.

The following sections discuss different alternatives for the deployment of
ONAP and VNFs. The diagrams in this section represent the different elements
of the architectures with the following color code:

– Operating System
– Bare-metal machine
– Virtual Machine
– Container
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Finally, Table 1 summarizes the main features of the alternative architectures.
It describes the cloud computing software used to deploy ONAP’s services, the
VIM (Virtual Infrastructure Manager) used by said services to launch the VNFs,
the ease of integration between the proposed architecture and an existing Open-
Stack cloud, the ease of managing the system according to how independent
the different technologies are from each other, the qualitative estimation of the
resources it uses, and the degree of security it provides according to the exis-
tence of a virtualization layer between the host machine and both the VNFs and
ONAP’s services.

4.1 ONAP on OpenStack

Figure 1 shows an architecture where a vanilla OpenStack installation runs bare-
metal on top of Ubuntu (or any other Linux distribution). In this scenario, ONAP
services are deployed as several virtual machines orchestrated by OpenStack Heat.

Fig. 1. ONAP on OpenStack

The OpenStack infrastructure that hosts ONAP services also acts as its own
VIM. Therefore, VNFs are launched as virtual machines on top of the same
OpenStack infrastructure.

The high hardware costs make this choice unattractive in principle. However,
it may be useful in a scenario where a tenant with an OpenStack cloud wants to
adopt ONAP without any changes in its architecture.

4.2 ONAP on Kubernetes on OpenStack

The architecture depicted in Fig. 2 shows a bare-metal OpenStack installation
on top of which a virtualized Kubernetes cluster runs.

ONAP services now run as containerized applications managed by Kuber-
netes, which simplifies management, scaling, and auto-healing. Kubernetes may
be installed manually inside virtual machines or by using the Magnum plugin.
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Fig. 2. ONAP on Kubernetes on OpenStack

Since containers, unlike virtual machines, do not need to secure resources
before they run, their resource usage is more efficient. Moreover, the fact that
ONAP services still run on top of OpenStack makes integration almost as easy.
However, if a tight integration between Kubernetes and OpenStack is desired, it
would be necessary to install the Magnum plugin. This would presumably require
some cloud architecture changes and, therefore, adoption is not as straightfor-
ward as in Sect. 4.1.

4.3 ONAP on Kubernetes and Openstack

The architecture in Fig. 3 has two independent components, Kubernetes and
OpenStack, which run bare-metal.

Fig. 3. ONAP on Kubernetes and Openstack

OpenStack no longer serves as the infrastructure for ONAP. It just acts as a
virtual infrastructure manager to launch the VNFs. Kubernetes, however, allows
managing the containerized ONAP services. This scenario behaves as that in
Sect. 4.2, but ONAP services are more efficient because there is no virtualization
layer between them and the host machine.
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In principle, there is a trade-off between this scenario and that in Sect. 4.2
related to ONAP services infrastructure. Since Kubernetes is now bare-metal,
the containers it manages can achieve peak performance. However, OpenStack
no longer controls the lifecycle of the Kubernetes cluster, so another approach
is necessary for infrastructure deployment.

Fortunately, there exists an alternative that offers the best of both worlds by
making use of the Magnum and Ironic plugins: by combining them, OpenStack
can handle bare-metal machines as if they were virtual ones, and provision a
Kubernetes cluster inside them.

4.4 ONAP and OpenStack on Kubernetes

The architecture in Fig. 4 corresponds to a scenario in which a bare-metal Kuber-
netes containerizes and manages services from both ONAP and OpenStack.

Fig. 4. ONAP and OpenStack on Kubernetes

Here Kolla is the key enabler, as it allows OpenStack’s services to run inside
Docker containers, and the Kolla-Kubernetes project permits a Kubernetes clus-
ter to manage them.

This approach containerizes the whole underlying infrastructure of the plat-
form, enabling the management, scaling, and auto-healing of all the services both
from ONAP and OpenStack. It would also be the most resource-efficient due to
the lack of virtualization. However, it no longer takes advantage of an existing
OpenStack deployment, so it would not integrate well with a cloud where ONAP
and an existing platform must coexist.

The VNFs, however, are not free of a virtualization layer, since they run
on virtual machines on top of OpenStack. The transition from VNFs to cVNFs
(containerized VNFs) will be discussed in Sect. 5.
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Table 1. Comparison of architectures

Architecture ONAP

infrastructure

VIM Integration Management Resource

usage

Security

environment

Architecture 4.1 OpenStack OpenStack Easy Easy High Virtualized

infrastructure +

VNFs

Architecture 4.2 Virtualized

Kubernetes

OpenStack Easy Medium

difficulty

Medium Virtualized

infrastructure +

VNFs

Architecture 4.3 Kubernetes OpenStack Medium

difficulty

Hard Medium VNFs

Architecture 4.3 Kubernetes Containerized

OpenStack

Hard Medium

difficulty

Low VNFs

Fig. 5. ONAP on Kubernetes

5 Conclusions and Future Work

From the discussion of the different architectures, one might infer a development
trend of cloud computing platforms for NFV towards containerization. However,
the support for containerized VNFs is not fully extended or developed. For this
reason, ONAP has been taking steps into integrating Kubernetes as a virtual
infrastructure manager, which would enable containerized VNFs to reside adja-
cently to containerized ONAP services. This would result in a flat architecture
as shown in Fig. 5. One important benefit derived from this flat architecture
would be that the way of enforcing security and load balancing policies would
be shared between the ONAP services and the cVNFs, since Kubernetes provides
those capabilities. Because the current solutions make use of both Kubernetes
and OpenStack, the configuration of these policies is split among the two plat-
forms and, therefore, more cumbersome to implement.

It is apparent that containerizing platforms as much as possible would greatly
benefit the infrastructure, but there is some concern that this approach would
not be valid for multi-tenancy scenarios. As a consequence, there is a trade-off
between virtual machines and containers. The former are secure but slow, and
the latter are fast but insecure. This is caused by sharing the kernel between the
host machine and the guest applications. There are some solutions that bring
the best of both approaches.
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For example, Hyper (https://hypercontainer.io/) aims at providing a suit-
able environment for multi-tenancy by implementing hardware-enforced isola-
tion, which is achieved by containing applications within separate kernel spaces.
Since the kernel is really streamlined, it does not affect the performance of the
container heavily, so sub-second boot times are still feasible.

Clear Containers has a similar goal (https://clearlinux.org/containers), since
it implements lightweight virtual machines by placing an optimized kernel
between the host machine and the guest application.

Kata Containers (https://katacontainers.io/) is an upcoming project by the
OpenStack Foundation. It will combine underlying technologies of the previ-
ous projects, Hyper’s runV and Clear Containers’ runtime. The goal is an
architecture-agnostic system to be run on multiple hypervisors, supporting the
OCI specification. It will also support the CRI standard, so it will be compatible
with Kubernetes’ container runtime.

Frakti (https://github.com/kubernetes/frakti) is a hypervisor-based con-
tainer runtime for Kubernetes. It seeks to leverage Kata Containers to pro-
vide strong isolation by running containers and Kubernetes’ pods directly inside
hypervisors. The containers of each pod will share the kernel, reducing burden.
However, this will not compromise the infrastructure of other tenants, since each
pod will have its own kernel.

As future work we will contribute to the integration of one of these approaches
with the future Kubernetes virtual infrastructure manager, for ONAP to be not
only fully containerized but also multi-tenant.
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Abstract. In this article, a mathematical model is developed to place
controllers in multi-controller software-defined networking (SDN), while
considering: resilience, scalability, and inter-plane latency. The model
proved to be effective since it is able to provide resilient solutions under
different fail-over scenarios, while at the same time avoid working close
to the capacity limits of controllers, which offers a scalable model for
multi-controller SDN.

Keywords: Control placement · Software Defined Networking
Reliability · Scalability

1 Introduction

Software Defined Networking (SDN) is an emergent paradigm that offers a
software-oriented network design, simplifying network management by decou-
pling the control logic from forwarding devices [10]. The SDN is composed of
three planes: management, control, and data. The management plane is respon-
sible for defining the network policies, and it is connected to the control plane
via northbound interfaces. The brain of SDN is the control plane, which interacts
with the data plane using southbound interfaces like OpenFlow [5].

Most of the current available controllers, like NOX [6] and Beacon [4], are
physically centralized. Although a single controller offers a complete network-
wide view, it represents a single point of failure and lacks both reliability and scal-
ability [19]. For this reason multi-controller SDNs were developed [5], allowing
the control plane to be physically distributed, but maintaining it logically cen-
tralized by synchronizing the network state among controllers [20]. Controllers
of this type include OpenDaylight [11] and Kandoo [7]. Multi-controller SDNs
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are able to solve the main problems found in the centralized SDN, but new chal-
lenges are introduced, like network state synchronization and switch-controller
mappings. Another main problem in multi-controller SDNs is the Controller
Placement Problem (CPP) [15]. The problem is proved to be NP-hard [17], and
is one of the hottest topics in multi-controller SDNs [8,12,13,17].

When a switch receives a new packet, it consults its forwarding rules in the
flow table in order to determine how to handle the packet. If there is no match
in the flow table, the packet is buffered temporarily and the switch initiates
a packet-in message to the responsible controller. Reactively, the controller
calculates the path for this packet and installs a new rule in the affected switches.
Two major factors that influence the effectiveness of this process are: (i) load
at the controller; (ii) propagation delay between the switch and the controller.
These two constitute a single efficiency measure: the flow setup time, which will
be twice the propagation delay between switch and controller plus the queuing
and processing time of the packet in the controllers.

The CPP aims at deciding the number of required controllers and where
to place them [8], partitioning the network into subregions (domains), while
considering some quality criteria and cost constraints [1,12]. The CPP model
discussed in this article incorporates the previously mentioned flow setup time,
while presenting reliable and scalable solutions.

The remaining part of this paper is organized as follows. Section 2 discusses
work related with CPP in SDNs. Section 3 discusses the mathematical model,
whose results are discussed in Sect. 4. Finally, some conclusions are drawn in
Sect. 5, together with future work.

2 Related Work

The placement problem was mentioned for the first time in [8]. In fact, this
problem is similar to the popular facility location problem, and is solved in the
aftermentioned article as K-center problem, to minimize the inter-plane prop-
agation delay. In [17] the problem is extended to incorporate the capacity of
the controllers. A new metric called expected percentage of control path loss is
proposed in [16] to guarantee a reliable model. Cost, controller type, bandwidth,
and other factors are considered in [12], and the expansion problem is considered
in [13]. The problem is usually modeled in these articles as integer programming.

Heuristic methods that incorporate switch migration can be found in [18]. In
[2] a game model is also proposed. A comprehensive review of heuristic methods
can be found in [9]. QoS-aware CPP is presented in [3] and solved using greedy
and network partitioning algorithms. Recently, scalability and reliability issues
in large-scale networks are considered in [1]. Clustering and genetic approaches
are proposed, but these approaches are prune to sub-optimality.

When comparing our model with other in the literature, our model deter-
mines the optimal placement considering different failure scenarios and latency
to reduce latency and overload of controllers while ensuring scalability, leading
to reduced overload at controllers.
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Table 1. Known information.

Term Description

C Set of controllers

Nc Possible places for c ∈ C, Nc ⊂ N
hc Number of requests per second that can be handled by controller c ∈ C
S Set of switches

ps Number of requests not matching the lookup table of s ∈ S
F Set of physical link failure scenarios. Includes a scenario where all links are

up

Lf Set of physical links failing when scenario f ∈ F occurs

Table 2. Required variables.

Variable Description

σc
n One if controller c ∈ C is placed at location n ∈ Nc

μ
ci,cj
ni,nj ,f,l

One if link l ∈ L\Lf is used for inter-controller ci − cj communication,
located at nodes ni and nj respectively, when failure f ∈ F occurs

βl
f One if link l ∈ L\Lf is used for inter-controller communication when

failure f ∈ F occurs

γs,c
f One if switch s ∈ S is assigned to controller c ∈ C when failure f ∈ F

occur

λs,c
n,f One if switch s ∈ S is assigned to controller c ∈ C when failure f ∈ F

occurs, and the controller is placed at location n ∈ Nc

φs,c,ni
f,l One if switch s ∈ S is assigned to controller c ∈ C located at nodes

ni ∈ Nc when failure f ∈ F , and uses link l ∈ L\Lf in its path

δ Scalability factor, 0 ≤ δ ≤ 1

ΘTOTAL Total latency, under any failure scenario

ΠTOTAL Total number of links used, under any failure scenario

3 Mathematical Model

In the following discussion the physical topology graph is assumed to be defined
by G(N ,L), where N is a set of physical nodes/locations and L is a set of physical
links. The remaining notation for known information and variables, used through
this paper, is presented in Tables 1 and 2.

Objective Function: To ensure the linear scale up of the SDN network the
goal will be:

Minimize δ + K1
ΘTOTAL

Δ
+ K2

ΠTOTAL

Δ
(1)

where Δ is a big value. The primary goal is to minimize δ, and then to reduce
latency. The factors K1 and K2 should be adapted according to inter-controller
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and switch-controller latency relevance. The motivation behind giving δ more
importance is that the provided solution for controller placement will be used
for a relatively long period of time, during which traffic conditions may change.
Therefore, the scalability of the solution is considered to be critical.

Constraints: The following additional constraints must be fulfilled.
– Placement of controllers:

∑

{n∈Nc}
σc
n = 1,∀c ∈ C (2)

∑

{l∈L\Lf :src(l)=n}
μ
ci,cj
ni,nj ,f,l

−
∑

{l∈L\Lf :dst(l)=n}
μ
ci,cj
ni,nj ,f,l

=

=

{ σci
ni

, if n = ni

−σ
cj
nj , if n = nj ,
0, otherwise

∀ci, cj ∈ C,∀f ∈ F ,∀ni ∈ Nci ,∀nj ∈ Ncj ,∀n ∈ N (3)

Constraints (2) ensure a single location for each controller c ∈ C, while con-
straints (3) ensure that there will be a path between every pair of controllers,
under any failure scenario, while considering their location. These paths are used
for state synchronization.

In [14] it is stated that the controller load can be reduced, achieving load
balance among neighboring controllers, if controller needs to communicate only
with its local neighbors. Therefore, the paths from any controller, towards all the
other controllers, should share as many links as possible (leads to a bus logical
topology). This is ensured by the following constraints.

βl
f ≥ μ

ci,cj
ni,nj ,f,l

,∀ci, cj ∈ C,∀ni, nj ∈ Nc,∀f ∈ F ,∀l ∈ L (4)

ΠTOTAL =
∑

∀f∈F

∑

∀l∈L
βl
f × 1/2 (5)

where ΠTOTAL, counting for the highest number of end-to-end hops in inter-
controller communication, is to be included in the objective function.

– Switch to controller mapping:
∑

{c∈C}
γs,c
f = 1,∀s ∈ S,∀f ∈ F (6)

∑

{s∈S}
γs,c
f × ps ≤ hc × δ,∀c ∈ C,∀f ∈ F (7)
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Constraints (6) ensure single mapping, and constraints (7) avoid the overload of
controllers, while ensuring scalability regarding future switch migrations (trig-
gered to deal with load fluctuations) due to the use of δ, which is, be included in
the objective function too. Again, the multiple failure scenarios are taken into
consideration.

– Switch-controller latency:

λs,c
n,f ≥ γs,c

f + σc
n − 1,∀c ∈ C,∀n ∈ Nc,∀f ∈ F ,∀s ∈ S (8)

∑

{l∈L\Lf :src(l)=n}
φs,c,ni
f,l −

∑

{l∈L\Lf :dst(l)=n}
φs,c,ni
f,l =

=

{ λs,c
n,f , if n = loc(s)

−λs,c
n,f , if n = ni,

0, otherwise

∀s ∈ S,∀c ∈ C,∀f ∈ F ,∀ni ∈ Nc,∀n ∈ N (9)

where loc(s) is the location of switch s. The total latency is obtained by:

ΘTOTAL =
∑

{s∈S}

∑

{c∈C}

∑

{f∈F}

∑

{l∈L}

∑

{n∈Nc}
φs,c,n
f,l (10)

ΘTOTAL is included in the objective function for latency minimization.
– Non-negativity assignment to variables:

0 ≤ δ ≤ 1;σc
n, μ

ci,cj
ni,nj ,f,l

, βl
f , γs,c

f , λs,c
n,f , φs,c,ni

f,l ∈ {0, 1};ΘTOTAL,ΠTOTAL ∈ �+.

(11)
This model assumes that the physical layer is not disconnectable under a

single physical link failure. The CPLEX1 optimizer has been used to solve the
problem instances discussed in the following section.

4 Results

The values for input parameters, used by the optimizer, are displayed in Table 3.
Different failure cases were used to evaluate the model under three different
topologies (Fig. 1). A case relates to single link failure (no two links fail at the
same time in each scenario), while the other relates to multiple link failure sce-
narios. Two percentages for affected links were tested. More specifically:

Case I: Single link failure scenarios, where ∪f∈F Lf affects a total of 5% (a) or
15% (b) of all the links;

Case II: Two or more links failing simultaneously, in each failure scenario, where
∪f∈F Lf affects a total of 5% (a) or 15% (b) of all the links.

1 IBM ILOG CPLEX Optimizer version 12.8.
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(a) Topology I. (b) Topology II.

(c) Topology III.

Fig. 1. Physical topologies used for analysis of results. Large nodes are controllers,
medium are switches, and small are non-used locations.

Table 3. Input parameters.

Parameter Value

K1 0.5

K2 0.5

ps [40, 100]

hs [500, 600]

That is, in case Ia 5% of the links may fail, but no two links fail at the same
time, while in case IIa there is a 0.5 probability for any pair of links to go down
at the same time, which may lead to failure scenarios where two or more links
fail simultaneously. In cases Ib and IIb, 15% of the links may fail.
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(d) Inter-controller latency.

Fig. 2. Results for Topology I: high connectivity and relatively low number of possible
locations for the controllers.

Table 4. Physical topology details.

Topology # Nodes # Links # Possible controller locations

Topology I 21 40 4

Topology II 21 25 4

Topology III 21 25 9

Topology I: Results for this topology are shown in Fig. 2. This is the most
dense topology, with relatively small number of possible locations for controllers.
The scalability factor δ increases linearly as the number of packet-in messages
increases.
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Fig. 3. Results for Topology II: low connectivity and relatively low number of possible
locations for the controllers.

Topology II: Results for this topology are depicted in Fig. 3. This topology
presents less links than Topology I, but the number of possible locations are kept
similar. The main difference regarding these results is that the switch-controller
latency has increased.

Topology III: Results for this topology are shown in Fig. 4. This topology
also presents less links than Topology I, but the number of possible locations
for each controller is increased. In this case it is possible to observe that the
total latency significantly decreases. Therefore, the model was able compensate
the reduced number of links, finding adequate places for controllers that lead to
lower latency.
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Fig. 4. Results for Topology III: low connectivity and relatively high number of possible
locations for the controllers.

5 Conclusions

In this paper, a scalable and reliable model for controller placement is introduced.
This model is mathematically formulated and optimal solutions for controller
placement, under different failure scenarios, are obtained. Results show that
scalability is ensured under different failure scenarios, while latency increase can
be compensated through more freedom in controller’s locations. The model also
serves adequately multiple failure scenarios, presenting similar results for more
critical failure scenarios and less critical ones.

In general, results show that the model is able to keep scalability (δ) while
considering failure scenarios, ensuring load balancing among controllers. The
latency may increase when less network connectivity decreases, but this might
be avoided if more possible locations for controllers are allowed. Results are
similar for Cases Ia, Ib, IIa and IIb, meaning that the model makes a controller
placement that serves adequately multiple failure scenarios.
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Abstract. Nowadays, telemedicine services are based on real time acquisition
and processing of several types of in vitro patient data, especially vital signs. In
this context, the storage, transmission, and management of digital ECG signals
are major topics of debate and research nowadays as ECG is one of the most
commonly performed examinations all over the world. Hence, many efforts have
been already spent in constructing low power and small size ECG biosensors as
well as in developing the adequate protocols for organizing and assessing the
collected data. Despite SCP-ECG is the common accepted protocol, an exces-
sive amount of ECG formats has been proposed and implemented by a plethora
of researchers. This paper presents the SCP-ECG protocol and surveys the
current state of medical frameworks and systems for collecting and organizing
ECG data and other biosignals’ data that are commonly used for the provision of
personalized and ubiquitous telemedicine services.

Keywords: SCP-ECG protocol � Telemedicine services

1 Introduction

The electrocardiogram (ECG) helps the health-care providers to provide healthcare
services to patients with heart problems. The analysis of the patients’ electrocardio-
grams can exclude the problems of heart rotation, rhythmic and conduction problems,
and some symptoms of specific diseases. More precisely, ECG signal is the process of
recording the electrical activity of the heart over a time period using surface electrodes
placed on the skin. These electrodes detect the tiny electrical changes on the skin that
arise from the heart muscle’s electrophysiologic pattern of depolarizing and repolar-
izing during each heartbeat. The final signal passes through various types of human
tissues, that add a certain amount of electrical noises. Many external sources also
account to this noise.
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ECG is the most commonly performed examination all over the world. So, its
transmission, the storage and the management are major topics of discussion and
research nowadays. An excessive amount of ECG formats has been proposed and
implemented by a plethora of researchers. For transmission and remote management of
ECG signals, the most well-known and commonly used is the Standard Communica-
tion Protocol for Computer assisted Electrocardiography (SCP-ECG) established by the
European Standard Committee (CEN) for ECG recordings.

SCP-ECG is a standard that defines the data structure and format for a patient’s
ECG signal and demographic data, as well as rules for the above data interchange
between digital ECGs and remote computer systems. More specifically, it introduces
specific ECG traces, annotations, and metadata that define the interchange format and
the messaging procedure. It stores also compressed data by known algorithms. It is
recommended as an alternate to ECG databases.

Despite the advanced functionality of SCP-ECG, there is a need for adding extra
patient’s medical information except the required by the physicians during various
telemedicine projects earlier [1]. The e-SCP-ECG+ [2] is a remarkable extension of
SCP-ECG that introduces new tags for extra demographic related data and data ref-
erence to the medical equipment [1]. It also defines additional sections for handling
extra vital signals: noninvasive blood pressure (NiBP), body temperature (Temp),
Carbon dioxide (CO2), blood oxygen saturation (SPO2), and pulse rate, and allergies,
which are required for an integrated remote health monitoring.

Structuring of Personalized Ubiquitous Telemedicine Services (PUTS) is a key
factor for providing high quality remote health monitoring. This paper, firstly surveys
the structural, operational and performance attributes of the most expanded ECG and
daughter protocols that could be exploited within the PUTS context. Section 2
examines the fundamentals of SCP-ECG. Section 3 discusses the current proposed
frameworks and systems for handling ECG vital signs. Finally, Sect. 4 proposes
specific expansions of SCP-ESC guided by PUTS context.

2 The Fundamentals of SCP-ECG Protocol

2.1 SCP-ECG Scope

With the increasing user acceptance and commercialization of digital electrocardiog-
raphy and ICT technologies, the SCP-ECG came to allow the storage and the exchange
of ECGs between medical ECG devices and user systems. Nowadays, it is integrated in
the ISO/IEEE 11073 family of standards and the goal is to interoperate with other
medical devices and not only ECG specific.

For this reason, SCP-ECG structures a binary encoded format of data and mech-
anisms for the signal’s compression and the final reduction of the file’s size. So, the
ECGs are transmitted with low transmission ratios and the resulting disk space is used
for the storage of the signal. This standard also handles ECG measurements, ECG
feature extraction, pattern recognition, ECG interpretation and diagnostic classification.
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Regarding SCP-ECG compliant software, there are many freely available programs
including viewers, writers, parsers, format and content checkers. There are also
methods for the harmonization of this ECG standard with others, such as the DICOM
Waveform Supplement 30 [3], HL7 aECG [4] and MFER (Part 2.6 of the protocol).

2.2 SCP-ECG Structure and Data Content

As mentioned before, SCP-ECG integrates a patient’s ECG data structure, an elementary
demographics format, and also, the rules for interchanging data between digital ECG carts
and hosts that, respectively, obtain and store the ECG data. An SCP-ECG formatted file
divided in twelve (12) sections -dedicated per information category- includes all this
information referred above. Finally, it includes several sections for the handling of
manufacturer-specific content that can adequately handle various types of information
through continuous health monitoring applications, and there are also some free sections
for future use.

Each one of the 12 sections is defined by its own specific encoding rules and
preceded by a common header. Regarding their contents, they may be divided in the
following six different groups of information:

Group 1 (including entire Section 0): it stores the pointers to the start of the
remaining sections in the record. This section is considered as public.

Group 2 (including tags 0–3, 5, 14–26, 31 of Section 1): these fields include the
identification of the patient and the physicians, institutions and all the devices used for
the acquisition, analysis and diagnosis of the ECG. This information is considered as
highly confidential since it can identify the patient in a file full of health data.

Group 3 (including tags 4, 6–13, 27–30, 32–35, 255 of Section 1): these fields
incorporate general information about the patient (e.g. age, weigh), his health condition
(e.g. medical history, drugs) and data for the correct interpretation of the ECG (type of
filtering applied). In terms of privacy, these data itself do not identify the patient.

Group 4 (including Sections 2–6): these sections identify the present leads in the
record (Section 3) and store the ECG signal data (Section 6), which may be stored as
uncompressed raw data or alternatively compressed using different algorithms. The
compression ratio which can be accomplished ranges from less than 2–4:1, when only
using Huffman tables (Section 2), or up to 6–20:1 when combining second-order
differences (using Sections 4 and 5) with Huffman encoding and downsampling, at the
cost of lower signal quality.

Group 5 (including Sections 7–11): these sections can be optionally added to
incorporate: (a) global measurements (Section 7) and measurements from each lead
independently (Section 10), to help the physician’s work, and (b) the diagnostic
interpretation of the ECG record (Section 8), which must be consistent with the
manufacturer interpretive statements (Section 9) and the universal ECG interpretive
statement codes and coding rules (Section 11). These data help to interpret the patient’s
ECG, so if he is identified, this information must be considered as highly confidential.

Group 6 (including Sections numbered 12 to 127 and those above 1023): these
sections are reserved for future use.
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3 Current Proposed Frameworks and Systems for Handling
ECG Vital Signs

This section describes the main existing frameworks and systems for collection,
management, processing, and transmission of ECG data.

3.1 ECG Data Collection by Biosensors

Biosensors are the devices that capture the biological signal and convert it into a
detectable electrical signal. There are several classifications of biosensors employed in
this scientific field. For instance, based on the application site, biosensors are distin-
guished in wearable, mobile, implanted, ingestible and ambient.

In some studies, ambient sensor networks for environmental monitoring are
employed in conjunction with WBANs, to augment medical data with patient’s context
data (e.g. temperature, humidity, luminosity and movement). Along this context, for the
remote monitoring of patients, the typical mobile system is a three-tier network
architecture [5], especially in situations of elderly or chronic patients in their residence.
The lower tier incorporates two systems: an integration of suitable medical sensors
equipped with a Bluetooth transceiver; and the ambient wireless sensors deployed in
the patient’s surroundings. In the middle tier, an ad hoc network of powerful mobile
computing devices (e.g., laptops, PDAs) collects the demographics, medical and
ambient sensory data and forwards them to the higher tier. The middle-tier devices
must be equipped with several network interfaces in order to communicate with the
lower tier and WLAN or cellular capabilities for the higher layer. Finally, the higher
tier is structured on the Internet and incorporates all the application databases and
servers accessed by the healthcare providers. The proposed framework provides a
flexible and secure solution that can be applied to several scenarios, including home,
hospital and nursing home environments for the monitoring of multiple patients.

Moreover, for the monitoring and location tracking of patients within hospital
environments a group of researchers proposed a system architecture based on two
independent subsystems [6, 18]. The healthcare monitoring subsystem consists of smart
shirts with integrated medical sensors. The location subsystem has two components:
IEEE 802.15.4 end devices, on the patients, that gather signal strength information
from the received beacons, and a deployment of wireless IEEE 802.15.4 nodes that are
installed in known locations within the hospital infrastructure and broadcast periodic
beacon frames. Both subsystems forward their acquired data to a gateway through an
IEEE 802.15.4-based ad hoc distribution network. The gateway has wired Internet
connectivity and forwards the data to the management server and the monitoring
mHealth application, that the healthcare providers have easily access. The proposed
system achieves real-time data reconstruction, high reliability, and sufficient battery
lifetime of the sensors used.

It is well-known that low power wireless sensors, personal wireless hub (PWH) and
receivers can reduce the workload of the paramedic staff in a hospital. In this context,
Naeem et al. [7] used several PWHs to transmit sensory data to the main central
controller. A well designed multiple PWH assignment and power control scheme can
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decrease the electromagnetic and in-band interference induced to the other medical
devices in the hospital. They proposed a framework and an algorithm with low com-
plexity for interference aware joint power control and multiple PWH assignment
(IAJPCPA) in a hospital building with cognitive radio capability. They presented an
efficient PWH assignment and power control scheme for IAJPCPA.

Later, the same researchers [8] extended their work presenting an advanced study
about Wireless Resource Allocation in Next Generation Healthcare Facilities.
Healthcare facilities with intelligent wireless devices can decrease the workload of the
paramedic staff. These devices incorporate low-power wireless sensors, personal
wireless hub (PWH), and receivers. The PWH acts as a relay in the hospital network.
To help the wireless sensor devices, they used multiple PWHs to forward sensory data
to the main central controller. It also enhances reliability to the coverage of the wireless
network. In the proposed framework (IAJPCPA), any wireless sensor device can send
and receive data from multiple PWHs. The main objective of IAJPCPA is to maximize
the total transmission data rate by assigning PWHs to the wireless sensor devices under
the constraint of acceptable interference to the licensed wireless devices.

3.2 Transmission of ECG

A large-scale study was carried out about the characteristics of transmission media in
the healthcare system, and design various telemedicine systems by using advanced
wireless communication technique, while Telemedicine performed by employing a
highspeed and robust advanced wireless communication system, such as the healthcare
system can provide ubiquitous medical services at any time.

Researchers are endeavoring along this promising path. Lin and Yi-Li [9], proposed
a direct-sequence ultra-wideband (DS UWB) transmission system for wireless tele-
medicine system. An essential feature of this system is that it provides larger power and
schemes offering significant error protection for the transmission of medical informa-
tion that requires higher quality of service. To achieve maximum resource utilization,
or minimum total transmission power, they also incorporated an M-ary Binary Offset
Keying (MBOK) strategy into the system. Thus, in their proposed medical system, high
power, a long length MBOK code, and scheme providing significant error protection
schemes are employed for the transmission of medical messages that require a stringent
Bit-Error Rate (BER). In contrast, low power, short length MBOK codes, and less
capable error protection schemes are provided for messages that can tolerate a high
BER. The resulting model is being verified by a simulation carrying out the proper
functioning of the proposed system in a practical wireless telemedicine scenario.

Later, Lin and Yi-Li [10], expanded their research work proposing a power
assignment mechanism for direct-sequence ultra-wideband (DS UWB) wireless tele-
medicine system with unequal error protection. Their analysis was followed up by a
simulation to validate the proper functionality of the proposed DS UWB wireless
healthcare system.

In other work, the multiple transmitter relay pairs desire forwards their gathered
information to a main data center. This relay-aided hospital wireless systems in cog-
nitive radio environment was investigated in [18]. For that system, the proposed
transmission framework follows IEEE 802.22 WRAN and adopts the listen before talk
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and geolocation/database methods to achieve the protection of the primary users.
Regarding the proposed transmission strategy, in each subsystem, the wireless sensor
device (WSD) with the highest signal to noise ratio (SNR) is selected to transmit
signals at each time and then, a two-hop half duplex decode and forward (DF) relaying
transmission is launched among the selected WSD, the corresponding personal wireless
hub (PWH) and the data center. As a result, an optimization problem is formulated to
maximize the system sum rate via power allocation. They then solved it by using
convex optimization theory and KKT condition method and derive a closed form
solution of the optimal power allocation. By finishing their work, the validity of their
proposed scheme is proved by their Simulation results, showing also the effects of the
total power, the interference thresholds and the scale of the network on the system
performance, which offer some insights for practical hospital wireless system design.

3.3 Management and Processing of ECG

A plethora of researchers work on automatic pattern recognizers using Artificial Neural
Networks (ANN) and compound neural network (CNN). Nowadays, the development
of independent processor-based structures with sufficient processing capabilities is an
emerging technology in order to make early and accurate diagnosis so as to provide
early treatments [11–13]. Today, we tend to rely a great deal on the application of
pattern recognition methods to help us achieve such a goal. In this line, several studies
of automatic recognition of ECG data have been proposed.

Meghriche et al. [14] developed two approaches. In the first one the Compound
Neural Network (CNN) is structured in three different multilayer neural networks of the
feed forward type, and the second one based on only a multi-layer perceptron (MLP).
The result is that in both approaches there is the capability to classify ECGs as carrying
atrioventricular blocks (AVB) or not. Finally, they concluded confirming that neural
networks can be reliably used to improve automated ECG interpretation process for
AVB and also that this kind of networks can be used as an accurate decision-making
support by even an experienced healthcare provider.

De facto, digital medical examinations are one of the pillars for the expansion of
e-health, a new medical paradigm which enables the implementation of new ICT-based
services and the decrease of the patients’ and healthcare systems’ costs. Personal
patient data and health status, ECG measures or the diagnosis are mainly stored as
metadata in a digital ECG file. As a result, there are several governmental regulations
that protect these examinations both at the storage point and during transmission.
Reliability and privacy are the two general requisites must be guaranteed.

In this line, Rubio et al. [15] proposed a SCP-ECG security extension. Their work
offers SCP-ECG files to be stored safely and proper access to be granted (or denied) to
users. The access privileges are scaled by means of role-based profiles supported by
cryptographic elements (ciphering, digital certificates and digital signatures). These
elements are considered as metadata into a new section. The application’s capacity to
authenticate users and to protect the integrity of files and the privacy of sensitive data,
with a low impact on file size and access time, has been extensively tested. The main
advantage of this solution is its combability with any version of the SCP-ECG, so as
can be easily integrated into e-health platforms.
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3.4 Machine to Machine Systems

Kartsakli et al. [16], presented a comprehensive survey on Machine-to-Machine
(M2M) systems. In the new era marked by the increasing number of wireless electronic
devices, (M2M) communications are an emerging technology in order to achieve an
interconnection between the devices without the human interaction. The use of
mHealth applications based on M2M technology provides considerable benefits for
both patients and healthcare providers. Hence, at first, they presented an advanced
methodological study of Wireless Body Area Networks (WBANs), which establish the
enabling technology at the patient’s side, and then discuss end-to-end approaches that
comprise the design and implementation of applied mHealth applications.

Regarding the mHealth, the M2M approach supports the use of suitable sensor
devices on the patients. The medical sensors form a Wireless Body Area Network
(WBAN), and mostly they are organized through short-range wireless networks. In the
next step, an M2M-enabled gateway node gathers all the sensory data collected from
the WBAN and forwards them to a remote online server, where processing and inte-
gration with medical-related software applications take place. At that time, they are
used long-range communication access technologies for Wireless Local/Metropolitan
Area Networks (WLANs/WMANs). The collection of significant amount of data and
their timely delivery to the healthcare providers in an unobtrusive way for the patient
and autonomously- without needing the human interaction, can significantly facilitate
the management of chronic diseases and speed up the early and accurate diagnosis. So,
in this context this technology paves the way for new possibilities for mHealth
applications, by enabling the telemonitoring of vital signals [17], the early detection of
critical conditions and the telecontrol of certain healthcare treatments [18].

There is no doubt that the area of M2M communications for mHealth enjoys a
rapidly growing. Despite that, there are still many challenges in the variety of aspects of
the mHealth systems. Although, there is the need to standardize the activities and
methods, that will enable the market exploitation of the scientific contributions in this
field of healthcare services by paving the road for the development of interoperable
M2M mHealth solutions and approaches.

Another noteworthy trend is that people all over the world are getting older and this
fact has created the need for designing new, ubiquitous and cost-effective healthcare
systems. In this respect, distributed and networked embedded systems seem the most
attractive technology to achieve continuous telemonitoring of aged people. Along these
lines, Tennina et al. [19] proposed recent advancements by introducing WSN4QoL.
The project involves the implementation and design of wireless sensor networks
(WSNs) specifically structured to meet the existing healthcare application require-
ments. In particular, the system architecture is presented to deal with the challenges
imposed by the specific application scenario. This incorporates a network coding
(NC) algorithm and a distributed localization approach that have been implemented on
WSN testbeds to achieve efficiency in the communications and to enable indoor people
tracking.
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4 Discussion

Nowadays, we are already on the transition from the traditional desktop-based com-
puting technologies towards ubiquitous computing environments that will enfold us in
almost all our daily situations and activities. Simultaneously, there is an amplified
tendency of creating a patient-centric service delivery. As a result, the services in the
ubiquitous environments should be adapted to the current context, the needs and the
preferences of users. As a result, mobile and pervasive health systems encompass
complex mechanisms to collect and process an increasing range of data, instead of
simply acquiring, analyzing and interpreting purely medical data.

For instance, the majority of contemporary health systems that rely on ECG
measurements to deliver healthcare services are increasingly taking into account
accelerometer data to distinguish abnormal ECG measurements due to pathological
reasons from abnormal ECG measurements caused by certain activities (e.g. running).
In addition, location information is deemed a prerequisite to deliver appropriate care in
case of a critical cardiac episode. Apart from context data, preferences of patients (e.g.
who to be informed when care provision is required), play an important role in per-
sonalizing service functionality and achieving higher degrees of user acceptance and
market diffusion.

The above and many other cases suggest that protocols, frameworks, and systems
for ECG data transmission and management should also consider data referring to
non-medical aspects of a patient, such as location, activity and temporal information,
or, in other words, the context of a measured ECG and a reasoned health status.
Nevertheless, while infrastructural capabilities of pervasive health systems, in terms of
sensing devices, middleware architectures, as well as service logic approaches (i.e. data
analysis technologies), have addressed this need, it is also essential traditional ECG
oriented protocols to incorporate contextual information by integrating additional
sections in the protocols’ structure.

5 Conclusions

After decades of continuous work in information systems dedicated to the healthcare
domain, there is a growing demand not only for hospital-based care but also for
personalized and ubiquitous healthcare delivery. For example, an especially critical
healthcare domain is cardiology; almost two third of cardiac deaths occur out of
hospital, and patients do not survive long enough to benefit from in-hospital treatments.
For this reason, it is needed to adopt new healthcare models that enable continuous
patient monitoring without spatiotemporal restrictions and orchestrate timely care
provision moving the point of care beyond traditional healthcare settings. The ECG is
only immediate diagnostic test to prevent a cardiac event. The early detection of cardiac
events requires advanced decision-making techniques guided by reliable alarm mes-
sages and involving care provider only if necessary. Above all, there is the need the
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patient to control its own health status by being able to perform related tests at the early
stage of the onset of the symptoms without involving skilled personnel and healthcare
providers. The solution should be a combination of medical protocols, frameworks and
systems for collecting, transmitting, managing, and organizing ECG data and other
biosignals’ data that are commonly used for the provision of personalized and ubiq-
uitous telemedicine services.
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Abstract. The growth of the mobile, portable devices and the server-to-server
communication through cloud computing increase the network traffic. The
dependence of the ubiquitous healthcare service delivery on the network con-
nectivity creates failures that may interrupt or delay the treatment plan with
adverse effects in patients’ quality of life even leading to mortality. In the
present work, we propose the incorporation of Software Defined Networking
(SDN) features in the healthcare domain in order to provide the appropriate
bandwidth and guarantee the accurate real time medical data transmission
independently of the connectivity of the ISP provider. The SDN controller
monitors the network traffic and specifies how traffic should be routed providing
load balancing, lower delays and better performance. Finally, the proposed
healthcare architecture addresses the SDN scalability challenge by incorporating
the logically centralized control plane using multiple distributed controllers.
A 2-tier hierarchical overlay is formed among SDN controllers following the
principles of peer-to-peer networking.

Keywords: Software defined network � Body area networks
Ubiquitous healthcare service delivery

1 Introduction

The explosion of internet and mobile applications with the evolution of the pervasive
environment, during the last few years, have dramatically changed the way that
healthcare is delivered. Wireless and mobile technologies have enabled real time data
transmission through numerous portable devices, sensors and other computing entities
in order to access care remotely and receive fast treatment in emergency cases. This
explosive growth of data transmission introduces many challenges in terms of data
storage, interoperability and availability of resources. Cloud computing approach was
adopted to address the aforementioned issues [5].
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However, the rapid growth of storage resources in the cloud platforms and the need
for efficient access to these resources has increased the requirements for fast underlying
networks. While healthcare services become more dependent on the network con-
nectivity, network failures may interrupt or delay the healthcare service delivery with
adverse effects in patients’ quality of life even leading to mortality. In this context,
more than ever is required a flexible, scalable and agile network that simplifies the
network configuration and management. Software Defined Networking (SDN) [17] is
the most promising solution for increasing network utilization and reducing hardware
complexity and costs. SDN is a networking architecture that provides network intel-
ligence out of the switching devices by abstracting the logical part of the computer
networks and placing it on the controllers [9, 16, 17].

In large scale networks such as ubiquitous healthcare network, the controller could
become a bottleneck with negative effects on network maintenance and data for-
warding. Multiple solutions have been proposed for avoiding the increased traffic in the
controller. Some of them propose the insertion of multiple controllers into the network
architecture for replacing the disconnected controllers, while some other propose two
levels of hierarchy in order to share responsibilities among cotrollers [18]. DevoFlow
[2] seperates the flows in two classes, the short-lived flows and the long-lived for
reducing the tasks executed by the controller. Only the long lived flows were forwarded
to the controller where the short lived flows are handled in the data plane. HotSwap
[14] proposed a mechanism through which a controller is able to be replaced by another
new controller on-the fly without any disruption of the network. However, the error
possibilities are many as well as this process introduces further delays. Koponen et al.
[6] proposed Onix platform, a distributed control platform on top of which a network
control plane can be implemented. It provides flexible distribution components that
enable software designers to implement control applications without re-inventing dis-
tribution mechanisms [6]. Tootoonchain et Ganjali proposed HyperFlow [13], a logi-
cally centralized but physically distributed event-based control plane. It allows
deployment of any number of controllers which share the same broad network view.
They serve requests without active contact of any remote node that decrease the delays
and the flow installation time. Kandoo [4], provides a distributed control plane with
two levels of hierarchy for the controllers, the local controllers and the root controllers.
The local controllers are located closer to the data path in order to receive requests from
the switches while the root controllers control the local switches and handles appli-
cations that require network wide knowledge.

In the present work, we propose the incorporation of the SDN in both the access
and core network of the ubiquitous healthcare system architecture in order to achieve
network intelligence. Incorporating the SDN in the access network, the network
devices of the end users (patients) provide access to the core network where the SDN
controller classifies the packets. These packets are prioritized over the network. Then,
the SDN controller which has broader knowledge of the network status is able to take
decisions for routing or redirecting the vital bio-signals and other essential medical data
over neighbor paths providing the appropriate bandwidth for the accurate real time data
transmission. The proposed healthcare network architecture incorporates a logically
centralized control plane using multiple distributed controllers. These controllers
constitute a large-scale distributed system following the principles of peer-to-peer
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networking [11]. The maintenance of the distributed multiple controllers based on the
peer-to-peer paradigm provides scalability, robustness and low response time. A 2-tier
hierarchical overlay is proposed. It enables efficient cooperation and ensures the
dynamic communication and information exchange through the ISP and healthcare
providers.

The rest of the paper is organized as follows: Sect. 3 presents the basic architecture of
the healthcare network enhanced with the SDN principles. It provides the basic use cases
for the mobile and wireless networks or access the network and how the MPLS func-
tionality is implementing for these purposes. Finally, Sect. 3 concludes the present work.

2 Healthcare Network Architecture Over SDN

2.1 Overview

Wireless sensor networks and BANs are considered fundamental for supporting
ambient living and providing high-quality healthcare service delivery [7, 10]. Figure 1
presents an overview of the healthcare environment with the involved entities.

The patient uses wearable and mobile sensors that acquire bio-signal information
and transmit it to a control device. The control device aggregates all the signals from
the sensors and forwards them via an ISP [15] for further processing to healthcare
providers. Healthcare providers provide services for ubiquitous patient monitoring and
have their own network that can be a legacy network or based on SDN/OpenFLow
principles. Figure 2 presents the system overview of the ubiquitous healthcare network
based on SDN.

The multiple controllers of the ISPs and healthcare providers are organized into a
2-tier hierarchical overlay network following the peer-to-peer paradigm [11]. Each ISP
and healthcare provider organizes its controllers peers in an over-lay. Peers in the same
overlay establish and maintain logical connections with other peers, perform overlay

Fig. 1. An overview of the ubiquitous healthcare environment.
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routing, store and retrieve information such as available resources, network traffic, etc.
Peers with enhanced computational capabilities and network resources become super-
peers. Super-peers from different overlays are further organized into an overlay and are
responsible for handling requests among peers that belong to different overlays. In
order to avoid single points of failure, there are multiple super-peers in each overlay.
Bootstrap peers are responsible for overlay formation and maintenance. In this hier-
archical scheme, requests are propagated in a smaller number of ISPs and controllers,
achieving low response time. Figure 3 presents the formation of the 2-tier hierarchical
overlay network.

Fig. 2. The overview of the healthcare network.

Fig. 3. The 2-tier hierarchical overlay formation
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2.2 Basic Architecture

Each healthcare provider is responsible to check periodically the reception of vital bio-
signals from the subscribed patients. If no bio-signals have been received within a
predefined threshold duration or if the received data rate is below an expected value,
the healthcare provider contacts the Bootstrap peer and sends a request with infor-
mation related to the required QoS level (minimum bitrate, delay, packet loss) for the
acceptable provisioning of the healthcare services. Bootstrap peer forwards the request
to the ISP providers in order in order to find to which ISP the patient is subscribed.
The ISP providers forward further the request to their overlay and a success or failure
response is sent to the Bootstrap. The ISP is informed about the healthcare require-
ments and initiates a set of actions towards the restoration of network access.

However, a patient may not have an Internet connection or his connectivity may be
intermittent due to mobility. If limited or no connectivity is observed, the ISP executes
a set of actions to recover its network connectivity or may request to cooperate with
another ISP in order to support the patient. In the following section, we analyze two
possible ways that an ISP may execute for network access restoration based on the
SDN functionality: the wireless network restoration through WiFi access points and the
enhancement of LTE mobile access.

Wireless Network Access In this section, we propose how the ISP can provide
enhanced wireless network access to the patients. In this context, patients carry WiFi-
enabled devices while their ISP operates a set of OpenFlow-compatible WiFi APs
controlled by one or multiple controllers. The controller interacts with specialized
applications for network management. The healthcare provider may also have a set of
public APs which can be used to assist patients for medical data transmission. A special
interface provides communication with the ISPs of the registered users.

The network management application that runs on top of the controller of the ISP
tries to find the patient’s location based on his recent activity, global positioning
information from his device or geo-location information from the cellular network.
Then it selects a set of candidate APs that can be used for connecting the user to the
network. The controller of the ISP has global knowledge of the network connections
and their status. Therefore, it can assess the status of the connection between each AP
and the healthcare provider. Based on this information, the AP that meets the con-
straints better is selected. The controller installs a rule inside this AP that permits
connectivity to the MAC address of the device of the patient. At this point, the device
can access the network and transmit data to the healthcare provider. Figure 4 depicts
the proposed setup.

However, public APs or APs connected to other ISPs may also be available within
the area of the patient. In order to support cooperation for medical data transmission,
the healthcare providers and the ISPs are interconnecting through the aforementioned
super-peer’s overlay as presented in Fig. 5. In this cooperative scheme, if the patient’s
ISP cannot provide any active APs appropriate for the bio-signal transmission, it
informs the Bootstrap peer which broadcasts a request through the super-peer’s overlay
to other ISPs for requesting access. Each ISP’s super-peer forward the request to its
internal overlay in order to search for available network resources. The controllers
(peers) of each ISP overlay check the available APs and report back to the ISP’s
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super-peer. The ISPs’ super-peers response to the Bootstrap with a message that
contains the active and available APs. Bootstrap peer compares the candidate APs,
selects the one that meets the QoS constraints better and sends a request to the cor-
responding ISP. Then the controller instructs the AP to accept connection of the
patient’s device and permit traffic flows towards the IP of the healthcare provider.

Mobile Network Access. In this section, the proposed solution for enhanced mobile
network access for healthcare purposes is presented. In this case, bio-signals are sent to
the healthcare provider via an OpenFlow-enabled LTE cellular network [1, 8, 12].

In the proposed system, the Serving Gateways (S-GWs) consist of two distinct
parts: a data-plane part and a control-plane part. The control plane is actually removed
from S-GW and it is implemented by the controller of the Mo-bile Network Operator
(MNO). In the same manner, the control plane of the Packet Data Network
(PDN) Gateway (P-GW) may also be realized by means of a controller. In this case, the
necessary interaction between S-GW and P-GW occurs through the communication of
the corresponding controllers. On top of the controllers, specialized applications

Fig. 4. SDN-based wireless network access for healthcare data flows.

Fig. 5. Peer-to-peer overlay for wireless network access across multiple ISPs.
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perform network monitoring, control, radio resource management and mobility man-
agement. Therefore, the Mobility Management Entity (MME) is also part of the soft-
ware on top of the controller. Figure 6 shows how mobile network access for
healthcare data flows is provided through an SDN-enabled LTE network.

In order to provide specialized access policies to healthcare users, the MNO must be
aware of the set of these users and the related QoS requirements. This information is
provided by the healthcare provider via the super-peer’s overlay (P2P overlay) described
in the previous section. The network management application executed on top of the
controller of an S-GW has complete knowledge of the devices producing healthcare data
flows that are connected to the eNodeBs of its jurisdiction. This global visibility enables
MNOs to favor healthcare applications more easily and more efficiently.

If the users experience poor signal strength, the serving eNodeBs are dictated by the
controller to selectively increase the power allocated to the corresponding sub-
channels. In addition, the network management application can protect devices running
healthcare applications from interference and treat them differently. When performing
Inter-Cell Interference Coordination (ICIC), the sub-channels allocated to these specific
devices can be excluded from power reduction. Under increased user density, enhanced
ICIC (eICIC) can create pico-cells in certain overloaded areas to cover the devices that
communicate with the healthcare provider.

It is also possible that in certain rural areas the user has too poor coverage from its
own operator. In this case, it can be served by alternative MNOs that may provide
better coverage. This scenario requires cooperation among multiple operators and/or
the healthcare provider. Cooperation and coordination is realized by means of the peer-
to-peer overlay of providers. When poor or no coverage at all is observed, the current
MNO broadcasts a request to the peer-to-peer overlay. After a negotiation among
candidate MNOs, the best MNO in terms of coverage and traffic load is selected to
serve the user. Figure 7 depicts the peer-to-peer overlay for mobile network access
across multiple MNOs.

Fig. 6. SDN-based mobile network access for healthcare data flows.
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SDN-based MPLS Functionality. Inside the core network of each provider (ISP,
MNO or healthcare provider), MPLS is used for traffic engineering purposes in order to
provide the appropriate bandwidth, QoS and access control to the healthcare data flows.
However, in our model, MPLS is controlled by software modules, according to the
SDN paradigm. The introduction of SDN control in MPLS networks has significant
advantages. A major advantage is that SDN-based MPLS provides better control over
the formation and maintenance of Label-Switched Paths (LSPs). In addition, network
dynamics induce churn effects which are difficult to be handled by conventional MPLS
which lacks global knowledge and centralized control [3].

In the proposed system, the MPLS control plane resides on top of centralized
controllers. It has a holistic view of the active flows of healthcare data which may enter
the network via different ingress routers. Each time a healthcare data flow is initialized,
the MPLS control plane selects or forms an MPLS tunnel that meets certain bandwidth,
delay and packet loss constraints. The global network view offered by the controller
enables the MPLS control plane to create routes that meet multiple criteria efficiently.
Any change in the network topology or the status of the links is resolved by the MPLS
control plane with minimal messaging overhead.

Due to auto-route and auto-bandwidth features of MPLS, flows may need to
migrate to different LSPs or existing LSPs may need to be reconstructed. The MPLS
control plane protects the healthcare data flows from frequent changes and prioritizes
them in the bandwidth reservation inside the MPLS tunnels. Moreover, the network
access of multiple concurrent healthcare data flows is globally optimized. QoS
requirements of individual flows as well as fairness among competing flows are the
objectives of the optimization process.

Fig. 7. Peer-to-peer overlay for mobile network access across multiple MNOs.
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3 Conclusion

In the present work, we proposed the use of the SDN in both the access and core
network of the ubiquitous healthcare system architecture in order to achieve network
intelligence in favor of healthcare service provisioning. In the proposed architecture,
multiple distributed controllers constitute a large-scale hierarchical peer-to-peer overlay
which enables efficient cooperation and information exchange among ISPs and
healthcare providers. We have shown how this interaction can lead in proper trans-
mission of the medical data by enhancing admission control, prioritization, network
resource management and traffic shaping.

It is our strong belief that the proposed ubiquitous healthcare network enhanced
with SDN features and strengthened with the peer-to-peer paradigm is able to: (a) help
the end-users to overcome some network restrictions in order to transfer their vital
measurements and (b) support the communication and collaboration of the ISP and
healthcare providers in an efficient and scalable manner. As a future work the proposed
network platform will be emulated using Mininet and open source controllers in order
to study the opportunistic behavior of the system in real time conditions.
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Abstract. A shift from the doctor-centric model to a patient-centric model is
required to face the challenges of the healthcare sector. The vision of patient-
centric model can be materialized integrating ubiquitous healthcare and the
notion of personalization in services. Cloud computing can be the underlying
technology for ubiquitous healthcare. The use of profiles enables the personal-
ization in healthcare services and the use of profile management systems
facilitates the deployment of these services. In this paper, we propose a profile
management system in ubiquitous healthcare cloud computing environment.
The proposed system exploits the cloud computing technology and the smart
card technology to increase the efficiency and the quality of the provided
healthcare services in the context of the patient-centric model. Furthermore, we
propose generic healthcare profile structures corresponding to the main classes
of the participating entities in a ubiquitous healthcare cloud computing
environment.

Keywords: Ubiquitous healthcare � Cloud computing
Profile management system � Smart card technology

1 Introduction

Advances in healthcare sector show that a shift from the established doctor-centric model
to a patient-centric model to meet the rising demand for healthcare services of different
population groups and at the same time to reduce the costs of delivering healthcare
services is required. The vision of patient-centric model can be achieved integrating
Ubiquitous Healthcare (UH) and the notion of personalization in healthcare services.

In the patient-centric model, UH is essential in order to provide effective treatment,
disease prevention, proactive actions and life quality improvement at the right time,
right place and right manner without limitations on time and location. The adoption of
cloud computing technology can be the underlying technology for achieving UH in
patient-centric model. Cloud computing, according to the National Institute of
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Standards and Technology (NIST) is defined as a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service provider
interaction [1]. Thus, cloud computing technology can enable the creation of the
appropriate environment where efficient ubiquitous healthcare systems to be deployed.

The personalization of healthcare services plays a very important role to make the
patient-centric model a reality. Personalization can be enabled making use of user
profiles that store the preferences and the interests of the user as well as contextual and
bio information related to the user. Recently, a number of personalized healthcare
systems based on user profiles have been deployed. The deployment of personalized
healthcare systems is based on profile management [2].

In this paper, we propose a profile management system in UH cloud computing
environment. The main objective of the proposed profile management system is to
increase the efficiency and the quality of the provided UH services exploiting the
advantages of the cloud computing technology and the smart card technology. Fur-
thermore, we propose generic healthcare profile structures that correspond to the main
classes of the participating entities in a UH cloud computing environment. The profiles
of the participating entities, which are based on the proposed five generic structures, are
created and managed dynamically by the proposed profile management system [3, 4].

2 Related Work

Several platforms have been proposed that focus on cloud computing implemented in
the healthcare domain. MoCAsH [5] is an infrastructure for assistive healthcare. It
inherits the advantages of cloud computing and embraces concepts of mobile sensing,
active sensor records, and collaborative planning.

In [6], McGregor presents Artemis Cloud, a cloud computing based Software-as-a-
Service and Data-as-a-Service approach for the provision of remote real-time patient
monitoring and support for clinical research. This research is demonstrated using a
neonatal intensive care unit case study supporting clinical research for earlier onset
detection of late onset neonatal sepsis. In [7] the active monitoring scheme is integrated
with the cloud-based healthcare platform to provide the UH monitoring service. It
investigates the approaches of patient monitoring and care under the cloud-based
telecare system. By considering the scenarios for fixed and mobile users, the cost-
effective health promoting methods are proposed and simple experiments are con-
ducted to verify the effectiveness of the methods. Finally, in [8] Balboni et al. make
analysis and recommendations in order the mobile cloud computing technologies to
help the growth of the European eHealth Sector.

Personalization and user profile management holds the promise of improving the
uptake of new technologies and allowing greater access to their benefits [2]. In a typical
profile management scenario, there are multiple profile storage locations. Many of these
locations will not store the total profile but only components that apply to a device, an
application or a network/service function. Different locations may have different per-
sistence and priority levels. Although the user profile data are distributed amongst a
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range of devices, applications and services, ideally, all profile data should always be
available, overall networks, from all supported devices and services, including fixed
and mobile services allowing service continuity and optimal user experience [2]. In [9],
Sutterer et al. introduce a user profile management approach that provides means for
managing and delivering context-dependent user profiles for several applications,
decouples the application development from context processing taking into account the
re-use and sharing of application-related user data between different applications in
ubiquitous computing environments. In [10] a user profile management framework is
proposed, in which the user’s desires, needs and preferences for services are managed
through a wearable personal station, a terminal device worn by users. Finally, [11]
presents a wider view of personalization and user profiles, making the preferences
available to a range of services and devices. More specifically, this paper focuses on the
architecture work within the standardization activities in the personalization and user
profile management area performed at ETSI by the Specialist Task Force 342.

In [12], a smart card based healthcare information system is developed. The system
uses smart card for personal identification and transfer of health data as well as pro-
vides data communication via a distributed protocol which is particularly developed for
this study. Two smart card software modules are implemented that run on patient and
healthcare professional smart cards, respectively. In addition to personal information,
general health information about the patient is also loaded to patient smartcard.
Healthcare providers use their own smart cards to be authenticated on the system and to
access data on patient cards. System is developed on Java platform by using object
oriented architecture and design patterns.

Finally, [13] combines benefits of Open Services Gateway Initiative (OSGi) and
Smart card technologies in embedded devices for developing middleware application
for home appliances. More specifically, it describes an electronic-prescription system
currently under development for home-based telemedicine. It also notes aspects or
bundles in OSGi, which is used, XML as a means of data storage format, smart card
technology for storing and accessing patient prescription and personal information, and
a wireless PDA interface for remote access to the home gateway (set-top box).

3 UH Domain

As Fengou et al. presented analytically in [15, 16], a UH domain (UH-domain) should
be composed, at least, by the following classes of UH entities (UH-entities):

• Patient, i.e. the receiver of healthcare personalized services. The health status of the
patient is continuously monitored using real time collected contextual and bio
information, which is gathered by wearable or implanted biosensors as well as by
environmental arrays of sensors. Patient is considered as a user in the UH domain.

• Healthcare Provider, can belong to one of the two main categories; Medical Pro-
fessionals and Caregivers. The category of Medical Professionals includes medical
doctors, nurses and other medical personnel that provide medical services in a
systematic way to patient. The category of Caregivers consists of trainee persons
(e.g. relatives, volunteers, etc.) with discrete roles at the healthcare provision to
patients. Healthcare Provider is considered as a user in the UH domain.
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• Living Environment: The residence of patients that guarantees safe and qualified
living conditions.

• Working Environment: A place that allows patients to work safely through the
control of critical environmental conditions.

• Outdoor Environment: The city of residence or the country surrounding the
patients.

• Hospitalization Environment: The unit where the patients are hospitalized whenever
they are in critical situation.

• Vehicle: The transport means of the patients.
• Alarm Center: A computerized office that collects alarm messages and activates

health monitoring services, whenever the patients are in critical situation.

Based on the above, the UH-domain is modelled as following described.
The entity “patient” is the core UH-entity. The UH-domain should ensure con-

tinuous care to patients, through UH services (UH-services). A healthcare service is
characterized as UH-service, if it is provided everywhere and always. Additionally, it is
characterized as personalized if it is tailored upon patient’s therapeutic and monitoring
medical protocols as well as patient’s preferences.

The health status of any patient is characterized by discrete states, such as normal,
crisis, etc. Each state refers to a different range of bio-signal values and poses deter-
minative considerations upon the type and the way of UH-service provision (global or
personalized).

The daily activities of the patients take place in specific environments, such as
mentioned above (living, working, outdoor, hospitalization and vehicle). Patients move
between environments and perceive each environment through the collecting contex-
tual information. The perception and sense of contextual information differs among
patients, due to their different health status. For example, the same contextual
parameters (humidity, noise, temperature, etc.) of an office may have different influence
in the health status of two workers performing the same activities.

The “Alarm Centre” handles a pool of patients. It holds extended archives (case
records) of them, and it is always aware about their health status, position and activ-
ities. An evaluation mechanism, inside the Alarm Centre, processes the acquired data
per patient and estimates his/her health status. If the status is stable, no action is
required. If the status changes towards a more precarious state, an alarm is set and a
UH-service is activated. Providing of this UH-service must be continuous and inde-
pendent of patient’s environmental conditions and activities.

The main aim of the Alarm Centre is to ensure the continuous and uninterrupted
provision of UH-services. This is powerfully tied up with the “healthcare provider”.
For this reason, beyond the serving patients, the Alarm Centre handles also a pool of
healthcare providers. A subset of the them is always alert and hastens to help, whenever
it is called by the Alarm Centre. Whenever an alarm is set, the Alarm Centre assess first
properly the health state of the patient and then activates the appropriate sum of
healthcare providers. During the provision of the UH-service, each healthcare provider
plays a predetermined role. In this way, during the provision of a UH-service, different
healthcare providers may be involved, each one playing a different role.
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It is obvious that the provision of a UH-service is an application dependent task. By
default, UH-service balances between the need for fast estimation of the patient’s
situation, on one hand, and the fast selection and the high performance of the healthcare
providers, on the other hand. Per case, the Alarm Centre must be flexible for:

• assessing the collected information (bio/context);
• monitoring the patient’s health status;
• choosing, in each case, of the best healthcare providers;
• accurate description of the healthcare providers’ attributes, such as skills, roles,

preferences;
• controlling and synchronizing of all entities involved in the provision of UH;

Traditionally in E-Health domain, the healthcare provision was based upon the
medical information (e.g. symptoms, examinations, etc.) that was included in the
electronic Medical Health Record (e-MHR). In the UH-domain however, the UH-
service provision requires the dynamic manipulation of attributes of all UH-entities
being involved. Therefore, we have set the following fundamentals:

• each class of UH-entities is characterized by a dedicated profile’s structure;
• each UH-entity is the occupant of a profile that contains a personalized group of

attributes, such as identifiers (e.g. capabilities, skills, infrastructure, etc.), contextual
information, groupware rules (e.g. costs, responsibilities, performance roles, etc.),
behavioral descriptors (e.g. preferences, time scheduling, etc.), etc.;

• common management tools are used for the creation, modification, and deletion of
all classes of profiles;

• common delivering facilities are used for communicating of profiles within the UH-
domain;

3.1 Profile Management System in UH Cloud Computing Environment

The proposed profile management system is applied in a UH cloud computing envi-
ronment for providing personalized healthcare services to patients. The UH cloud
computing environment integrates a wide spectrum of the participating UH-entities of
the UH-domain, such as patients, doctors, nurses, family members, hospitals, smart
homes, offices and vehicles. The UH cloud computing environment, where the pro-
posed profile management system is applied, is depicted in Fig. 1.

Each participating UH-entity has its own profile that follows the structure corre-
sponding to one of the proposed generic healthcare profile structures according to the
main category to which the participating UH-entity belongs. Hence, the proposed
profile management system makes use of the User Healthcare Profiles, Hospitalization
Environment Profiles, Living Environment Profiles, Vehicle Profiles, Working Envi-
ronment Profiles, Outdoor Environment Profiles and Alarm Center Profiles [35]. The
data of each profile are stored in distributed databases in the UH cloud computing
environment.

The infrastructure of the proposed profile management system, depicted in Fig. 2,
includes a Profile Provider, a number of Service Providers and a Broker.

Profile Management System in Ubiquitous Healthcare 109



Profile Provider: is the main entity of the proposed profile management system. It
receives the profile data and dynamically integrates them in order to generate the user
profile. When the user profile is created, it is stored in a User Profile Registry.

Fig. 1. UH cloud computing environment.

Fig. 2. Infrastructure of the proposed profile management system in UH cloud computing
environment.
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Service Provider: incorporates databases in the cloud computing environment
containing profile data that are used for the creation of the user healthcare profile.

Broker: is the intermediate component between the user and the Service Provider as
well as the user and the Profile Provider. The Broker possesses a catalogue with the
URLs of all the Service Providers that have profile data that may be included in the
profile. It also communicates with the Profile Provider who possesses the User
Healthcare Profile Registry where the user profiles are formed and stored before sent to
the user who has requested them. The Broker is part of the Profile Provider and its main
objectives are to (a) manage the user’s requests, (b) gather the corresponding data from
the Service Providers and (c) send them to the Profile Provider.

Each user makes use of their personal device (e.g. PDA) to communicate, to
process their profile data and request a profile. In the personal device, an Agent is
incorporated that communicates with the Broker in order to send the user’s requests
and receive notifications. The personal device also includes a smart card. The smart
card contains all the URL information pointing to the locations where the user’s profile
data are hosted.

The proposed profile management system is deployed within the Service Providers
and the Profile Provider. It manages three different cases: the creation of profile, the
update of the profile (modification, deletion) and the profile extension. The key com-
ponents of the proposed profile management system are:

Profile Editor: through the Profile Editor the user can make changes (insertion,
modification and deletion) to his profile and alert the Personal Assistant Agent for
these.

Context Information Agent: its function is related with the context of the user. For
example, the Context Information Agent can collect the biosignals of the patient and
alerts the Personal Assistant Agent when deterioration in the patient’s health condition
is detected. Furthermore, the Context Information Agent can send the user’s current
location.

Service Provider’s Agents: Each Service Provider contains the following agents:
Processing Agent, Query Agent, Repository Agent, and Database Creation Agent.

Profile Provider: The Profile Provider contains the following agents: Processing
Agent, Query Agent and Repository Agent.

The operation of the Agents as well as all the processes for the management of the
profiles (creation, modification, deletion and extension) are analytically presented in [16].

4 Implementation

After comparing open source cloud computing platforms in order to select the most
suitable platform for the deployment of the UH cloud computing environment, where
the profile management system is applied., the Eucalyptus platform [14] was selected
as the most appropriate platform to deploy our profile management system [16].

Figure 3 presents the proposed profile management system based on Eucalyptus
architecture. The adopted hierarchical approach on the control and management is more
reliable and reduces human intervention.
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The main components within which profile management system is deployed are the
Profile Provider and a number of Service Providers.

The Profile Provider has the Cloud Controller (CLC) and the Walrus as it is
responsible to create the user profile and store it in a User Profile Registry respectively.
CLC provides high-level management of the cloud resources, user accounts and client
requests. It also provides a web interface for cloud management.

Walrus is the storage service which allows storing persistent data. It provides a
bucket-based object store. It shares a Java-based database holding user account
information with the CLC, and accesses metadata of buckets and objects similarly
stored in databases. The storage space for buckets and objects is mapped to a single,
non-shared file system directory mounted on the machine on which Walrus runs. In this
file system the user profiles are stored. Both users outside the cloud and user appli-
cations running on compute nodes in the cloud upload and download data through the
REST interface of Walrus.

The Cluster Network consists of many cloud nodes; in each cloud node there is the
Service Provider containing specialized nodes to provide storage and management
services. Each cloud node runs one or more virtual machine images, each equipped
with at least one local disk to store the host OS and hypervisor software.

Each Service Provider has the Cluster Controller (CC) and the Storage Controller
(SC) as it has databases in the cloud containing profile data that are used for the
creation of the user profile.

CC is the front-end for each cluster defined in the cloud and is responsible for
managing the entire virtual instance network controlling specific VM instances.
The CC maintains all the information about the NC that is grouped in the cluster.

Fig. 3. The proposed profile management system based on the eucalyptus architecture.
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It performs per cluster scheduling and networking. It gathers information from each NC
and schedules client requests to individual NCs. The CC is in the same Ethernet
broadcast domain as the nodes it manages.

SC provides block storage services. The data storage service, is responsible to
manipulate VM images delivering them to NCs when a client instantiates a VM. It is
particularly suited as it supplies database, file system, or access to raw block level storage.

The Private Network of each Service Provider contains a pool of physical com-
puters that provide generic computation resources to the cluster and a number of NCs
in each of these machines.

NC is responsible for fetching VM images, starting and terminating their execution
and managing the virtual network endpoint. NC communicates with the OS and the
hypervisor running on the node on one side and the CC on the other side. NC requests the
Operating System running on the node to find out the node’s physical resources, the size
of memory, the number of cores, the disk space available. It also learns about the state of
VM instances running on the node and broadcasts this data up to the CC. It controls the
hypervisor on each compute node configuring it, sets up VMs on it and hosts OS as
directed by the CC. It executes in the host domain (in KVM) or driver domain (in Xen).

5 Conclusions

In this paper, we have proposed a profile management system in a UH cloud computing
environment. It aims to increase the quality and the efficiency of the provided UH
services exploiting the advantages of the cloud computing technology, the smart card
technology and the notion of user profile in the context of the patient-centric model.
Furthermore, we have proposed generic profile structures corresponding to the main
classes of the participating entities in the UH cloud computing environment.

The profile management system that we propose in this paper is focused only on
User Healthcare Profiles (i.e. Patients and Healthcare providers). We intend to continue
our research in this direction in order to deploy a profile management system incor-
porating the profiles of all possible participating entities in a UH cloud computing
environment. Thus, as future work, we plan to implement a profile management system
integrating the creation and management of User Healthcare Profiles, Hospitalization
Environment Profiles, Living Environment Profiles, Vehicle Profiles, Working Envi-
ronment Profiles, Outdoor Environment Profiles and Alarm Center Profiles.
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Abstract. Depression in its various forms is a widespread phenomenon in
modern societies. Its high prevalence, associated costs, the chronic nature it
develops and the challenges in diagnosing it put a lot of pressure on public
healthcare systems. In response to these challenges, ICT-based approaches are
increasingly implemented to support effective patient management and discov-
ery. This paper presents a web application named “feeldistress”, which is based
on a novel distress evaluation framework to enable remote diagnosis of anxiety
and depression, facilitate continuous evaluation of patients and assist prevention
of suicide. The developed application was used and evaluated from a qualitative
perspective by 117 students (47% women) who had visited the Special Office for
Health Consulting Services of the University of Patras between 2014 and 2017.
The majority of the users were very satisfied by the functionality, usability and
appearance of the application showing it can be extremely useful tool for
someone before hitting the door of a mental health specialist.

Keywords: Telemedicine � Mood disorders � Remote diagnosis

1 Introduction

Depression in its various forms (major depression, dysthymia, depressive phase of
bipolar disorder) is a widespread phenomenon in modern societies that causes signif-
icant level of disability. Depressive people experience various emotional, physical,
cognitive and mobility problems, including negative beliefs about themselves and
intense pessimism about the present and the future, diminished mood, unwillingness to
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take any deliberate action and suicidal ideation or suicidal behavior. They often report
that their mind is confused and their thoughts are slow, and that they have difficulty
restraining information or solving problems [1]. Apart from the negative impact
depression has on a personal level, it also affects society as a whole (e.g. job with-
drawal and low productivity) and accounts for significantly increased financial cost to
all involved stakeholders (i.e. patients, health systems, social security, etc.), mainly
because of its intense and persistent consequences, the recurrent characteristics and its
under-treatment in all walks of life [2, 3]. Studying eight countries that differ in cultural
characteristics and GDP, researchers from the London School of Economics and
Political Science (LSE) reported that depression costs a total of more than 220 billion
euros a year to Brazil, Canada, China, Japan, Korea, Mexico, South Africa and US [4].
The results of their investigation carried out among 8000 officials working in these
countries, showed that the US (EUR 75.5 billion) and Brazil (EUR 56 billion) have the
highest rates of loss of productivity due to the systematic presence of employees
suffering from depressive symptoms. Concerning European citizens, approximately 5%
of them have clinical depression, and it is estimated that 17% will experience signif-
icant depression at some point in their lives [1].

It is widely known that timely diagnosis of depression enables early treatment,
which could be critical in terms of its scaling and intensity [5]. However, diagnosis of
this severe mental illness and its forms is hindered by several subjective (e.g. inability
to reach an experienced health provider) and objective (e.g. lack of quantified clinical
tests) problems. Unfortunately, depression is significantly underdiagnosed or misdi-
agnosed and subsequently undertreated, particularly in the primary care environment.
Although more patients are seeking help and utilization of antidepressants is on the
rise, the level of treatment is inadequate [6]. An indicative research resulted that in the
primary care setting, people with depression received a correct diagnosis less than 50%
of time [7]. Likewise, African Americans who suffer from depression experience fre-
quent underdiagnosis and inadequate management in primary care [8]. In general, a
wide range of subjective factors is acknowledged by the literature to account for this
diagnosis and treatment shortfall, which is even bigger in rural areas, such as stigma,
distance between people living in remote locations (e.g. islands) and medical experts,
limited resources, lack of adequate mental health professionals and services. In addi-
tion, depression often co-exists with other mental problems such as anxiety disorders, a
situation that also puts barriers to early diagnoses of depression [9].

The above and other data show the high prevalence of depression, its associated
costs, the chronic nature it develops and the challenges concerning the critical task of
diagnosis. As a result, a lot of pressure is been put on public healthcare systems
highlighting the need of new models to offer adequate support to depressive patients.
Assisting depression diagnosis and management in primary care could induce faster
and more accurate diagnoses, enabling a timely and more precise intervention to great
advantage of both patients and health systems. To this end, various researches and
initiatives in the field of Health and Education for integration, social inclusion and
support for people with mental illness have shown a growing interest in exploring the
use of Information and Communication Technologies (ICT) to support effective patient
management and discovery. ICT-based solutions are indeed showing great potential in
supporting all the stages of care provision to patients with depression improving access
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to healthcare services, delivering faster and better care to patients, enabling continuous
patient monitoring and automatic assessment, providing risk prediction and delivering
personalized feedback provisioning services among others.

In this context, this paper presents the preliminary validation data of an online tool
that enables remote diagnosis of anxiety and depression, facilitates continuous evalu-
ation of patients to assess illness progress and response to followed treatment and
assists prevention of suicide. The developed web application named “feeldistress”
incorporates a novel distress evaluation framework that integrates a combination of
weighted questionnaires provided in a specific sequence according to users’ replies. As
the users fill the questionnaires, the application provides feedback based on the scores
of their replies in each questionnaire, in order to inform them of their health status and
suggest appropriate actions.

2 Related Work

The use of ICT and, more specifically, the role of telemedicine in psychiatry has been
subject of research for many years. Telepsychiatry mainly employs synchronous video
consultation and is an increasingly common method of providing psychiatric care at a
distance in response of various major limitations in care delivery (e.g. distance,
transportation cost, lack of local expertise, etc.). Ruskin et al. [10] examined 119
depressed veterans referred for outpatient treatment in three US clinics, who were
randomly assigned to either remote treatment by means of video-based telepsychiatry
or in-person treatment to compare treatment outcomes of the two approaches over a 6-
month psychiatric treatment. Patient evaluation using the Hamilton Depression Rating
Scale (HDRS) and the Beck Depression Inventory (BDI) showed that telepsychiatric
therapy was as effective as facial treatment in terms of symptom improvement.

A major category of ICT solutions consists of mobile, wearable and pervasive
health systems. These systems are more sophisticated, complex and agile than con-
ventional telemedicine systems enabling constant patient monitoring through various
sensing devices and employing real-time data analysis, in order to assist diagnosis,
patient management and treatment support. Joshi et al. [11] developed a multimodal
framework to fuse audio and video data for depression diagnosis, which could analyze
intra-facial muscle movements and movements of head and shoulders, in conjunction
with audio signals through various fusion methods. Other systems, such as the ICT4D
[12] utilize wearable biosensors for activity monitoring and measurement of various
electrophysiological indicators and apply data analysis algorithms to reason about the
state of depressive patients and the risk of a potential relapse. Based on the induced
information ICT4D provides appropriate feedback via mobile phone and the web.

Another important category of ICT-enabled approaches exploit the Internet to
deliver various eHealth and telemedicine services through web-based applications.
Adriana Mira et al. [13] developed an Internet-based program to teach adaptive ways to
cope with depressive symptoms and daily problems. 124 participants who were
experiencing at least one stressful event that caused interference in their lives, many of
whom had clinically significant depressive symptoms, were randomly assigned into
one of the following three groups: (1) intervention group with ICT support (automated
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mobile phone messages, automated emails, and continued feedback), (2) intervention
group with ICT support plus human support (brief weekly support phone call without
clinical content) and (3) a waiting-list control group. The constructed treatment pro-
tocol was adapted to a completely self-help Internet-based, multimedia (video, image,
etc.), interactive application designed for optimal use on a personal computer. Analysis
of a 12-month usage of the Internet-based program showed that it was effective and
well accepted, with and without human support, resulting in a significant improvement
pre- to posttreatment, compared with the control group.

Farvolden et al. [14] developed Web-Based Depression and Anxiety Test (WB-
DAT), a freely-available, web-based, self-report screener for major depressive disorder
and anxiety disorders. This web-based diagnostic tool was administered to 193 subjects
who presented for assessment and/or treatment in research projects that were conducted
at the Mood and Anxiety Program and Clinical Research Department at the Centre for
Addiction and Mental Health in Toronto, Ontario, Canada. Preliminary data from the
comparison between WB-DAT and conventional clinical assessment tools suggested
that WB-DAT was reliable for identifying patients with major depressive disorder and
various anxiety disorders.

In our study, we focus on the development and implementation of a web appli-
cation for remote diagnosis and assessment of individuals that feel distress, anxiety
and/or depression symptoms. This tool is based on an innovative distress evaluation
framework that considers a specific sequence of multiple scales, in contrast to existing
approaches that use individual scales, which are mainly applied to assess a medical
process than provide a diagnosis. Thus, it considers multidimensional data to create a
more integrated clinical view and achieve a more accurate and multifaceted diagnosis
while recommending the most appropriate actions to be taken.

3 Tools and Methods

3.1 Distress Evaluation Framework

As described in the previous sections, our approach integrates a combination of
questionnaires, which consist of the Hospital Anxiety and Depression Scale (HADS),
the State Trait Anxiety Inventory form Y (STAIY), the Beck Depression Inventory
(BECK) and the Risk Assessment Suicidality Scale (RASS). HADS was developed by
Zigmond and Snaith in 1983 [15] and is commonly used by physicians to determine the
levels of anxiety and depression of a person. The HADS is a fourteen item scale that
generates ordinal data. Seven of the items relate to anxiety and the other seven relate to
depression. Each item on the questionnaire is scored from 0-3 and this means that a
person can score between 0 and 21 for either anxiety or depression. Bjelland et al. [16]
identified a cut-off point of 8/21 for anxiety or depression. For anxiety (HADS-A) this
gave a specificity of 0.78 and a sensitivity of 0.9. For depression (HADS-D) this gave a
specificity of 0.79 and a sensitivity of 0.83. We used the Greek version of HADS [17],
which shows a high internal consistency and validity, as well as good psychometric
properties and can be proven in practice as a useful tool for clinicians to identify
symptoms of anxiety and depression in primary healthcare.
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The STAIY scale [18] was published in 1985 and consists of two strands, which
calculate the State and Trait anxieties. State Anxiety (S-Anxiety) is the subjective and
transient feeling of pressure, nervousness and anxiety at a given time, which can be is
accompanied by activation of the autonomic nervous system. The Trait Anxiety (T-
Anxiety) refers to the relatively constant individual differences with regard to the
anxiety proneness, which they constitute personality trait. The scale for S-Anxiety
consists of twenty statements that assess how the subject feels at the time the scaled is
filled. The scale for T-Anxiety is also composed of twenty statements, but assesses how
the subject feels generally. Ratings for both S-Anxiety and T-Anxiety range between
20 and 80 and studies in the Greek population showed that scores above 40 indicate
potential mental health problems [19].

The Beck Depression Inventory (BDI) [20] is a multiple-choice self-report inven-
tory, one of the most widely used psychometric tests for measuring the severity of
depression. It contains 21 questions, each answer being scored on a scale value of 0 to
3. Higher total scores indicate more severe depressive symptoms. The standardized
cutoffs are: 1–10 = normal fluctuation, 11–16 = mild mood disorder, 17–20 = mar-
ginal clinical depression, 21–30 = moderate depression, 31–40 = severe depression
and >40 extreme depression. The Greek version of BDI has very good internal con-
sistency and test-retest reliability, as well as high validity. The scale’s good psycho-
metric properties were confirmed for the Greek population, suggesting that its
translation and adaptation to the Greek language yield a valid and reliable tool [21].

Risk Assessment Suicidality Scale (RASS) [22] was constructed as a self-report
instrument with emphasis on the items that describe suicide-related behavior targeting
assessment of suicidal risk in the general population as well as in mental patients.
RASS consists of 12 items (with 4 possible answers – not at all, a little, quite enough
very much) that estimate different views of suicidal behavior, by looking at intention
and attitude towards life among others. The RASS is a reliable and valid instrument
which might prove valuable in the assessment of suicidal risk in the general population
as well as in mental patients.

By using and stepping through the sequential activation of the aforementioned
questionnaires, someone feeling distress can quickly evaluate the symptoms of
depression and/or the levels of anxiety, the suicidal ideation, or even check if there is a
relapse of the disease in the past. The first step in our methodology is to fill the HADS
scale (including HADS-A and HADS-D). Questions refer to marketing issues rather
than physical problems (e.g. I feel anxious or terrified; I lost interest in my appearance).
If the user scores more than 8 in the HADS-A scale (high level of anxiety) he/she is
driven to the STAIY scale. STAIY evaluates the emotional state of the subject (tran-
sient stress as a result of the current situation). We want to know how the user feels
right now, by answering questions such as “I feel calm,” “I’m upset”, which score
range from 1 (not at all) to 4 (very much). Stress is proportional to the score on the
scale, meaning that the higher the score on the scale, the greater the temporary anxiety,
according to the aforementioned classification of STAIY (e.g. if the score is higher than
40, we have severe anxiety or panic attack).

If the score is more than 8 on the HADS-D scale (high level of depression) the user
is driven to the BDI scale, a reliable tool for psychological assessment of depression
and accurate measurement of its severity. The user is called to provide answers that best
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describe how he/she feels over the past few days. Depending on the overall score in the
BDI scale, the user should receive feedback suggesting actions to be performed. For
instance, if the BDI score is above 17 for at least 2 weeks the user should seek
specialist help. Special attention should be given to a BDI’s question concerning
suicidal tendencies, specific replies to which might suggest risk of suicide requiring
immediate psychiatric help. In this case, as well as if the total score in the BDI scale is
17 or more, the user is driven to the RASS questionnaire that consists of 12 questions,
such as “Do you fear that you will die?” and “Do you enjoy life?. RASS aims at
identifying suicidal risks to inform users to immediately seek for psychiatric help.

3.2 Feeldistress Application

The “feeldistress” application (available at www.feeldistress.gr) was developed through
a set of contemporary web technologies, such as PHP7, HTML5, Javascript and Ajax.
For the needs of data storage a MySQL v10.2.12 was built. Initially, the user is required
to register and during registration the user is called to provide several demographic
data. These data include age, gender, family and occupational status, lifestyle, edu-
cation, socio-economic status and some information about chronic illnesses, dealing
with difficulties in everyday life (functionality), drug use or other substances. After
registration and login, the user is able to start filling the scales based on the framework
described in the previous section.

The first scale is the HADS and depending on the accumulative individual scores of
HADS-A and HADS-D the application provides the STAIY and BDI scales respec-
tively. If both STAIY and BDI are to be provided, STAIY is provided first and BDI is
given after BDI is filled. Finally, based on the answers of the BDI scale, the application
provides the RASS scale, which is shown in Fig. 1. Depending on the users’ replies,

Fig. 1. The RASS scale in the feeldistress application.
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the application diagnoses and evaluates the level of depression they are experiencing
and provides feedback by recommending appropriate actions (Fig. 2).

3.3 Experimental Setup

The developed application was used by 117 students (47% women) who had visited the
Special Office for Health Consulting Services of the University of Patras between 2014
and 2017, because they felt distress due to anxiety or depression symptoms. The scope
of the Special Office for Health Consulting Services is to diagnose mental disorders,
manage interventions (psychiatric and psychotherapeutic) and provide psychosocial
support to the students of the University of Patras.

These students had already filled the HADS, the BDI and the Beck Anxiety
Inventory (BAI) in the academic years 2014 - 2017. Results of the HADS showed that
57% and 77% of the test sample suffered from depression and anxiety respectively.
Based on the BAI results, 31.6% was experiencing moderate anxiety 32.5% mild to
moderate anxiety and 29.1% severe anxiety. The BDI test revealed that 16.2% was
suffering from extreme depression, 19.7% from moderate depression, 13.7% from
severe depression and 14.5% from clinical depression.

Prior to using the application, all the test subjects had “psycho-diagnostic” inter-
view by phone, to talk about their lives at that period and get informed of the feeld-
istress application. Subsequently, the students were invited to use this application via
email, which included a short user guide and a consent form (requested to be signed
and sent back to us before using the application) describing that their participation was
for research purposes and they would not have any kind of gain by using it. In addition,
the test subjects were given a questionnaire to qualitatively evaluate the application that
was anonymously filled and sent back to us. This questionnaire consisted of 11
questions, 4 of which referring to demographics and 4 to the application in terms of
ease of use, functionality, aesthetic and content reliability and utility. Potential answers
were excellent, very good, adequate and poor. The final three were open questions:
Which improvements would you suggest?; Would you recommend feeldistress to other
users?; How often do you visit mental health related web pages and applications and
for which reasons?

Fig. 2. Example feedback provided by the feeldistress application.
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4 Results

In order to examine the relationship between the variables of the qualitative evaluation
questionnaire and analyze its results, we used the Pearson correlation coefficient, the x2
independence test, One Way Anova, while Cronbach’s alpha was used to measure the
reliability of the questionnaire. Bases on the users’ replies, all of them were satisfied by
using the “feeldistress” application, which correlates with the fact that everyone would
suggest it to others (100% of the sample participants would recommend the application
to other users). Trying to relate the users’ identified levels of anxiety and depression to
how they evaluated the application, we did not receive any significant correlation (57%
had depression and 77% anxiety).

Regarding ease of use, 82% of the participants (96 out of 117) consider “feeldis-
tress” app as excellent and 12% very good. Combining these percentages with the
answers to the open question “What improvements would you suggest”, we’ve seen
that some participants found difficult to locate unanswered questions at the point they
have reached at the end of each questionnaire. Concerning functionality, 83.7% (98 out
of 117) found “feeldistress” excellent and 13,6% very good, while aesthetic was largely
considered as excellent (93%). Finally, in the case of content reliability and utility, 63%
of the participants (74 out of 117) found them excellent, 27% stated they were very
good and 8.5% adequate.

5 Discussion and Concluding Remarks

ICTs are increasingly explored and implemented in health and, more specifically, in
mental health to support clinical practice and offer new capabilities in care provision
and healthcare service delivery. The web application “feeldistress” aims at assisting
depression diagnosis and treatment of depression mainly by enabling an initial remote
health status assessment. Based on a multidimensional evaluation framework it creates
an integrated health and mood profile to accurately evaluate anxiety and depression
status and motivate users to contact a specialist if required. The developed application
attempts a structured diagnosis of psychometric-treated therapy. The goal of psycho-
metric techniques is to provide the specialist with the ability to develop a structured
psychiatric assessment, i.e. to provide a skeleton, which helps him get the basic
information required for diagnosis. Also with the psychometric tools there are concrete
results, which classify the patients to specific norms, thus obviously facilitating the
final diagnosis, the observance of objective statistical data and the research.

Results of the “feeldistress” app evaluation by people who had experienced anxiety
discomfort or depression symptoms in the past showed that it can be an extremely
useful tool for someone before hitting the door of a mental health specialist. The
majority of the users were very satisfied by the functionality, usability and appearance
of the application. This even more important if we take into account the fact that all of
the users that frequently use mental health web pages and apps (31.6% of the users)
were very positive with “feeldistress”. As indicated by the users, a major improvement
would be to utilize pop up messages to indicate unanswered questions more precisely.
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This was the most frequent problem participants faced, which is completely rational
considering the multitude of questions they are call to answer.

As this paper presented some preliminary results of the qualitative evaluation of the
developed application, we plan to validate its usefulness through specific application
scenarios (e.g. applied treatment assessment) and reveal meaningful hidden relation-
ships among patient data elicited by the questionnaire filling. We also plan to use
“feeldistress” as the basis to a more sophisticated portal that will include instructions
and advice, online chat and teleconference capabilities to facilitate both synchronous
and asynchronous communication between patients and physicians. We intend to add
more features, such as mood recording and automatic mood chart creation and display
to support a regular monitoring of patients and provide physicians with additional
patient information.
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Abstract. Nowadays, the fast-growing technology market for sensors and smart
devices allows anyone to constantly monitor important vital parameters, like
electrocardiogram (ECG). Mobile health systems typically employ data trans-
mission to the premises of the health service provider via appropriate telecom-
munication protocols, which often consider only vital parameters. However, these
parameters are likely to vary, depending on each person’s exercise, psychological
condition, habits, environmental conditions and many other factors. Thus, it is
necessary to utilize a protocol that is able to carry additional data concerning
factors that are tightly connected with the quality of vital sign measurements. This
paper proposes an extended version of the e-SCP-ECG+ protocol, mainly used for
ECG data transmission, in order to include several types of information that affect
the quality of the obtained signal, as well as the diagnosis process. The aim is to
offer medical experts with an enriched clinical view of the patients so as to
diagnose a medical incident more accurately.

Keywords: e-SCP-ECG+ � Vital signs � Health communication protocol

1 Introduction

Recent advancements in several areas of consumer electronics and computer science,
such as wearable and mobile networked devices, wireless sensors and sensor networks,
pervasive computing and artificial intelligence have massively benefited mobile health
and Ambient Assisted Living (AAL) systems. Such systems include a wide range of
applications that span from health monitoring and medication compliance to cognitive
assistance and activities of daily living facilitation, as well as location tracking and
social inclusion. Health monitoring of individuals is the most prevalent application
category aggregating numerous research prototypes as well as commercial systems and
applications. Being able to wirelessly monitor health status without spatiotemporal
restrictions is a significant factor for an increased quality of life. Especially, older adults
and people with chronic health problems require constant monitoring and care
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provision driving the need of technology enabled solutions that provide adequate
support to allow them to stay in their domestic environment for longer while retaining
their safety, independence and autonomy.

Health monitoring mainly concerns continuous measurement of human physio-
logical parameters, in order to visualize measured data, evaluate the medical status of
an individual, perform specific medical care actions (e.g. produce an alert to a physician
or relative) based on the identified medical status, or store data for further analysis (e.g.
recognition of abnormalities in heart function through a 24–48 h electrocardiogram
(ECG) analysis). A specific group of physiological parameters called vital signs con-
sists of the most important signs that indicate proper human body function (i.e. ECG,
pulse oximetry, heart rate, blood pressure and body temperature), which are the most
commonly monitored health parameters.

The last decades various Health Telemonitoring Systems (HTS) have been pro-
posed in the literature. The first step in these systems is to acquire a number of relevant
data (based on each system’s objectives and requirements) using appropriate sensing
devices. Conventional telemedicine systems enable live or asynchronous transmission
and display of measured data from a remote place to centrally located physicians
primarily for diagnostic purposes. More sophisticated mobile and pervasive health
systems employ signal processing techniques and data analysis algorithms in order to
autonomously assess one’s health status. The next step of the latter systems is to
employ decision support functions to reason over the services to be delivered. In the
majority of these systems, sensed data usually have to be transmitted in a central
location for storage, management and visualization.

However, capturing purely health data in many cases is not enough. There are many
other factors that interfere with the measured values and have a direct relation to health
status assessment and treatment provision processes. For instance, acceleration data is
also used to identify whether an individual is doing some exercise affecting ECG mea-
surements. On the other hand, context information is equally important either for deliv-
ering appropriate healthcare services (e.g. location data for on-point care), or getting to
understand influencers of several disorders (e.g. anxiety andmood disorders), while other
types of information such as lifestyle and habits (e.g. sleep patterns, exercise, etc.) may
also contribute to an enhanced clinical view of an individual. Continuous development of
sensors market and smart devices, offers the ability to collect easily more and more useful
information concerning health, context and personal data. The increased emergence of
commercial off-the-shelf eHealth devices and HTS facilitate collection and transmission
of various types of data previously hard to acquire, such as emotional state, habits and
environmental coefficients, data which are either directly or indirectly relate to one’s
overall health status (i.e. physiological, psychological, mobility, etc.).

Many protocols have been proposed for biosignal collection and transmission,
especially concerning ECG. A widely used protocol is the Standard Communication
Protocol for Computer-assisted Electrocardiography (SCP-ECG) [1, 2], which is used
for the ECG data communication and handling. As mentioned above, there is a sig-
nificant amount of occasions that an expert needs more information about an individual
than sole ECG recordings to make a more accurate diagnosis. Moreover, there are
many factors that are tightly connected with the quality of ECG measurements, which
in some cases may completely alter the acquired signals’ characteristics and lead to
imprecise diagnosis.
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A previous research led to the construction of an extended protocol named
e-SCP-ECG+ [3], which used the flexible structure of SCP-ECG to augment existing
sections for management of additional information. The enriched protocol considered
new sections for vital, context aware and patient-centric data. Vital signs sections
comprised of at least six biosignals (ECG, NiBP, SPO2, Temp, CO2 and Pulse Rate), as
well as plethysmographic (PLE) data for SPO2 measurement. The context aware sec-
tions contain information about geo-location and altitude. Finally, the patient-centric
information sections incorporate data about allergies, blood group, environmental
elements (residence, work, etc.), and personal constraints (e.g. interdiction of blood-
transfusion for religious reasons).

Aiming to address the introduction of all these new types of information in con-
junction with the need of obtaining more information on factors interfering with ECG
measurements to increase diagnoses’ accuracy, in this paper we propose some further
extensions to the e-SCP-ECG+ protocol, trying to enrich the patients’ available data a
medical expert is going to evaluate. The latest version of the protocol has included in its
structure new sections for data collected by sensing devices that monitor activity, and
also data about patient drug usage, body morphology, life time habits, acts before the
test, mental state and other. The extra data could be useful to an expert that is called to
evaluate medical data collected by a nonprofessional in an unknown environment.

2 Factors Affecting the Vital Sign Quality and Reliability

When a patient undergoes an examination in a hospital, the medical stuff follows
standard procedures in order to have correct tracing quality and reliable results. But
when an examination is done outside a hospital setting, at regional medical centers or
by a private physician, a series of information may not be taken into consideration
resulting in inaccurate medical status assessments. Alike, in wireless health monitoring
systems data are collected in real world dynamically changing non-controlled settings
and biosignal vital sign transmission has to be coupled with additional information (e.g.
location, activity, etc.) in order to reach a valid diagnosis and deliver better healthcare
services. In all the aforementioned scenarios, acquisition of various additional data
about the examined patient and the ambient environment is a necessity. There exists a
variety of researches [4, 5], which mention important factors that can affect vital sign
measurements. Sex [6–8], ethnicity, mental state [9, 13] and emotions [10–12], life
style [14], food and drink consumption [15, 16], blood analysis indexes [5, 16, 17],
medication [16, 18, 19] and environmental interactions [20, 21] are some of these.

In this context, in our current work, we extended the e-SCP-ECG+ protocol
inserting new sections for context aware and patient-centric data. The context aware
section comprises of data from accelerometers, magnetometers and gyroscope devices
that are able to provide information concerning the current activity, specific body
movements, potential falls and current location. The patient-centric information
incorporates data about patient’s anatomy (morphology), pregnancy (if patient is
woman), food or drink the patient consumed before the vital sign acquisition, smoking,
blood examination results, drugs and mental state among others.
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Using the extra information, a medical expert has a more integrated picture of the
examined patient resulting in a more reliable diagnosis, especially when artifacts are
involved in the collected data.

3 Additions to the e-SCP-ECG+ Protocol

The Standard Communication Protocol for Computer-assisted Electrocardiography,
version prEN 1064:2002 (SCP-ECG) [1, 2] was defined in order for ECG devices
produced by various manufactures to be able to communicate with computers through a
common language.

The SCP-ECG covers first the connection establishment between digital electro-
cardiographs (ECG carts) and heterogeneous computer systems (hosts) and second the
rule definition for the cart to host or cart to cart data exchange (patient data, device’s
manufacturer data, ECG waveform data, ECG measurements and interpretation
results).

The contents in a SCP-ECG formatted file are structured as a set of sections. Each
section holds different type of information than the other sections. The SCP-ECG
protocol defines section ID numbers 0 through 11 in its structure, reserves section
numbers 12 to 127, as well as numbers above 1023, for future use. Section ID numbers
128 through 1023 are left for manufacturer-specific information.

A previous paper presented an extension of the SCP-ECG protocol named
e-SCP-ECG+. That extension introduced novel sections into SCP-ECG structure for
transferring data for positioning, allergies and five additional bio signals: noninvasive
blood pressure (NiBP), body temperature (Temp), Carbon dioxide (CO2), blood oxy-
gen saturation (SPO2) and pulse rate. It also introduced new tags in existing sections for
transferring comprehensive demographic data.

The proposed e-SCP-ECG+v2 protocol comes to enrich the e-SCP-ECG+ protocol
assigning the following new sections:

• Section-208 for accelerometer data,
• Section-209 for gyroscope data,
• Section-210 for magnetometer data,
• Section-211 for drugs data,
• Section-212 for patient status data,

All the sections of the e-SCP-ECG+v2 protocol adopt the general sections format of
the SCP-ECG protocol which are constituted of two parts, the section Identification
Header and the section Data Part. The section Identification Header part is used without
any modification. Bellow in Fig. 1 the structure of the Data Part (DP) of the new
sections is analyzed. Each field contains a specific number of bytes as indicated in
Fig. 1.

The Section-208 DP (Fig. 1) handles accelerometer data (triples of x-axes, y-axes
and z-axes). The accelerometer data can be acquired either through using a permanent
rhythm (mt = 1) or asynchronously (mt = 0). It consists of the “DP Header”, the “Data
Parameters”, and the “Data Block”. The “DP Header”, contains the measurement type
(mt), the units and the range. If mt = 1, “Data Parameters” records Date, Time, time
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interval and number (#) of measurements. If mt = 0, “Data Parameters” records only
the number (#) of measurements. The “Data Block” records the captured triples of
measurements. If mt = 1, “Data Block” keeps the successive recordings of the peri-
odically acquired triples of values. If mt = 0, “Data Block” keeps successive recordings
of distinct measurements (Date, Time and triples of values).

The Section-209 DP (Fig. 2) handles gyroscope data (triples of x-axes, y-axes and
z-axes). The gyroscope data can be acquired either through using a permanent rhythm
(mt = 1) or asynchronously (mt = 0). It consists of the “DP Header”, the “Data
Parameters”, and the “Data Block”. The “DP Header”, contains the measurement type
(mt), the units, the sensitivity and the range. If mt = 1, “Data Parameters” records Date,
Time, time interval and number (#) of measurements. If mt = 0, “Data Parameters”
records only the number of measurements. The “Data Block” records the captured
triples of measurements. If mt = 1, “Data Block” keeps the successive recordings of the
periodically acquired triples of values. If mt = 0, “Data Block” keeps successive
recordings of distinct measurements (Date, Time and triples of values).

Fig. 1. Overview of the data part handling the accelerometer data.
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The Section-210 DP (Fig. 3) handles magnetometer data (triples of x-axes, y-axes
and z-axes). The magnetometer data can be acquired either through using a permanent
rhythm (mt = 1) or asynchronously (mt = 0). It consists of the “DP Header”, the “Data
Parameters”, and the “Data Block”. The “DP Header”, contains the measurement type
(mt), the units and the accuracy. If mt = 1, “Data Parameters” records Date, Time, time
interval and number (#) of measurements. If mt = 0, “Data Parameters” records only
the number (#) of measurements. The “Data Block” records the captured triples of
measurements. If mt = 1, “Data Block” keeps the successive recordings of the peri-
odically acquired triples of values. If mt = 0, “Data Block” keeps successive recordings
of distinct measurements (Date, Time and triples of values).

Fig. 2. Overview of the data part handling the gyroscope data.
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The Section-211 DP (Fig. 4) handles data about drugs which the patient takes. It
registers one record per each drug containing: Active substance code, commercial drug
name, dosage, usage duration, comments on reactions.

The Section-212 DP (Table 1) handles data about patient status. This section
includes information related with factors affecting the measured values of the collected
biosignals and should be considered when determining patients’ health status. This
information concerns potential pregnancy (if patient is woman), the weight distribution
on a patient’s body, foods, drinks or smoking before the biosignal acquisition, usage of
abused substances, hematology indexes (especially Potassium, Calcium, Sodium and
Magnesium), acts before the measurement acquisition and comments on the person’s
psychological state.

Fig. 3. Overview of the data part handling the magnetometer data.
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Fig. 4. Overview of the data part handling the drugs data.

Table 1. Definition of data part of Section-212 (Patient status)

Tag Length Value (Parameter Data)

1 1 Consumption (Binary). Has the following format:
Bit Contents
0 Alcohol Set = Yes Reset = No
1 Coffee Set = Yes Reset = No
2 Smoking Set = Yes Reset = No

2 length Consumption – other substances (Text
characters)
This field permits free text comments about the
consumption of other substances

3 1 Pregnancy (Binary). Has the following format:
Bit Contents
0 pregnant Set = Yes Reset = No
1 1 fetus Set = Yes Reset = No
2 2 fetus Set = Yes Reset = No
3 3 fetus Set = Yes Reset = No

4 1 Acts before examination (Binary). Has the
following format:
Bit Contents
0 running Set = Yes Reset = No
1 climbing stairs Set = Yes Reset = No
2 quick stepping Set = Yes Reset = No

5 1 Weight distribution (Binary). Has the following
format:
Bit Contents
0 Physiological Set = Yes Reset = No
1 Chest region Set = Yes Reset = No
2 Belly region Set = Yes Reset = No

(continued)
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4 Discussion and Concluding Remarks

The biosignal waveforms collected from a subject are sometimes influenced by
physiological, technical pathophysiological, emotional and environmental factors.
Many studies from different researchers have tried to prove the role of each factor and
its impact on vital sign acquisition and accurate diagnosis. For example, changes in a
person’s mental state can be reflected on the quality of ECG. There are inner emotions
such as joy, fear, anger, hope, etc., and outer emotions such as crying, laughing,
sweating, etc., which differently affect the output signal of ECG. Environmental factors
such as magnetic fields from electrical wires or machines, location and physical con-
ditions (e.g. humidity, temperature, etc.) also play a crucial role in the quality of the
obtained ECG. Other factors interfering with ECG recordings include consumption of

Table 1. (continued)

Tag Length Value (Parameter Data)

6 1 Hematology indexes (Binary). Has the following
format:
Bit Contents
0 Potassium Set = Yes Reset = No
1 Magnesium Set = Yes Reset = No
2 Calcium Set = Yes Reset = No
3 Sodium Set = Yes Reset = No

7 2 Emotions (Binary). Has the following format:
Byte Contents
1 Bit 0 Fear Set = Yes Reset = No

Bit 1 Anger Set = Yes Reset = No
Bit 2 Sadness Set = Yes Reset = No
Bit 3 Joy Set = Yes Reset = No
Bit 4 Disgust Set = Yes Reset = No
Bit 5 Surprise Set = Yes Reset = No
Bit 6 Trust Set = Yes Reset = No
Bit 7 Anticipation Set = Yes Reset = No

2 Bit 0 Shame Set = Yes Reset = No
Bit 1 Kindness Set = Yes Reset = No
Bit 2 Pity Set = Yes Reset = No
Bit 3 Indignation Set = Yes Reset = No
Bit 4 Envy Set = Yes Reset = No
Bit 5 Love Set = Yes Reset = No

8 length Mental state (Text characters)
This field permits free text comments about the
psychological state of the patient.
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food or drink, smoking, body’s fatigue immediately before the measurements acqui-
sition, while many drugs and substances influence the ECG waveforms. Morphology of
the torso, body mass index and pregnancy, as well as changes of the body position and
posture can also have significant effects on the collected data.

So, complementing ECG measurements with a group of other relevant information
about a patient is deemed essential for a referring doctor to better evaluate collected
data, especially in cases where the data are acquired by devices operated by
non-technical stuff. Towards this direction, the e-SCP-ECG+v2 protocol integrates
different types of information about a person along with his medical data in a single
file. As a result, the newly defined protocol can be used in a big variety of medical
oriented applications, providing medical experts with a wider dataset to base their
diagnosis and choose upon the treatment to be followed.
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Abstract. In the 5G era, mobile devices are expected to play a pivotal role in
our daily life. They will provide a wide range of appealing features to enable
users to access a rich set of high quality personalized services. However, at the
same time, mobile devices (e.g., smartphones) will be one of the most attractive
targets for future attackers in the upcoming 5G communications systems.
Therefore, security mechanisms such as mobile Intrusion Detection Systems
(IDSs) are essential to protect mobile devices from a plethora of known and
unknown security breaches and to ensure user privacy. However, despite the fact
that a lot of research effort has been placed on IDSs for mobile devices during
the last decade, autonomous host-based IDS solutions for 5G mobile devices are
still required to protect them in a more efficient and effective manner. Towards
this direction, we propose an autonomous host-based IDS for Android mobile
devices applying Machine Learning (ML) methods to inspect different features
representing how the device’s resources (e.g., CPU, memory, etc.) are being
used. The simulation results demonstrate a promising detection accuracy of
above 85%, reaching up to 99.99%.

Keywords: Mobile Intrusion Detection System � Android � Security
5G communications � Machine Learning � Malware detection � Host-based IDS

1 Introduction

Nowadays, the growing popularity of mobile devices (e.g., smartphones) along with
the increased data transmission capabilities of future 5G networks, the wide adoption of
open operating systems and the fact that mobile devices support a large variety of
connectivity options (e.g., 3G/4G, Bluetooth) are factors that render the mobile devices
a prime target for cyber-criminals. Apart from the traditional SMS/MMS-based Denial
of Service (DoS) attacks, the future mobile devices will also be exposed to more
sophisticated attacks originated from mobile malwares (e.g., viruses) that target both
the device itself and the 5G network. Moreover, the open operating systems will allow
users to install applications on their devices, not only from trusted, but also from
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untrusted sources (i.e., third-party markets). Consequently, mobile malwares can be
included in applications looking like innocent free software packages (e.g., games), that
can be downloaded and installed on users’ mobile devices (e.g., smartphones),
exposing them to many threats. In particular, mobile malwares can be designed to
enable attackers to exploit the stored personal data on the device or to launch attacks
(e.g., DoS attacks) against other entities, such as other user mobile devices, the mobile
access networks, the mobile operator’s core network and other external networks
connected to the mobile core network [1–4]. Thus, security mechanisms such as mobile
Intrusion Detection Systems (IDSs) are essential to protect mobile devices from many
known and unknown security threats and to ensure user privacy.

During the last decade, a lot of research effort has been placed on IDSs for Android
mobile devices, as Android is the most popular mobile device OS in the market, so it
remains the main target for mobile threat actors [5–7]. Additionally, the emergence of
cloud computing has led a lot of IDS solutions to be cloud-based, since they take
advantage of the effectiveness that the centralized data collection and processing
provide [8–10]. However, this trend is characterized by two main constrains. First, it
needs a continuous connectivity of the mobile device (e.g., smartphone) to a remote
central server. Although 5G aims to provide ubiquitous coverage and full connectivity,
it is yet possible, even in the 5G era, for the mobile devices to suffer from the channel
fading or the network outage. In addition, the second constraint is the risk of sensitive
information leakage that can occur (e.g., via IDS alerts sent out from the device) and
lead to compromising user privacy. Hence, it is fundamental to investigate the design
and development of more autonomous host-based IDSs to protect future Android
mobile devices from a plethora of known and unknown security threats and to ensure
user privacy in a more efficient and effective manner.

Therefore, in this paper, we propose an autonomous host-based IDS for Android
mobile devices (e.g., smartphones) that overcomes the limitation of continuous con-
nectivity to a central server and addresses the risk of data leakage due to communi-
cation of the IDS with the remote central server. The proposed IDS is based on
dynamic analysis of device behaviour for detecting suspicious behaviour on Android
mobile devices. In other words, the detection takes place through analysis of deviations
in device’s behaviour which is described through a vector of features. The proposed
IDS continuously monitors a specific set of features of the mobile device at the device
level to define its run-time behaviour and apply Machine Learning (ML) algorithms to
classify it as benign or malicious. It is worthwhile to mention that the monitoring
process (i.e., real-time data acquisition) does not require root access, and thus the
proposed IDS is able to run directly on un-rooted Android devices. In particular, the
proposed IDS was implemented as a regular Android application running on an un-
rooted Samsung Galaxy (J1 model: SM-J100H) smartphone running Android KitKat
(version 4.4.4). Finally, to the best of our knowledge, publicly available datasets
including benign and abnormal behaviour of Android mobile devices do not exist.
Thus, in order to evaluate the proposed IDS, we generated our own two datasets:
(a) benign activity dataset; and (b) abnormal activity dataset. The evaluation results
demonstrate that the proposed IDS has a low impact on the data collection process in
terms of CPU consumption, memory and battery usage.
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Following the introduction, this paper is organized as follows. In Sect. 2, we
describe the architecture of our proposed IDS and its different components. In Sect. 3,
we introduce different features that we use for building ML models. In Sect. 4, we
discuss how we construct our own datasets and present the evaluation results. Finally,
Sect. 5 concludes the paper and provides some hints for the future work.

2 Proposed Host-Based IDS for Android Mobile Devices

The proposed Host-based Intrusion Detection System (HIDS) employs ML algorithms
including One Rule (OneR), Decision Tree (DT), Naïve Bayes (NB), Bayesian Net-
work (BN), Logistic Regression (LR), Support Vector Machine (SVM) or k-Nearest
Neighbour (k-NN) to identify suspicious behaviour on the Android device by analysing
the system log files and then it calculates the probability of intrusion. To this end, we
identified the features that effectively characterize the impact of mobile malware on the
Android device and maximize the effectiveness of ML techniques for detection of
suspicious activity. These features are monitored in real-time by the IDS in order to
collect the required data for suspicious behaviour detection.

2.1 Overall Architecture of the Proposed Host-Based IDS

The architecture of our proposed host-based IDS is composed of the following com-
ponents as shown in Fig. 1: (a) real-time data acquisition, (b) real-time dataset gen-
eration, (c) feature normalization, (d) classifier, (e) intrusion probability assessment,
and (f) alert manager. In the following, we briefly explain these components.

2.2 Real-Time Data Acquisition

The Real-Time Data Acquisition component is responsible for collecting real-time
information about the following features: total CPU usage, memory consumption,
outgoing/incoming network traffic, battery level/voltage/temperature, number or run-
ning processes/services, and a binary indicator representing whether the screen is on or
off during a data acquisition period.

Fig. 1. Architecture of the proposed HIDS
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2.3 Real-Time Dataset Generation

The Real-Time Dataset Generation module is responsible for constructing the training
and/or testing datasets in real-time. The collected real-time information is saved in csv
(comma-separated values) files. Each file contains the data collected during a data
acquisition interval, which can be adjusted from several minutes up to one hour (see
Fig. 2). Each entry (row) represents a sample (training example) and each column
represents a feature. Data collection can be performed periodically every hour, every
two hours, or so during a day. The data collected during each data acquisition period is
saved in a separate csv file.

2.4 Feature Normalisation

The Feature Normalisation component receives the raw data from the Real-Time
Dataset Generation component and normalises it as follows: for each column (repre-
senting one feature), it first subtracts the mean value of the column from each element
of the column and then divides the result by the standard deviation of the column. This
operation is repeated for all columns and the output is again saved in a new csv file.
That is, each column of the new csv file has mean 0 and standard deviation 1.

2.5 Classifier

The Classifier module makes use of ML algorithms, namely OneR, DT, NB, BN, LR,
SVM (with the polynomial kernel with exponent equal to 1) or k-NN in order to classify
each entry of the normalized dataset. It is worthmentioning that OneR is a classifier which
simply has only one rule for classification; it checks the feature that yields the best
classification performance. For DT algorithm, we consider at least ten objects per each
leaf, and for k-NN,we consider k = 1; that is, each new example is assigned to the class of
its nearest neighbour example amongst all previously classified examples. Particularly,
the output for each entry is classified as either benign (represented by the binary value 0) or
malicious (represented by 1). Therefore, the output of the Classifier is a binary vector
whose length is equal to the number of the entries in the normalized dataset. This binary
vector is the input to the Intrusion Probability Assessment component.

Fig. 2. Data acquisition period, data acquisition interval, and sampling period for dataset
generation.
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2.6 Intrusion Probability Assessment

The Intrusion Probability Assessment calculates the probability of intrusion for a given
data acquisition period. Denoting the output (binary) vector of the Classifier in Fig. 1
as y �Rm�1, the probability of intrusion in data acquisition period k is calculated as
follows:

P0 kð Þ ¼
Pm

i¼1 yi
m

A ð1Þ

where A denotes the accuracy of the Classifier, which is defined as follows:

A ¼ TPþ TN
TPþ TN þFPþFN

ð2Þ

where:

• TP (True Positives): the number of positive entries (malicious behaviour) that are
correctly classified,

• TN (True Negatives): the number of negative entries (normal behaviour) that are
correctly classified,

• FP (False Positives): the number of negative entries (normal behaviour) that are
wrongly classified as positive (malicious behaviour), and

• FN (False Negatives): the number of positive entries (malicious behaviour) that are
wrongly classified as negative (normal behaviour).

Furthermore, we define additional three metrics that later on in Subsect. 4.2 will be
used for evaluating the performance of the ML algorithms that we consider for the
Classifier in Fig. 1, namely Precision, Recall and F-Measure, as follows.

Precision: the ratio of the total generated alerts by the IDS, either correct or false, that
are really originated from malicious incidents:

P ¼ TP
TPþFP

ð3Þ

Recall: the ratio of the total positive incidents that are successfully detected by
the IDS:

R ¼ TP
TPþFN

ð4Þ
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F-Measure: a combination of precision and recall defined specifically as their
harmonic mean.

F ¼ 2
P� R
PþR

ð5Þ

2.7 Alert Manager

The overall probability of intrusion given the probability of intrusion for the current
and the past monitoring periods is calculated by the Alert Manager component. We
assume that the incident of intrusion is independent from one monitoring period to
another and calculate the overall probability of intrusion as follows:

P kð Þ ¼ 1�
Ya�1

i¼1
1� P0 k � ið Þð Þ; ð6Þ

where a is the number of consecutive alerts that the alert manager receives up to k th

data acquisition period. For instance, if the Alert Manager receives three consecutive
alerts and the probability of intrusion for each alert is 0.87, then the overall probability
of intrusion would be P ¼ 0:998. In case the overall probability exceeds a threshold,
the HIDS sends an alert to the user (i.e., notification message).

3 Feature Extraction

To detect suspicious behaviour on Android mobile devices (e.g., smartphones), the
proposed IDS needs to analyse different kinds of features. For this reason, the proposed
IDS continuously monitors the following features of the mobile phone at the device
level: the total CPU usage, memory consumption, outgoing/incoming network traffic,
battery level/voltage/temperature, number or running processes/services, and a binary
indicator representing whether the screen is on or off during each data acquisition
period. The complete list of the monitored features is reported in Table 1.

4 Evaluation

To evaluate the performance of the proposed IDS, we implemented it as a regular
Android application on an un-rooted Samsung Galaxy (J1 model: SM-J100H) smart-
phone running Android KitKat (version 4.4.4). In particular, we used the Android
Studio platform to develop the proposed IDS, as it contains specific tools for devel-
oping mobile Android applications [10]. However, to the best of our knowledge,
publicly available datasets representing benign and abnormal behaviour of Android
mobile devices do not exist. Thus, we generated our own two datasets: (a) the benign
activity dataset; and (b) the abnormal activity dataset to evaluate the proposed IDS.

144 J. Ribeiro et al.



4.1 Dataset Generation

We defined the data acquisition period, the data acquisition interval and the sampling
period, as illustrated in Fig. 2, for the purpose of dataset generation.

To create our datasets, we set these parameters as follows:

(a) Data Acquisition Period, T0 ¼ 1 h
(b) Data Acquisition Interval, Ti ¼ 20min
(c) Sampling Period, Ts ¼ 2 s

The process starts by collecting data from the device for the benign behaviour
dataset. To generate the benign behaviour dataset, we run a game (Mind games) while
listening an online radio station (radioonline.com.pt). Then, the device was infected
with a malware and we run the same game as before while listening the online station
in order to generate the malicious behaviour dataset. The process was repeated for each
of the five malwares listed in Table 2; the table also provides additional information
about the type of misbehaviour that each malware manifests. The device was cleaned
after each operation so that only one malware was running at a time.

The collected data is saved in csv files. Each file contains the data collected during a
data acquisition interval. Each entry (row) represents a training example and each
column represents a training feature. For the data acquisition interval which is equal to
20 min, the csv file contains 600 samples, as the sampling period is set to 2 s. Thus,
since the data acquisition period was equal to 1 h, 24 csv files were created for the
benign behaviour during one day. On the other hand, as we infected our smartphone
with five different malwares, each at a time, 120 (24x5) csv files were created for the
malicious behaviour during a day.

Table 1. Monitored features for malware detection.

Feature Description

Total CPU usage Overall CPU consumption
Memory usage Overall memory usage
Memory available Mem Free + Cached
Memory Free Memory not used
Cached Memory used as cache
Total Rx bytes Received bytes
Total packets Rx Received packets
Total Tx bytes Transmitted bytes
Total packets Tx Transmitted packets
Batt Level Battery level percentage
Batt Voltage Battery voltage
Batt temp Battery temperature (°C)
Running Processes Total number of running processes
Running Services Total number of running services
Time Display On Total seconds of the display is on
Display On/Off Display is: on = 1; off = 0
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4.2 Evaluation Results

For performance evaluation, we construct two datasets using the data collected from
both benign and infected versions of a mobile device discussed in the previous section.
We refer to these new datasets as dataset 1 and dataset 2. Each dataset contains 12000
training examples, 6000 benign and 6000 malicious, uniformly and independently
chosen from the collected benign and malicious data. In particular, the 6000 malicious
examples in each dataset is uniformly and randomly selected from five malwares listed
in Table 2. That is, each dataset contains 1200 examples from each malware.

For numeric evaluation, we conduct two experiments. In the first experiment, we
train and test over the same dataset, namely dataset 1, using 10-fold cross validation,
whereas in the second experiment, we train the algorithm using dataset 1 and test it on
examples from dataset 2. The main rational behind the second experiment was to
inspect the generalisation capability of the constructed ML model for the IDS. Table 3
summarises the results for the first experiment. As can be seen in the table, all algo-
rithms show impressive performance, leading to over 99% accuracy, precisions, recall,
and F-measure. This shows that the ML algorithm correctly classifies most of the
training instances except few FPs or FNs. Furthermore, surprisingly, the simple k-NN
algorithm yields the best performance. However, it is worth mentioning that unlike
other learning algorithms where the training is the most computationally intensive part
and the testing is just a simple calculation, the k-NN algorithm essentially has no
training phase and testing a new example is computationally expensive, as we have to
search for the nearest neighbour amongst all previously classified examples.

On the other hand, Table 4 summarizes the results for the second experiment, i.e.,
training on dataset 1 and testing against dataset 2. Although the results of the first
experiment were impressive, the results of the second experiment show that the ML
method for IDS still has limitations in terms of generalisation. Noticeably, all algo-
rithms lead to above 99% of recall, while showing lower values for the precision. This
implies that most of the detection errors are due to FPs, and there are occasional FNs.
Furthermore, the SVM algorithm demonstrates the best generalization performance
among all applied classification algorithms, where its accuracy reaches up to 84%.

Table 2. Android Malwares used for testing the proposed IDS.

Malware Type of misbehaviour Package name

Adobe Flash
Player

CPU consumption, Admin. rights, Activate Wifi,
Fake Google store

com.paranbijuv.
aijuy

Adobe Flash
Player

CPU consumption, Admin. rights, Activate Wifi,
Fake Google store, lock the screen

com.android.
locker

Secrettalk_Device Admin. rights, CPU consumption com.android.
secrettalk

Google Installer AndroidXbot, Admin. rights, CPU consumption org.luckybird.core
Radardroid2Map Used to mine and generate bit coins com.ventel.

android.
radardroid2
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Finally, similar to the first experiment, the k-NN algorithm demonstrates an impressive
generalisation performance. As seen in Table 4, its performance is comparable with the
one of the SVM algorithm, with 84 per cent of detection accuracy.

The results reveal that ML methods for IDS achieve a satisfactory performance, but
they still lead to a high number of FPs, which can render the IDS into an inefficient and
troublesome tool since when receiving an intrusion alert, the user has no idea if it is
originated from an intrusive event or it is just a false alarm. Therefore, additional
mechanisms are needed to further inspect the alerts before notifying the user. This is
what is done by the post detection processing modules (i.e., Intrusion Probability
Assessment and Alert Analysis modules) of our proposed IDS architecture in Fig. 1.
These modules essentially generate an alert when the overall probability of intrusion
exceeds a predefined threshold, relying on how many consecutive positive outcomes
(indicating a malicious incident) are observed in a row.

5 Conclusion and Future Work

In this paper, we proposed an autonomous host-based IDS for Android mobile devices.
The proposed IDS is based on dynamic analysis of the device’s behaviour for detecting
suspicious behaviour on Android mobile devices. In other words, the detection takes
place through analysis of the deviations in device’s behaviour described through a

Table 3. Evaluation results for 10-fold cross validation over training dataset 1.

Algorithm Accuracy Precision Recall F-Measure

OneR 0.9895 0.9913 0.9877 0.9895
DT 0.9992 0.9993 0.9990 0.9992
NB 0.9987 0.9973 1 0.9987
BN 0.9993 0.9987 1 0.9993
LR 0.9988 0.9992 0.9985 0.9988
SVM 0.9994 0.9993 0.9995 0.9994
k-NN 0.9999 1 0.9998 0.9999

Table 4. Evaluation results for training on dataset 1 and testing against dataset 2.

Algorithm Accuracy Precision Recall F-Measure

OneR 0.5563 0.5301 0.9893 0.6904
DT 0.5903 0.5496 0.9992 0.7092
NB 0.7152 0.6371 1 0.7783
BN 0.5483 0.5254 1 0.6889
LR 0.5608 0.5324 0.9983 0.6945
SVM 0.8447 0.7632 0.9995 0.8655
k-NN 0.8406 0.7582 1 0.8625
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vector of features. The proposed IDS continuously monitors a specific set of features of
the mobile device at the device level, i.e., without individually inspecting the behaviour
of each application, in order to define its run-time behaviour and apply machine
learning techniques to classify it as benign or malicious. The simulation results
demonstrate a promising detection accuracy of above 85%, reaching up to 99.99%. For
future work, we plan to incorporate statistical algorithms for malware detection in
Android mobile devices. An interesting aspect of this approach is that it relies primarily
on the benign data, for building a normal profile, and requires only few malicious
examples for tuning the IDS. This is crucially important for an IDS design since
constructing a training dataset with an equal number of benign and malicious examples
is tedious in practice.
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Abstract. The heavy reliance of Industry 4.0 on emerging communication
technologies, notably Industrial Internet-of-Things (IIoT) and Machine-Type
Communications (MTC), and the increasing exposure of these traditionally
isolated infrastructures to the Internet, are tremendously increasing the attack
surface. Network segregation is a viable solution to address this problem. It
essentially splits the network into several logical groups (subnetworks) and
enforces adequate security policy on each segment, e.g., restricting unnecessary
intergroup communications or controlling the access. However, existing seg-
regation techniques primarily depend on manual configurations, which renders
them inefficient for cyber-physical production systems because they are highly
complex and heterogeneous environments with massive number of communi-
cating machines. In this paper, we incorporate machine learning to automate
network segregation, by efficiently classifying network end-devices into several
groups through examining the traffic patterns that they generate. For perfor-
mance evaluation, we analysed the data collected from a large segment of
Infineon’s network in the context of the EU funded ECSEL-JU project
“SemI40”. In particular, we applied feature selection and trained several
supervised learning algorithms. Test results, using 10-fold cross validation,
revealed that the algorithms generalise very well and achieve an accuracy up to
99.4%.

Keywords: Industry 4.0 � Cyber-Physical Production Systems
Security � Machine learning � Network segregation � IIoT � MTC
Traffic classification
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1 Introduction

Recent advancements in information and communications technologies and the
emergence of Industrial Internet of Things (IIoT) and Machine-to-Machine (M2M)
communications bring about the fourth industrial revolution (Industry 4.0), where
product, man and machine are fully interconnected across the whole supply chain from
supplying raw material to providing the final product to the market. This allows more
efficient, flexible and customized production as well as remote operation and control.
However, connecting previously isolated production facilities to the Internet tremen-
dously increases the attack surface, for most of the equipment is still legacy, primarily
designed for reliable operation, with certain limited interfaces between the legacy
equipment and the modern infrastructure [1]. Therefore, there is an urgent need to
address cyber-physical security in these key infrastructures.

Network segregation is considered as an effective access control mechanism for
information security management in ISO/IEC 17799:2005. It essentially divides the
network into subnetworks, each called a network segment. Such splitting helps boost
not only the network performance, by minimizing the local traffic, but also the network
security through: (i) limiting the broadcast domain to the local segment; (ii) reducing
the attack surface, in case of compromise in the machines hosted by a network seg-
ment; and (iii) allowing the access privileges be independently controlled for each
network segment. Furthermore, network segregation can also limit the effect of local
failures on other network segments. Security Group Tagging (SGT) and Access
Control List are common practices for implementation of network segregation at dif-
ferent layers. However, in an industrial network there are tremendously huge number of
heterogeneous machines, mostly legacy, communicating with each other. There is
limited or no documentation at all about their communication profiles. Therefore, it is
impractical to manually define rules for identifying the communication patterns in order
to group the end devices. As illustrated by Fig. 1, a viable approach is to use Machine
Learning (ML) to group network devices by learning their communication patterns as
there exist considerable regularities in the way machines communicate or interact in an
industrial network.

In this paper, we employ supervised ML algorithms to identify communication
patterns in an Industry 4.0 Cyber-Physical Production Systems (CPPS) by classifying
the traffic flows crossing the network. The data that we analyse has recently been
collected from a large segment of Infineon’s network, which is around 5 GB network
trace files, in PCAP format, containing only the packet headers plus the initial 20 bytes
of each payload. The independence of our flow processing algorithms from the packets’
payload is crucially important to ensure the preservation of user privacy as well as the
protection of industry’s intellectual property. We construct labelled datasets using a
Deep Packet Inspection (DPI) tool and apply following supervised ML algorithms: One
Rule (OneR), Decision Tree (DT), Naïve Bayes (NB), Bayesian Network (BN),
Support Vector Machine (SVM), and k-Nearest Neighbour (k-NN). The results show
that among them, DT and k-NN outperform the others, with an accuracy reaching up to
99.4%. To the best of our knowledge, this is the first attempt on applying ML for
network segregation and traffic analysis in industrial networks.
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The rest of this paper is organized as follows. Section 2 reviews the related work.
Section 3 describes how we construct datasets from the raw data (which is in PCAP
format) collected from Infineon’s network. Section 4 defines the metrics that we use for
performance evaluation. Section 5 presents the supervised ML algorithms that we use
for traffic classification. Section 6 presents and discusses the results. Finally, Sect. 7
concludes the paper and draws some guidelines for the future work.

2 Related Work

There are three main approaches for network traffic classification: port-based,
payload-based and flow features-based [2–12]. In the early days of the Internet, traffic
classification relied on transport layer port numbers, typically registered with the Internet
Assigned Numbers Authority (IANA) to designate well-known applications. Nonethe-
less, more recently, growing number of applications, notably those for Peer-to-Peer (P2P)
file sharing, hide their identity, by using a random port number or the well-known port of
other applications, which renders port-based approach inefficient [7].

On the other hand, traffic classification based on payload analysis is more reliable
and is mostly incorporated by commercial solutions, e.g., Bro, Prelude, and Snort,
where packet payloads are inspected for specific string patterns (also called signatures)
of known applications. Although this approach is more accurate, it suffers from con-
cerns for protecting intellectual property – which is especially sensitive in industrial
networks – and violating user’s privacy. Furthermore, it scales poorly for high band-
widths, is computationally expensive, and is inefficient for encrypted packets [7, 8].

Finally, flow features-based approach adopts ML or statistical algorithms to build a
model for each traffic type, by feeding a training set containing flow examples. The
model is then able to predict class membership for new instances by examining the

Fig. 1. Machine learning for automatic grouping of network endpoints to apply proper security
policy on each network segment.
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feature values for unknown flows. Learning algorithms that are used for traffic clas-
sification generally fall into two main categories: supervised and unsupervised [9]. The
latter groups traffic flows into different clusters according to similarities observed in the
feature values [11]. These clusters are not predefined and the algorithm itself deter-
mines their number and statistical nature. In contrast, supervised algorithms require the
class membership of each training example, also called label, beforehand, and based on
it, construct a general rule for determining the label of an unseen future flow [10, 12].
For flow feature, different traffic attributes are extracted, such as flow duration,
max/min/average/standard deviation of packet size, number of sent/received packets,
packet inter-arrival time in the forward or backward direction, TCP flags, the size of the
first ten packets, and so forth [3, 7, 8]. Finally, due to the limitations of port-based and
payload-based approaches, current research is primarily focused on ML approach.

3 Dataset Generation

We use libprotoident 2.0.121 DPI to construct a labelled dataset. The output file is in a
Comma Separated Values (CSV) format (see Table 2), where, for each row, the first
element indicates the label, i.e., the Application protocol and the next elements indicate
flow attributes, representing training features in the order listed by Table 1.

4 Evaluation Metrics

For numerical evaluation, we perform k-fold cross validation, with k = 10. That is, we
divide the whole data into k subsets and repeat the test k times. In each trial, we use one
of the k subsets as the test set and the rest k-1 subsets as the training set. We then
calculate the average performance over all k trials. This in fact provides a good indi-
cation of algorithm’s generalisation capability when classifying an unseen data point
[8]. Finally, we use the following standard evaluation metrics [9]:

• Accuracy: the percentage of correctly classified instances over the total number of
instances;

• Precision: the number of class members classified correctly over the total number of
instances classified as class members;

• Recall (or true positive rate): the number of class members classified correctly over
the total number of class members.

• F-Measure: a combination of precision and recall defined specifically as their
harmonic mean. The traditional F-measure, also called balanced F-score or F1
measure, is calculated as follows:

F ¼ 2
Precision� Recall
PrecisionþRecall

; ð1Þ

1 https://github.com/wanduow/libprotoident.
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which is a special case of the general Fb measure ðb� 0Þ.

Fb ¼ 1þ b2
� � Precision� Recall

b2PrecisionþRecall
ð2Þ

Two other commonly used F measures are the F2 measure, which weights recall
more than precision, and the F0.5 measure, which puts more emphasis on precision than
recall.

Table 1. List of training features, representing different columns of the dataset.

Column Feature

1 Application layer protocol (label)
2 Transport protocol (e.g., 6 stands for TCP and 17 stands for UDP)
3 Total number of packets sent in the forward direction
4 Total number of bytes sent in the forward direction
5 Total number of packets sent in the backward direction
6 Total number of bytes sent in the backward direction
7 Minimum payload size sent in the forward direction
8 Mean payload size sent in the forward direction
9 Maximum payload size sent in the forward direction
10 Standard deviation of payload size sent in the forward direction
11 Minimum payload size sent in the backward direction
12 Mean payload size sent in the backward direction
13 Maximum payload size sent in the backward direction
14 Standard deviation of payload size sent in the backward direction
15 Minimum packet inter-arrival time in the forward direction
16 Mean packet inter-arrival time for packets sent in the forward direction
17 Maximum packet inter-arrival time in the forward direction
18 Standard deviation of packet inter-arrival time in the forward direction
19 Minimum packet inter-arrival time in the backward direction
20 Mean packet inter-arrival time in the backward direction
21 Maximum packet inter-arrival time in the backward direction
22 Standard deviation of packet inter-arrival time in the backward direction
23 Flow duration (in microseconds)

Table 2. Few training examples from the constructed dataset.

Label Training examples

HTTP ,6,3,19,5,85,0,6,19,9,0,17,85,34,81,386,982,421,0,0,1,0,1163,1499110420.978695
DHCP ,17,23,2254,0,0,98,98,98,0,0,0,0,0,0,0,1,0,0,0,0,0,11,1499110681.654235
DNS ,17,23,4002,0,0,174,174,174,0,0,0,0,0,0,0,1,0,0,0,0,0,11,1499110482.156615
RTP ,17,0,0,2,344,0,0,0,0,172,172,172,0,0,0,0,0,0,1,2,1,2,1501080810.070283
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5 Classification Algorithms

In the following, we briefly elaborate ML algorithms that we use for traffic classifi-
cation in an Industrial Network, which have widely been employed for Internet traffic
classification [7, 8] as well. Note that all of these algorithms are supervised, i.e.,
requiring labels for training.

One Rule (OneR): is a simple yet effective classification algorithm based on only
one rule. During the training phase, it creates one rule for each feature and picks the
one that leads to the minimum classification error as the general classification rule.

Decision Tree (DT): creates a model based on a tree structure where each node
represents a test on a feature and the resulting braches represent possible outcomes of
this test, and each leaf node represents a class label. Determining the label of a test
instance is the matter of tracking the path of nodes and branches to a terminating leaf.

Naïve Bayes (NB): is based on Bayes rule for inferring the posterior probability
using prior class probabilities and the conditional probabilities (likelihood). It is lit-
erally called Naïve because it makes a naïve assumption that all features are inde-
pendent from each other. However, despite this unrealistic assumption, the algorithm
works well in most of the cases even if this assumption is violated.

Bayesian Network (BN): is a directed acyclic graph whose nodes represent fea-
tures and edges represent their probabilistic relations. Each node contains a table for the
conditional probabilities of its representing feature given the outcomes of the parent
node. Every node is assumed to be dependent only on its immediate parent node. BN
may outperform the NB algorithm if the conditional independence assumption between
the features in the NB algorithm is violated.

Support Vector Machine (SVM): constructs the optimal separating hyperplane,
which maximises its distance to the closest example, from any class. It leads to a
maximum-margin separation between the classes. In two-dimensional space, the
hyperplane is reduced to a line dividing the plane in two parts where the examples of
each class lay in either side.

k-Nearest Neighbour (k-NN): computes the Euclidian distance between a new test
example and the k nearest examples from previously classified examples, in the
n-dimensional feature space, and assigns the test tuple the majority label of these k
nearest neighbours. We use k = 1, which means that we assign a new test example to
the class of its nearest neighbour example amongst the previously classified examples.
Unlike other training examples which normally include a computationally expensive
training phase and simple calculation for the test phase, the k-NN algorithm essentially
requires no training phase and the test phase is computationally expensive.

6 Performance Evaluation

For performance evaluation, we conduct three experiments. The first one studies the
performance of different learning algorithms using all 22 original raw features. The
second experiment, examines the performance of the same algorithms when we apply the
Principal Component Analysis (PCA) technique with 95% variance coverage, which
reduces the number of features down to 13. Finally, the last experiment investigates the
impact of the variance retained by the PCA algorithm on the accuracy of a learning
algorithm.
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6.1 Experiment 1: Training and Testing with All Original Features

Our training dataset contains 448,724 examples from network traffic generated by 39
applications, including HTTP, DHCP, DNS, NTP, Skype, SNMP, etc. Each example is
composed of 23 traffic attributes listed above in Table 1. Note that, in this table, the
first attribute, in fact, indicates the output label, which is the application protocol.
Hence, the training set actually contains 22 training features. For the purpose of
simulations, we conduct several experiments. For the first experiment, we train the six
abovementioned classification algorithms (OneR, DT, NB, BN, SVM, k-NN with
k = 1) and test them using 10-fold cross validation method. In this experiment, we do
not apply any feature selection algorithm and perform the training phase using all 22
original features. Table 3 summarizes the results. Here, Accuracy means the ratio of
test examples that are correctly classified. We observe that DT and k-NN algorithms
outperform the others, achieving an accuracy of up to 0.994, which means that among
448,724 test examples, these algorithms successfully classify 99.4% of them and
commit mistakes in only 6% of them.

6.2 Experiment 2: Applying PCA with 95% Variance Retain

Applying PCA, with 95% variance retain, considerably reduces the number of features
from 22 down to 13. In order to assess the impact of this remarkable dimensionality
reduction on the classification performance, we conducted the second experiment,
where we first applied PCA algorithm and then again trained and tested the same ML
algorithms employed in the first experiment. Table 4 summarizes the results. We
observe that applying PCA algorithm with 95% variance retain, surprisingly boosts the
overall performance of learning algorithms. This is due to the fact that some learning
algorithms such as NB are quite sensitive to the violation of the underlying assumption
about the independence of all training features one from another. Applying PCA,
provided that the variance retain is high enough, can help extract a set of independent
but informative features out of the original ones. In particular, DT and k-NN still
outperformed other algorithms and applying PCA has no impact on their performance.
Furthermore, the PCA algorithm considerably improves the performance of OneR and
the Bayesian classifiers (NB and BN) and only slightly deteriorates the performance of
SVM algorithm. It is worthwhile to stress that the combination of OneR and PCA
algorithms results in a quite promising performance, considering its pretty simple
decision rule for classification.

6.3 Experiment 3: Feature Selection with PCA

In this experiment, we apply PCA algorithm choosing different values for the covered
variance, ranging from 95% down to 10%. As summarized by Table 5, the number of
remaining attributes after applying PCA algorithms is 13 for 95% variance retaining
and only one attribute for 10% variance coverage. We also incorporated DT algorithm
for classifying the output instances of the PCA algorithm. The results are presented by
the last column of this table. An interesting finding is that reducing the variance retain
down to 70% reduces the number of remaining attributes considerably, resulting in
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only 6 attributes, out of 22 original ones, yet the sacrifice in the accuracy of the learning
algorithm is negligible, only 0.01%. Furthermore, choosing variance retain of 50%
leads to elimination of two additional features while reducing the accuracy marginally,
0.16% comparing to the case with 70% variance retain. Finally, applying PCA with
only 10% variance coverage results in only one remaining feature while witnessing a
minor reduction in the classification accuracy, only 3.65% additional sacrifice relative
to the case with 50% variance coverage. This highlights the importance of performing
feature selection before implementing any ML algorithm for traffic classification. For
example, the output of PCA algorithm with 10% variance retain is the following
feature, where the parameters are the abbreviations of attributes listed by Table 1:
maximum forward packet length (maxfpktl), maximum backward packet length
(maxbpktl), standard deviation of backward packet length (stdbpktl), standard deviation
of forward packet length (stdfpktl), average backward packet length (meanbpktl).

0437maxfpktlþ 0:43maxbpktlþ 0:425stdbpktlþ 0:413stdfpktl

þ 0:292meanbpkt. . .

Table 3. Results for Experiment 1, training with all 22 original features.

Algorithm Accuracy Precision Recall F-Measure

OneR 0.904 0.914 0.904 0.896
DT 0.994 0.993 0.994 0.993
NB 0.391 0.535 0.391 0.404
BN 0.969 0.976 0.969 0.972
SVM 0.890 0.881 0.890 0.878
k-NN 0.994 0.994 0.994 0.994

Table 4. Results for experiment 2, employing PCA with 95% variance retain and training with
13 selected features.

Algorithm Accuracy Precision Recall F-Measure

OneR 0.972 0.971 0.972 0.972
DT 0.993 0.992 0.993 0.993
NB 0.446 0.511 0.447 0.442
BN 0.974 0.989 0.974 0.980
SVM 0.795 0.771 0.795 0.755
k-NN 0.994 0.994 0.994 0.994
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7 Conclusion

Security of CPPSs is a mounting concern in Industry 4.0, where IIoT and MTC
technologies are massively employed to connect all stakeholder, including man, pro-
duct, and machine, across the whole supply chain. In spite of this revolution, still, there
is considerable legacy equipment in factories that cannot be replaced immediately, all
at once, due to excessive capital expenditure and typically long lifespan of the
machineries. To address this concern, network segregation seems essential to divide the
network into different segments, based on the communications needs, to control the
access to machines sitting in each segment, and to restrict unnecessary inter-segment
communications. To this end, machine learning is a promising tool to classify network
endpoints based on their communication patterns. In this paper we applied ML and
traffic classification to group network endpoint in Industry 4.0 networks. We analysed
the data collected from a large segment of Infineon’s network, within the realization of
ECSEL research project SemI40. Using DPI tools, we constructed labelled datasets
with 22 traffic features and applied several supervised algorithms. The results reveal
that DT and k-NN demonstrate outstanding performance, with an accuracy reaching up
to 99.4%. Moreover, applying PCA algorithm can reduce the number of feature
remarkably from 22 features down to only six features, with a negligible loss of 0.05%
in the accuracy of the learning algorithm. This work can be extended in the following
directions. First, determining different groups of network endpoint in a CPPS, based on
the traffic flows that they generate, is an important research topic. Second, integrating
the proposed grouping intelligence into a conventional network device, e.g., Firewall,
is another critical research problem.
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Table 5. Results for experiment 3, feature selection with PCA with different variance retains.

Variance retain Number of remaining attributes Accuracy of DT algorithm (%)

0.95 13 99.36
0.90 11 99.35
0.80 8 99.35
0.70 6 99.35
0.50 4 99.19
0.20 2 98.97
0.10 1 95.56
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Abstract. This paper proposes a security framework for secure data commu-
nications across the partners in the Semiconductor Supply Chain Environment.
The security mechanisms of the proposed framework will be based on the
SSL/TLS and OAuth 2.0 protocols, which are two standard security protocols.
However, both protocols are vulnerable to a number of attacks, and thus more
sophisticated security mechanisms based on these protocols should be designed
and implemented in order to address the specific security challenges of the
Semiconductor Supply Chain in a more effective and efficient manner.

Keywords: Industry 4.0 � Semiconductor Supply Chain
Network secure communications � SSL/TLS � OAuth2

1 Introduction

Nowadays, data communication across the partners in the Semiconductor Supply Chain
can be the target of many known and unknown security threats exploiting many
security breaches in the internal/external environment of the partners due to its
heterogeneous and dynamic nature as well as the fact that non-professional users in
security issues usually operate their information systems. Particularly, these vulnera-
bilities in the Semiconductor Supply Chain Environment can be exploited by attackers
with a wide spectrum of motivations ranging from criminal intents aimed at financial
gain to industrial espionage and cyber-sabotage. Attackers can compromise the data
communication between legitimate parties in the Semiconductor Supply Chain and thus
can jeopardize the delivery of services across the partners as well as the continuity of
the service provision. As a result, Semiconductor Supply Chain partners will suffer
from damaging repercussions, which can cause significant revenue loss, destroy their
brand and eventually hinder their advancement. Consequently, a security framework
for secure data communications across the partners in the Semiconductor Supply Chain
Environment is of utmost importance.

Therefore, the main objective of this paper is to provide a security framework for
secure data communications across the partners in the Semiconductor Supply Chain.
Towards this direction, in this paper, we firstly consider representative examples of
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various attacks that have been seen in the wild and can cause potential security issues
and challenges in the Semiconductor Supply Chain Environment. The range of the
attacks shows how vital is a security framework for secure data communications for the
partners in the Supply Chain of the Semiconductor Industry. Moreover, we provide a
categorization of the various attack examples based on the intrusion method that they
use to compromise the target and gain a persistent foothold in the target’s environment.
Furthermore, we propose a security framework for secure data communication across
the partners in the Supply Chain. The security mechanisms of the proposed framework
will be based on the SSL/TLS and OAuth 2.0 protocols, which are two standard
security protocols. The SSL/TLS protocol is the de facto standard for secure Internet
communications [1]. On the other hand, the OAuth 2.0 protocol is the industry-
standard protocol for authorization [2]. However, both the SSL/TLS protocol and the
OAuth 2.0 protocol are vulnerable to a number of attacks, and thus more sophisticated
security mechanisms based on these protocols should be designed and implemented in
order to address the specific security challenges of the Semiconductor Supply Chain in
a more effective and efficient manner.

2 Cybersecurity Issues and Challenges in the Semiconductor
Supply Chain Environment

In this section, we consider representative examples of various attacks in industrial and
enterprise domains that have been seen in the wild and can cause potential security
issues and challenges in the Semiconductor Supply Chain Environment. We categorize
these attack examples into 5 main categories based on the intrusion method that they
use to compromise the target and gain a persistent foothold in the target’s environment.
The 5 main categories that we identified are the following: (a) spear phishing attacks,
(b) watering hole attacks, (c) attacks based on “trojanized” third-party software,
(d) attacks based on malicious code and counterfeit certificates, and (e) attacks based on
tampered devices.

2.1 Spear Phishing Attacks

Phishing is a kind of social-engineering attack where adversaries use spoofed emails to
trick people into sharing sensitive information or installing malware on their com-
puters. Indeed, victims perceive these spoofed emails as being associated with a trusted
brand. In other words, phishing attacks target the people using the systems instead of
targeting directly the systems that people use. Thus, phishing attacks are able to cir-
cumvent the majority of an organization’s or individual’s security measures. Moreover,
it is worthwhile to mention that phishing has spread beyond email to include VOIP,
SMS, instant messaging, social networking sites, and even massively multiplayer
games. Moreover, cyber-criminals have shifted from sending mass-emails, hoping to
trick anyone, to more sophisticated but also more selective “spear-phishing” attacks
that use relevant contextual information to trick specific groups of people. In principle,
“spear-phishing” attacks are more dangerous than typical phishing attacks [3]. Here are
a few examples of “spear-phishing” attacks from the wild.
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Icefog. In 2011, Kaspersky Lab started to investigate a threat actor called ‘Icefog’ that
attacked many different groups, such as government institutions, military contractors,
telecom operators, satellite operators, among others, through their supply chain. This
campaign targeted organizations mostly in South Korea and Japan, but it was suspected
that it also targeted the United States and Europe [4]. The intrusion method of this
attack was phishing e-mails with a malicious attachment or a link to an infected web
page. The attacker could compromise the victim’s machine either by tricking the victim
to install the attached malware or by tricking the victim to visit the malicious web page
[5]. Afterwards, the attacker could steal files from the victim’s machine, run commands
to locate and steal specific information from the victim’s machine, and also commu-
nicate with local database servers in order to steal information from them. In addition,
Icefog was capable of uploading special tools to extend the capabilities of the installed
malware, such as tools for stealing cached browser passwords in the infected machine.
In 2012, a Mac OS version of Icefog (Macfog) was created [4], but Kaspersky sus-
pected that it was a beta-testing phase to be used in targeted victims later. Finally, it is
worth mentioning the “hit and run” nature of Icefog, since the Icefog attackers appeared
to know very well what they need from the victims and thus, once the information was
obtained, the victim was abandoned.

Target. At the end of 2013, Target suffered a cyber-attack that exposed approximately
40 million debit and credit card accounts [6] and 70 million e-mail addresses, phone
numbers and other personal information. The hackers started their attack by sending
phishing e-mails, including malware, to employees of a third-party vendor, but it was
not known if only one vendor was targeted. In addition, it was suspected that the
malware in question was Citadel, a password-stealing bot that was a derivative of the
ZeuS banking trojan and allowed the attackers to access Target’s network by using
stolen credentials. It was estimated that the phishing campaign had started at least two
months before the main attack carried out. Brian Krebs was the first to break the news
about this attack on his security blog followed by Target’s Statement, released a day
after.

Home Depot. In April 2014, just four months after the Target attack, Home Depot was
the victim of a data breach. However, they only started investigations on 2nd
September, 2014 and released a statement on 8th September, 2014 [7]. It was found
that the attackers, similar to the attackers of Target attack, used third party vendor’s
credentials to access Home Depot’s network. After being inside the retailer’s network,
the attackers exploited a known vulnerability in Windows XP called “zero-days” in
order to escape detection [7]. Finally, this attack resulted in the theft of 53 million e-
mail addresses and 56 million credit card accounts.

German Steel Mill. In late 2014 (no specific date was provided), Germany’s Federal
Office for Information Security (BSI) released a report communicating that a German
steel mill had been attacked. The attackers’ point of entry was the plant’s business
network and the infiltration was made possible with a spear phishing attack [8]. The
phishing emails could have had a malicious attachment or a link to a website from
where malware could be downloaded. Once the malware was installed, the attackers
were able to take control of the production software. SANS Institute provided the BSI’s
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report, translated to English, where it is mentioned that the attack resulted in an incident
where the furnace could not be shut down properly, and as a result, it led to a “massive
damage” to the German steel mill.

Dragonfly - 1st Tactic. A cyber-espionage group, known as Dragonfly or Energetic
Bear, began a campaign in late 2010 [9] with the intention of targeting the energy
sector and industrial control systems (ICS) through their Supply Chain. In other words,
the Dragonfly group attacked the suppliers of the target instead of attacking the target
directly.

The Dragonfly group applied at least three different infection tactics against victims
in the energy sector. The first one was an email spear-phishing campaign and is
examined in this section. However, the Dragonfly group used two main pieces of
malware in its attacks. Both are Remote Access Tool (RAT) type malware enabling the
attackers to access and control the compromised computers.

The favoured malware tool of the Dragonfly group was Backdoor.Oldrea, which
was also known as Havex or the Energetic Bear RAT. Symantec reported that Oldrea
was used in around 95% of infections. This malware acted as a back door for the
attackers onto the victim’s computer, enabling them to extract information and install
further malware. In particular, Oldrea, gathered system information such as operating
system, computer and user name, country, language, Internet adapter configuration
information, available drives, default browser, running processes, desktop file list, My
Documents, Internet history, program files, and root of available drives. In addition,
Oldrea collected data from Outlook (address book) and ICS related software config-
uration files [10]. All this data was collected and written to a temporary file in an
encrypted form before it was POSTed to the remote C&C (command-and-control)
server controlled by the Dragonfly attackers. Moreover, the second main malware tool
used by the Dragonfly group was Trojan.Karagany. It was a back door programmed in
C/C++ and used mainly for reconnaissance operations. Specifically, it was designed to
download and install additional files and exfiltrate data. Moreover, it had plugin
capability and its payload was approximately 72 KBs in size. Finally, Trojan.Karagany
contained a small embedded DLL file, which monitored WSASend and send APIs for
capturing “Basic Authentication” credentials [10].

According to the first approach (i.e., email spear-phishing campaign), selected
executives and senior employees in target companies received emails with a malicious
PDF attachment. Symantec states that the infected emails had two possible subject
lines: “The account” and “Settlement of delivery problem”. In addition, all the emails
were from a single Gmail address. The email spear-phishing campaign was conducted
from February 2013 to June 2013 [10].

2.2 Watering Hole Attacks

To attack an organization, cyber criminals “trojanize” a legitimate website often visited
by the target company’s employees. RSA Advanced Threat Intelligence Team corre-
lated this behaviour with the one of a lion waiting for its prey at a watering hole, hence
the name. RSA was the first to use the term “watering hole”, in late July 2012 [11].
Here are a few examples of watering hole attacks from the wild.
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VOHO. According to [11], “VOHO” campaign targeted Financial Services or Tech-
nology Services in Massachusetts and Washington, DC. This campaign worked by
inserting JavaScript element in the legitimate website that would redirect the victim
(i.e., website visitor) unknowingly to an exploit website. Then, the exploit website
would check if the user was running a Windows machine and Internet Explorer
browser, and then it would install a version of “gh0st RAT”. “gh0st RAT” was a
Remote Access Trojan that allowed attackers to control the infected endpoints, log
keystrokes, provide live feeds of webcam and microphone as well as download and
upload files.

Dragonfly - 2nd Tactic. As described before in “Dragonfly - 1st tactic” section, the
Dragonfly group has used at least three infection tactics against targets in the energy
sector. After the earliest tactic (i.e., email spear-phishing campaign) that was described
in “Dragonfly - 1st tactic” section, the Dragonfly attackers shifted their focus to
watering hole attacks. It was noticed that this shift happened in June 2013 [10]. The
Dragonfly attackers compromised a number of energy-related websites and injected an
iframe into each of them. Then, this iframe would redirect users to another legitimate,
but also compromised, website hosting the Lightsout exploit kit, as shown in Fig. 1.
This in turn would exploit either Java or Internet Explorer to download Oldrea or
Karagny on the target’s machine. Besides, in September 2013, the Dragonfly group
started using a new version of this exploit kit, known as the Hello exploit kit. The main
web page for this kit contained JavaScript that was able to identify installed browser
plugins. Then, the victim was redirected to a URL which in turn determined the best
exploit to use according to the collected information [10].

Shylock. In November 2013, BAE Systems Applied Intelligence announced that a
series of legitimate websites had been infected with the Shylock malware [12]. The
cyber-criminals infected a legitimate website by inserting a JavaScript file that initially
identified when the browser was used and then this JavaScript file was responsible to
show a message, in the browser’s style, prompting the user to download the malware

Fig. 1. Watering hole attack.
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that, however, was presented as innocent software. BAE Systems gave the following
message example: “Additional plugins are required to display all the media on this
page”, with a button saying “Install Missing Plugins…”. In case that the user decided to
proceed and install the “missing plugins”, the Shylock malware was installed on his/her
machine.

2.3 Attacks Based on “trojanized” Third-Party Software

This section includes a real-life example of attacks based on “trojanized” software of
ICS equipment providers.

Dragonfly - 3rd Tactic. The third tactic of the Dragonfly group was the infection of a
number of legitimate software packages. Particularly, three different ICS equipment
providers were targeted and the Dragonfly attackers inserted malware into the software
bundles that these providers had made available online for download from their
websites [10]. The first provider discovered that it was compromised shortly after
infection, but the malware had already been downloaded 250 times. The second pro-
vider had infected software available for download for at least 6 weeks and the third
provider had infected software available online for 10 days, approximately.

2.4 Attacks Based on Malicious Code and Counterfeit Certificates

This section includes two examples of attacks based on malicious code and counterfeit
certificates in industrial environment.

Stuxnet. The German Steel Mill attack described earlier is not the first attack that
caused physical damage of equipment. The first one was the Stuxnet attack [13] that
was designed to target SCADA systems and was responsible for attacking an Iranian
nuclear facility. Stuxnet exploited four zero-days vulnerabilities, compromised two
digital certificates, injected code into ICS and hid the code from the operator [14]. After
implementing the code (process that probably took a long time), the attackers had to
steal digital certificates, in order to avoid detection [14]. Stuxnet compromised the
system via USB and infected every Windows PC it could find. However, in terms of
controllers, it was much pickier. It targeted only controllers from one specific manu-
facturer (Siemens).

Meltdown and Spectre. In the early 2018, researchers revealed that almost every
computer chip manufactured in the last 20 years contains fundamental security flaws,
with specific variations on those flaws being named Meltdown [15] and Spectre [16].
The flaws arise from features which are built into chips and enable them to run faster.
These vulnerabilities allow attackers to use malicious programs to get access to data
previously completely protected. It is accomplished by exploiting two important
techniques used to speed up computer chips, called speculative execution and caching.
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2.5 Attacks Based on Tampered Devices

This section includes a real-life example of attacks based on tampered devices in
business environment.

Michaels Stores Attack. In May 2011, Michaels Stores reported an attack that
allowed criminals to steal credit and debit cards and the associated PIN codes. To steal
this information, attackers tampered at least 70 point of sale (POS) terminals [17]. In a
blog entry from Krebs on Security, Krebs explained that there are few ways to tamper
with POS terminals. One way is to have pre-compromised terminals ready to be
installed at the cash register. In addition, fake POS terminals can also be used to record
data from swipe cards and PIN entry. For precaution, Michaels Stores replaced 7,200
PIN pads and trained employees to check regularly if the equipment had been
compromised.

3 Security Framework for the Semiconductor Supply Chain
Environment

3.1 Definition of the Security Framework

The security framework for the Semiconductor Supply Chain environment should
provide appropriate security mechanisms to address the specific security challenges of
the Semiconductor Supply Chain in a more effective and efficient manner. As it is
shown in Fig. 2, the security mechanisms of the proposed framework will be based on
the SSL/TLS and OAuth 2.0 protocols, which are two standard security protocols. The
SSL/TLS protocol is the de facto standard for secure Internet communications and the
OAuth 2.0 protocol is the industry-standard protocol for authorization. However, both
the SSL/TLS protocol and the OAuth 2.0 protocol are vulnerable to a number of
attacks, and thus more sophisticated security mechanisms based on these protocols
should be designed and implemented in order to address the specific security chal-
lenges of the Semiconductor Supply Chain in a more effective and efficient manner.
Specifically, as it is shown in Fig. 2, the proposed framework is focused on security
mechanisms for the following two types of communication in the Semiconductor
Supply Chain Environment: (i) Client-to-Server communication, and (ii) Server-to-
Server communication. Thus, the security framework should include appropriate
security mechanisms ensuring secure data communication between the partners’ clients
and partners’ servers, and appropriate security mechanisms ensuring secure data
communication between the servers of the Semiconductor Supply Chain partners. The
security mechanisms for the Client-to-Server communication will be based on the
SSL/TLS and OAuth 2.0 protocols, and the security mechanisms for the Server-to-
Server communication will be based only on SSL/TLS protocol.

Security Framework for the Semiconductor Supply Chain Environment 165



3.2 Dedicated Public Key Infrastructure (PKI) for the Semiconductor
Supply Chain Environment

In this section, we provide the description of the dedicated Public Key Infrastructure
(PKI) that is an essential component of the Security Framework of the Semiconductor
Supply Chain Environment. The dedicated PKI is responsible for issuing and managing
all the required digital certificates that will be used by the security mechanisms.

Public Key Infrastructure. In principle, a public key infrastructure (PKI) is based on
digital certificates. Digital certificates are sometimes also referred to as X.509 certifi-
cates or simply as certificates. PKI is defined by RFC 2822 (Internet Security Glossary)
as a set of software, hardware, encryption technologies, people and procedures that
allow a trusted third party to establish the integrity and ownership of a public key.
Furthermore, the trusted third party, called Certification Authority (CA), typically
issues the certificates. The CA signs the certificate by using its private key. Moreover, it
generates the corresponding public key to all eligible participating parties.

Dedicated PKI Trust Model. The dedicated PKI trust model for the Semiconductor
Supply Chain Environment follows the traditional hierarchical PKI trust model which
is based on the establishment of superior-subordinate CA relationships (See Fig. 3). It
can be represented as a tree with the root at the top and the branches extending towards
the bottom. The elements of the inverted tree are nodes and leaves. The nodes represent
the CAs and the leaves represent the end entities. The root (i.e., CA) is the node located
at the top of the inverted tree and below the root CA there are zero or more layers of
subordinate CAs. The root CA is the starting point for trust and issues a self-signed
certificate as well as certificates to subordinate CAs that are immediately below it but
not to the end entities. Subordinate CAs, in turn, issue certificates to the next lower
level subordinate CAs or end entities, respectively.

According to the dedicated PKI trust model, each of the retailers, distributors, front-
end components, back-end components, inventories, and suppliers hosts its own CA
that issues the certificates of its registered end-users (i.e., servers). In addition, there is a
CA (i.e., Retailer CA) that issues the CA certificates of all the CAs which are set up
into the retailers of the specific Semiconductor Supply Chain environment. Moreover,

Fig. 2. Security framework.
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there is a CA (i.e., Distributor CA) that issues the CA certificates of all the CAs which
are set up into the distributors’ premises. Furthermore, there is a CA (Manufacturing
(Mfr) CA) that issues the CA certificates of the CAs which are set up into the front-end
component’s premises, back-end component’s premises and inventory. Similarly, there
is a CA (i.e., Supplier CA) that issues the CA certificates of all the CAs which are set
up into the suppliers’ premises. Finally, there is a CA (i.e., Root CA) that issues the CA
certificates of the Retailer CA, Distributor CA, Manufacturing (Mfr) CA, and Sup-
plier CA. It is supposed that the Root CA, Retailer CA, Distributor CA, Manufacturing
(Mfr) CA, and Supplier CA are controlled by the main entity (e.g., Infineon) of the
specific Semiconductor Supply Chain environment in order to avoid trust concerns
associated with subordination between the participating entities belonging to different
domains.

4 Conclusion and Future Work

In this paper, we provided a number of representative examples of various attacks that
have been witnessed in the wild and can cause potential security issues and challenges
in the Semiconductor Supply Chain Environment. Furthermore, Moreover, we pro-
vided a categorization of the various attack examples based on the intrusion method
that they use to compromise the target and gain a persistent foothold in the target’s
environment. Furthermore, we proposed a security framework for secure data com-
munication across the partners in the supply chain. The security mechanisms of the
proposed framework will be based on the SSL/TLS and OAuth 2.0 protocols, which are
two standard security protocols. However, both protocols are vulnerable to a number of
attacks. Thus, as future work, we plan to design and implement more sophisticated TLS
– based mechanisms and OAuth 2.0 – based mechanisms for the proposed security
framework in order to address the specific security challenges of the Semiconductor
Supply Chain in a more effective and efficient manner.

Fig. 3. Dedicated PKI trust model.
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Abstract. Cellular networks are undergoing a major shift in their
deployment and optimization. Regardless the deployment of LTE led to
an overall performance increase in cellular networks, disseminating data
to multiple users inside a cell is still under development. This dissemina-
tion is currently achieved via unicast connections, which is inefficient in
terms of throughput and power consumption because the antenna is send-
ing duplicated data to co-located users. The 3rd Generation Partnership
Project (3GPP) proposed a new standard to be able to multicast and
broadcast information over cellular networks. However, different studies
stated that this solution might have problems related to the spectrum,
and new multicasting alternatives which provide better performance have
appeared. Since these new alternatives came up, a race for the control
of cellular multicast/broadcast has started. In this paper, we collect,
analyze and compare the leading technologies that enable the system
to efficiently disseminate data over cellular networks, and conclude by
indicating which ones are the most likely to succeed.

Keywords: Survey · Cellular networks
Random Linear Network Coding (RLNC) · Multicast
Cooperative networks · 5G · Traffic offload

1 Introduction

Over the last years, the amount of traffic over cellular networks has greatly
increased year by year. In the Technical Report of Cisco 2011 [1] it was reported
that the global Mobile Traffic was going to increase from 1 exabyte (eB) per
month to more than 10, and the traffic of mobile video will reach the 70% of this
traffic. Credit Suisse reported that 23% of base stations globally had utilization
rates of more than 80 to 85% in busy hours during the deployment of LTE [2].
In the end, 11 eB was reached in 2017, and the trend is to continue growing
up to 49 eB in 2021 [3], where 78% of the traffic will be video streaming. The
amount of wireless traffic will increase as well, comprising a 63% of total IP
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traffic by 2021. Moreover, the number of devices will massively increase up to
three times the global population in 2021. New infrastructure elements, such as
femto/pico base stations, fixed/mobile relays, cognitive radios, and distributed
antennae are being massively deployed, thus making future 5G cellular systems
and networks more heterogeneous [4]. With all these information above exposed
it can be concluded that, during the next years, the actual infrastructure and
protocols will not be able to support the amount of traffic between devices due
to mobile video.

Nowadays, each user requesting data from a broadband connection will be con-
nected to a unicast link from the cellular base station to the user equipment. In the
case these users are requesting the same video file, a replicated scenario appears
for each of user who is downloading the same data. Hence, an efficient way of dis-
seminating data over cellular networks must be developed. Several lines of research
have appeared with different principles and different results. Even though all these
novel technologies have appeared, there is still no study that compares all of them
and gives an idea of where each technology could stand out.

The aim of this paper is to gather the current leading technologies that
enable multicast/broadcast over cellular networks, analyze and provide a holis-
tic comprehensive comparison of them in terms of throughput, latency, energy
consumption, packet resilience, protocols used and assumptions made. We dis-
cuss which problems have been tackled, which challenges are still on the plate
and what are the potential research directions in the field. We also summarize
which ones would stand out in a near future and which impact they will have in
this field.

The remainder of the paper is organized as follows. In Sect. 2 we give a
detailed information about the current leading technologies studied. In Sect. 3
the key enablers of these technologies can be found. Section 4 gathers the pos-
sible comparison approaches in disseminating data over cellular networks. In
Sect. 5 a summary table with the main technologies named in the paper and
its major properties is depicted. Section 6 collects the correlation between the
studied publications, differences, and similarities. In Sect. 7 the conclusion of our
work is presented.

2 Data Dissemination in Cellular Networks

The simplest dissemination scenario studied in standards consists on a com-
munication where one source is sending to multiple sinks simultaneously and
only one single transmission is used. The first approach to provide data dis-
semination in cellular networks was done by the Conventional Multicast Scheme
(CMS) [5] in 2000, which describes an optimal allocation algorithm for an OFDM
broadband system in comparison with TDMA. An alternative approach is the
Optimized Opportunistic Multicast Scheduling (OMS) [6], where not all User
Equipments (UEs) are served in a given time slot but maximizes the system
throughput according to the channel quality, as it is studied in [7]. In a similar
line of research, the 3GPP group developed the Multimedia Broadcast/Multicast
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Service (MBMS) [8], who transforms an LTE network into a single frequency net-
work (SFN) from a device perspective, to enable broadcast or multicast of any
type of content to interested users, such as live sports events, live concerts or a
news service; and the enhanced version of it [9,10]. In this approach, a basic WiFi
multicast scenario is replicated in the cellular network, with similar discovery,
initiation, transfer, and termination protocols. The deployment of MBMS would
have been unquestionable, however, diverse research studies [7,11,12] found some
technical constraints that stalled its expansion, mainly in terms of spectrum.

Parallel studies [13,14] have developed new methods in order to provide an
efficient data dissemination in mobile networks. The principles these methods use
are based on the creation of small subgroups inside the cell. New applications
[15–18] that use this approach have recently appeared. These small subgroups
often behave as cloudlets [19] with intermediate nodes acting as relays in order
to offload traffic from the cellular network. The work in [20] shows that relaying
inside cells increases network performance. In these scenarios, the cellular base
station has to make sure the information is sent at least once to the whole
subgroup via unicast links, and then a short range (SR) communication protocol,
e.g. WiFi, is used to distribute the data over the nodes inside the group. Since
the speed of WiFi is higher and energy consumption is lower [21–23] than LTE,
systems that use this architecture argument that by offloading the LTE traffic
from cellular networks onto WiFi they will increase network throughput and
devices battery lifetime.

The last approach to be studied in this survey is the content sharing in cellular
networks through device-to-device (D2D) systems [24,25]. In this approach all
nodes in the cellular network behave as if they were in a mesh network, being
able to talk to their respective neighbors and share their information with their
peers via unicast connections. It can be studied as a particular example of a
subgrouping architecture where the cell behaves as the subgroup and nodes
cannot multicast among themselves.

3 Background

Broadband Communication in Heterogeneous Networks. Cellular networks are
undergoing through massive changes in the last years. New elements have
recently appeared making the environment heterogeneous [26,27]. The size of
cells is diminishing year by year. Currently, femtocells are the type of cell which
is most likely to succeed in small cell networking [28]. These cells are small,
which is important because it may allow a short-range communication between
the nodes in the cell using different communication protocols with lower ranges.

Cooperative Mobile Wireless Systems. Nowadays, in the cellular environment, a
massive amount of users are coexisting in a cellular network, and the trend is
to continue increasing [3]. In the case those devices are downloading the same
content and they are close enough to communicate among themselves, gathering
nodes in groups may reduce the overall data to be transmitted over the cellular
network [29–31] as well as the energy consumption per UE. Thus, the base
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station will be able to offer a better Quality of Service to the user or to have
access to a bigger number of nodes. This cooperative architecture is known as
mobile Clouds (MC) or Cooperative Mobile Clouds (CMC) in [32–34]. A mobile
cloud is a cooperative architecture that shares distributed resources in efficient
and novel ways [35].

Traffic Offload from Cellular to Short Range Networks. The amount of traffic in
cellular networks will increase 700% in the next five years [3]. This increase in the
amount of traffic is unaffordable for the current cellular architectures, therefore
several solutions such as offloading traffic [18,36] from the cellular network to
short-range networks have appeared. In [37,38], opportunistic device-to-device
communication, and cellular communication are used to disseminate the content
taking into account social ties and geographical proximity.

Raptor Codes. Rapid Tornado Codes [39] are a class of erasure correction codes
that improve the first practical approach of fountain codes, called LT codes
[40]. They were first introduced in 2004, but the first dedicated publication
was [41]. It was very successful in its early stages, where the 3rd Generation
Partnership Project (3GPP) [42] defined the Raptor Codes as the main codes to
be used in mobile cellular wireless, defined in IETF RFC 5053 [43]. These codes
were also used for future 3GPP protocols in cellular wireless communications for
multicasting, as in [8].

Random Linear Network Coding. In this emerging heterogeneous networking
environment where cellular networks are continuously adapting to new user
requirements, it was demonstrated that the use of Network Coding can increase
wireless network throughput [44]. A high-performance improvement used to
overcome those errors is Random Linear Network Coding (RLNC), which was
first introduced in [45]. Some studies also stated that the interplay of Random
Linear Network Coding along with different technologies (such as Cooperative
Networking [46,47] or other correction techniques [17]) can substantially increase
network throughput and packet resilience in comparison with its predecessors
and have created an innovative communication paradigm known as Network-
Coded Cooperative (NCC) networks [48,49]. This tool has been as well a great
way of designing broadcast/multicast applications [50,51]. Since users will be
close to each other, middle nodes in cooperative clouds can work as relays and
take advantage of the interplay between RLNC and cooperation [52].

4 Classification Schemes

There are two well-differentiated lines of research in this field. On one hand, some
researches are trying to adapt the multicast technology of WiFi to broadband
communications. On the other hand, researches opt for the creation of small
subgroups inside the cell, unicasting information to the group only once, and then
spread the data inside the subgroups. Figure 1 shows the two possible approaches.
In the first one, there is a single frequency communication from the base station
where each UE is able to subscribe to. In the subgroup-based scheme part,
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the content is delivered to each UE that requests it via a unicast connection,
and each node of the subgroup shares its data to the rest via P2P or Wifi
multicast. The impact of different error correction techniques, the amount of
throughput or latency in the output, the power consumed in each device or in
the base station, the different communication protocols used, are some of the
features that will be important for this survey.

Fig. 1. Conventional Multicast Scheme (Left) versus Subgroup-based Scheme (Right).

5 System Comparison

In Table 1 the main technologies to multicast data in cellular networks are
gathered. Some are enablers to other models, they have different approaches,
or their assumptions are different, but all of them have the same objective, the
possibility to multicast over cells.

eMBMS is the most robust one since it has been developed by the 3GPP
group. It was the first one developed, taking the model of IP multicast and
[5,6]. However, EBU technical Report [11] showed that multicasting over 3G
and later over LTE had several technical issues that needed to be improved
before deploying eMBMS to the world. Multiple use cases in different platforms
were studied and the main drawbacks found were:

– Signal attenuation, requirement of LoS (Line of Sight)
– Location of the UE and the nodeB
– Eco-system development
– Spectral inefficiency
– Disagreements with LTE network operators
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Table 1. Comparison of current leading technologies. 1. Model presented. 2. Nature of
the model. 3. Cellular communication notes. 4. Short Range communication notes. 5.
Error correction techniques. 6. Results obtained. 7. Asumptions made for the protocol.

Arch.1 Approach2 Cell.3 SR
Comm.4

Error
Corr.5

Results6 Asumptions7

CMS [5] Analytical OFDM - - Capacity
Increase

Quasi-
static
channel,
Full
information
of channel

OMS [6] Analytical TDMA - Raptor
codes

Minimum
Delay

Channel
SNR known

eMBMS [9] Holistic LTE - Raptor
codes

3GPP
Framework

-

NCVCS [15] SR Tool None WiFi
Mcast

Network
Coding

Reliability
in lossy
channels

-

Microcast [16] Application LTE Wifi
Ucast

Network
Coding

New model UE: 2
Ifaces

AL-RLNC [17] Application LTE Wifi
Ucast

RLNC
+
HARQ

Higher
Through-
put

Small
testbed

CoopStream [18] Application LTE Wifi
Ucast

RLNC Cell Offload UE: 2
Ifaces

NCC Netw. [49] Application LTE Wifi
Mcast

RLNC Energy
Gain

UE: 2
Ifaces

Coop. D2D [25] Application LTE Various - Cell Offload No error
communi-
cation

Since eMBMS is the technology to beat, most of the alternatives presented are
using these drawbacks to state that their solutions can compete with eMBMS.
However, most of the studies focus only on one specific part of the development
process (Analysis, Application) or the testbeds they are doing are too small.
These subgroup-based schemes are right now taking the lead in the main mobile
conferences and multiple institutions are researching on it. In Table 1, it can
be observed these new approaches, using similar technologies and, in the end,
obtaining different results depending on what they are focusing on. It would be
easy for somebody who values throughput over latency to select [17] instead of
[16]. The main problem these approaches have is that UEs are required to have
2 interfaces. However, it is expected that next generation phones can use both
LTE and Wifi interfaces at the same time to download data.
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Another topic discussed in this paper is about the short-range communica-
tion protocol used in the subgroup-based scheme technologies. Some of them
consider Bluetooth, but it is rapidly discarded due to its short range. WiFi is
the selected technology. However, there is still not clear if WiFi unicast should
be used or if WiFi multicast is better. Unicast provides better reliability, but
wifi multicast spreads out the data in a more efficient way since it is designed
for that. Further researches should be done on this aspect. Regarding the error
correction techniques, RLNC is taking the lead over other NC codes or raptor
codes. RLNC is performing better and it is the most likely to succeed in the near
future.

6 Publication Correlations

Since there are different approaches to solve the same problem, correlations
between the publications are also separated into two groups. On one hand, the
eMBMS group, which comprises CMS, OMS, and eMBMS. On the other, the
sub-grouping scheme group, formed by NCVCS, Microcast, NCC Networks and
D2D Cooperative Networks. The technology to beat is eMBMS since it is the
one proposed by the 3GPP Partnership Project. That is the reason why all the
subgrouping publications work around eMBMS and its troubles encountered to
multicast, so they give another possible solution with better performance.

Another form of grouping can be the differentiation between the enablers
[5,6,15], and the applications [9,16,25,49]. [5] and [6] are two ground technologies
looking for the same purpose, adapt the unicast to OFDM/TDMA in order to
be able to multicast. This is the starting point of eMBMS, however, different
studies [7,11,12] showed that this technology had complications. Hence, novel
approaches appeared, such as [16] or [49], who had [15] as an enabler, or [25]
using a different approach.

7 Conclusion

Cellular networks are undergoing a major shift in their deployment and opti-
mization. Even though the deployment of LTE led to an overall performance
increase in cellular networks, disseminating data to multiple users inside a cell
is still under development. The Third Generation Partnership (3GPP) proposed
a solution, eMBMS, to deal with the increasing amount of traffic. However, it
was reported that this solution had troubles in several aspects which stalled this
technology from its deployment. Hence, alternative approaches appeared based
on a subgrouping scheme where the cellular base station send data to some nodes
in the cell, which will work as relays. The new approaches proposed got better
results in terms of throughput, latency and power consumption. However, these
technologies have not been tested in real scenarios, and further researches must
be carried out following this line of research.



176 R. Torre and F. H. P. Fitzek

There are several problems that need to be overcome in both approaches
(IP multicast adaptation and subgrouping schemes) in order to deploy LTE
multicast in the near future. On one hand, the 3GPP group needs to find the
optimal solutions to the problems explained in this paper. On the other hand, the
subgrouping scheme technologies should move their testbeds to a bigger scale,
within a whole cell in a real heterogeneous environment. Moreover, most of them
are developing applications, but equations supporting the results and models of
the protocols are missing.

Even though eMBMS looks like the strongest technology nowadays, alterna-
tive technologies are obtaining better results in terms of throughput, latency,
and energy consumption, and the spectrum issues of eMBMS do not seem to
disappear. Hence, we rely on the subgroup-based technologies to take the lead
and end up being the multicast alternative for 5G.
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Abstract. Mobile Ad-hoc Cloud (MAC) refers to the computation
offloading of a mobile device among the multiple co-located mobile
devices. However, it is difficult to convince the randomly participating
mobile devices to offer their resources for performing the computation
offloading of other mobile devices. These devices can be convinced for
resource sharing by limiting the compute shedding of a device nearly
equal to the computation that same device has already performed for
other mobile devices. However, this cannot be achieved without estab-
lishing the trust among the randomly co-located mobile devices.

Blockchain has been already proven for the trust-establishment
between multiple independent stakeholders. However, to the best of our
knowledge, no one has used blockchain for reliable computation offload-
ing among the independently operating co-located mobile devices of
MAC. In this position paper, we proposed the mapping of blockchain
concepts for the realization of reliable computation offloading in MAC.
We have also identified the future research directions that can be focused
for improving the proposed integration of blockchain and MAC.

Keywords: Mobile Ad-hoc Cloud · Mobile Cloud Computing
Mobile edge computing · Multi-access Edge Computing · Blockchain

1 Introduction

Mobile Cloud Computing (MCC) refers to the computation offloading from
mobile devices to the nearby fog computing layer or the cloud computing layer
for reducing the resource consumption of mobile devices [19]. It not only helps
in preserving the battery of mobile devices for longer time intervals but also
ensures the quick execution of CPU intensive tasks by the dedicated resources
of fog/cloud computing layer [5]. Multi-access Edge Computing (MEC), in con-
trary to MCC, shifts the computation from cloud towards edge devices [15].
Increasing capabilities of mobile devices are encouraging researchers and practi-
tioners to exploit the resources of edge devices for performing the tasks that were
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previously confined to the dedicated resources of fog/cloud only. MEC not only
reduces the response time but also minimizes the cost of operating the dedicated
resources that are required for MCC.

Mobile Ad-hoc Cloud (MAC) [20] is formed by the collaborative computation
offloading among the multiple co-located mobile devices and it supports some of
the features of both MCC and MEC. Participants of MAC observe the MCC fea-
tures when they offload their computation to the neighbouring mobile devices and
these neighbouring mobile devices are supporting the MEC by performing the
computation at the edge of the network. Mobile devices of MAC are voluntarily
working in collaboration for supporting each other. However, there must be some
motivation for encouraging the random mobile devices for joining the MAC.

In this position paper, we have proposed the initial offering of idle resources
by the volunteer mobile devices, for supporting the computation offloading for
other co-located mobile devices, and nearly the equal amount of resources will be
offered to the same devices for sharing their computational load in future. This is
achieved by metering the consumed resources of a mobile device for supporting
the computation offloading for neighbouring peer devices and earning the nearly
equal amount of resources so that the device can use the earned resources for
offloading its computation in future. However, it is the reliability of the metering
and awarding system that motivates the volunteer devices for joining the MAC
and in this paper, we have presented the blockchain for the reliable computation
offloading in MAC.

Blockchain is already there for tackling the trust management issue among
the independently operating entities [4]. However, to the best of our knowledge,
no one has used the blockchain for establishing trust among the voluntarily
collaborating mobile devices of MAC. We have not only mapped the blockchain
concepts for managing trust among the random mobile devices of MAC but also
identified new research directions that can be focused for improving the proposed
integration of blockchain and MAC.

Upcoming section two elaborates the importance of MAC and the challenge
of trust establishment associated with it. Section three explains the features of
blockchain that can be employed for tackling the trust establishment challenge
of of MAC. Section four elaborates some of the related work and last section
concludes this paper along with some future research directions.

2 Importance of Mobile Ad-hoc Cloud and Its Challenge
of Trust Establishment

With the exponential growth in the capabilities of mobile devices in last decade,
efforts have been made to exploit the under-utilized resources of powerful mobile
devices. MAC is an effective way of collecting the resources of multiple indepen-
dently operating co-located mobile devices and capitalize the collected resources
for distributing the computational load of few of the neighbouring mobile devices.
This section explains the importance of MAC by differentiating the horizontal
resource sharing in MAC and the vertical resource sharing of fog/cloud. It also
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Fig. 1. Horizontal resource sharing in MAC vs vertical resource sharing

elaborates the need for trust establishment among the independently operating
co-located mobile devices of MAC.

Figure 1 contains a mobile device running multiple applications and is inter-
ested in reducing its resource consumption along with the reduction in response
time of CPU intensive tasks. Mentioned mobile device has two options available
to offload computation by vertical resource sharing or horizontal resource shar-
ing. Dotted lines in Fig. 1 are referring to the option of vertical resource sharing
while solid lines are representing the horizontal resource sharing option. In case
of vertical resource sharing, mobile device will first offload the computation to
the nearby fog node. If the fog node has enough resources available for perform-
ing the required computation then it will not involve the cloud computing layer.
However, if more computational resources are required then the computation
will be further offloaded to the cloud computing layer.

In case of horizontal resource sharing, the mentioned mobile device will not
involve the fog computing layer and will only consider the neighbouring mobile
devices for offloading its computation. Hence, all the participating mobile devices
formulate another computing layer at the edge of the network, known as the
Mobile Ad-hoc Cloud (MAC) computing layer. Following is the comparison of
horizontal resource sharing in MAC with the vertical resource sharing option.

Operational Cost of vertical resource sharing is greater than the cost of hor-
izontal resource sharing because fog/cloud computing layers are based on
dedicated resources while co-located mobile devices of MAC only offer their
idle resources for horizontal resource sharing.
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Scalability of horizontal resource sharing is more than the vertical resource
sharing because the number of machines in cloud can rarely reach up to few
hundred-thousands, number of fog nodes can reach up to few millions while
billions of edge nodes are currently operating [1]. Moreover, in case of MAC,
every new coming mobile device also serves as an addition to the overall MAC
resources and it ensures the scalability of horizontal resource sharing.

Response Time will be less for horizontal resource sharing as compare to the
vertical resource sharing because for vertical resource sharing, both fog and
cloud nodes are not hosted closer to the mobile devices whereas for the horizon-
tal resource sharing, neighbouring mobile devices are co-located to the device
device interested in offloading and it results in the reduction of response time.

Trust establishment is not very crucial for the dedicated resources based ver-
tical resource sharing in fog/cloud computing layers. However, it is required
for the horizontal resource sharing because of the high churn rate of partic-
ipating devices. Churn rate [9] can be defined as the rate of mobile devices
leaving the MAC. High churn rate results in the higher number of stranger
devices participating in the MAC. Blockchain ensures the reliable collabora-
tion among the strange devices and its integration with MAC is discussed in
next section.

3 Blockchain: An Enabler for Trust Establishment in
Mobile Ad-hoc Cloud

Blockchain [18] has already been proven as the perfect solution for removing
dependency on a central entity and distributing the authority among multiple
independently distributed entities. Bitcoin is the first and most popular appli-
cation of blockchain [12]. There are many important features in blockchain that
makes it unique and effective in comparison to other application development
techniques. In this section, we have elaborated the strengths of blockchain that
can be used for tackling the trust establishment challenge of MAC.

3.1 Blockchain and Its Integration with MAC

Blockchain is a tamper proof distributed ledger and following are some of its
important features that can be integrated within MAC to ensures the reliable
computation offloading within independently operating mobile devices of MAC.

Transparency through shared ledger. Shared ledger is the main feature of
blockchain and it is also important for supporting transparent coordination
among multiple participating devices of MAC. Miners are the devices that
ensure the propagation of updated ledger among all the participants of MAC.
This shared ledger will contain the metering and awarding details against each
participant which not only gain the trust of participants but also ensures the
transparency. This will also incentivize the more devices to join the MAC
equipped with proposed computation offloading scheme.
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Fig. 2. Classification of blockchain networks based on the ownership and access

Public blockchain network. Miners are the devices that control the growth
of blockchain using consensus [14]. Based on the assignment of mining rights,
blockchain networks can be classified into four different categories [13], of
public, private, consortium and semi-private (compared in Fig. 2). We are
proposing the public blockchain for integration with MAC so that any mobile
device can join or leave the network and it will help in establishing a trans-
parent and open system.

Proof of Existence (PoE) ensures the data integrity without sacrificing its
privacy [3]. This is achieved by passing the original data to a one-way hash-
ing algorithm and using its output for representing the original data. Many
blockchain projects [8,17] are already using it for various use cases especially
for storing the sensitive information on blockchain.

Trust through consensus algorithm. It is really important to establish the
trust among the mutually cooperating mobile devices of MAC. Miners of
blockchain uses the consensus algorithm [23] for automatically establishing
the consensus against any conflicting situation, without involving any central
authority. Thus consensus algorithms help in making system more reliable
and temper-proof. Proof of Work (PoW) [7] is the first consensus algorithm
which has been used in the first application of blockchain known as bitcoin.
However, it consumes a lot of energy and therefore, many other variants of
consensus algorithms (like proof-of-stake [10], proof-of-reputation [6] etc. [16])
have been successfully adopted in the industry.

3.2 Three Generations of Blockchain for Each of the Three Phases
of Data Value Chain

Data value chain helps in making decisions from the data and it is categorized
into three broader phases of data discovery, data integration and data exploita-
tion [11]. Different blockchain protocols and platforms are targeting each of these
phases and existing blockchain tools can be categorized into three generations,
targeting each of the phases of data value chain. However, most of the existing
blockchain platforms belong to the first two generations and thus the blockchain
community is mostly focused on the first two phases of the data value chain. Next
is the description of three phases of data value chain along with the blockchain
solutions targeting each of these phases. This discussion will help in under-
standing the proposed integration of blockchain and MAC with reference to the
existing blockchain solutions (Fig. 3).
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Fig. 3. Three generations of blockchain tools for three phases of data value chain

Data Discovery is the first phase of data value chain and is only concerned
with the data. First generation of blockchain tools focuses on this phase
by efficiently collecting the data from different devices or sources. IOTA1,
IoTChain2, IoTex3 and Streamr4 are some of the blockchain projects that are
targeting the first phase of data value chain.

Data integration is the second phase of data value chain and it covers the
curation of data by integrating it from different data streams or sources.
Second generation of blockchain solutions are targeting this phase of data
value chain. Ocean Protocol5, SingularityNet6, Fysical7, Gems8 and Dbrain9

are few of the blockchain solutions that provides that integration and supports
this second phase of data value chain.

Data Exploitation is the third phase of data value chain and is focused on
the analysis of data. Currently a protocol named as Raven10 is targeting
this third phase of data value chain. However, it is just in a proposal yet
and no operational details are available. Moreover, Raven is only confined
to the collaborative computation for deep learning. However, our proposed
integration of blockchain and MAC can be used for any type of CPU intensive
tasks including the computation for deep learning.

1 https://iota.org/.
2 https://iotchain.io/.
3 https://iotex.io/.
4 https://streamr.com/.
5 https://oceanprotocol.com/.
6 https://singularitynet.io/.
7 https://fysical.org/.
8 https://gems.org/.
9 https://dbrain.io/.

10 https://ravenprotocol.com/.

https://iota.org/
https://iotchain.io/
https://iotex.io/
https://streamr.com/
https://oceanprotocol.com/
https://singularitynet.io/
https://fysical.org/
https://gems.org/
https://dbrain.io/
https://ravenprotocol.com/
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4 Related Work

Incentive based approaches are already in practice for motivating the mutually
collaborating participants. Most of the existing incentive based solutions can be
broadly categorized in to three groups viz. (1) reputation based [22], (2) reci-
procity based [2] and credit based [24]. This paper also falls under the category
of credit based incentive solutions as we are proposing to award the computa-
tion in return to the resource consumption that was previously done by the same
mobile device for supporting the computation offloading of other MAC devices.

Ashkan et al. [21] proposed the computation sharing between the nodes
of fog layer. However, it was done without distributing the authority through
blockchain. There is a blockchain based Raven protocol(See Footnote 10) which
is trying to accomplish the computation sharing for deep learning. However, it
is just a proposal yet and no operational details are available. Moreover, it is
only confined to the computation sharing for deep learning while our proposed
integration of blockchain and MAC can be used for sharing computation for any
type of tasks.

5 Conclusion and Future Work

This paper is focused on incentivizing the co-located mobile devices to share their
resources for supporting the computation offloading for each other. Transparent
metering and auditing is required for gaining the trust of the participating mobile
devices and therefore, we have proposed the integration of blockchain and MAC
for establishing the trust among the participating devices of MAC. Following
are some of the research areas that can be focused for improving the proposed
integration of blockchain and MAC.

Consensus algorithm. Proof of Work (PoW) is the consensus algorithm used
in bitcoin, the most popular application of blockchain. However, the PoW
consumes alot of energy and there are many alternative consensus algorithms
available that offers different set of features along with less energy consump-
tion. Therefore, extensive experiments must be conducted for finding the most
appropriate consensus algorithm for MAC.

Miner selection. Miner is a machine that runs the consensus algorithm and
controls the growth of blockchain. In order to establish a fully distributed
global network of blockchain enabled MAC, few of the mobile devices should
also serve as miners. A scheduling algorithm must be implemented for ensur-
ing the optimal selection of miner based on the peer ranking algorithm.

Peer ranking algorithm. A peer ranking algorithm must be developed to
rank the participating mobile devices based on their available resources. This
algorithm will help in deciding how much computation load can be shifted to
any particular device.

SLOs for awarding computation. Proper SLOs (Service Level Objectives)
must be defined to ensure the transparent awarding of computation against
the shared resources of a mobile device.
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ACL instead of PoE. Our proposed integration of MAC and blockchain is
based on a public blockchain network which works similar to the bitcoin net-
work and allows anyone to join or leave the network at any time. Considering
the open nature of public blockchain network, PoE is proposed for preserving
the privacy of data of participating devices. However, ACL (Access Control
List) [25] can also be applied for securing data within the members of the
blockchain network. Hence, PoE can also be replaced with ACL to provide
the fine-grained control of data stored in distributed ledger of blockchain.

Reliable data analytics. A validating system must be incorporated within
the blockchain based MAC for confirming the accuracy of results submitted
by the participating mobile devices. It will help in accomplishing the reliable
data analytics through MAC.
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Abstract. This paper is concerned with coordinating underwater trans-
missions of acoustic sensor nodes. The use of acoustic waves to commu-
nicate underwater poses challenges to the functionality of Medium Access
Control protocols. Long propagation delay and limited channel bandwidth
are some of these challenges, which place severe constraints on the trade-
off between end-to-end delay and achievable channel utilisation. The Com-
bined Free and Demand Assignment Multiple Access (CFDAMA) proto-
col is known to significantly enhance the delay/utilisation performance.
However, CFDAMA will suffer from long round trip delays and inefficient
utilisation of its frames if it is implemented in medium and deep water.
The major contribution of this paper is a new approach, namely CFDAMA
with Intermediate Scheduler (CFDAMA-IS), to efficiently use CFDAMA
in underwater environments. The paper compares these two protocols in
typical underwater scenarios. It is shown that the proposed approach sig-
nificantly reducesmean end-to-end delay and enhances channel utilisation.

Keywords: Underwater Acoustic Networks · Medium Access Control

1 Introduction

Underwater Acoustic Networks (UANs) are the enabling technology for a wide
range of applications. Monitoring of the underwater environment using sensor
nodes is an example of particular interest in this paper. Figure 1 illustrates a
typical example of a centralised UAN. The node placed near the sea surface is
called a surface node, or gateway. It provides a high-speed connection to the
terrestrial world. Sensor nodes are deployed at depth and called seabed nodes.
Seabed nodes are designed to communicate acoustically with the gateway. Use
of acoustic waves in underwater networks poses extreme challenges to the func-
tionality of Medium Access Control (MAC) protocols. Long propagation delay
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and limited channel bandwidth are some of these challenges, which place con-
straints on striking a balance between network end-to-end delay and channel
utilisation [3]. Contention-based MAC protocols are inefficient underwater [1].
Reservation-based protocols, for example, exhibit poor channel utilisation due
to the long waiting time needed to establish an acoustic link underwater. Carrier
Sense Multiple Access (CSMA) techniques also have poor delay/utilisation per-
formance in UANs due to substantial guard intervals required to accurately sense
channels with long and variable propagation delays [5]. Frequency Division Mul-
tiple Access (FDMA) [14] and Code Division Multiple Access (CDMA) [11] are
less common compared with Time Division Multiple Access (TDMA). FDMA
was tested in the Seaweb project [13]. The results were that inefficient use
of the bandwidth and high vulnerability to multipath fading were reported.
CDMA has some advantages over FDMA. It is not as susceptible to frequency-
selective fading because each node can use the entire available bandwidth. How-
ever, in practice, the cost associated with these advantages is a decline in the
data rate. Achieving low cross-correlation between codes in the underwater envi-
ronment requires long codes. This would extensively reduce the effective data
rates of UAN modems, typically operating at low data rates [15]. TDMA and
TDMA-based protocols can easily adjust the number of orthogonal channels, and
allocate variable data rates by just changing the number of time slots assigned
to a particular node [5]. To improve deterministic schedule-based TDMA meth-
ods, contention-based and TDMA-based MAC protocols are combined [1]. They
are classified as Adaptive TDMA where capacity is usually assigned on demand.
In [3], the following three capacity assignment strategies were examined underwa-
ter. Demand Assignment is shown to have much greater tolerance to increasing
channel load, but with longer delay. Free Assignment offers close to its the-
oretical minimum end-to-end delay, but only at only low channel loads. The
Combined Free and Demand Assignment Multiple Access (CFDAMA) proto-
col combines the two latter protocols. CFDAMA is shown to minimise end-to-
end delay and maximise channel utilisation, especially for densely populated
long-range networks. However, CFDAMA suffers from long round trip delays
due to the position of the surface node (the scheduler) that is placed almost
site-depth above the seabed nodes. In other words, the distance between the
scheduler and the seabed nodes is almost equal to the distance between the sur-
face and the bottom of the underwater site where the network is deployed. This
approach to implementing CFDAMA is to deterministically emulate the imple-
mentation of CFDAMA in geostationary satellite systems, for which CFDAMA
is originally designed [8]. Moreover, the CFDAMA frames [3] are not utilised effi-
ciently underwater. In the satellite scenario data packets need to be transmitted
on the downlink frame [6]. This is not the case in the underwater scenario where
all data packets are transmitted to the gateway.

The major contribution of this paper is a modification of CFDAMA, exploit-
ing its advantages and overcoming its disadvantages in underwater scenarios. The
new protocol is named CFDAMA with Intermediate Scheduler (CFDAMA-IS).
The scheduler does not need to be at the surface node as it could operate at
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Fig. 1. Underwater acoustic network example

an additional intermediate node that can be placed anywhere near the seabed
nodes to reduce round trip delays. This requires a change to the structure of the
CFDAMA frames. The proposed approach significantly reduces the average round
trip time required for making requests and receiving their acknowledgements and
as a result, enhances overall delay/utilisation performance. Riverbed Modeller [4]
was used in this paper to investigate CFDAMA-IS.

2 CFDAMA-IS Protocol

Detailed discussion on CFDAMA can be found in [3,7,9]. CFDAMA combines
two capacity assignment strategies: free assignment and demand assignment. The
major advantage of the CFDAMA protocol is that it exploits the contention-
less nature of free assignment and the effectiveness of demand assignment in
achieving high channel utilisation with a minimum end-to-end delay of only 1.5
surface hops. A surface hop is equivalent to a round trip from seabed nodes
to the surface node. This combination can optimise the balance between the
end-to-end delay and channel utilisation. However, when applied underwater,
CFDAMA has two drawbacks:

– It will suffer from long round trip delays, proportional to the 1.5 surface
hops, between the seabed nodes and their transmission coordinator since the
scheduler operates at the surface node. Hence, locating the scheduler surface-
to-bottom apart from its sensor nodes will extensively reduce CFDAMA per-
formance in coordinating their transmissions.

– Utilising the CFDAMA downlink frame [6] without any adaptation to the
underwater scenario will cause significant waste in the slots assigned to trans-
mit data on the downlink frames.

The CFDAMA-IS scheme works in a more efficient way by minimising the round
trip delay. The centralised scheduler, required by CFDAMA, does not need to
be at the surface node to establish the communication links and coordinate
transmissions of seabed nodes. In CFDAMA-IS, a node close to seabed nodes
works as both a scheduler and a handover station to relay data packets to the
gateway, used to act as the scheduler in the original CFDAMA [3]. CFDAMA-IS
requires a change in the structure and use of the two CFDAMA frames to a
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more efficient exploitation as it is explained in the next section. As shown in
Fig. 2 the time of a round trip was reduced significantly, and hence, the time
needed to request capacity, receive its acknowledgement and transmit a packet
is much less than one surface hop and a half. Other than that, CFDAMA-IS is
implemented in a similar way as CFDAMA as explained in [3].

Fig. 2. CFDAMA-IS frame timing

2.1 CFDAMA-IS Frames Structure

Two frames are needed to implement CFDAMA-IS. As shown in Fig. 3, the
forward frame (from the scheduler to the seabed nodes and to the surface node)
and the return frame (from seabed nodes to the scheduler). Both frames are made
up of two segments; a data slot segment plus either a segment of request slots
in the case of return frame or a corresponding acknowledgement slot segment in
the case of the forward frame. Date slots are allocated to nodes either as free
assigned slots (F) or demand assigned slots (D). An appropriate request segment
is inserted into the return frame for nodes to make capacity requests if needed.
The forward frame is delayed with respect to the return frame by a period named
the Forward Frame Delay to allow the request packets received in the return
frame to be immediately processed and acknowledged with assignments in the
forward frame. During the forward frame, the intermediate scheduler essentially
does two jobs: sending acknowledgements of allocated slots to seabed nodes and
successively relaying data packets to the gateway.

2.2 CFDAMA-IS Delay Analysis

The approach here is not to develop an exact CFDAMA-IS end-to-end delay
model, but to develop a model that will incorporate those dominant factors which
contribute significantly in determining the average end-to-end delay of packets.
The delay caused by queuing was not involved here not only for simplicity but
because of the fact that in scenarios with Poisson traffic and a relatively large
number of nodes, queuing is not significant. Each successfully received packet
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Fig. 3. CFDAMA-IS frame structures

must have gone through one of three possible scenarios. Scenario 1, in which
packets get through by the use of free assigned slots. Scenario 2, in which a
packet succeeds via a slot requested for a previous packet from the same node,
and Scenario 3 in which a packet succeeds via a slot requested and granted for
itself. Therefore, a packet’s average end-to-end delay will depend on the scenario
it experiences. Looking at the frames’ timing depicted in Fig. 2 and considering
the behaviour in Scenario 1, the mean end-to-end delay E[Deted] experienced by
a packet arriving at an empty seabed node’s queue is the combination of three
terms:

E[Deted] ≈ Nτslot

2
+ 2τpacket + (τup + τmid) (1)

The first term represents the average time a packet needs to wait until the next
transmission slot, where N is the number of seabed nodes and τslot is the data
slot duration. The second term is related to the time needed for the packet
transmission at the seabed node and the reception at the surface node which
is dependent on the packet duration τpacket. The third term accounts for the
aggregate propagation delay which comprises τmid (the time needed for a seabed
packet to travel to/from the mid scheduler), and τup (the time needed to travel
to the surface node). At high channel load values, nodes demand more capacity
and therefore have to make a larger number of capacity requests more frequently.
The protocol then will run with a much higher proportion of demand assigned
slots (Scenario 3) causing an increase in the delay for packet transmissions.
Incorporating the frame duration τframe, the mean end-to-end delay of Scenario
3 can be expressed as follows:

E[Deted] ≈ τframe

2
+ 3τpacket + τp

τframe = Ndsτslot + Nrsτrqt.slot

(2)

τp =

{
3τmid + τup, CFDAMA-IS
3(τmid + τup), CFDAMA

It is clear from Eq. (2) that the aggregate propagation delay τp that
CFDAMA-IS experiences is 2τup less than that of CFDAMA. This means that the
demand assignment in CFDAMA-IS can handle capacity requests faster than it
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does in CFDAMA. Scenario 2 will dominate over the other two scenarios. Based
on the state of the seabed nodes’ queues, the average end-to-end delay will be grad-
ually moving from its two extremes, i.e. the low extreme, which is experienced dur-
ing Scenario 1 and the high extreme, which experienced during Scenario 3. Table 1
identifies the remainder of the parameters.

3 Simulation Scenarios

3.1 Underwater Acoustic Channel Using Riverbed Modeller

Riverbed Modeller (RM) [4] is a network protocol design and simulation tool,
which has been used in this study to model the underwater acoustic channel.
A number of its pipeline stages, shown in Fig. 4, have been modified to reflect
underwater propagation mechanisms. The pipeline stages are primarily designed
for the radio channel, but they can be customised to implement other types of
wireless communication links. At least four stages, the shaded blocks in Fig. 4,
had to be modified. For a large number of applications, the average speed of
sound in water has been considered to be 1500 m/s [18]. The Thorp model [17] is
commonly used to work out the absorption coefficient from which the total trans-
mission loss is estimated as well as the received power. The undersea ambient
noise is very often predicted using a set of empirical equations [16]. In this work,
the modified pipeline stages are the propagation delay (stage 5), the background
noise (stage 9), and the received power (stage 7) with accordance to the average
speed of sound underwater, predicted underwater ambient noise using equations
in [16], and estimated underwater received power using the Throp model. Based
on these models RM calculates signal to noise ratio (SNR) and Bit Error Rate
(BER) values. Depending on these BER values the receiver decides whether to
accept or ignore a received packet.

Fig. 4. Riverbed-based underwater acoustic channel

3.2 Network Topology and Data Traffic Model

The CFDAMA-IS specification does not need to assume any predefined infor-
mation about the network topology or the number of nodes. The scheduling
in CFDAMA is mainly based on the number of active nodes and propagation
delays. Sensor nodes in the simulated network topology are distributed randomly,
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to cover an area of 500 m × 500 m. They are placed at two different depths 4 km
and 500 m centrally below the IS node which is positioned above them at 500 m
and 100 m depth respectively. The surface node is centralised above the cover-
age area. These two different depths are selected to reflect on the performance
of CFDAMA-IS in two different underwater environments.

The Poisson model [2] is the traditional data traffic model in UANs. At every
seabed node, packets are generated independently based on an exponentially dis-
tributed inter-arrival time. The mean inter-arrival time λ for each traffic source
is worked out with regard to the data carrying capacity of the channel using
λ = τframe

Nds
× N

G . Offered load G is measured in Erlangs [12]. The maximum
channel utilisation is determined by observing when the end-to-end delay values
reach a specific limit. The simulation parameters are listed in Table 1. These
parameters are chosen to be within the range of operating parameters of current
commercial modems, for example, the EvoLogics S2CR 15/27 modem [10].

Table 1. Simulation parameters

Attribute Value Attribute Value

Hup (see Fig. 2) 3.5 km and 400m τslot (date slot duration) 6.6ms (64 bit)

Hmid (see Fig. 2) 500m and 100m τrqslot (req. slot duration) 0.83ms (8 bit)

N (number of nodes) 300 and 20 Nds (number of data slots) 32

Bandwidth 30 kHz Nrs (number of request slots) 32

Data rate 9600 bps G in Erlangs 0.1–1

4 Results

Figure 5 (a)(b)(c)(d) shows the mean end-to-end delay against a variety of chan-
nel load ranging from 0.1 to 1 Erlangs. The graphs are for the four capac-
ity assignment strategies: free assignment, demand assignment, CFDAMA and
CFDAMA-IS, with a network of 20 and 300 nodes (sparse and dense networks).
To reflect on two scenarios (deep and medium depths), Fig. 5(a)(b) show simula-
tion results for the 4000 m-depth scenario whereas Fig. 5(c)(d) show the 500 m-
depth scenario. With a large number of nodes - Fig. 5(b)(d) - it can be seen that
the mean end-to-end delay of the Free assignment strategy grows significantly, for
example, from 3.8 s at 1% channel load to 7.35 s at 95% channel load in the sce-
nario with 4000 m sea depth. The reason behind this is the long period between
successive transmission slots allocated to each node due to the large number of
nodes. On the other hand, at low channel loads, the results indicate that the free
assignment strategy can provide small end-to-end delay values, approaching the
minimum delay limit optioned from Eq. (1). These results show that under the
condition of Poisson traffic and a sparse network (low traffic), the free assignment
scheme can perform reasonably well. The results in all the cases indicate that the
delay performance of demand assignment scheme is generally dominated by the
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Fig. 5. Delay/utilisation performances of CFDAMA-IS and the other 3 schemes

fundamental lower boundary of 1.5 surface hops (7.860 s for 4000 m depth and
0.93 s for 500 m depth). Interestingly, the scheme shows a much slower increase
in the mean end-to-end delay values over virtually the entire channel loads than
free assignment. This proves the ability of the demand assignment scheme to
support much higher channel load levels owing to the dynamic allocation of the
available capacity based on instantaneous node requirements. The results, nev-
ertheless, show a significant difference in the mean end-to-end delay compared to
the free assignment strategy in all cases. In the 300-node scenario, for example
in Fig. 5(b), the mean end-to-end delay of demand assignment ranges from 9.3 s
at 1% channel load to 9.5 s at 95% channel load, which is on average greater
than the mean end-to-end delay of free assignment.

The results also show that the CFDAMA algorithm consistently outper-
forms its two constituent schemes in both mean end-to-end delay and channel
utilisation. CFDAMA is inherently adaptive to the variation in channel con-
ditions; it exploits the contention-less nature of free assignment and the effec-
tiveness of demand assignment in achieving high channel utilisation efficiency.
More importantly, the results indicate that the CFDAMA-IS protocol has a
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significant advantage over the other three strategies in terms of both end-to-
end delay and channel utilisation. Comparing with the other three schemes,
CFDAMA-IS experiences the lowest mean end-to-end delay throughout almost
all channel loads and number of nodes shown in the figures in all scenarios. The
minimum end-to-end delay that CFDAMA-IS experiences in each scenario is
at very low traffic loads when the majority of the slots are freely assigned. At
high channel loads, the end-to-end delay increases steadily, but still less than the
minimum delay limit of the CFDAMA scheme and its two constituent schemes.
For example, as shown in Fig. 5(b), at a channel utilisation of 1% of the chan-
nel capacity, the minimum end-to-end delay is only 3.8 s, which is less than the
minimum delay of demand assignment. At the highest channel load of 95%, the
mean end-to-end delay is still the lowest at 6.4 s.

5 Conclusion

This paper proposes a new form of the CFDAMA protocol underwater. Two
major changes have been made to CFDAMA as follows: Firstly, the CFDAMA
scheduling node was repositioned from being near the sea surface to just above
the seabed nodes. This leads to minimisation of round trip delays between seabed
nodes and the scheduler. Secondly, the CFDAMA forward frame is exploited not
only for transmitting acknowledgements from the surface node to seabed nodes,
but also for relaying data packets to the gateway. Simulation results have shown
that the CFDAMA-IS protocol offers excellent performance in dealing with the
trade-off between end-to-end delay and channel utilisation for Poisson data traf-
fic through water. The major advantage of the CFDAMA-IS protocol is the
fact that it efficiently combines the contention-less nature of free assignment
and the effectiveness of demand assignment in achieving high channel utilisa-
tion. In CFDAMA-IS, the minimum demand assignment delay bound of 1.5
surface hops is overcome, which results in a significant enhancement in the over-
all delay/utilisation performance. For a vertical channel with data rate of 9600
bit/s and up to a 4000 m depth/range with Poisson traffic offered by 20 and
300 nodes, CFDAMA-IS makes it possible to load the channel up to 95% of its
capacity with a delay performance that is better than that of CFDAMA and
far superior to the demand assignment scheme and more bounded than the free
assignment scheme.
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Abstract. We consider an environment strongly affected by the pres-
ence of metallic objects, that can be considered representative of an
indoor industrial environment with metal obstacles. This scenario is a
very harsh environment where radio communication has notorious dif-
ficulties, as metallic objects create a strong blockage component and
surfaces are highly reflective. In this environment, we investigate how
to dynamically allocate MAC resources in time to static and mobile
users based on context awareness extracted from a legacy WiFi posi-
tioning system. In order to address this problem, we integrate our WiFi
ranging and positioning system in the WiSHFUL architecture and then
define a hypothesis test to declare if the link is in line-of-sight (LOS) or
non-line-of-sight (NLOS) based on angular information derived from
ranging and position information. We show that context information
can help increase the network throughput in the above industrial-like
scenario.

Keywords: MAC scheduler · Indoor localization system
Context awareness

1 Introduction

Pervasive positioning is a cornerstone to enable several data analytics and appli-
cations. While Location-Based Service (LBS) providers are ready to exploit new
and better position information for data analytics for personalized services, the
potential for networks applications of positioning data remains largely unleashed.
Position could provide a much greater benefit to network applications than what
done so far. In fact, localization may be exploited not only as a service offered to
customers, but also in the network core to support anticipatory networking,
enabling reliable mobile communications via advanced resource management
policies and adaptive traffic engineering strategies. Last but not least, exper-
imental evaluation in this research field is still in its early stage, as it is requires
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the integration of several network and positioning software and hardware com-
ponents involving a large scientific and engineering effort. As a result, there is
limited experimental understanding of what is possible to do coupling position
and communication. Of particular interest for this paper is the medium access
control (MAC) protocol, that serves a vital role in every network. It is directly
responsible for controlling access to the shared communication resources. In most
cases, the network designer does not know about the network conditions and has
to assume that they may change during operation. The usual approach in most
MAC protocols to handle unknown or changing conditions is to include some
adaptation mechanism in order to adjust the operation to the actual network
load and signal-to-noise ratio (for instance, using a different modulation scheme),
and recover from failures in data transmission (for instance, detecting collisions).
The objective of this work is to investigate how to dynamically allocate MAC
resources in time to both static and mobile users based on context awareness
extracted from a legacy WiFi positioning system. For our study, we consider an
environment strongly affected by the presence of metallic objects, that can be
considered representative of an industrial indoor environment with open spaces
with metal obstacles. The scenario under study is a very harsh environment
where radio communication has notorious difficulties. One of the key aspects is
the fact that metallic objects create a strong blockage component, which must
be taken into account for the MAC adaptation strategies. These types of envi-
ronments are of particular interest with the advent of Industry 4.0 solutions to
automate manufacturing technologies [3].

In order to address this problem, we first integrate our legacy ranging
and positioning system [4] in the WiSHFUL architecture [6], which fully sup-
ports hybrid (centralized and distributed) control and network intelligence. We
then define a hypothesis test to declare if the link is in line-of-sight (LOS) or
non-line-of-sight (NLOS), and thus take effective actions in the allocation of
MAC resources. Our preliminary experimental results show that this statisti-
cal angular information can help increase the network throughput in the above
industrial-like scenario for static and mobile (robots) devices.

2 Motivation

This work targets the investigation and analysis of MAC scheduling strategies
with static and mobile users operating in an industrial-like scenario (w.iLab.2
testbed1 [1]). The environment under study is full of metal objects which block
RF signals and cause strong reflections (impacting on the quality of the mea-
surements). The problem we want to address in this work is whether location
information can be used to optimize MAC scheduling decisions. The fundamental
questions we want to investigate are:

– Can we improve network performance integrating positioning data in the
MAC scheduler in mobile contexts?

– How well experiments can help us designing better MAC schedulers?

1 http://doc.ilabt.imec.be/ilabt-documentation/.

http://doc.ilabt.imec.be/ilabt-documentation/
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– What gain is expected with respect to a classical approach without location
and context knowledge, given that location information is far from perfect
and it is subjected to position error?

In addition, there is very limited experimental work on MAC scheduling strategies
that exploit a prototype location system. While this work does not provide a full
answer to a vast topic, yet we believe it explores new directions of investigation.

3 System Architecture

As we aim to investigate how location information can help MAC protocols, we
integrate our WiFi positioning system in the WiSHFUL architecture [6], which
fully supports hybrid (centralized/distributed) control and network intelligence.
The WiSHFUL control framework is provided as an open-source solution and it
fully supports several type of devices, sensors and nodes wireless. The WiSH-
FUL control framework is based on a two-tier architecture which enables local,
global and hierarchical control programs, thus supporting dynamic aggregation
of radio monitoring by different nodes and configuration parameters. Nodes can
be monitored and controlled individually or in clusters, by exploiting control
services devised to coordinate through Unified Program Interface (UPI) calls, a
very convenient programming interface that abstracts from the physical device
an thus allows to make controlling programs independent from the device brand,
model or even technology. Another significant aspect of WiSHFUL is the aim in
reproducibility of results, as every experiment is programatically controlled in
its entirety, even robot paths. As such, by integrating the positioning system, we
can create reproducible location-based experiments for MAC scheduling. WiSH-
FUL integrates multiple experimentation platforms for which a software architec-
ture devised to simplify MAC or PHY protocol prototyping was already available.
In this work we use the provided Wireless MAC Processor (WMP) platform [7].
The WMP platform was developed exposing an API for controlling the driver,
by enabling the possibility to specify the configuration parameters of the WiFi
chipset in a declarative language. The API also supports a time-based channel
access scheme based on functionality developed under the API to enable a Time-
Division-Multiple Access (TDMA)-based scheme. This is performed by specify-
ing the time intervals (slots) in which nodes, specifically packet flows, are allowed
to transmit running the usual DCF scheme. The TDMA mechanism has been
enhanced in this work to allow for finer scheduling decisions, as we will show
next. Control of TDMA resources allocation. In order to dynamically allo-
cate MAC resources based on context awareness, we implement both global and
local control programs which make use of the WMP platform. The WMP imple-
mentation covers both the standard 802.11 CSMA/CA as well as TDMA access
protocol or radio programs. For both protocols, communication occurs in the
unlicensed 2.4 GHz band to unmodified target devices. In the TDMA radio pro-
gram, the channel access is divided in periodic frames and each frame is divided
in time slots. TDMA is a proven mechanism that can provide high throughput in
high-dense environments. Each radio program can be activated after an explicit
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Fig. 1. WMP TDMA access scheme with pattern slots definition.

signaling from the control program and it receives parameters to configure channel
access scheme. The TDMA radio program has three main parameters:

– TDMA SUPER FRAME SIZE - Duration of periodic frames used for slot
allocations in μs;

– TDMA NUMBER OF SYNC SLOT - Number of slots included in a super
frame;

– TDMA ALLOCATED MASK SLOT - Pattern of used slots in frame;

Figure 1 shows an example of 4 TDMA frames where two stations are active
and each frame has 4 slots (pattern:“xxxx”). For instance, in the first frame, the
TDMA ALLOCATED MASK SLOT parameter of the station 1 is configured to
use the slots 1 and 2 (pattern:“1100”), while the station 2 is configured to use
the slots 3 and 4 (pattern:“0011”). The logic for activating the TDMA protocol
and setting the relative mask pattern is embedded into the experiment control
program.

4 Integration of Location System

In the following sections, we first review our legacy WiFi positioning system and
then present our effort to integrate it in the WiSHFUL architecture. Mobile
Tracking System. For the positioning system to help MAC-level decisions,
we integrate our Time-of-Flight (ToF) based positioning system [4,5]. Our
ToF-based positioning system uses COTS APs with customized firmware oper-
ating in the core of the 802.11 MAC state machine of a low-cost WiFi chipset.
It can estimate the position of WiFi legacy devices. The distance from each
AP to mobile targets is estimated with ToF two-way ranging measurements,
taking advantage of DATA/ACK traffic exchange. Position estimates are then
performed based on multi-lateration principle. The system is orchestrated by the
Central Location Unit (CLU), which issues measurement rounds to the APs and
generates traffic towards target devices. In our system, the APs are equipped
with Broadcom WiFi chipsets that run our customized version of the 802.11
OpenFWWF firmware. ToF measurements are passed from the firmware to the
open-source b43 driver running in the AP, and subsequently sent in a batch
to the CLU. Details of the ranging technique and the overall system can be
found in [4,5]. With these ToF ranges, the CLU estimates the distances to the
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Fig. 2. System architecture: Positioning system integrated in the WiSHFUL framework

APs and the mobile position, and connects to a database where the results
are stored, making the data available to location-based applications. Details of
the integration. We integrate the positioning system to the WiSHFUL testbed
(cf. Fig. 2):

– The CLU is our main process, which runs, separate from the APs, on a
server. It computes position estimates based on the ToF ranging information
obtained from the APs and stores it on a Database (DB), so that it can be
exploited by third parties.

– Upon a command from the CLU, the APs send probe packets to the target
and measures the response time, which is sent back to the CLU. These APs
run the WMP firmware, which enables them to obtain this information and
pre-filters out invalid measurements. This is a mandatory step as this system
makes use of standard 802.11 messages, so it is needed to identify and process
only those messages used for positioning.

– The target is associated to any of the ranging APs by means of a specific
SSID common to the whole set of APs. Being connected to one of the APs
does not keep the device from responding on the probes from the rest of APs.

– Once the CLU receives all the measurements, it runs a series of algorithms
to generate position estimates for that target and instant, and stores it on
the DB so it can be retrieved later on by any other entity. In our case, the
context-aware MAC resource mechanism.

– We control the whole system by a Global Control Program (GCP) deployed
in the same server as the CLU, and we run a Local Control Program (LCP)
in each of the APs to handle the elements through Unified Programming
Interface (UPI) calls [2].

Evaluation of Ranging Technique. We study the distribution of the raw ToF
samples, considering the original OpenFWWF firmware used in past works [4],
and the modified WMP firmware used in this work. In Fig. 3(a), we show the
results for the original OpenFWWF firmware used in the AP. In Fig. 3(b), we
show the results for the modified WMP firmware. For both tests, the target
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is a B43 WiFi chipset with unmodified OpenFWWF firmware. From Fig. 3(a)
and 3(b), we observe that the expected value is shifted. This is a minor issue,
as it just needs to have a different reference (the value we identify as distance
zero). Nevertheless, it requires some recalibration actions that we perform mak-
ing multiple tests at given known distance. Context-aware MAC protocol.
Once the positioning system is laid out, we use location data to elaborate differ-
ent performance measurements using MAC protocols with context awareness at
different positions on the test area. An illustration of the concept is presented
in Fig. 4. The mobile measurements are done using mobile nodes (Turtlebot
II Robotic platforms) as user equipment (UE), and configurable AP that use
Alixes boards. Here, the MAC resources are configured to make measurements
in different scenarios. All the control is performed from a controlling function
running on the server. On the map in Fig. 5, we depict the area of interest for
the experiments, of about 11×22 m. We use AP1 and AP4 as context-aware
MAC APs, and all five APs for positioning. AP1 and AP4 run a program which
can adapt the MAC resources. Metallic obstacle management. We consider
a system where the network has access to the estimated UE location. We also
consider that the location of metallic objects in the environment is known and
so each AP should avoid to transmit to a UE if it can anticipate that the UE is
going behind a metallic blockage. The reason is that the link would be totally
disrupted in these conditions. In order to make such as decision, in the ideal
case of perfect location position, the AP should “draw a line” between the AP
and the UE, and verify if the metallic blockage is in-between. Since noise and
obstacles affect the positioning system, the only line between the AP and the
estimated UE location does not ensure that the UE is affected by blockage. For
this reason, it is convenient to map position information, including the error,
into angular information. We consider a scenario with a fixed AP and a mobile
UE. We assume a two dimensional Cartesian coordinate system. The AP posi-
tion is known and equal to pAP ∈ R

2×1. The UE real and estimated positions
are pUE = P (x, y) ∈ R

2×1 and p̂UE = P̂ (x̂, ŷ) ∈ R
2×1, respectively, where

x̂ = x + ex and ŷ = y + ey. The terms ex and ey represent the location errors
on the x- and y-axis, respectively. We model the error as a bi-variate normal
distribution, where the statistical processes ex and ey have no correlation, and
that ex and ey have zero mean. We can compute the unit vector of the direction
between the AP transmitting data and the estimated UE position as:

(pAP − p̂UE)T /‖pAP − p̂UE‖, (1)

with the UE within the angular error of width 2θ based on trigonometric consid-
erations, with

θ = sin−1

( √
ex2 + ey2

‖pAP − p̂UE‖

)
. (2)
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Fig. 3. Histogram of ToF values.

Fig. 4. High-level illustration to exploit context-aware decisions in the allocation of
MAC resources.

We then introduce a simple criterion to infer the link state. Knowing the real
position of the metallic obstacles, let us define the hypotheses H1 and H2 as:{

H1 : “LOS”
H2 : “NLOS”

The test is as follows. Accept H2 if both conditions below are fulfilled:

– The position of an obstacle falls within the angular portion 2θ;
– The estimated distance d̂ = ‖pAP − p̂UE‖ is higher than the radius from the

AP to the metallic object.

Stay with H1 otherwise. Given the strong link quality degradation in presence
of metallic blockage, we allocate the MAC resources only for those links that
satisfies the hypothesis H1 only. In this work, we consider a preset error of 3 m
for our positioning system on the x and y axis, which represents fairly well
the typical performance of our system observed in several scenarios [4]. The
presence of more APs used for positioning guarantees that some of them is in
LOS to the UE, which would guarantee fairly good location accuracy also in
industrial-like scenario. This benefit would not be present directly computing
angular information with phased array antennas with the AP communicating.
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Fig. 5. Map of the testbed.

5 Exploitation of Context Awareness with CSMA/CA

The first scenario considers a MAC based on CSMA/CA with two mobile robots.
We focus our attention on a specific scenario, shown in Fig. 6(a), where the
positions of UE1 (robot 15) and UE2 (robot 13) are in movement with respect
to the AP (alix02). The robots are initially positioned on the spots marked
with a green cross. From this position, each robot requests access to the 802.11
network and a reliable link is established. The robots move along their given
trajectories, and due to the environment (mainly metallic obstacles, marked on
the map as yellow rectangles), from a given position and onwards the link quality
decreases, drastically reducing the network throughput. To avoid this degrada-
tion we apply the method presented in Sect. 4 to allocate traffic only for links
accepting the hypothesis H1. Figure 6(b) shows the results in terms of network
throughput, normalized with the respect to the maximum achieved throughput,
along the 40-second UE1 and UE2 trajectories. Throughput is measured with
the tool Iperf. Some time-aggregation effects may appear in the figure as the

(a) Scenario 1.
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(b) Network throughput.

Fig. 6. Allocation of MAC CSMA/CA resources in presence of blockage with different
resources allocation strategies in Scenario 1. (Color figure online)
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measurement cycles may not match each other. When using simple CSMA/CA,
the performance presents a degradation in accordance with the radio link block-
age. As we know the real position of the user along its trajectory (this is possible
thanks to the knowledge of the actual position as provided by the high accurate
Localization and Positioning Engine, LPE, engine in WiSHFUL), we can verify
the performance of the algorithm in the ideal condition where the direct link for
UE2 and the AP is subject to blockage and without any error in the position
estimation. In case the link is in a NLOS state, we stop allocating traffic for the
target, so other UEs may use the AP capacity, therefore maintaining the network
throughput constant (red solid line, TDMA with ideal context awareness). Next,
we use the positioning system as a source of context awareness information to
compare a real-world scenario against the previous ideal scenario. In this case,
we use the angular estimation as input to decide whether the UE is in a zone of
low network coverage. The overall performance (dotted black line, CSMA with
real context awareness) in our experiment shows no difference between real and
ideal results, suggesting that the positioning error is low enough for the link
decision. In fact, pointing at the estimated position of the user and taking its
angular error, we have that the real position is inside the angular error (UE2 in
Fig. 6(a)), and so we cluster the links as NLOS as the real case. Exploitation of
context awareness with TDMA allocation. We then study a MAC-based
on TDMA allocation in two different scenarios. Implementation-wise, in the lat-
ter cases we do not stop the traffic, but we allocate different time slots, using
the implementation presented in Sect. 3. In particular, the control program con-
figures the TDMA assigned slot based on context awareness extracted from the
positioning system itself.

Two Target Devices. The second scenario is illustrated in Fig. 7(a) and it
considers a MAC-based on TDMA allocation with one static and one mobile
node. Specifically, UE1 (robot 15) is fixed, while UE2 (robot 13) is in movement
with respect to the AP (alix02). We analyze the normalized network through-
put along a 30-second trajectory. From Fig. 7(b), we observe that using simple
TDMA with a fair (equality-wise) allocation of the resources (50%–50% with 2
nodes, blue dashed line), the performance presents a degradation in accordance
with the radio link blockage. As stated before, if we are aware of the provided
context information, we are able to avoid the overall degradation, therefore main-
taining an optimal network throughput. The overall performance (dotted black
line, TDMA with real context awareness) shows the throughput improvement
compared to the simple-TDMA setting, but this time it shows some performance
loss compared to the ideal case due to estimation error in the positioning. Yet,
the gain with respect to a simple TDMA allocation of 50%–50% is evident from
the figure.

Four Target Devices. The third and last scenario is illustrated in Fig. 8(a)
and it considers a MAC-based on TDMA allocation with four mobile nodes.
We analyze the normalized network throughput along 130-second trajectories.
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Fig. 7. Allocation of MAC TDMA resources in presence of blockage with different
resources allocation strategies in Scenario 2. (Color figure online)

Fig. 8. ECDF of the normalized network throughput for Scenario 3 with different MAC
TDMA resources allocation strategies for scenario 3. (Color figure online)

We plot the Empirical Cumulative Distribution Function (ECDF) of the nor-
malized network throughput in Fig. 8(b). We observe that using simple TDMA
with a fair (equality-wise) allocation of the resources (25% for each node, blue
line), the ECDF presents a maximum normalized throughput close to 0.7, which
corresponds to the median value of TDMA with ideal context awareness. Also
this time the dotted black line (TDMA with real context awareness) shows the
throughput improvement compared to the simple-TDMA setting, and at the
same time it shows some performance loss compared to the ideal case due to
estimation error in the positioning.

6 Conclusion

The goal of this work was experimenting context-awareness capable MACs in
industrial-like scenarios. Our WiFi positioning system has been integrated in
the WiSHFUL testbed and we have elaborated simple MAC resource allocation
strategies based on position estimations that effectively improve the performance
of a network with high-load from stations at different positions and deployed in a
harsh environment full of metallic objects and walls. The AP allocates the MAC
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resources depending on the estimated position of the mobile targets. We have
shown the higher network performance of a context-aware strategy in presence
of signal blockage from metals. While our results are encouraging, we stress
that more studies should be conducted to understand how to exploit context
information in diverse scenarios. Our metric is conservative and should be also
improved to consider false positive detection of blockage. Yet we have proven
that positioning mobile targets can already be beneficial in harsh environments
and context data should be integrated in network protocol stack to optimize the
overall network performance.
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and in part by the Madrid Regional Government through the TIGRE5-CM program
(S2013/ICE-2919).

References

1. H2020 WiSHFUL project. http://www.wishful-project.eu
2. Kaminski, N.J., Moerman, I., Giannoulis, S., Zubow, A., Seskar, I., Choi, S.: Uni-

fied radio and network control across heterogeneous hardware platforms. In: ETSI
Workshop on Future Radio Technologies: Air Interfaces, pp. 1–10 (2016)

3. Lee, J., Kao, H.A., Yang, S.: Service innovation and smart analytics for industry
4.0 and big data environment. Procedia Cirp 16, 3–8 (2014)

4. Rea, M., Fakhreddine, A., Giustiniano, D., Lenders, V.: Filtering noisy 802.11 time-
of-flight ranging measurements from commoditized wifi radios. IEEE/ACM Trans.
Netw. 25(4), 2514–2527 (2017). https://doi.org/10.1109/TNET.2017.2700430

5. Rea, M., Cordobés, H., Giustiniano, D.: Twins: Time-of-flight based wireless indoor
navigation system. In: Microsoft Indoor Localization Competition – ACM/IEEE
IPSN 2018 (2018)

6. Ruckebusch, P., et al.: A unified radio control architecture for prototyping adap-
tive wireless protocols. In: European Conference on Networks and Communications
(EuCNC), pp. 58–63, June 2016. https://doi.org/10.1109/EuCNC.2016.7561005

7. Tinnirello, I., Bianchi, G., Gallo, P., Garlisi, D., Giuliano, F., Gringoli, F.: Wire-
less mac processors: programming mac protocols on commodity hardware. In: Pro-
ceedings IEEE INFOCOM, pp. 1269–1277, March 2012. https://doi.org/10.1109/
INFCOM.2012.6195488

http://www.wishful-project.eu
https://doi.org/10.1109/TNET.2017.2700430
https://doi.org/10.1109/EuCNC.2016.7561005
https://doi.org/10.1109/INFCOM.2012.6195488
https://doi.org/10.1109/INFCOM.2012.6195488


Distributed Fault-Tolerant
Backup-Placement in Overloaded

Wireless Sensor Networks

Gal Oren1,2(B), Leonid Barenboim3, and Harel Levin2,3

1 Department of Computer Science, Ben-Gurion University of the Negev,
P.O. Box 653, Be’er Sheva, Israel

orenw@post.bgu.ac.il
2 Department of Physics, Nuclear Research Center-Negev,

P.O. Box 9001, Be’er-Sheva, Israel
harellevin@gmail.com

3 Department of Mathematics and Computer Science,
The Open University of Israel, P.O. Box 808, Ra’anana, Israel

leonidb@openu.ac.il

Abstract. Wireless Sensor Networks (WSNs) frequently have distin-
guished amount of data loss, causing data integrity issues. Sensor nodes
are inherently a cheap piece of hardware - due to the common need to use
many of them over a large area - and usually contain a small amount of
RAM and flash memory, which are insufficient in case of high degree of
data sampling. An overloaded sensor can harm the data integrity, or even
completely reject incoming messages. The problem gets even worse when
data should be received from many nodes, as missing data becomes a more
common phenomenon as deployed WSNs grow in scale. In cases of an over-
flow, our Distributed Adaptive Clustering algorithm (D-ACR) reconfig-
ures the network, by adaptively and hierarchically re-clustering parts of
it, based on the rate of incoming data packages in order to minimize the
energy-consumption, and prevent premature death of nodes. However, the
re-clustering cannot prevent data loss caused by the nature of the sensors.
We suggest to address this problem by an efficient distributed backup-
placement algorithm named DBP-ACR, performed on the D-ACR refined
clusters. The DBP-ACR algorithm re-directs packages from overloaded
sensors to more efficient placements outside of the overloaded areas in the
WSN cluster, thus increasing the fault-tolerance of the network and reduc-
ing the data loss.
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1 Introduction

1.1 Fault-Tolerance and Data Loss in WSNs

Considering their independent and environmentally-varied work-fashion, one of
the most important factors in WSN applications is fault-tolerance. Due to the
fact that the possibilities of an absent sensor node, damaged communication
link or missing data are unavoidable in wireless sensor networks, fault-tolerance
becomes a key-issue. Among the causes of these constant failures are environ-
mental factors, battery exhaustion, damaged communications links, data colli-
sion, wear-out of memory and storage units and overloaded sensors [1]. WSN
can be in use for a variety of purposes, nevertheless its fault-tolerance needs
to depend mostly on the application type. Wireless video sensor networks, for
example, tends to rely on accurate and precise massive amount of sensed data,
thus demanding WSNs to support high degree of data sampling [2], which con-
sequently means high quality of recording, processing and transmitting of the
data from the captured environment, which sometimes might be unstable. The
data storage capacity on the sensors is crucial because whereas some applica-
tions [3] require instantaneous transmission to another node or directly to the
base station, others demand intervallic or interrupted transmissions. Thus, if
the amount of data is large - as a derivative of the data precision needed by the
application [4] - WSN nodes are required to store those amounts of data in a
rapid and effective fashion till the transmission stage [5].

However, since those requirements are mostly depend on the hardware and
the wireless settings, WSNs frequently have distinguished amount of data loss,
causing data integrity issues [6]. Sensor nodes are inherently a cheap piece of
hardware, due to the common need to use many of them over a large area,
sometimes in a non-retrievable environment - a restriction that does not allow a
usage of a pricey tampering or overflow resistant hardware, and a damaged
or overflowed sensor can harm the data integrity, or even completely reject
incoming messages [6]. The problem gets even worse when there is a need for
high-rate sampling or when data should be received from many nodes since
missing data becomes a more common phenomenon as deployed WSNs grow in
scale [7]. Therefore, high-rate sampling WSNs applications require fault-tolerant
data storage, even though this requirement is not realistic.

1.2 Data Storage in WSNs

WSNs usually consist of sensor devices that are able to sense or receive data,
process it fully or partially, and finally transmit it to another node - either a
cluster-head or a base-station. At the receiving-sensing state, in most cases, the
data is placed in the memory in a serial fashion, processed minimally or not at
all, then transmitted in a First-In-First-Out mode, and then deleted from the
sensor device memory [8]. This technique has obvious disadvantages from the
energy-efficiency point of view. As a common bypass, a well-known approach to
reduce energy-consumption is to place as many data as possible in the RAM, and
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only when reaching to the full capacity to send it in a batch fashion forward.
Another option is to process it minimally and send less data than originally
received (e.g. minimum function), as transmitting the data is a very costly oper-
ation. Moreover, the relatively recent introduction of flash memory into sensor
devices also expanded their capability to store data locally [9]. However, one of
the critical problems with this storage is the dramatic disproportionate write-
erase granularity. Specifically, erasing one block (64 to 128 pages) while writing
only one page (512 B to 8 KB). This means that continuous high-rate data acqui-
sition applications cannot rely on it, since the device will reach its memory limit
eventually. Also, because the RAM acts as a buffer towards the flash memory,
the pages amount is limited by the RAM capacity, which is usually about an
order of magnitude smaller than the flash capacity. Another known problem of
the flash memory is its sensitivity to constant write-erase cycles which charac-
terizes high-rate applications, causing a premature fatigue of the hardware, thus
to data loss [8].

In order to overcome those flash technology limitations new and enhanced
storage technologies were introduced, including the NVSRAM, FRAM and
MRAM - which managed to push write-erase granularity performances to the
limit [10]. Nonetheless, physical limitation derived by the sensor device shape
and budget are not enabling an embedding of more than a 1-megabyte storage
per unit. Therefore, for continuous high-rate data acquisition applications, this is
not a realistic solution. In the following sections we will devise a solution relying
on the reconfigurable nature of the whole network, which eventually would be
able to balance the load in an overloaded network properly between the different
nodes.

2 The Backup-Placement Problem in WSNs

The backup-placement problem in general graphs was introduced by [11]. This
problem turned out to be very challenging in general networks. An approximate
solution with a polynomial number of rounds was presented in [11].

In the current work, however, we focus on WSNs, and we are interested in
significantly better than polynomial (and even than linear) solution. To illustrate
the backup-placement problem in WSNs consider the following scenario: several
nodes (sensors) in a WSN have packages (sensed or received data) whose backups
(or the package itself) need to find a placement elsewhere in the network, due
to overload on the area of the network which those nodes belongs to, in order
to improve fault-tolerance and data integrity. Because of the lack of capacity to
store or process the data on the node itself or in neighbor nodes - which also
might be burdened by an overflow of data - it is mandatory, when the local
memory is full, to find a backup-placement to the data outside of the overloaded
area. The backup-placement problem is defined as follows. (1) How to place the
data only once in a safe and stable node in order to assure with a high degree of
certainty the data integrity and minimization of the WSN load, and (2) how to
do so without creating an additional data overflow on other areas of the network.
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In terms of graph theory, the problem in its simplest form is defined for a
network graph G = (V,E) as follows. Each vertex in V must select a neighbor,
such that the maximum number of vertices that made the same selection is
minimized [11].

In order to demonstrate this problem, we can examine two test cases. Let
G = (V,E) be a graph representing a network. If, for example, G is a cycle
graph, the optimal solution to the backup-placement problem would be if each
node selects its succeeding neighbor to be its backup node, and by that the max-
imal backup burden for each node would be of only one unit (Fig. 1, right). How-
ever, if, for example, G is a star graph, the optimal solution will force all the nodes
to choose the center node (beside the center node itself) to be its backup node,
and by that the maximal backup burden would be of |V | − 1 (Fig. 1, left) - a very
problematic solution due to the overload on a single node, which, as previously
explained, we specifically wish to avoid. While this is unavoidable in a star graph,
it becomes possible in wireless-network topologies.

0

1

2 4

3

1

2 4

3

Fig. 1. Optimal backup placement in star graph (left) and cycle graph (right)

Next, we examine a WSN which can be represented as a unit disk graph
(UDG) on which a spanning tree has been computed, in order to demonstrate
the considerations that must be taken while designing a distributed backup-
placement algorithm. We choose UDG because it tends to represent the imma-
nent behavior of wireless communications [8].

Let G = (V,E) be a spanning tree of a UDG representing a sensor network.
Let v0 be the root of G. Now, even if the number of nodes inside v0’s transmission
area is large, most of them are interconnected, and form at most 6 different
cliques, as the UDG definition forces. It means that v0 children form at most
6 cliques. Assuming that nodes IDs are consecutively numbered, in each clique
each node selects a node with ID greater by 1 than its own to be its backup
node, assuming the existence of such a node. If such a node is absent, but some
neighbors have greater IDs, then the selection is the neighbor with the closest
ID to the backed-up node ID, out of these neighbors. Consequently, only one
node in each clique - the one with the highest ID - will be left without a backup
node. In total there will be 6 nodes without backup-placement within their clique.
Each such node v will set its parent node π(v) as its backup node.

Using this algorithm, the maximum extra-load per node is 12 = O(1). This
is because each node in V is selected by at most 6 of its children, and by at most
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Algorithm 1. The 1-hop Back-Placement Algorithm
1: procedure 1-hop-BP(Node v, Graph G)
2: Find a node u in the list of sibling nodes connected with v in G such that

ID(u) = ID(v) + k, where k is the smallest positive integer for which a node u
exists in the list

3: if found then
4: Select u to be v backup node
5: else
6: Select π(v) to be v backup node

6 additional sibling nodes. Indeed, two siblings of the same clique cannot select
the same sibling neighbor. This is because in this case the latter sibling ID is
greater than both IDs of siblings that selected it. But then, one of the selecting
siblings does not select an ID that is closest to its own, which contradicts step
3 of the algorithm.

Therefore, the load is optimal up to a small constant factor. The computation
is performed within a constant radius of each node and requires O(1) rounds,
and so the distributed running time complexity is O(1). Furthermore, instead of
representing the original graph as a spanning tree, it is possible to decompose the
graph into a set of trees in a way that all those trees will form a spanning forest
(See, e.g., [12]). The time complexity of this action is O(1), which consequently
turns the total distributed backup-placement complexity of this algorithm to
be O(1). However, the 1-hop backup-placement algorithm is not practical for
real-world WSNs. One of the reasons is that the distribution of the load on the
network is almost never focused on one node, but on an area, which several
nodes belong to. Therefore, a backup-placement of one node in this area to its
neighbor - which also belongs to this overloaded area - is counterproductive [13].
In this state, all the nodes in the area are overloaded, but nevertheless try to
place their incoming packages to other nodes which are also overloaded, and by
that create an even greater pressure on this area of the network, subsequently
causing a data loss and energy-waste.

Hence, it is clear that the solution to the backup problem with overloaded
areas is by transferring the packages outside of the area dynamically, to a non-
overloaded area. In order to do so we need to address three main difficulties:
(1) How is the distributed algorithm supposed to detect which nodes under
which area are not overloaded? (2) How is the distributed algorithm supposed
to choose the backup nodes and transfer the packages to it in an optimal fashion?
(3) How during this selection process are the parent nodes in the tree will not
be overloaded?

It is a necessity to address those difficulties, mainly because (1) the detection
of the overloaded areas is an expensive task, (2) the selection of the backup nodes
outside of the overloaded areas and the packages transfer to it should be based
on an optimal routing scheme as the communication and energy consumption
are the top priorities, and (3) the structure of the tree does not insure that many
nodes will not transfer their backup packages through small amount of parent
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nodes, which will consequently cause to their premature death due to energy
consumption, and thus to the reduce of connectivity of the whole network [14]. In
order to tackle those problems, we first use our distributed Adaptive Clustering
Refinement algorithm (or D-ACR) [15] in order to re-cluster the network in a
way which will reduce the burden on specific nodes of the WSN as possible,
and afterwards we will take advantage of the hierarchical fashion of the D-ACR
refinement algorithm tree in order to find a placement for data from overloaded
nodes using the DBP-ACR algorithm. These two algorithms are complementary
as we will present in the next sections.

3 The DBP-ACR Algorithm

3.1 Problem Formulation

In order to formulate the problem, we first need to define the setting of the
network. We assume a WSN with an array of n nodes - including the base
station (BS), the cluster-heads (CH) and the non-cluster-heads (NCH) - in a
confine Latitude × Longtitude(m2) quadrate, while the position of each node in
this area is represented by the coordinates (xi, yi). We assume a communication
model in which the transmission energy is calculated using the d2 power-loss
model. The optimization problem is to find a backup-placement for sensed data
packages that could not be stored on their sensing node due to data stream
overload and physical constraints, thus creating a data loss. By doing so it is
possible to keep data integrity while consuming the minimum energy possible
from the WSN as a whole, and also keep a load-balanced WSN structure that
will not burden heavily on some parts of the network - resulting premature death
of nodes and damage the WSN lifetime and connectivity at once. It is worthwhile
mentioning that we take for granted all the general presumptions regarding the
network structure as presented in [15].

3.2 D-ACR Algorithm

Unlike other WSN clustering algorithms, that do not re-cluster the network after
deployment (except in nodes join/leave), our hypothesis is that it is advisable, in
terms of prolonging the network lifetime, to adaptively re-cluster specific regions
that are triggered significantly more than other regions in the network. By doing
so, it is possible to minimize or even prevent the premature death of CHs, which
are heavily burdened with sensing and transmitting actions - much more than
other parts of the WSN. In order to do so we introduced the centralized and
distributed Adaptive Clustering Refinement (ACR) algorithms [15].

In general (Fig. 2), the D-ACR load-balancing-based algorithm tries to locate
the load burdened areas. The amount of the revealed areas establishes the regions
amount that will need to re-cluster themselves. Because the load factor deter-
mines the refinement action, the D-ACR algorithm can recursively identify the
load burdened areas and re-cluster them in a hierarchical tree assembly in which
the deeper the nodes are in the tree depth, the more burden they are.
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Algorithm 2. The Distributed Adaptive Clustering Refinement Algorithm
1: procedure D-ACR(Node v, Threshold t)
2: if v is a leaf and energy use(v) ≥ 3t then
3: Refine(v)
4: Add new CHs as children of v
5: if all children of v are leafs and average energy(children(v)) < (t/5) then
6: Coarsen(v)
7: Remove the children of v from the tree and mark v as a leaf

The D-ACR algorithm is executed by all CHs in parallel. Initially, each CH
is provided with a threshold value t of a plausible energy use. If these values
are unknown in the beginning of the execution, they can be computed using a
single execution of the centralized ACR algorithm (C-ACR). This combination
of an initial global execution with numerous local executions following it, is
still more efficient than performing several executions of the C-ACR. In the
initial configuration, all these values t are the same, and represent a balanced
environment. The algorithm can start from any cluster-hierarchy tree, where the
simplest configuration is a single CH, which is the root (equivalently, a single
leaf). Once an energy use of a leaf v reaches 3t, we perform a local refinement
in the cluster of v [15]. This results in adding new CHs to the tree as leafs
that become the children of v. These new leafs correspond to the newly formed
clusters. This refinement results in a better energy use in each such newly formed
cluster, specifically, bounded by 3

10 · 3t < t instead of 3t [15]. In other words, we
balance clusters of excess energy-use by decomposing them into smaller clusters
that require less energy.

Once the average energy consumption in the children of a CH node u whose all
children are leafs becomes less than (t/5), a coarsening operation is performed
(this operation is the opposite of refinement). Specifically, the clusters repre-
sented by u and its children are merged into a single cluster. Then u becomes
its CH, and former children of u become NCHs. Consequently, the energy use
of the newly-formed larger cluster grows, but the tree-distance between the root
to some leafs decreases. This completes the description of the algorithm. The
algorithm provided below is executed periodically by each CHs.

3.3 DBP-ACR Algorithm and Analysis

In order to present the DBP-ACR algorithm we will first explain its synergy
to the D-ACR algorithm. In Fig. 3 there is a WSN with 4 CHs which each has
several NCH. We assume that at certain time the load on the leftmost CH sub-
network increased dramatically, and that the reconfiguration of the network is
based on D-ACR algorithm. Therefore, the network will immediately start re-
cluster itself in order to create a load-balanced network.

In [15] it was proven that the maximum depth of a refined tree is bounded by
O(log(L/t)), and the maximum tree size is bounded by 2O(log(L/t)), where L is
the maximum load, t is the threshold value of a plausible energy use, and k = 2
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Fig. 2. An ACR WSN-Graph Tree formation example with 2 levels of refinement
(right). A finer resolution WSN-Graph is applied each time a sub-WSN is created
(middle); A magnification of the square which represent a 5×5 WSN grid with one CH
to 24 NCHs before refinement (upper left), and the same grid after refinement with 4
NCHs turned into CHs (lower left).

CH

CH CH CH CH

NCH NCH NCH NCH

. . .

. . . . . . . . . . . .

Fig. 3. A WSN with 4 CHs which each has several NCH.

(i.e. each refined CH creates k2 = 4 child-CHs). At each D-ACR refinement,
the new CHs know their refinement level in the tree by getting the refinement
level from their parent. This requires only one additional message per new CH,
each message of size O(log log(L/t)) bits to represent the depth in the D-ACR
tree. The total number of CH nodes in the generated D-ACR tree is bounded by
O(n2), where n is the number of CHs in the input D-ACR tree [15]. Additionally,
each package which is needed to be transferred to a backup node will need
an additional bit to reference that this package is not a sensed data package,
but rather a package that routes to its final destination. We next provide the
psudocode of the algorithm and then explain it.

The DBP-ACR algorithm is executed by all nodes in parallel once a package
has received. Initially, each node checks its memory vacant capacity (we suppose
that the sensor provides this datum). If there is no vacancy in the memory system
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and the package has arrived from a local sensing area (line 3) the package will
be marked as a package which searches a backup-placement in other part of
the WSN. This step is essential because of the need of the rest of the nodes in
the WSN to figure out if the package has arrived from their local sensing area
or either it’s in a route towards a backup-placement destination, meaning that
the node will not need (or should not need) to perform any processing on the
package, or rather handle it as a sensing data of its children. Then, the package
will be sent to the parent of the current node in the D-ACR tree.

Algorithm 3. The WSN Distributed Backup-Placement Algorithm
1: procedure DBP-ACR(Node v, Package P )
2: Initially, v.RR index ← 0
3: if v.memory reach full capacity ∧ P.bp = False then
4: P.bp ← True
5: Send P → v.father
6: else if P.bp = True then
7: if v.ACR depth �= NULL then
8: Send P → v.father
9: else

10: P.bp ← False
11: if v.RR index = P.send ad then
12: v.RR index ← (v.RR index + 1) mod len(v.children)

13: Place P → v.children[v.RR index]
14: v.RR index ← (v.RR index + 1) mod len(v.children)

Afterwards, the package will arrive to the CH nodes which have been created
during the D-ACR refinement stage. Those nodes most likely will not be over-
loaded due to the D-ACR re-clustering which creates a load-balancing at the
WSN refined zones. At those CHs the package is already marked as a backup-
placement package which searches a placement in other part of the WSN (line 6).
The algorithm will transfer the package directly all the way through the D-ACR
tree newly formed CHs (the depth of the D-ACR tree) until reaching the root
node from which the D-ACR refinement process has started (lines 7, 8). The
sibling nodes of this root node are most likely have not been overloaded, and not
been refined by the D-ACR algorithm (otherwise, most likely they would have
been part of the current D-ACR tree). Those nodes, and their sub-trees nodes,
are suitable to store or process the package. When the package reached this point
(line 9) it stops marking itself as a package searching for backup-placement (line
10) and the root node send it to its final destination by a counter index of its
sons (line 13), which distribute the incoming packages evenly between its other
children (except the one from which the package has arrived which is stored in
P.send ad lines 11 and 12) in a round-robin fashion controlled by v.RR index
(line 14) in order to balance the load on those nodes. It is important to notice
that although there is no massive load on those backup nodes at the beginning,
as time goes by more and more packages will try to find a backup-placement
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outside of their D-ACR tree, it means that those other nodes will initiate even-
tually a D-ACR in order to ease the burden of those packages on the CHs, and
eventually start the DBP-ACR algorithm too in order to find placement for the
excessive packages arrival. This means that the two distributed algorithms, the
DBP-ACR and the D-ACR work in a strong collaboration in order to create a
load-balanced WSN, even though the two are completely independent in their
work fashion.
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Fig. 4. The DBP-ACR algorithm stages: (1) The D-ACR refinement (2) The backup-
placement search (3) The selection of a node as a backup-placement node outside of
the overloaded area.

An exemplification of the algorithm action is presented in Fig. 4. As previ-
ously explained, the algorithm is based on the refinement re-clustering of the
D-ACR algorithm, and the tree in Fig. 4 is based on such refinement of the tree
in Fig. 3 (stage 1). Afterwards, one of the leaf nodes of the tree (i.e. NCH) reach
the top of its memory capacity and forced to mark the incoming package as a
package which need to find a backup-placement. The package is then transferred
to the parent node - which is a newly formed CH by D-ACR actions. Then, the
package is directly traversed through the n levels of refinement CHs (stage 2)
until it reaches the root node - i.e. the father of the node from which the D-ACR
initiated at the beginning (node 0). The package then finds his placement among
the other descendants of the root node, which are not burdened. Those action
are performed locally at each node through the whole process.

The running time of the algorithm is presented in Theorem 1, and the mem-
ory consumption of the algorithm in Theorem 2. The energy consumption of the
algorithm package transmission is provided by Theorem 3.

Theorem 1. The running time of the algorithm is bounded by O(log(L/t))

Proof. Suppose we have maximum load L. The load may be divided to sub-
clusters. Every D-ACR refinement step will decrease the load, allowing no more
then L/3 load. The D-ACR refinement will repeat this division q times, until the
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load will be less than 3t. Thus, we obtain the following formula describing the
number of rounds until the necessary refinement is achieved: L(1/3)q ≥ 3t ⇒ q
≤ O(log(L/t)), while q is the average ratio of graph sizes between two levels of
graphs. The DBP-ACR algorithm can initiate at any NCHs under the D-ACR
refinement tree, which only adds 1 hop between this node and the immediate
parent CH. Also, when the packet reaches the top of the D-ACR tree it finds a
backup node in a round-robin fashion at one of the m child nodes of the root
node, which means a complexity of O(1). Therefore, the total time complexity
of the DBP-ACR algorithm is 1 + O(log(L/t)) + 1 = O(log(L/t)).

Theorem 2. The extra-memory consumption of the algorithm is bounded by
O(log log(L/t))

Proof. As previously explained, at each D-ACR refinement, the new CHs knows
it refinement level in the tree by getting the refinement level from their parents.
Because we proved that the maximum depth of the D-ACR tree is bounded
by O(log(L/t)), it means that the number of bits we will need in order to
represent this information is O(log log(L/t)). The additional bit for P.bp and
the additional locally allocated argument at the root CH v.RR index will
result that the extra memory consumption of the algorithm is bounded by
O(log log(L/t) + 1 + log(m)) = O(log log(L/t)), as the m child nodes of the
root node are must be small [15].

Theorem 3. The energy consumption of the algorithm package transmission is
bounded by O(log(L/t)Eelec + εfs(log(L/t)dref )2)

Proof. Based on the D-ACR refinement, we can assume the maximum distance
between a NCH at the lowest refinement level and its CH in a D-ACR refinement
tree to be the distance between any CH in this tree and its parent, which is also
a CH. This equality is kept all the way through the distance between the CH
at the first refinement level and the root CH node, from which the D-ACR
refinement started. We denote the maximum distance between any two nodes in
a consecutive hierarchy level (i.e. level i and level i + 1) which transfer package
for backup-placement purpose to be dref . Thus, the energy consumption needed
to transmit a bit from one node to its parent in the D-ACR tree would be:

EACR Node = Eelec + εfsdref
2 (1)

As previously proven (Theorem 1), the maximum depth of a D-ACR tree is
bounded by O(log(L/t)). Therefore, the maximum amount of energy that would
be spent on this transmission will be:

EACR BP = log(L/t)EACR Node = log(L/t)(Eelec + εfsdref
2) (2)

As shown in the DBP-ACR algorithm, the last step, of actually placing the pack-
age in a backup-placement node, take place outside of the D-ACR tree - meaning
that the maximum distance between the D-ACR root node and its parent, and the
distance between the D-ACR root node parent and one of its children - where the
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package will be placed - is at most log(L/t)dref each, as this multiplication equals
the maximum distance between a node and its child in the original non-refined
network (the original maximum distance at is d = log(L/t)dref ). Therefore, the
maximum total energy consumption needed in order to find a backup-placement
node and place the package in it is:

EBP TOT = EACR BP + 2Et = (3)
log(L/t)(Eelec + εfsdref

2) + 2(Eelec + εfs(log(L/t)dref )2)

Therefore, the energy consumption of the algorithm package transmission is
bounded by O(log(L/t)Eelec + εfs(log(L/t)dref )2).

4 Conclusions

In this paper we introduced the Distributed Fault-Tolerant Backup-Placement
in Overloaded Wireless Sensor Networks algorithm, named the DBP-ACR. We
first surveyed the main fault-tolerance issues that WSNs facing, specifically the
data integrity and loss phenomenon and the sensor nodes storage advantages and
disadvantages. Afterwards, we defined the Backup-Placement Problem in WSNs
and defined the considerations needed in order to actually manage to perform
an optimal backup-placement in WSNs. Finally, we showed the complementary
fashion of the D-ACR algorithm and the DBP-ACR algorithm, and proved its
energy, memory and running time complexities to be close to optimal.
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Abstract. Spatial Modulation (SM) is a single RF chain Multi-Input-
Multi-Output (MIMO) scheme that has significantly improved the spec-
tral efficiency. A major limitation of SM is the constraint on the number
of transmit antennas, where the number of transmit antennas must be a
power of two. Generalized SM (GSM) is proposed to further improve the
spectral efficiency of SM by activating multiple transmit antennas simulta-
neously. However, activating multiple antennas increases the energy con-
sumption at the transmitter. To this end, a hybrid scheme is proposed in
this paper that allows for arbitrary number of transmit antennas to be
installed. For a given number of transmit antennas, the proposed scheme
achieves higher spectral efficiency than SM. Also, for a given spectral effi-
ciency, the proposed scheme consumes energy less than GSM, and causes
a negligible loss in the error performance compared to SM and GSM.

Keywords: MIMO · Space modulation · Spatial modulation

1 Introduction

The growing demand for high data rates and the crowded spectrum bands moti-
vate the research towards promising spectral efficient systems. One of these sys-
tems is Multiple-Input-Multiple-Output (MIMO) systems that enhance the over-
all spectral efficiency as they permit the simultaneous use of multiple antennas
at transmitter and receiver [1]. However, a major problem of MIMO systems is
the Inter-Channel Interference (ICI) between the transmit antennas [2]. To this
end, Spatial Modulation (SM) has been proposed in order to overcome the ICI
problem in MIMO systems [3].

In SM, only a single transmit antenna is activated at each transmission time.
The index of the activated transmit antenna is selected based on a part of the
transmitted block. For a system with Nt transmit antennas, and a signal mod-
ulation of order M , SM can transmit log2 NtM bits at each transmission time
[4,5]. In each transmitted block, the first log2 M bits are modulated and trans-
mitted using a single transmit antenna that is selected based on the last log2 Nt
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bits. As such, ICI is totally avoided as only one transmit antenna is activated.
Moreover, compared to other MIMO schemes, using a single RF chain reduces
the energy consumption at the transmitter [6,7].

It is clear that Nt must be a power of two in order to have an integer value
of the transmitted block length [8]. Thus, in the case that Nt is not a power of
two, some transmit antennas will not be used. Generalized SM (GSM) has been
proposed to release the constraint, and improve the attainable spectral efficiency
[9]. GSM allows for activating multiple transmit antennas at each time. Although
GSM can significantly enhance the spectral efficiency and allows for arbitrary
number of transmit antennas to be installed, it magnifies the energy consumption
at the transmitter since multiple antennas must be activated [10,11]. Energy
consumption is a major concern in wireless systems especially for mobile users
with limited power resources [12].

In the literature, several works have addressed the problem, and proposed
solutions to solve the limitation on the number of transmit antennas in SM
systems. In [13], a simple scheme is proposed to overcome the problem and
enhance the performance under low Signal-to-Noise Ratio (SNR) conditions.
Specifically, in case that Nt is not a power of two, it will be rounded to the nearest
power of two value larger than Nt. Consequently, the data will be transmitted
in blocks, each of �log2 NtM� bits. Each block is mapped to the antenna with
minimum hamming distance in order to minimize the impact on the bit error rate
(BER) performance. However, the proposed scheme shows a poor performance
in high SNR range. Another solution using Fractional Bit Encoding (FBE) is
reported in [14]. It is based on the modulus conversion method in order to allow
for the usage of any arbitrary number of transmit antennas. FBE scheme achieves
a fractional bit rate larger than that achieved by the conventional SM. However,
its complexity cost and the high vulnerability to the propagation errors are the
main drawbacks of [14]. Alternatively, an efficient scheme is proposed in [15],
where different transmit antennas use different modulation orders. Specifically,
the modulation order of the symbols emitted from each antenna and the length
of the antenna index are adapted such that the block length is fixed for all
symbols.

In this paper, a hybrid scheme of SM and GSM is proposed in order to
improve the achievable spectral efficiency compared to SM, and to reduce energy
consumption compared to GSM. The proposed scheme implies that if the number
of transmit antennas is not a power of two, combinations of two antennas can be
used in order to increase the achievable spectral efficiency with a slight increase
in the BER. For example, if a transmitter has only 3 antennas, the proposed
scheme implies that one combination of two different antennas can act as a fourth
antenna. This way, the system will be able to provide one more bit to the spectral
efficiency achieved by the conventional SM. The proposed scheme can be seen as
a switching process between conventional SM and GSM. For a given number of
transmit antennas, the proposed scheme achieves higher spectral efficiency than
SM. Also, for a given spectral efficiency, the proposed scheme consumes energy
less than GSM, and causes a negligible loss in the BER performance compared to
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SM and GSM. The contributions of this works extend to include mathematical
analysis of the achievable error performance and the saved energy as compared
to the GSM scheme.

2 System Model

A MIMO communication system between two users (a transmitter and a
receiver) is considered. The transmitter is equipped with Nt transmit antennas,
while the receiver is equipped with Nr receive antennas. The channel matrix
between the transmitter and the receiver is denoted by H. The entries of H (i.e,
hji, j = 1, 2, ...Nr, i = 1, 2, ...Nt) are assumed independently and identically dis-
tributed complex Gaussian random variables with zero mean and unity variance
(i.e, hji ∼ CN (0, 1)). Also, we assume that the additive white Gaussian noise to
the received signal at a specific receive antenna has zero mean and No variance.
As such, the SNR at the receiver, denoted by γ is equal to γ = 1

No
.

Without loss of generality, we consider that the channel response matrix H
is perfectly available at the receiver before each transmission time. This can be
attained by a channel estimation process accomplished prior to data transmission
between the communicating users. At the transmitter, the transmitted symbol
can be conveyed by two different modulation schemes, namely, SM and GSM.
In what follows, we give a brief description of both schemes.

2.1 Conventional SM Scheme

In the conventional SM scheme, the length of the transmitted block in bits (kSM )
is determined based on the number of transmit antennas Nt and the modulation
order M . Specifically, kSM is expressed as follows

kSM =

{
log2 Nt + log2 M if Nt = 2i

�log2 Nt� + log2 M if Nt �= 2i.
(1)

where i = 1, 2, 3, ..., and �.� represents the flooring operator.
In SM, the first log2 M bits of each block is modulated using the adopted

modulation scheme, and transmitted through a single transmit antenna selected
based on the last �log2 Nt� bits of the transmitted block. Thus, the transmission
vector X can be modeled as an Nt × 1 vector with all-zero elements except one
element which is set to the modulated signal. The index of the nonzero element
of X corresponds to the index of the active transmit antenna.

A special case of SM is called Space Shift Keying (SSK) [16]. In SSK schemes,
M = 1, and hence, no signal modulation is performed at the transmitter. Conse-
quently, in SSK, data are transmitted by sending a fixed signal from a single trans-
mit antenna whose index is determined based on the transmitted data block.

As kSM must be an integer, (1) states that the conventional SM can only
use a number of transmit antennas that is a power of two. Otherwise (i.e. if
the number of transmit antennas is not a power of two), the largest power of
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two that is less than Nt should be used. Therefore, the conventional SM scheme
cannot benefit from all the available transmit antennas when their number is
not a power of two. Therefore, in such a case, an attainable spectral efficiency
will be lost since a subset of the transmit antennas cannot be used.

2.2 GSM Scheme

Aiming at increasing the spectral efficiency of SM systems, GSM has been pro-
posed in [9]. In GSM, the transmitter allows more than one transmit antenna to
be activated at each transmission round. The core idea is to transmit through a
combination of multiple transmit antennas. Assuming that the number of active
antennas is Na, the number of combinations of Na is equal to

(
Nt

Na

)
possible

combinations.
The length of transmitted block in GSM (kGSM ) is given as follows:

kGSM =

{
log2

(
Nt

Na

)
+ log2 M if

(
Nt

Na

)
= 2i⌊

log2
(

Nt

Na

)⌋
+ log2 M if

(
Nt

Na

) �= 2i.
(2)

where i = 1, 2, 3, ....
Similar to SM schemes, in GSM, the first log2 M bits of each block is mod-

ulated using the signal modulation scheme, while the the last
⌊
log2

(
Nt

Na

)⌋
bits

determine the Na transmit antennas (among the Nt antennas) to send the mod-
ulated signal. Therefore, the transmission vector X in GSM includes Na nonzero
elements whose values are set to the modulated signal.

Compared to SM, GSM is able to achieve higher data rate as a longer data block
can be delivered at every transmission round. However, the cost is paid by the need
to activateNa transmit antennas.Moreover, activatingmultiple transmit antennas
will definitely increase the energy consumption at the transmitter [17].

3 The Proposed Scheme

The motivation behind the proposed scheme is to overcome the constraint on
the number of the transmit antennas in SM. The proposed scheme grants the
system designer more freedom to install any number of transmit antennas as
long as the overall size of the transmitter is acceptable. It is assumed that the
transmitter can switch between SM to GSM modes and via versa in order to
convey longer symbols than the conventional SM.

The proposed scheme implies that the transmitted data are divided into
blocks, each block contains kHSM bits. Thus, the block length kHSM can be
expressed as follows:

kHSM =

{
log2 Nt + log2 M if Nt = 2i

�log2 Nt� + log2 M if Nt �= 2i.
(3)

where i = 1, 2, 3, ..., and �.� represents the ceiling operator.
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Notice that in the case Nt = 2i (i.e., a power of two), the proposed scheme
works exactly as the conventional SM scheme. However, in the case of Nt �= 2i

(i.e., not a power of two), the transmitter will apply a hybrid mode between
SM and GSM schemes. In other words, if Nt is not a power of two, the number
of possible data block 2kHSM is grouped into two groups of blocks. The first
group contains NtM blocks, and each of them is transmitted using a single
transmit antenna as in conventional SM scheme. On the other hand, the second
group contain 2kHSM − NtM blocks, where each of them is transmitted using a
combination of two antennas as in GSM scheme. The following example explains
how the proposed scheme works.

3.1 Numerical Example

Assume that a transmitter is equipped with Nt = 5 transmit antennas:
{A1, A2, ...., A5}. Also, assume that M is equal to one (SSK scheme). Conven-
tionally, since 5 is not a power of two, the number of exploited transmit antennas
is the largest power of two that is less than 5. Hence, only 4 antennas will be
used. Using (1), the block length in the conventional SM is kSM = 2 bits. Thus,
the transmitted data will be divided into 2-bit blocks, and each block will be
mapped to a different antenna, as shown in Table 1. It is worth noting that the
fifth antenna (A5) is not used in the conventional SM scheme.

If we consider GSM with Na = 2 active antennas, the block length is kGSM =
3 bits which is computed using (2). Thus, we have 23 = 8 different possible data
blocks, where each block is transmitted to a different combination of two transmit
antennas, as shown in Table 1.

Following the proposed scheme, based on (3), the block length is kHSM = 3
bits. Thus, the number of the possible different data blocks is 23 = 8 blocks. As
such, 5 (out of 8) blocks will be transmitted using a single transmit antenna,
while the rest of the blocks (3 out of 8) will be transmitted using two transmit
antennas for each. Notice that the three two-antennas combinations listed in
Table 1 are randomly selected. Although an opportunistic combination selection
can enhance the overall performance, such an enhancement is very marginal
given the extra complexity accompanied by the selection procedure.

Comparing the three schemes, it is clear that the conventional SM is the most
energy efficient among others, since it always uses a single transmit antenna.
However, the conventional SM achieves the lowest spectral efficiency where it
transmits only 2 bits at each transmission round. On the other hand, the spec-
tral efficiency of the GSM scheme achieves the highest spectral efficiency (3
bits), while its energy efficiency is the worst since it always activates two trans-
mit antennas. However, the proposed scheme is able to attain the best spectral
efficiency (3 bits, as in GSM), with an improved energy efficiency compared to
GSM systems. The improvement in energy efficiency stems from the fact that
the proposed scheme does not always require two active transmit antennas.
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For the seek of elaborating, let us assume that the energy consumed in SM
is denoted by ESM , and the energy consumed in GSM systems is denoted by
EGSM . Both values can be related to each other as follows

EGSM = (1 + ρ)ESM , (4)

where ρ is a coefficient related to the extra energy consumption due to activating
multiple transmit antennas in GSM schemes. Notice that 0 < ρ < 1 in order to
ensure that the extra energy consumption in GSM is less than using another RF
chain. As such, the energy consumed in the proposed hybrid scheme, denoted
by EHSM , can be represented as follows

EHSM = αESM + (1 − α)EGSM , (5)

where α is the probability that the proposed scheme uses a single transmit
antenna. The probability α is related to the number of available transmit anten-
nas Nt as follows

α =
Nt

N∗
t

, (6)

where N∗
t is the nearest power-of-two number equal or larger than Nt. Notice

that if Nt is a power of two, the probability α is equal to 1, and hence, the
proposed scheme will completely act like the conventional SM scheme.

Substituting (4) and (6) in (5), the energy consumption of the proposed
scheme can be given as follows

EHSM =
Nt

N∗
t

ESM +
N∗

t − Nt

N∗
t

(1 + ρ)ESM

=
1

N∗
t

ESM

(
Nt + (N∗

t − Nt)(1 + ρ)
)

=
1

N∗
t

ESM

(
(1 + ρ)N∗

t − ρNt

)
(7)

The percentage of saved energy due to the proposed scheme as compared to the
GSM scheme, denoted by Es, is defined as follows

Es% =
EGSM − EHSM

EGSM
× 100% =

ρNt

(1 + ρ)N∗
t

× 100%, (8)

3.2 BER Performance

The average error probability for the proposed SM scheme can be formulated
using the union bound technique [18] as follows

BER ≤ 1
kHSM2kHSM

2kHSM∑
i=1

∑
j �=i

DXi,Xj
PEPXi,Xj

(9)
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where DXi,Xj
is hamming distance (the number of different bits) between the

transmission vectors Xi and Xj , and PEPXi,Xj
is the pairwise error probability

between the two vectors Xi and Xj . The pairwise error probability is defined as
the probability that Xi is detected given that Xj is transmitted.

For Rayleigh fading channel, the pairwise error probability is also upper
bounded as follows [19]

PEPXi,Xj
≤ 1

2 det(INrNt
+ 1

2σ2
n
Ψ)

(10)

where INrNt
is the identity square matrix, Ψ = INr

⊗ΔΔH , Δ = Xi −Xj , the
superscript H denotes the complex conjugate operator, ⊗ denotes the Kronecker
product, and det(·) denotes the determinant operator. Therefore, the average
BER of the proposed scheme over Rayleigh fading channels can be expressed by
substituting (10) in (9) as follows

BER ≤ 1
kHSM2kHSM

2kHSM∑
i=1

∑
j �=i

DXi,Xj

2 det(INrNt
+ 1

2σ2
n
Ψ)

(11)

Notice that the above upper bound can be used for SM and GSM scheme
with careful substitution of the transmission vectors X’s. Also, the average power
of each transmission vector should be normalized to one.

Table 1. Symbol-Antenna mapping in the three schemes (Nt = 5)

SM GSM (Na = 2) Proposed

Symb. Ant. Symb. Ants Symb. Ants

00 A1 000 A1 & A2 000 A1

01 A2 001 A2 & A3 001 A2

10 A3 010 A3 & A4 010 A3

11 A4 011 A4 & A5 011 A4

100 A5 & A1 100 A5

101 A2 & A4 101 A1 & A2

110 A3 & A5 110 A3 & A4

111 A1 & A4 111 A5 & A1

4 Simulation Results

In this section we present Monte Carlo simulations in order to show the per-
formance of the proposed hybrid SM scheme compared to the conventional SM
and GSM schemes. The comparison metrics are the spectral efficiency, and the
average BER.
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The spectral efficiency versus the number of transmit antennas (Nt) for the
three schemes are shown in Fig. 1. The number of active antennas in GSM is
assumed Na = 2. Compared to SM, the proposed scheme provides higher spectral
efficiency when Nt is not a power of two, while in the case that Nt is a power of
two (see at Nt = 2, 4, 8), both schemes achieve the same spectral efficiency. On
the other hand, the proposed scheme achieves less spectral efficiency than GSM
for a given number of transmit antennas. However, the performance improvement
of GSM will be in the cost of the energy consumption.
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Fig. 1. The achievable spectral efficiency versus the number of available transmit
antenna (Nt) for SM, GSM (with Na = 2) and the proposed scheme.

The average BER for the proposed scheme versus the average SNR is shown
in Fig. 2. Nt = 3, M = 4 and different values of Nr have been assumed. The
analytical results obtained using the upper bound derived in (11) are added
as well. At moderate and high SNR values, both the analytical and simulation
curves match each other, which validates the derived formula in (11).

The average BER versus the average SNR for the three considered schemes
is shown in Fig. 3. Specifically, SM with Nt = 8 and QPSK, GSM with Nt = 5,
Na = 2 and QPSK, and the proposed scheme with Nt = 5, 6, 7, and QPSK. The
spectral efficiency of all schemes is 5 bps/Hz. The number of receive antennas is
assumed Nr = 3. The performance of all schemes are almost equal. However, we
zoomed in the average BER at SNR = 9 dB in the square shown in Fig. 3. As
expected the conventional SM scheme achieves the best performance among all
the considered schemes. For the proposed scheme, the achieved BER approaches
the one achieved by the conventional SM as Nt approaches the power of two (i.e.,
8). Moreover, the proposed scheme records better average BER values compared
to GSM scheme.
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Fig. 2. Simulation and analytic results of the average BER versus the SNR for the
proposed scheme. (Nt = 3, M = 4 (QPSK)).
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Fig. 3. The average BER versus the SNR for the three considered schemes. (Nr = 3).

5 Conclusions

In this paper, a hybrid SM scheme is proposed that allows for an arbitrary
number of transmit antennas to be installed. The core idea of the proposed
scheme is based on using a combination of two antennas in the case that the
number of transmit antennas is not a power of two. The proposed scheme can be
viewed as a combination between the conventional SM and GSM schemes. For
a given number of transmit antennas, the proposed scheme achieves a moderate
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spectral efficiency between the conventional SM and GSM schemes. In addition,
the proposed scheme consumes less energy compared to the GSM scheme. On the
other hand, for a given spectral efficiency, the BER performance of the proposed
scheme is almost identical to the BER achieved by the conventional scheme.
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Abstract. In this paper, two large scale (LS)–multiple–input multiple–
output (MIMO) systems and their performance over 3D statistical out-
door millimeter wave (mmWave) channel model are considered and thor-
oughly analyzed. Namely, spatial multiplexing (SMX) and spatial modu-
lation (SM) systems are considered. The performance of both systems in
terms of average bit error ratio (ABER) and channel capacity are derived
and studied. Obtained results divulge that SM can achieve higher the-
oretical capacity than SMX system. Further, SMX system is shown to
offer better ABER and mutual information performance as compared
to SM system for the same system configuration. Yet, SM demonstrate
significant energy efficiency (EE) enhancement for large scale number of
transmit antennas.

Keywords: Millimeter-wave (mmWave) communication
Spatial modulation (SM) · Spatial Multiplexing (SMX)
Large–scale MIMO (LS–MIMO)

1 Introduction

CISCO anticipated recently [8] that wireless mobile data traffic will witness
tremendous growth in the coming few years. Such growth is impelled by the
huge spread of IoT applications and video streaming. It is anticipated that data
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Table 1. Spatial Multiplexing and Spatial Modulation

SMX SM

Spectral
Efficiency

The spectral efficiency increases
linearly with the number of
transmit antennas

The spectral efficiency increases
by base two logarithm of the
number of transmit antennas

Computational
Complexity
(CC)

The CC increases at the receiver
since it has to resolve the
inter-channel interference (ICI)
imposed by transmitting
simultaneously from all
antennas

It is not affected by ICI and
provides the same
computational complexity of a
single transmit antenna systems

Hardware
Complexity

All transmit antennas are active
and each antenna requires
individual RF chain, which
complicate the deployment and
increase the cost [12]

Only one transmit antenna is
active on each time so only one
RF chain is required which
reduces the hardware
complexity

traffic will reach 30.6 Exabytes per month by 2020. Yet, the existing spectrum is
overcrowded and can not accommodate such massive increase in data rates [8].
Therefore, interest in utilizing unregulated wide spectrum has increased in the
past few years.

One of the promising technologies for future 5G and beyond wireless sys-
tems is millimetre–wave (mmWave) communication [16], which utilizes huge
range of unused spectrum and promises significant enhancement is spectral effi-
ciency. Another technique that witness huge research interest is large scale (LS)–
multiple–input multiple–output (MIMO) [3] systems, which leads to very high
data rates. Combining mmWave with LS–MIMO promises to achieve the needed
capacity and to accommodate the demand for high-data rate wireless systems.

mmWave technology provides several gigahertz bandwidths and is a promis-
ing solution for the spectrum congestion in current wireless standards. mmWave
offers a bountiful spectrum spanning from 24–300 GHz that can be employed
to achieve multi-gigabits per second data rates. Hence, it addresses many chal-
lenges in future wireless systems including very high data rates, and real-time
and reliable communications [6]. Yet, the propagation of mmWave signals require
accurate channel modeling that attracted significant research interest in litera-
ture [1,16]. Among the many existing models, a 3D channel model is shown
in [16] to be the most comprehensive and accurately match measurement data.
Therefore, it is considered in this study.

Developing an efficient MIMO technique is an active research topic for the
past 20 years aiming to boost the capacity of wireless systems [19]. As such,
MIMO systems are the main technology in 4G wireless standard and will
play a major role in 5G and beyond standards [13]. Yet, practical implemen-
tation of MIMO systems face several challenges and two promising technolo-
gies are widely studied. Namely, spatial multiplexing (SMX) [9] and spatial
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modulation (SM) [2,7,11] MIMO systems promise significant advantages and
undergoes intensive research interest. The advantages and disadvantages for each
system are tabulated in Table 1. The requirement for massive data rate growth
in future systems will rely on LS–MIMO systems [19]. Deploying large number
of transmit antennas promises much higher spectral efficiency than conventional
MIMO schemes [19]. Combining LS–MIMO and mmWave systems assure signif-
icant performance enhancement in terms of spectral efficiency and bandwidth,
and are the key technologies for future 5G wireless systems.

This study aims at highlighting the performance of SMX and SM for
mmWave system by evaluating their average bit error ratio (ABER), capacity
and energy efficiency (EE). Interesting results are reported where it is revealed
that SMX is superior to SM in terms of ABER assuming similar MIMO con-
figuration. However, considering LS MIMO system significantly ameliorate SM
performance. Even though this enhancement requires large number of anten-
nas, they can be deployed at marginal cost of SM as discussed in [12]. Also,
the channel capacity of SM is shown to be higher than that of SMX. Thereby,
both MIMO schemes have several pros and cons when combined with mmWave
communication. The use of which system depends on the data rate and ABER.
For LS–MIMO with hundred of antennas, SM is preferred with its much cheaper
energy implementation. Whereas SMX is better scheme for small scale MIMO
setup since it promises lower ABER performance.

The rest of the paper is organized as follows: Sect. 2 introduces the system
and channel models. The mutual information and theoretical capacity for SMX
and SM systems are derived and discussed in Sect. 3. Section 4 summarizes the
obtained results. Finally, the paper is concluded in Sect. 5.

2 System and Channel Models

2.1 MIMO Systems

SMX: In SMX, all transmit antennas are activated simultaneously to transmit
η = Nt log2 (M) bits, with each antenna transmitting M–quadrature amplitude
modulation (QAM) symbol [9]. Activating all antennas simultaneously require
that they should be synchronized and the overall transmit power is divided
among them.

SM: In SM, only one transmit antenna is activated each time instance. Thus, the
spectral efficiency of SM is η = log2 Nt + log2 M bits [5,11]. In SM the incoming
η data bits are divided into two parts;

i. The first part, log2(Nt), bits determine which transmit antenna lt is active,
where lt = 1, 2, .., Nt.

ii. The second part with log2 M bits modulate a symbol driven from M–QAM
constellation and then transmitted from the lt transmit antenna.
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The generated SM unique symbol vector, xt, contains only single nonzero element
and the vector is broadcasted over a mmWave MIMO channel matrix with an
Nr × Nt dimension and a transfer function of H. The signal at the input of the
receive antennas experiences an Nr-dim additive white Gaussian noise (AWGN)
(n), with zero mean and σ2

n variance.
The signal at the receiver can be written as

y = Hxt + n. (1)

Considering that the transmitted symbol is normalized, i.e., Es = E[‖Hx‖2F] =
Nr, the signal-to-noise-ratio (SNR) is written as SNR = Es/N0 = 1/σ2

n, with
‖ · ‖F being the Frobenius norm.

2.2 3D Statistical mmWave Channel Model

Assuming that all transmit antennas are omni-directional antennas and operat-
ing at a mmWave frequency. The channel between the nt-th and nr-th transmit
and receive antennas channel, denoted as hnt,nr

(t), is written as [15],

h (t)
nt,nr

=
L∑

l=1

hl

nt,nr

ale
jϕlδ (t − τl) δ

(
Θ − Θ

nt,l

)
δ

(
Φ − Φ

nr,l

)
, (2)

with hl

nt,nr

denoting the complex channel fading of the l-th sub-path, among the

existing L multi-path components, between the nt-th and nr-th antennas, and
the amplitude, phase and propagation-delay of the same sub-path are denoted
by al, ϕl and τl. Also, the angle of departure (AOD) and angle of arrival (AOA)
azimuth/elevation angle vectors are given by Θnt,l and Φnr,l for the nt-th and
nr-th antennas. Assuming that the antennas at both side are aligned along the
z-dimension and separated by equidistant d, the channel in (2) can be simplified
to,

h (t)
nt,nr

=
L∑

l=1

hl

nt,nr

ale
jϕlδ (t−τl) δ

(
θz− θ

nt,l

z

)
δ

(
φz− φ

nt,l

z

)
, (3)

with the elevation AOD and AOA for the nt-th and nr-th transmit and receive
antennas are respectively denoted by θz

nt,l
and φz

nr,l.
According to [14], the transfer function in (3) is

h (f)
nt,nr

=
L∑

l=1

hl

nt,nr

akejϕle
−j 2π

λ d

(
nt sin

(
θz

nt,l

)
+nr sin

(
φz

nr,l

))
e−j2πfτl , (4)

with λ being the wavelength.
The parameters in this study, al, ϕl, θz

nt,l
, φz

nr,l, and τl, are generated accord-
ing to [16] considering outdoor mmWave model.
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2.3 Optimum Receiver

The optimum decoder is considered for both SMX and SM in this paper, which
can be written as

x̂t = arg min
x∈X

{∥∥∥y − H̃x
∥∥∥
2

F

}
(5)

with all possible transmitted vector for each system and grouped in the set X
contains every possible (Nt × 1) and the estimated vector is denoted by ·̂.

3 Capacity Analysis

3.1 Mutual Information

To compute the capacity of SM and SMX systems, the mutual information, which
represents the number of received and decoded bits without errors, should be
computed. For SMX, I(X;Y), is given by [10],

I(X;Y) = EH {I (X;Y |H )} = EH {H (Y |H ) − H (Y |X,H )} , (6)

where H(·) denoting the entropy function and all possible (Nr × 1) receive vec-
tors are grouped in Y. Then, I(X;X|H) is written as

I (X;Y |H ) = η − Nr log2(e) − EY

{
log2

∑

x∈X

e
−‖y−Hx‖2

F
σ2

n

}
. (7)

In SM, the channel paths are used as a spatial constellation symbols that are
modulated by source data bits and used to convey part of the information data.
Hence, the mutual information for SM systems is given by,

I (H,S;Y) = H (Y) − H (Y|H,S) (8)

= η − Nr log2(e) − EY

⎧
⎪⎪⎨

⎪⎪⎩
log2

∑

H�∈H
Sı∈S

e
−‖y−H�Sı‖2

F
σ2

n

⎫
⎪⎪⎬

⎪⎪⎭
, (9)

3.2 Capacity

Spatial Multiplexing: By definition, the capacity is [10],

C = max
pX

I (X;Y |H ) , (10)

where the theoretical capacity is achieved maximization by selecting proper pX
such that the mutual information is maximized, with pX being the probability
distribution function (PDF) of the transmitted space of vectors X.
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Substituting (6) in (10), the capacity for SMX is rewritten as,

C = max
pX

(H (Y |H ) − H (Y |X,H )) . (11)

A significant conclusion can be drawn from (11) where the entropy
H(Y |X,H ) is not function of X. Thereby, (11) is maximized if H (Y |H ) is
maximized. Considering that the entropy is maximized if a zero-mean complex
Gaussian distribution is considered as derived in [17]. As such, the maximum
entropy of Y is,

H (Y |H ) = Nr log2

(
πe

(
1
Nt

HHH + σ2
nINr

))
(12)

The entropy of Y knowing X is,

H (Y|X,H) = Nr log2
(
πσ2

ne
)
. (13)

With the help of (11)–(13), the ergodic capacity of SMX is given by,

Cergodic = EH

{
log2

(∣∣∣∣INr
+

1
σ2

nNt
HHH

∣∣∣∣

)}
(14)

Spatial Modulation: In SM the information bits are modulated in the different
constellations symbols and channel vectors. Therefore, the capacity in (10) can
be re-written as,

C = max
pH,pS

I (H,S;Y) = max
pH,pS

{H (Y) − H (Y |H,S )} (15)

where pH and pS are the PDFs of H and S respectively.
As in (11), the left hand size of (15) does not depend on S nor H. Thus,

the maximization in (15) is only of H (Y). The entropy H (Y) is maximized
when Y ∼ CN (

0Nr
, σ2

Y INr

)
, with σ2

Y denoting the variance of Y and 0Nr
is an

Nr–length all zeros vector. From (1), the received signal is complex Gaussian
distributed only if HS ∼ CN (0Nr

, INr
), where 0N is an N–length all zeros vec-

tor, and IN is an N × N identity matrix. By assuming HS is complex Gaussian
distributed, the entropy of Y following the same steps as discussed for (13) is,

H (Y) = Nr log2
(
πe

(
1 + σ2

n

))
. (16)

Under these conditions and with the help of (11), (13), and (16), the space
modulation techniques (SMT) capacity is given by,

Cergodic = Nr log2
(
1 + 1/σ2

n

)
= Nr log2 (1 + SNR) . (17)

4 Results

Presented results in this section, Figs. 1, 2 and 3, study and compare the per-
formance of SM and SMX over 3D mmWave statistical channel model while
varying different system and channel parameters. It is assumed that a base-
station with Nt transmit antennas communicates with a single user that has Nr

receive antennas.
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4.1 ABER Performance Comparison

Figure 1 depicts the ABER while varying Nt for both SMX and SM systems
while achieving a spectral efficiency of η = 16 and considering Nr = 2. Reported
results reveal that SMX outperforms SM by about 3 dB in SNR. This can be
attributed to the fact that SMX requires smaller constellation diagram than SM
to achieve the target spectral efficiency.
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Fig. 1. ABER performance of SM and SMX assuming Nt = 8, and 16, Nr = 2 and a
spectral efficiency of η = 16bps/Hz.

Considering the case where Nt = 16 while varying Nr for the same η = 16
is studied and results are illustrated in Fig. 2. Increasing the number of receive
antennas enhances the performance of SMX and SM systems. Yet, SMX still
outperforms SM by about 6, and 11 dB respectively for Nr = 2 and 4. This
behavior can be attributed to the same reason as discussed earlier.

4.2 Capacity Results

Mutual information results are depicted in Fig. 3 for η = 8 and 16 while assuming
Nt = 8 and Nr = 4 antennas. The capacity curves for both systems are also
depicted. It is observed that SM and SMX perform nearly the same at a spectral
efficiencies of 8. Yet, for η = 16 bits, SMX offers higher mutual information than
SM. It can be seen that at SNR = 30 dB, SMX mutual information is 3.32 bits
higher than the mutual information of SM. Even though SMX outperforms SM
it term of mutual information, SM can achieve higher capacity as can be seen
from the figure, where for SMX it is required more 11 dB to achieve the same
spectral efficiency, 16 bits.
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Fig. 2. ABER performance of SM and SMX assuming Nt = 16, Nr = 2 and 4 and a
spectral efficiency of η = 16bps/Hz.
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Fig. 3. Mutual information of SM and SMX for variant η while assuming Nt = 8 and
Nr = 4.

4.3 Energy Efficiency

The EE of both systems is studied with respect to the ergodic capacity and for
different antenna setups and results are shown in Fig. 4. We define the EE as the
ratio between the total number correctly received bits (C) to the total power
consumption (Ps) [18], EE = Cergodic

Ps
. For comparison analysis, we consider
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Fig. 4. EE of SM and SMX with Nr = 4, (Solid line) when (PTx � Pmax).

the EARTH power model, which describes the relation between the total power
supplied and the radio frequency (RF) transmit power as [4], Ps = NRFPmin +
mPTx, where NRF is the required number of RF chains, NRF = Nt for SMX
and NRF = 1 for SM, Pmin is the minimum RF chain power consumption, m
denotes the slope of the load dependent power consumption, and PTx is the
total RF transmit power. The measurements in [16] were carried in a microcell
environment. From [4] for a microcell environment Pmin = 53 w, m = 3.1, and
the maximum transmit power per RF chain is Pmax = 6.3 w. The figure shows
that SM offers better EE than SMX, where SM offers an improvement in the EE
by up to 36% and 74% compared to SMX for Nt = 2 and Nt = 8, respectively.
This is because for SM, the total RF transmit power is fixed. However, for SMX
it increases by the number of transmit antennas.

5 Conclusions

Two promising MIMO techniques are studied and analyzed in this paper for
mmWave communication systems. namely, SM and SMX MIMO systems are
evaluated in terms of error probability, capacity and energy efficiency. Reported
results reveal that the performance of both systems highly depends on the con-
sidered MIMO setup. For the same hardware configuration, SMX is superior to
SM since it requires smaller constellation diagram to achieve the same data rate.
Yet, SM performance significantly enhances as the number of transmit anten-
nas increase. Considering SM with LS MIMO configuration is very feasible since
it can implemented with single RF chain and it does not scale the consumed
power. Also, the high frequency of mmWave signals allow for integrating large
number of antennas in small dimension without causing significant correlation
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among them. A clear answer to the raised question in the paper title is shown
to be equivocal, where both systems can be traded off in terms of performance
and energy consumption.
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Abstract. Generalized space modulation techniques (GSMTs) are
attractive multiple-input multiple-output (MIMO) technologies that
promise significant advantages for future wireless systems. Most existing
studies of GSMTs in literature tackle several theoretical issues analyti-
cally or through Monte Carlo simulations. However, practical implemen-
tation and hardware limitations are yet to be studied. In this paper,
GSMTs implementations using RF hardware components within the
Simulink RF blockset library is considered. The implementation tar-
gets minimum hardware components and proposes fundamental base-
band models for different GSMTs. The developed models facilitate the
investigation of the impact of different parameters on the overall system
performance. The accuracy of these models is corroborated through cal-
culating the average BER and compare it to existing curves in literature.
In addition, the required hardware components for GSMTs in passband
implementation are discussed.

Keywords: MIMO · Space modulation techniques
Simulink–RF blockset

1 Introduction

The number of connected devices to the Internet witnessed tremendous growth
in the past few years and the trend is unlikely to cease in the near future.
The need for advanced wireless communication systems in terms of spectral and
energy efficiencies as well as hardware simplicity are the key elements that drive
research in the future 5G standard and beyond. Future systems require devices
with marginal cost and energy consumption while achieving fast connectivity,
low complexity and very low end-to-end latency [1].

Space modulation techniques (SMTs) [2–4,6] are one of the promising tech-
nologies for next generation wireless systems as they promise several advantages
in terms of performance, spectral efficiency, hardware complexity and imple-
mentation simplicity and cost. In SMTs, multiple transmit antennas exist but
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only certain number of them is active at each time instant. It has been revealed
in [6] that these techniques can be implemented with a maximum of a single
RF-chain while achieving superior performance as compared to other state-of-
the-art MIMO technologies. Yet, in SMTs, the number of transmit antennas
must be a power of two integer and the use of arbitrary number of antennas
is not feasible. Therefore, a generalization of SMTs is proposed in literature
to relax these constraints and allow the use of an arbitrary number of trans-
mit antennas. Such generalization is referred to as generalized space modulation
techniques (GSMTs) and include generalized space shift keying (GSSK), gener-
alized quadrature space shift keying (GQSSK), generalized spatial modulation
(GSM), and generalized quadrature spatial modulation (GQSM) [5].

In this study, we consider the hardware implementation of different GSMTs
using Simulink RF blockset and study the impact of RF-switch insertion loss
(IL) on the average bit error probability (BER) of these systems. IL has been
shown recently to significantly degrade the BER of different SMTs in [7]. Similar
behavior is also noticed here for different GSMTs.

The rest of the paper is organized as follows, Sect. 2 describes GSMTs system
and channel models. Section 3 presents the implementation of different GSMTs
using Simulink RF blockset. Section 4 discusses the obtained results and elab-
orates on some of the properties of the proposed models. Finally, the paper is
concluded in Sect. 5.

2 System and Channel Models

A MIMO system with Nt transmit and Nr receive antennas is considered in this
study. At each time instant, η bits are to be transmitted using one of the existing
GSMTs. In all GSMTs, a group of transmit antennas, 1 < Nu < Nt, is activated
at each time instant to transmit an identical symbol. The received signal at the
receiver input can be written as

y = Hx + n, (1)

where H denotes an Nr ×Nt MIMO channel matrix with complex Gaussian i.i.d
entries as hij ∼ CN (0, 1) , i ∈ {1 : Nr} , j ∈ {1 : Nt}, x is the transmitted vector
of modulated or un-modulated symbols with normalized energy, i.e., E

[
xxH

]
= 1

and n denotes a vector with additive white Gaussian noise entries each with a
zero mean and σ2

n variance, ni ∼ CN (
0, σ2

n

)
. As such, the average signal to noise

ratio at each receive antenna is γ̄ = 1
σ2
n
. The received signals are then processed

and a maximum likelihood detector is used to retrieve transmitted information
bits as

x̂ = arg min
xi∈X

‖y − Hxi‖2F (2)

where x̂ denotes the estimated symbol vector indicating modulated symbol
and/or active antennas, X being a set containing all possible transmitted vec-
tors and ‖.‖F being the Frobenius norm. Finally, the average BER is taken by
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comparing the transmitted word with the received word using an Error Rate
calculation block.

The transmitted vector x is generated based on the considered GSMTs as
discussed hereinafter.

2.1 Generalized Space Shift Keying (GSSK)

In a GSSK system [8], ηGSSK =
⌊
log2

(
Nt

Nu

)⌋
bits are transmitted at each time

instant with �·� denoting the floor operation. In GSSK, the transmitted bits
are incorporated in the location of the activated antennas and the transmitted
symbol is un-modulated and only indicating which antennas are active at this
time [5].

2.2 Generalized Spatial Modulation (GSM)

GSM is an addition to the GSSK system by transmitting modulated symbols

[9]. Hence, the spectral efficiency of a GSM system is ηGSSK =
⌊
log2

(
Nt

Nu

)⌋
+

log2 (M). The transmitted symbols can be drawn from arbitrary signal constel-
lations such as quadrature amplitude modulation (QAM) or phase shift keying
(PSK).

2.3 Generalized Quadrature Space Shift Keying (GQSSK)

GQSSK is similar to GSSK, where the transmitted symbols are un-modulated
and data bits only modulate spatial symbols. However, two groups of antennas
are activated in GQSSK, N I

u and NQ
u [5]. The first group, N I

u , transmits the
in-phase part of the carrier signal whereas the second group, NQ

u , transmits the
quadrature component of the RF carrier signal as discussed in details in [5].

Hence, the spectral efficiency of GQSSK is ηGQSSK =
⌊
2 ∗ log2

(
Nt

Nu

)⌋
.

2.4 Generalized Quadrature Spatial Modulation (GQSM)

Modulating the RF carriers in GQSSK results in a GQSM system [5], which

achieves spectral efficiency of ηGQSM =
⌊
2 ∗ log2

(
Nt

Nu

)⌋
+ log2 (M).

3 Simulink RF Blockset System Models

In this work, Simulink baseband implementations of GSMTs using the RF Block-
set library are introduced. The BER performance of these systems is studied
while considering hardware imperfections, namely RF switch IL. The imple-
mented system models for GSSK, GQSSK, GSM and GQSM are respectively
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shown in Figs. 1, 2, 3, and 4. Each illustrated model consists mainly of four main
stages/blocks: The transmitter, the channel, the receiver, and the BER calcula-
tion. The depicted models also consider a MIMO setup with arbitrary number
of transmit and receive antennas.

It is important to note that practical hardware components suffer from sev-
eral imperfections other than only IL. Some imperfections include: Frequency
offset, weak isolation, return loss, and VSWR. While out of the scope of this
work, all of these imperfections need to be studied and their impact on the
overall system performance should be analyzed before any practical hardware
implementation. However, it would be beneficial to study the imperfections in
isolation to better understand the effect on system performance as a whole. Since
the RF switch is newly introduced as an active component for the implementa-
tion of SMTs in particular, and MIMO in general, it was elected to focus on the
switch imperfections first.

In the transmitter blocks, the main function is to handle the input word from
the random binary source. The input word, is divided into two parts, the first
with log2(M) bits (if GSM/GQSK based model) that are routed to a modulator
block. The second, are the remainder of the bits that control the RF-switch
select lines. Contrary to non-generalized implementations log2(Nt) bits cannot
be routed directly to the switches since there are different sets of combinations
that activate multiple switches. Therefore, a decoder block is utilized to provide
a mapping between the received bits and the select line states. In the transmitter
blocks, the input signal power is also split through power dividers to the different
RF-switch inputs. The number of power dividers needed depends on how many
RF-switches are used; two being the minimum.

In the remainder of the model, a channel block exists to generate the H
matrix, modeling Rayleigh fading, and applying AWGN. The resulting y vector
and H are passed on to the receiver block. Finally, the receiver block applies the
maximum likelihood (ML) decoder algorithm where demodulation is applied and
the transmitted bits are recovered.

4 Results

The BER of the different GSMTs presented in the previous section is evaluated
through Monte Carlo simulations while considering the effect of RF-switch IL.
In the results, three different values of IL are considered. Namely, 0 dB IL,
which represents the ideal case of no IL, 1.5 dB, and 3 dB IL. The SNR is
varied from 0 dB to 30 dB and the average BER is computed for at least 106

bits for each depicted SNR value. For fair comparison among different GSMTs,
a spectral efficiency of 6 bps/Hz is assumed for all systems while considering
Nr = 4 receive antennas and varying the number of transmit antennas and/or
modulation order. The considered system parameters for different GSMTs to
achieve the target spectral efficiency are tabulated in Table 1 (Figs. 5 and 6).
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Fig. 1. Simulink model of GSSK with Nt = 12, Nr = 4, and Nu = 2 antennas

Fig. 2. Simulink model of GQSSK with Nt = 5, Nr = 4, Nu = 2 antennas

Table 1. Simulink GSMTs parameters to achieve a spectral efficiency of η = 6 bps/Hz.

Model η (bps/Hz) Nt × Nr M Nu

GSSK 6 12 × 4 N/A 2
GQSSK 6 5 × 4 N/A 2
GSM 6 5 × 4 8 2
GQSM 6 4 × 4 4 2
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Fig. 3. Simulink model of GSM with Nt = 5, Nr = 4, Nu = 2 antennas

Fig. 4. Simulink model of GQSM with Nt = 4, Nr = 4, Nu = 2 antennas
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Fig. 5. BER performance of GSSK for different values of IL and with Nt = 12, Nr =
4, and Nu = 2.

Fig. 6. BER performance of GQSSK for different values of IL and with Nt = 5, Nr =
4, and Nu = 2.
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Fig. 7. BER performance of GSM for different values of IL and with Nt = 5, Nr = 4,
Nu = 2, and M = 8-QAM.
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Fig. 8. BER performance of GQSM for different values of IL and with Nt = 4, Nr =
4, Nu = 2, and M = 4-QAM.
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Depicted results for all systems reveal the negative impact of IL on the aver-
age BER performance of all GSMTs. Increasing the IL from 0 dB to 3 dB is
shown to significantly deteriorate the system performance and an error floor is
noticed for all GSMTs. Comparing the results of the different systems show that
GSSK and GQSSK outperform GSM and GQSM in the ideal case of 0 dB IL.
However, for large values of IL, GSM and GQSM are shown to be superior over
GSSK and GQSSK. This is because IL significantly deteriorates the detection
of spatial symbols and increases the BER values of GSSK and GQSSK tremen-
dously (Figs. 7 and 8).

The reported Simulink models in this paper for variant GSMTs can also be
used to study the performance of these systems in real time implementations.
They are the first step towards practical deployment of these techniques and they
can be used to optimize performance and design specific hardware components
tailored to the special nature of these techniques.

5 Conclusions

This paper proposes the use of Simulink RF blockset baseband models to imple-
ment the different GSMTs and study their performance under practical hardware
assumptions and scenarios. To illustrate the effectiveness of the proposed mod-
els, the impact of RF switch IL on the overall BER performance of these systems
is studied and discussed. Future hardware implementations of GSMTs can be
simplified and optimized using the reported models. Future works will address
the investigation of different hardware impairments and optimize the design of
GSMTs for better and enhanced performance.
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Abstract. One of the main limitations in Spatial Modulation (SM) sys-
tems is the lack of transmit diversity, which directly impacts its error rate
performance. The lack of the transmit diversity refers to activating only
a single transmit antenna in SM systems. In this paper, we propose a
novel scheme that aims at improving the performance of SM systems by
achieving half-full transmit diversity. The proposed scheme, called Half-
Full Transmit-Diversity SM (HFTD-SM), divides the transmit antennas
into two-antenna groups. From each group, only a single antenna is acti-
vated, and all active transmit antennas emits one modulated symbol.
The proposed HFTD-SM scheme is shown to outperform the conven-
tional SM performance in terms of spectral efficiency, error rate, and
design flexibility, while maintaining the main property of SM represent-
ing by the need of only a single RF chain. Simulation results corroborate
the superior performance of the proposed scheme as compared to other
SM variants in the literature.

Keywords: MIMO · Space modulation · Spatial modulation
Transmit diversity

1 Introduction

Space modulation systems have been widely investigated in the literature due to
their promising features as compared to traditional multi-antenna systems [1,2].
In space modulation, the transmitted bits are not only conveyed by the conven-
tional signal modulation, but also the index of the transmit antenna is exploited
to convey additional bits. The earlier version of space modulation is called Spa-
tial Modulation (SM) [3]. SM implies activating only a single transmit antenna
to carry a modulated symbol, while other transmit antennas are left silent. As
such, SM overcomes a main problem in Multi-Input Multi-Output (MIMO) sys-
tems represented by the inter-channel interference. This is attained by avoiding
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parallel transmissions from different antennas in typical MIMO systems. More-
over, SM is shown to require a single RF chain, which reduces installation and
running costs [4].

SM has been extended to the Generalized SM (GSM) [5], where a combina-
tion of transmit antennas can be simultaneously used to transmit identical data
symbol aiming at improving the spectral efficiency. Another promising advanced
SM scheme has been proposed in [6], referred to Quadrature SM (QSM), where
the in-phase and the quadrature components of the modulated symbol are emit-
ted over two different transmit antennas. QSM has also been widely investigated
in the literature [7–11].

It has been reported that SM encounters several problems and constraints
that limit its performance. A first problem is that SM can exploit only a number
of transmit antennas that is a power-of-two. Therefore, extra transmit antennas
may left unused in the conventional SM scheme. Although GSM scheme releases
this constraint by using combinations of transmit antennas, the constraint has
been actually moved to the number of antennas’ combinations [12]. Other solu-
tions have also been proposed in [13–15]. Another problem is the bit-to-symbol
mapping in SM, where it becomes difficult to satisfy the Gray mapping princi-
ples in SM due to the dependency on the random channel characteristics [16],
and thus, error performance is degraded. In [17,18], efficient bit-to-symbol map-
ping schemes are proposed aiming at minimizing the hamming distance between
adjacent symbols, which consequently, improves the attainable bit error rate.
Many other studies investigate SM and QSM from different aspects, including
performance under fading channels [19,20], hardware implementation [21], coop-
erative networks [22–24], spectrum sharing and cognitive radio networks [25,26],
wireless sensor networks [27,28], and non-coherent variants [29,30].

Transmit diversity is one of the main features in MIMO systems, which is con-
sidered a source of enhanced performance. However, conventional SM does not
achieve any transmit diversity due to activating only a single transmit antenna
at each transmission time. Improving the transmit diversity should definitely
improve the error performance at the receiver. Several works in the literature
have attempted to improve the transmit diversity in SM. In [31], the spatial
constellation and the diagonal space time block code are combined to improve
the transmit diversity. However, it is limited to low modulation orders. Phase
alignment is used at the transmitter to improve the diversity of SM schemes in
[32]. The impact of several parameters, such as shaping filters and signal con-
stellations, on the transmit diversity has been investigated in [33]. The transmit
diversity of QSM is enhanced by using two sets of dispersion matrices in [34].
Recently, the transmit diversity of SM is improved by interleaving the quadrature
components of two successive symbols in [35].

In this paper, aiming at improving the transmit diversity in SM, a new SM
scheme is proposed. The proposed scheme is referred to Half-Full Transmit-
Diversity SM (HFTD-SM) scheme. The proposed HFTD-SM scheme implies
dividing the transmit antennas into groups, where each group includes only two
transmit antennas. From each group, only a single antenna is activated at each
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transmit time. All activated antennas at a time instance will emit the same mod-
ulated symbol. As such, the proposed scheme still maintains the most important
property of SM, which is represented by the need of a single RF chain. On the
other hand, the proposed scheme can provide transmit diversity that is equal to
the half of the full transmit diversity. Moreover, for the same number of trans-
mit antennas, the proposed HFTD-SM can achieve higher spectral efficiency than
the conventional SM. Also, the proposed HFTD-SM scheme does not require a
power-of-two number of transmit antennas, whereas an even number of transmit
antennas can be fully exploited. Simulation and analytical results demonstrate
the high performance of the proposed scheme in terms of the spectral efficiency
and the bit error rate as compared to other schemes in the literature.

The rest of the paper is organized as follows. Section 2 presents the sys-
tem model with a description of the conventional SM scheme. The proposed
HFTD-SM is presented and discussed in Sect. 3. The performance of the pro-
posed HFTD-SM scheme in terms of the spectral efficiency and the error rate
is analyzed in Sect. 4. Simulation results are presented and discussed in Sect. 5,
and conclusions are drawn in Sect. 6.

2 System Model

A MIMO system that includes Nt transmit antennas and Nr receive antennas
is considered in this paper. The channel distribution between the ith transmit
antenna and the jth receive antenna, denoted by hij , is modeled as a Rayleigh
fading channel with zero mean and unity variance. No correlation is assumed
among transmit nor receive antennas.

The transmitted vector is denoted by x = [x1, x2, · · · , xNt
]T , where xi rep-

resents the transmitted signal from the ith transmit antenna and T denotes the
transpose operator. Accordingly, the received signal vector y is expressed as

y = Hx + w, (1)

where H is the Nr × Nt channel matrix, and w is the additive white Gaussian
noise vector at the receive antennas. The entries of w are modeled as complex
Gaussian random variables with zero mean and σ2

w variance.
At the receiver end, Maximum Likelihood (ML) detection is applied to

retrieve the transmitted vector as

x̂ = arg min
x∈X

‖y − Hx‖2F , (2)

where x̂ is the detected vector, X is a set containing all possible transmission
vectors, and ‖ · ‖2F is the squared Froeinius norm.

In the conventional SM scheme, only a single antenna is activated which is
selected based on log2 Nt transmitted bits. Other log2 M bits (M is the modu-
lation order) are modulated, and the modulated symbol is sent via the selected
transmit antenna. As such, a block of log2 NtM bits is transmitted at each
transmission time in the conventional SM. Notice that, as only a single transmit
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antenna is activated, the transmission vector x includes only a single nonzero
element, which limits the transmit diversity in SM systems. Also, it is clear that
Nt should be a power-of-two in order to have an integer number of transmitted
bits.

3 Half-Full Transmit Diversity SM (HFTD-SM)

Motivated by the limited transmit diversity in SM systems and the constraint on
the number of transmit antennas, a new SM scheme is proposed in this section,
aiming to overcome the mentioned limitations. The proposed HFTD-SM scheme
is able to achieve to the half of the full transmit diversity, which consequently
improves its performance in terms of the error rate at the receiver end.

The proposed HFTD-SM scheme implies that transmit antennas are divided
into Nt

2 groups, where each group includes only two transmit antennas. A single
antenna from each group is activated based on a single transmitted bit. As such,
Nt

2 bits are used to select the active antennas in all groups. Other log2 M bits
are modulated and emitted from the selected transmit antennas. As such, the
transmitted block includes Nt

2 + log2 M bits.
It is worth mentioning that the proposed scheme still requires a single RF

chain as in the conventional SM, although multiple transmit antennas are simul-
taneously activated. This is due to the fact that all active antennas will transmit
the same modulated symbol at each transmission time, and hence, all active
antennas can use the same RF chain. Also, a power-of-two number of the trans-
mit antennas is not anymore a requirement in the proposed HFTD-SM scheme,
where an even number of the transmit antennas can be utilized.

3.1 Example

Consider a system with Nt = 8 and M = 4. Let us denote the transmit antennas
by a1, a2, ..., a8. HFTD-SM will divide the transmit antennas into 4 groups as
follows (a1, a2), (a3, a4), (a5, a6) and (a7, a8). Assume the first antenna in each
group is labeled by 0, while the second antenna in each group is labeled by
1. The transmitted bit block should include Nt

2 + log2 M = 6 bits. Assume
the transmitted block at a specific time is 110101. The first 4 bits are used to
determine the active antennas in the four groups, respectively. Therefore, based
on the bits and the antennas’ labels, the transmit antennas a2, a4, a5 and a8

will be selected to transmit the modulated symbol. The modulated symbol is
generated by modulating the last two bits 01. Using 4-QAM constellation, the
modulated symbol is −1 + j. Hence, the transmission vector x is formulated by
substituting the value of the modulated symbol in the corresponding elements
of the active antennas as follows x = [0,−1 + j, 0,−1 + j,−1 + j, 0, 0,−1 + j].
Notice that to normalize the transmit power to unity, the vector x is multiplied
by

√
2

Nt
.
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4 Performance Analysis

An analytical discussion on the performance of the proposed HFTD-SM scheme
in terms of the spectral efficiency and the average BER is discussed in this
section.

4.1 Spectral Efficiency

The spectral efficiency of the proposed HFTD-SM scheme (ηHF ) is expressed as

ηHF =
Nt

2
+ log2 M (3)

while the conventional SM can achieve a spectral efficiency given as

ηSM = log2 Nt + log2 M (4)

Clearly, the proposed HFTD-SM can achieve higher spectral efficiency for
high values of Nt (i.e., Nt > 4). The spectral efficiency difference between the
two schemes (Δ) can be expressed as

Δ =
Nt

2
− log2 Nt, (5)

which is equal to zero for Nt = 2 and 4, while it starts increasing as Nt increases.
For example, at Nt = 16, the spectral efficiency difference is 4 bps/Hz, which
represents a great enhancement in the spectral efficiency as compared to the
conventional SM scheme.

4.2 Bit Error Rate

The average BER for the proposed HFTD-SM scheme can be upper-bounded
using the well-known union-bound technique [36] given by

ζ =
1

m2m

m∑
k=1

m∑

k̂=1

ekk̂PEPkk̂, (6)

where m is the block length (m = Nt

2 + log2 M), PEPkk̂ is the average pair-wise
error probability defined as the probability that xk̂ is detected given that xk is
actually transmitted, and ekk̂ is the hamming distance between the correspond-
ing bit blocks of xk̂ and xk.

The pair-wise error probability for a given H can be computed and written
with the aid of the Q-function [37] as [20]

PEPkk̂/H = Q(μ), (7)

where μ is given by

μ =
1

2σ2
n

‖H(x − x̂)‖2F (8)
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The unconditional pair-wise error probability can be computed by averaging
(7) over the pdf of the channel, where it is usually expressed as

PEPkk̂ =
2Nr−1Γ (Nr + 0.5)√

π(Nr)!

(
1
μ

)Nr

, (9)

where μ is the average value of μ, and Γ (·) is the Gamma function [37].

5 Simulation Results

This section provides simulation results of the performance of the proposed
HFTD-SM scheme in terms of the spectral efficiency and the average BER. The
proposed scheme is compared to two other schemes, namely SM and QSM. The
average SNR is defined as the symbol energy per noise power. As the symbol
energy is set to unity, the SNR is equal to 1

σ2
n
.

Figure 1 shows the attainable spectral efficiency, η, versus the number of
transmit antennas Nt for SM, QSM and HFTD-SM schemes. The modulation
order is set to M = 4. In both SM and QSM, when Nt is not a power-of-two, the
spectral efficiency is equal to the one achieved by the nearest power-of-two lower
than Nt. For example, at Nt = 6, the spectral efficiency for SM and QSM is 4
and 6 bps/Hz, respectively, which are equal to the spectral efficiency achieved
at Nt = 4. On the other hand, the proposed HFTD-SM does not require that
Nt to be a power-of-two, where it can achieve higher spectral efficiency once Nt

becomes an even number. Also, it can be seen that the proposed scheme can
achieve higher spectral efficiency than SM for Nt > 4, and higher than QSM for
Nt > 8.

The average BER versus the average SNR for the proposed HFTD-SM and
SM schemes is shown in Fig. 2 at a spectral efficiency of 8 bps/Hz. The considered
configuration of SM to achieve the desired spectral efficiency is Nt = 8 and
M = 32-PSK, while Nt = 8 and M = 16-PSK are the considered parameters
for the proposed HFTD-SM scheme. The number of receive antennas is set to
Nr = 2. A clear SNR gain is achieved by the proposed HFTD-SM as compared
to the conventional SM scheme, especially at high SNR values. For instance, at
a BER of 10−4, the SNR gain is about 4 dB.

Figure 3 confirms the high performance of the proposed HFTD-SM scheme
indicated in Fig. 2. The spectral efficiency is set at 10 bps/Hz, which is achieved
by Nt = 8, M = 128-PSK for the SM scheme, and by Nt = 8 and M = 64-
PSK for the proposed HFTD-SM scheme. At a BER of 10−4, the SNR gain is
about 6 dB due to the improved transmit diversity provided by the proposed
HFTD-SM scheme.

The last result is shown in Fig. 4, where the average BER versus the SNR is
plotted for the QSM and the HFTD-SM schemes at a spectral efficiency of 17
bps/Hz. For QSM, Nt = 32 and M = 128-PSK, while for HFTD-SM, Nt = 32
and M = 2 (BPSK). In both schemes, Nr = 2. At 10−4 BER, the proposed
scheme can outperform the QSM scheme by about 3 dB SNR gain.
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Fig. 1. The spectral efficiency versus the number of transmit antennas for the proposed
HFTD-SM, QSM and the conventional SM schemes at a modulation order of 4.

Fig. 2. The average BER versus the SNR for the proposed HFTD-SM and the conven-
tional SM schemes at spectral efficiency of 8 bps/Hz.
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Fig. 3. The average BER versus the SNR for the proposed HFTD-SM and the conven-
tional SM schemes at spectral efficiency of 10 bps/Hz.

Fig. 4. The average BER versus the SNR for the proposed HFTD-SM and the QSM
schemes at spectral efficiency of 17 bps/Hz.
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6 Conclusions

A new spatial modulation scheme that is able to achieve half of the full transmit
diversity is proposed in this paper. The proposed scheme implies dividing the
transmit antennas into two-antenna groups. For each group, a single antenna
is activated, and all active antennas will transmit the same modulated symbol.
Analytical and simulation results prove the high performance of the proposed
scheme in terms of the spectral efficiency and the bit error rate.
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Abstract. The recent definition of hardware system models for space
modulation techniques has provided a pathway to physical implementa-
tion of such systems. Space Shift Keying (SSK), being at the forefront of
all these definitions, implements a pure form of space modulation that
does not require a traditional RF chain that generates baseband sym-
bols. On the other hand, compact, SDR-enabled, platforms powered by
computationally powerful SoCs, are also becoming increasingly popular
in prototyping wireless systems. In this work, we leverage commercially
available SDR-enabled platforms, based on the Xilinx Zynq SoC and the
Analog Devices AD9361 analog front end, to implement an entry level
SSK system.

Keywords: SDR · Space modulation · Zynq

1 Introduction

Trending wireless protocols such as 5G, have introduced an ever increasing
demand on wireless systems to increase data rates, spectral efficiency, and
reduce power consumption. One of the approaches to address the aforemen-
tioned demands was by introducing Multiple Input Multiple Output (MIMO)
systems. Through different implementations, the main idea for MIMO systems
is to deploy multiple antennas at the transmitter and receiver sides to exploit
multipath propagation properties of a channel. Out of the various MIMO tech-
niques, Space Modulation (SM) has emerged as one of the techniques that could
address the demands for future systems [9]. Contrary to traditional implemen-
tations of MIMO (Ex. Spatial Multiplexing), SM only requires a single RF, or
in some cases zero, chain(s). SM achieves that by transmitting a portion of the
information bits through the transmit antenna indexes.

As with all new wireless implementations, there still exists a gap in SM
between the theoretical and physical (hardware) implementations. As recently
introduced in literature, SM is achievable through a family of eight techniques;
Space Shift Keying (SSK), Spatial Modulation (SM), Quadrature Space Shift
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Keying (QSSK), Quadrature Spatial Modulation (QSM), Generalized Space
Shift Keying (GSSK), Generalized Spatial Modulation (GSM), Generalized
Quadrature Space Shift Keying (GQSSK), and Generalized Quadrature Spatial
Modulation (GQSM) [6,10,11]. Each implementation offering a different com-
plexity, cost, spectral efficiency, and power consumption depending on applica-
tion demands.

The emergence of heterogeneous computing platforms, such as the Xilinx
Zynq, have provided the ability to accelerate the hardware implementation of
theoretical wireless systems [3]. These platforms have been used extensively in
other works to achieve Software Defined Radio (SDR) implementations as well as
proving out wireless models [5,8,14,15]. Being software defined, these platform
provide a lot of flexibility to build on and expand to other implementations.

In this work, we provide the details of physically implementing one of the SM
family of techniques, namely SSK, utilizing a Zynq platform. SSK was chosen
such that it is a foundational technique that all other implementations would
need to build on. The rest of the paper is organized as follows, Sect. 2 introduces
the SSK system model, Sect. 3 describes the hardware architecture adopted and
the implementation of the system, Sect. 4 describe the results obtained, and
finally Sect. 5 concludes this paper.

2 System Model

Figure 1 shows the SSK system model definition. At the transmitter side, incom-
ing serial bits are parallelized and connected to the select lines of an RF switch.
Through the select lines states, the RF switch controls which antenna is trans-
mitting at each time instance. The RF input of the switch is merely a periodic
carrier signal that could be easily generated in various manners. As a result, the
spectral efficiency η of the system therefore is defined merely by the number of
antennas Nt deployed in an SSK system and is equal to:

ηSSK = log2(Nt) (1)

The generated RF signal from the transmitter is transmitted over the MIMO
channel matrix H. The transmitted signal received by Nr receive antennas in
The Nr-dimensional received vector y is then given by:

y =
√

EsHx + n, (2)

where Es denotes the transmitted energy, n the noise in the channel, and H
being the complex channel matrix with a dimension of Nr × Nt. At the receiver
side, the received signals are then demodulated through an IQ demodulator
and processed by an optimum ML decoder to retrieve the source bits. The ML
decoder is defined as [7,12,13]:

x̂ = arg min
xi∈X

‖y − Hxi‖2F, (3)
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where x̂ denotes the estimated transmitted symbol, ‖ ·‖F is the Frobenius norm,
and xi is a possible transmitted vector from X , where X is a set containing all
possible transmitted vector combinations.

Fig. 1. The SSK system model

3 Hardware System Architecture and Implementation

In order to achieve an SSK realization in hardware, two Xilinx Zynq-based SDR
enabled platforms were utilized, one for the transmitter side and another for the
receiver [2,3]. The transmitted platform deployed was the Xilinx ZC706 devel-
opment board with an AD-FMCOMMS5 analog front end attached. The second
platform deployed for the receiver was a Zedboard with an AD-FMCOMMS3
analog front end attachment. Both the AD-FMCOMMS3 and AD-FMCOMMS5
incorporate the Analog devices AD9361 [1,4]. The AD-FMCOMMS5 attach-
ment can support four transmit and/or receive chains, on the other hand, the
AD-FMCOMMS3 can support only two transmit and/or receive chains. The
Zynq device is a heterogeneous System on Chip device that incorporates dual
core ARM-A9 cores alongside an FPGA fabric. The platform comes with a base
design from Analog Devices providing low level driver support thus providing
multiple options to control the low level FPGA and RF front end hardware. The
options include; running the hardware with no-OS (i.e. bare metal with low level
C drivers), with a Linux image via kernel drivers and GNU radio companion, or
a Linux image communicating to MATLAB on a host computer.

The hardware system architecture of the SSK implementation is demon-
strated in Fig. 2. On the transmitter side, a Linux image with GNU radio com-
panion is used for creating the transmitter system. Only one of the FMCOMMS5
outputs is activated and is connected to the RF input of an RF switch. The
select line of the RF switch is connected to a GPIO output pin coming from
the Zynq SoC on the ZC706 board. The RF switch utilized is a SPDT switch
with part number ZFSWA2-63DR+ from MiniCircuits, thus allowing for two
transmit antenna implementation.
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Fig. 2. The hardware system block diagram

The receiver system utilizes both receive chains of the FMCOMMS3 to
achieve a 2x2 MIMO system implementation. On the software end, a Linux
image with a libIIO object that connects to MATLAB on a PC host is utilized.
This allows for simpler post-processing of all the received data.

3.1 Transmitter Implementation

As mentioned earlier, the GNU radio companion was utilized to realize the trans-
mitter implementation. The GNU companion block diagram for the transmitter
implementation is shown in Fig. 3. The FMComms5 Sink is a support block pro-
vided by Analog Devices to configure and initialize the low level hardware and
the AD-FMCOMMS5 RF front-end module. The complex samples required to
be transmitted are fed into this sink block. Through the sink block the passband
frequency is also determined and it is set to 2.4 GHz. The signal source block
generates the desired shape of the transmission signal which the SSK case is a
sinusoidal signal. This is the signal utilized to generate the required carrier that
connects to the RF switch input.

The TX Frame is a custom block programmed to transmit the required frame.
This block contains both bits that are forwarded to the following multiply block
and bits that control the switching of the RF switch. The transmit frame consists
of 40 bits and is split into three parts as shown in Fig. 4. The first 13 bits
contain a barker code sequence to achieve frame synchronization at the receiver
side. All of the barker code bits are forwarded to the multiply block to alter
the carrier output (enable or disable). During the transmission of the barker
code values, the RF switch select line is fixed until the barker code completes
transmission. Following the completion of the barker code transmission, a value
of 1 is forwarded to the multiply block allowing the carrier output to be enabled
for the remainder of the frame transmission. The remainder of the bits in the
frame are all transmitted through the antenna indicies by switching the RF
switch. Bits 14 and 15 in the transmit frame are pilot bits required for executing
channel estimation at the receiver. Finally, the remainder of the frame contains
data bits for the message to be transmitted. The switching speed applied to the
switch was 20 ms thus achieving a transmission rate of 50 kbps.
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Fig. 3. The GNU radio implementation block diagram at the transmitter

Fig. 4. The transmitted frame

3.2 Receiver Implementation

The receiver system is implemented using Simulink. Simulink provides a hard-
ware interface block that connects and configures the Zedboard platform with
the FMCOMMS3. The interface block output is the data received and processed
on the low level board hardware. The data format is complex samples that can
be further processed in Simulink. The interface block output provides a matrix
that combines the samples from the different receive chains.

Figure 5 shows the block diagram implemented in the system on the receiver
side. The data received from the board via the interface block is first separated by
channel and serialized, such that processing can be performed on each antenna
signal separately. Following that, a moving average of the RMS value for the
signals is generated to determine the power in the received signals. The signals
are then down-sampled for optimized processing. After that the signals are con-
catenated into a single vector and the frame rebuilt to extract the valid frames
through the frame synchronization block. It can be noticed that only one of the
channels is connected to the preamble detector for frames. Since frame synchro-
nization is done before any bits are recovered, there isn’t a need for information
from more than one antenna chain to synchronize frames.

The final block in the receive chain contains the ML decoder and the chan-
nel estimator implementations. In this block, the channel estimator leverages
the pilot bits and a least squares algorithm in order to determine the channel
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parameters. After that is completed, all unwanted data in the frame is stripped
away (first 15 bits of barker code and pilot). The generated channel parameters
are then fed to the ML decoder as defined in Eq. 3 to recover the transmitted
bits. Finally, an error rate block is implemented to determine the BER of the
system.

Fig. 5. Simulink model for the SSK receiver

4 Results

A system test run was conducted to determine the correctness of the system
implementation. A data file was generated and sent from the transmitter to the
receiver in a lab environment. An overall bit error rate of 0.04 was achieved for
the transmitted data. Figure 6 shows a plot of the signal received at one antenna
at the start of a frame which consists of the 13-bit Barker sequence. For the
barker code portion of the transmission, the change in amplitude of the received
signal defines whether a zero or a one has been received. Essentially the figure
shows that the initial sequence of “1,1,1,1,1,0,0,1,1,0,1,0,1” is being detected.

In Fig. 7, a sample for part of the transmission sequence is shown. The differ-
ent signal colors indicate the signals on each of the receive channels. The differ-
ence in amplitude between the signals is due to the effect of multi-path fading. As
a result, comparing the two regions identified on the figure; the switching ampli-
tude levels between signals indicates the antenna that is transmitting. Moreover,
it can be noticed in the figure some abnormal transitions appear in between the
switching amplitudes. This is due to the effect of switching between antennas on
the transmitter side.
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The results obtained in this work serve as proof of the feasibility of Space
Modulation in hardware using an RF switch. However, in the context of future
work, this work is still in its preliminary stages as more data, primarily perfor-
mance data at different antenna configurations and SNRs, needs to be collected.
There is also much hardware imperfections impact that need to be studied.
Finally, out of the family of space modulation SSK is one of few others pre-
sented in literature. This platform would be a good entry level to implement
other space modulation techniques.

5 Conclusion

In this work we demonstrate the hardware implementation of one of the Space
Modulation Techniques, namely SSK. The implementation is achieved utilizing
commercial off the shelf SDR-enabled SoC based platforms. The work shows
that the realization of SSK is less complicated than traditional MIMO systems.
We also define the architecture of the system, the transmitter, and the receiver
implementations. This platform facilitates future research for expanding to other
hardware implementations in addition to further studying actual performance
of Space Modulation physical implementations.
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Abstract. In this paper, a determination of radiation characteristics
is performed using rectangular aperture antenna theory and transverse
electric field calculation with method of moments and generalized equiv-
alent circuit MoM-GEC for a rectangular patch antenna contained in
an open-ended waveguide. This study is based on aperture antenna the-
ory and field equivalence principle applied to the two-dimensional Fourier
transform integrals over the aperture. We consider Fraunhofer-zone char-
acteristics in terms of radiation pattern and directivity computed over
an aperture through an assumed perfectly conducting screen. Results
show an acceptable agreement between computed and simulated radia-
tion data in E and H planes.

Keywords: Aperture antenna · Radiation characteristics
MoM-GEC analysis · Planar circuit

1 Introduction

Antenna radiation characteristics are a fundamental key performances in EM
analysis. The determination of radiated properties is based on radiation analysis
over apertures. In this study, we are interested in radiation analysis over a rect-
angular aperture antenna. Structure analysis is evaluated in terms of radiation
pattern and directivity using rigorous formulation based on MoM-GEC method
(Galerkin implementation in spatial domain of method of moments) and compar-
ing with commercial simulation software CST MWS. Such analysis is intended
to infer full 3D calculation of electromagnetic fields while benefiting of MoM
simplification that helps determination of unknowns at the very discontinuity
plane and hence bringing back 3D spatial problem to 2D spatial problem.

The main aim of this study is to perform radiation characteristics over rect-
angular aperture. In fact, Fraunhofer zone is closely related to far-zone approx-
imation technique. Hence, this work describes a brief formulation to determine
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radiation characteristics of a planar circuit based on MoM-GEC method. A set of
spatial expressions of Galerkin method are used in this work to investigate elec-
tromagnetic performances to conclude thereafter about far-zone characteristics
in terms of far field, radiation pattern and directivity.

To outline this paper, our description is organized into four sections. Section 2
is dedicated to introduce few works about radiation approaches over different
aperture types. In Sects. 3 and 4, the studied structure and the numerical method
analysis is described. In the Sect. 5, an investigation of computed radiation data
is presented and discussed.

2 Related Work

There are several types of aperture antennas such as rectangular apertures, cir-
cular apertures, open-ended waveguides. Radiation apertures are based on field
equivalence principle to express aperture fields by equivalent electric and mag-
netic surface currents. At Fraunhofer-zone, by the knowledge of the fields over
the aperture of the antenna, aperture fields are considered the sources of radia-
tion (Huygens-Fresnel principle).

In [1], a parabolic circular-ended taper is studied to find out maximum power
which is computed from circular cophasal aperture based on field equivalence
principle formula. A normalized power flux density on the axis of the aperture is
also computed in order to enhance factors of different aperture field distributions
within various aperture sizes.

Open-ended waveguide is one of radiation aperture types studied in the liter-
ature [2]. In [3], field radiated from rectangular open-ended waveguide is deter-
mined based on gain correction factor approach of Polk. The open-ended waveg-
uide is excited with TE10 mode and the gain pattern is computed over the
open-ended waveguide at Fresnel-zone.

In [4], an approach for calculating the far zone pattern from near field mea-
surements is described. Near field data is utilized to determine far field based on
two-dimensional Fourier transform over the aperture of the antenna. A replace-
ment of integrals by a summation over constant increments in X and Y is done
to compute far field from a measured near field.

In [5], an integral solution based on vector potentials to determine far field
patterns is presented. In, fact, moments method-based is applied to analyze
microstrip square patch to evaluate far field results. MoM results are computed
in terms of radiation pattern in H and E planes based on Green’s functions
defined in an assumed infinite substrate to describe a square patch excited with
a dipole (coaxial port). A comparison is presented in [5] between results com-
puted with transmission line model, measured data and results obtained by MoM
analysis with two types of base functions. Since results are computed with an
assumed finite substrate, a negligible effect on radiated fields in H-plane how-
ever is investigated and a poor agreement is noted with all compared cases in
the E-plane results. In this context, an investigation of finite substrate effect on
electric field is studied preceding determination of radiation performances in this
work.
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3 Studied Structure

The studied structure is a planar circuit: the radiated element is rectangular
patch. In this section a description of the studied structure and parameters are
given in addition to a concise formulation for radiated properties determination.

3.1 Structure Parameters

The geometry of the structure is shown in Fig. 1 [6]. A microstip rectangular
patch antenna acts as radiated element. It is contained in a bounded domain
and is placed on short circuited substrate (loss free, 2.2 dielectric constant). The
ground plane, the patch and the feed line are designed as PEC. The antenna
is contained in an open-ended waveguide (four electric sidewalls EEEE) with
short-circuited bottom side (z-axis). Excitation source is considered as constant
planar pulse function.

Fig. 1. Studied structure.

3.2 MoM-GEC Formulation

This paper’s approach is based on MoM-GEC formulation as a first step of
modeling, so that a characterization of surface E and Js fields are deduced. The
second step relies on application of aperture theory to figure out Fraunhofer-zone
properties. Numerical formulation is expressed with Galerkin implementation of
moments method [7] in spatial domain combined with generalized equivalent
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circuit MoM-GEC [8]. The equivalent circuit associated to the studied structure
is made respecting all electromagnetic boundary conditions (Fig. 2), where:

– E0 is chosen as planar voltage source.
– Js is the surface current (unknown).
– Zsup, Zinf are respectively matched load impedance operator and short cir-

cuited impedance operator.
– E is the transverse electric field (unknown).

Fig. 2. Equivalent circuit of the studied structure.

Referring to the equivalent circuit, Eq. 1 is used to determine the two
unknowns Js and E. [

E
Js

]
=

[
1 Ẑ
0 1

] [
E0

J0

]
(1)

(E − E0) = ẐJs (2)

The current Js is discretized over test functions gi (Eq. 3).

Js =
∑

i

xigi (3)

By replacing Js, the Eq. 2 becomes:

〈gj , E − E0〉 = 〈gj , Ẑ
∑

i

xigi〉 (4)

The second projection on Js (Galerkin application) gives Eq. 5:
⎡
⎢⎢⎢⎢⎣

〈g1, E0〉
...

〈gj , E0〉
...

〈gn, E0〉

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

〈g1, Ẑg1〉 ... 〈g1, Ẑgn〉

... 〈gj , Ẑgi〉 ...

〈gn, Ẑg1〉 ... 〈gn, Ẑgn〉

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

x1

...
xi

...
xn

⎤
⎥⎥⎥⎥⎦ (5)
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Consequently, the MoM-GEC matrix equation is expressed by:

B = AX

Where: A: Impedance matrix, B: Excitation column vector and X: Unknown
coefficients vector.

So, X is evaluated by matrix inversion. Localized test functions are closely
related to the current distribution on the metal. Test functions are set to bi-
dimensional overlapping rooftops expressed in two sub-domains: the feed line
sub-domain and the patch sub-domain. In the feed line sub-domain: dLine =
[0, l][−d/2, d/2], Eq. 6 is expressed as following:

gp1(x, y) =

{
N1(x − (p − 1)Δl) in dA

N2(−x + (p + 1)Δl) in dD
(6)

where: dA = [(p − 1)Δl, pΔl][−d/2, d/2]; dD = [pΔl, (p + 1)Δl][−d/2, d/2]
In patch sub-domain dPatch = [l, l + L][−W/2,W/2], test functions are

defined (Eq. 7):

gp2(x, y) =

{
N ′

1(X − (p − 1)Δl + l) in dA′

N ′
2(−x + (p + 1)Δl + l) in dD′ (7)

where: dA′ = [(p − 1)Δl + l, pΔl + l][−W/2,W/2]; dD′ = [pΔl + l, (p + 1)Δl +
l][−W/2,W/2]

Fig. 3. One-dimensional plot of test functions rooftop type.
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Test functions are normalized by factors N1, N2, N ′1 and N ′2. A repre-
sentation of rooftops plot is given in Fig. 3. According to this formulation, the
electric field E is expressed as Eq. (8) in Cartesian coordinates x and y.

E(x, y) =
∑
mn

∑
pq

Xpzmn〈gpq, fmn〉fmn(x, y) (8)

The expression of the impedance operator is set according to homogeneous mode
functions fmn (electric and magnetic transverse TE and TM) of the waveguide
mode impedances zmn. MoM-GEC-based implementation leads to a computation
of transverse E field. In the second step, we describe the application of aperture
theory witch utilizes the computed electric field.

3.3 Aperture Theory Application

Referring to Huygens-Fresnel principle, E field becomes the source of radiation
at the aperture. Radiation over aperture theory begins with the expression of
Helmholtz solutions of Maxwell equations [9]. Solutions are obtained in terms
of respectively electric and magnetic vector potentials. The application of field
equivalence principle [9–11] expresses Js and Ms, respectively electric and mag-
netic surface current densities, as functions of tangential electric and magnetic
fields (Eqs. 9 and 10 ).

Js = n̂ × Ha (9)

Ms = −n̂ × Ea (10)

We consider the rectangular aperture mounted in perfectly conducting screen
at xy-plane. With the help of image theory principle [9], only magnetic current
based on electric field prevails (Eq. 10). Consequently, the case of aperture over
PEC entails a simplification of expressions describing radiated fields. Over PEC
aperture, expressions of radiated field components are written as:

Eθ = 2jk
e−jkr

4πr
(fx cos(φ) + fy sin(φ)) (11)

Eφ = 2jk
e−jkr

4πr
(cos(θ)(fx sin(φ) + fy cos(φ))) (12)

Based on Fourier transform integrals over Cartesian aperture, f is expressed as:

f(θ, φ) =
∫

Aperture

Ea(x′, y′)ejkxx′+jkyy′
dx′dy′ (13)

In our case, the screen aperture is made in the plane XY, so the kx and ky are
defined as: kx = kcos(φ)sin(θ), ky = ksin(φ)sin(θ).
Where f(θ, φ) is function of tangential electric field expressed by means of MoM-
GEC formulation.
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4 Numerical Results

To describe all results related to the above formulation, a computer program
Java/Scala-based is written. A convergence study is accomplished in terms of test
and mode functions (226000 modes with 89 rooftops). Radiation characteristics
are computed within the help of tangential electric field. Figure 4 illustrates
electric field distribution calculated by MoM-GEC and CST MWS simulator.
Plots show an agreement with physical boundary conditions. Electric field shows
discontinuity of its X component at the patch right edge and has zero value on
the metal. In our work, we are mainly interested in Fraunhofer-zone. Radiation
data are computed in H and E planes: θ samples are set between −π/2 and π/2
where φ is constant φ = 0, φ = π/2, 30 samples are considered for θ and constant
φ at the working frequency 4.79 GHz. Perpendicularly to the structure plane at
z = 0, radiated field is computed at Fraunhofer zone (z = 1 m) based on Eq. 14.

E(θ, φ) = |Eθ|2 + |Eφ|2 (14)

Fig. 4. Tangential E field components computed respectively with MoM-GEC and
CST MWS: (a), (b): X and Y components of E field with MoM-GEC. (c), (d): X and
Y components of E field with CST MWS.

Figure 5 depicts polar plot of radiated fields computed with MoM-GEC and
simulated with CST MWS in H plane. Plots show an angle of aperture of about
67◦. The non perfect agreement of the H-plane plots with CST MWS may be
attributed to the shielding models in CST and MoM-GEC application. At the
observation point r′, based on radiated field components, radiation pattern is
evaluated according to Eq. 15.

Poy(θ, φ) =
r′2

2z0
(|Eθ|2 + |Eφ|2) (15)
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where z0 is the intrinsic impedance, r′ is the distance of observation point. Figure
(Fig. 6) shows polar plots of radiation pattern along the two planes with the two
computation tools.

Fig. 5. Radiated Field H-plane polar plots (MoM-GEC computation and CST MWS
simulation)

Fig. 6. Radiation pattern along H-plane polar plots (MoM-GEC computation vs CST
MWS simulation).

The directivity is calculated by dividing radiation intensity by its average
intensity (Eq. 16).

Dir =
Poy(θ, φ)

Poy(θ, φ)avg
(16)
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Along the two principle planes, the directivity is computed using polar coordi-
nates (φ is constant and θ is variable as mentioned above). Figures 7 and 8 show
directivities obtained by both MoM-GEC-based formulation and simulation. By
analyzing directivity intensity plots, main lobe value is about 5 dB obtained at
the angle 0◦ producing an acceptable directivity level. Side lobe level is about
−5.8 dB.

Fig. 7. Directivity along E-plane polar plots (MoM-GEC computation and CST MWS
simulation).

Fig. 8. Directivity along H-plane polar plots (MoM-GEC computation and CST MWS
simulation).
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5 Conclusion

In this contribution, an investigation of Fraunhofer-zone based on aperture the-
ory is done for planar radiated element contained in open-ended waveguide. The
application of aperture antenna theory combined with MoM-GEC analysis is
made using Java/Scala computer program. Results described above, show an
agreement with both numerical calculation and simulation in terms of radiated
field, radiation pattern and directivity. The maximum radiated intensity in the
normal direction (θ = 0) to the studied plane is about 5 dB over the rectangular
electric aperture. In this paper, we were interested mainly in far-zone, as a future
work, our target is to determine radiation properties in the presence of a human
body tissue based on Specific Absorption Rate (SAR).
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Abstract. It is well known that the 28 nm fully depleted Silicon-On
Insulator (FDSOI) node has a temperature effect due to the inherent
pyroelectric and piezoelectric properties. In this paper, we introduce a
spatial interpolation Lookup table (LUT) model considering temperature
dependence of nanometer CMOS transistors. The novel methodology is
used to build the bias current and capacitance LUTs for MOS transistor
circuits under extensive variety of temperature values, evaluated under
transient analysis. This innovative LUTs model significantly reduce the
simulation runtime with sufficient accuracy using adaptive multivariate
precomputed Barycentric relational interpolation for the appraisal tem-
perature effects of 28 nm FDSOI node.

A transient analysis benchmark is employed in order to verify and val-
idate the proposed models according to the well-known simulation mod-
els (i.e. the 28 nm FDSOI model and traditional spatial Lagrange model).
The proposed model can significantly reduce the size of lookup table,
thereby reducing the computational cost. Furthermore, the model outper-
form the 28 nm FDSOI compact physical model and the traditional spa-
tial Lagrange model due to the reduced simulation runtime by up to eight
orders of magnitude considering the temperature effect in 28 nm FDSOI
innovation. Moreover, the proposed novel LUT based approaches are able
to attain high precision with much reduced computational cost.

Keywords: Statistical modelling · Temperature variation
28 nm FDSOI technology

1 Introduction

The 28 nm FDSOI node is a promising nano-CMOS technology offering several
benefits such as reduction in power, space scaling, cost effective platform and per-
formance enhancement. It also enables a lower VDD and acts as an electrostatic
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enhancer to reduce the short channel effects; and provisions for better energy man-
agement, thanks to an ultra-thin buried oxide (BOX) and body biasing charac-
teristics over the counterpart conventional Bulk technology [1]. The body bias-
ing feature is vastly efficient for adjusting the transistor channel, tolerating the
optimization of dynamic and static power consumption [1]. In spite of its pre-
dominant attributes, operation of the 28 nm FDSOI node fluctuates when the
temperature changes in relation to the climatic conditions; the materials utilized
have inborn pyroelectric and piezoelectric properties that help in influencing its
attributes and consequently the circuit performance [2]. The temperature perfor-
mance of the logic gates and input-output (IO) cells planned depend on FDSOI
transistors [3]. A switch in the working temperature causes the mobility to vary
and prompts changes in the on-current Ion, threshold voltage VT, and velocity
saturation in each device [4]. In this aspect, ordinary compact and physical tran-
sistor models, such as Fe-FETs, BSIM, and PSP, comprise a substantial number of
parameters and complicated equations in order to characterize the physical mech-
anisms, beyond the typical characterization for a short-channel device [4–6]. These
sort of models have a high level of complexity and offer high precision mirror-
ing the fundamental device physics. All things considered, they together, back-off
the evaluation runtime. On the other hand, the empirical behavioral models of
the circuit simulation depend on the LUT models. The LUT models comprise of
the device input-output qualities and utilize some reasonable numerical interpo-
lation, as well as numerical strategies to get working point values from the LUTs
within the simulation process [7–10]. The LUT technique is simple to implement
[11,12]. Nevertheless, it requires a high density of data points, which lead to an
expansion in the computational cost in the request procedure. In recent times,
a novel LUT approach in view of a spatial Lagrange polynomial has been intro-
duced in [13]. The foremost benefit of this approach, is that, numerical model
can be obtained from the measured information set. Besides, it has a charac-
teristic ability at the highest order of polynomial for any given arrangement of
information. The use of this method (i.e. spatial Lagrange polynomial) to build
behavioral transistor model with just a single expression gives an insight into the
device behavior over the whole area of biasing and in all areas of operation as well
as considering process, voltage and temperature (PVT) variation. Therefore, by
exploiting this method, just one equation is required for characterizing the tran-
sistor considering all gates-biasing voltages within a high range of temperature,
and for both the triode and saturation operation regions of the I-V characteris-
tics [3,13]. However, the principle downside of this technique, is that all work will
be tunneled towards recalculating every single degree of the polynomial. This is
not compatible with the wide deployment of multi-core architectures. Therefore,
researchers have shown an increased interest in sequential optimizations algorithm
if and only if it is effective in the perspective of parallel performance. In this paper,
we adopt Barycentric rational interpolation because of ease of implementation
using adaptive multivariate precomputed method that results in faster simula-
tion and stability [15,16]. Moreover, this method (i.e. Barycentric rational inter-
polation) has recently attracted an enormous community of both end-users and
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developers from diverse disciplines. For example, standard optimization soft-
ware like DAKOTA employs Barycentric rational interpolation for efficient global
optimization of stochastic black-box systems [17,18]. This proposed model (i.e.
Barycentric rational interpolation) is employed to build LUTs for both current-
voltage (I-V) curve and capacitance-voltage (C-V) profile of a transistor as well
as transconductance gm over an extensive variety of temperatures. Simulation
results are given considering 28 nm FDSOI node. We compare this against legacy
methodologies such as conventional Lagrange interpolation, and the compact
physical transistor level model portrayed by 28 nm FDSOI in Cadence, exploiting
the 5th degree of the polynomial for measuring both the I-V and C-V curve. Such
an approach significantly simplifies the transistor model. Additionally, it decreases
the computational cost by five orders of magnitude in the transient analysis with-
out loss of fidelity.

This paper is organized as follows: in Sect. 2, mathematical formulas of the DC
model for classical Lagrange, and Barycentric rational interpolation are briefly
reviewed. Also, novel LUT approaches and their implementation details are dis-
cussed; Sect. 3 introduces small signal modeling for the extraction gate -source
Cgs, drain-source Cds, and gate-drain Cgd as well as transconductance gm; Sect. 4
describes the system analysis; and in section V, model validation and simulation
runtime are discussed and verified in transient analysis by comparing simulation
results obtained in terms of output current, voltage, and simulation runtime with
the measured model and conventional Lagrange.

2 DC Modeling

The dc model needs an appropriate expression to accurately describe and pre-
dict the measured current-voltage (I-V) characteristics over a wide temperature
range. First we introduce the traditional recursive Lagrange, and Barycentric
rational interpolation formulas. Subsequently, the proposed dynamic program-
ming procedure which we developed by both Barycentric rational interpolation
is given. The Lagrange interpolating polynomial. Initially, the Lagrange inter-
polating polynomial, indicated by P (x), is one of a kind polynomial of degree m
for which P (xi) = f(xi) for i = 0, 1, . . . , m. This can be expressed as [13]:

P (x) =
∑

i

Li · f(xi) (1)

where (x0, x1, x2, x3, . . . . . .) and (x0, x1, . . . , xm) are the nodal points, and the
Lagrange coefficient, Li(x) is given by [9]:

Li =
m∏

j=0,i �=j

(x − xj)
(xi − xj)

(2)

The coefficients have various properties that are suitable to be considered [13].
Lagrange coefficient formed for the m+1 points (x0, y0), (x1, y1) . . . (xm, ym) is a
polynomial of degree m which vanishes at x = x0.....x = xi−1, x = xi+1 however,
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when x = xi , the value of the multiplier will be 1 (one). The type of the
Lagrange coefficient in (refeq2) demonstrates that it depends just on the given
x’s and is completely free of the y’s [14]. We employed the mentioned Lagrange
definition of the univariate to elicit the tensor product of the Ids drain current
as a function of the gate to source voltage Vgs and temperature T , regarding
Lagrange polynomial are expressed as follows:

Ids(Vds, Vgs, T ) =
n∑

i=0

m∑

j=0

f(Vds, Vgs, T = Ti) · Lij(Ti, Vgsi
) (3)

where Vds, are the drain to source voltage. For Lij the Lagrange multipliers can
be stated as follows:

Lij(T, Vgs) = Li(T )Lj(Vgs), 0 ≤ i ≤ n, 0 ≤ j ≤ m (4)

Li(T ) =
∏n

τ=−n,τ �=i
(T−Tτ )
(Ti−Tτ )

(5)

Lj(Vgsj
) =

∏m
ρ=0,ρ�=j

(Vgs−Vgsρ )

(Vgsj
−Vgsρ )

(6)

so, we have

Lij(Tτ , Vgsρ
) =

{
1 i = τ, j = ρ

0 otherwise
(7)

3 Barycentric Rational Interpolation

The traditional Lagrange interpolation has specific limitations in terms of com-
putational cost since each interpolation requires O(n2) additions and multipli-
cations; increasing accuracy requires addition of a new data pair that results in
the calculation of whole new LUTs. This makes the scheme to be numerically
unstable, especially for higher order systems. These limitation are compensated
by Barycentric rational interpolation [16]. Also, evaluation of each interpolation
requires O(n2) additions and multiplications. We adopt Barycentric Lagrange
interpolation because it is fast and stable [16]. This is due to the pre-computed
techniques of the Barycentric weights that reduce its computational complexity
to O(n) compared to O(n2) operations of the conventional Lagrange [16,18].

The univariate of the Barycentric rational formula (sometimes called second
(true) form of the barycentric recipe) P (x) is stated as follows [16]:

P (x) =

∑n+1
j=1

wj

x−xj
fj

∑n+1
j=1

wj

x−xj

, j = 1, . . . , n + 1 (8)

where wj is Barycentric weights. The symmetry in Eq. (8) shows that the inter-
polant P (x) can be computed fast in O(n) operations [16]. This weight is defined
as:

wj =
∏

j=0,j �=k

(xj − xk)
−1

(9)
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In order to build the LUT for the proposed model based on Barycentric rational
interpolation, we consider multivariate of a continuous function f, i.e. Ids =
f(Idsij

|(Vgs,Vds,T )) for i = 1, ..., nand j = 0, ..., k. The drain current Ids for this
method is stated as follows [17]:

Ids(Idsij
|(Vgs,Vds,T )) =

∑α+1
τ=1

∑b+1
r=1 f(Idsij

|(Vgs,Vds,T ))M
∑α+1

τ=1

∑b+1
r=1 M

(10)

where M =
wτr(Vgsj

,Vds,T=Ti)

φτr(Vgsj
,Vds,T=Ti)

φτr(·) = φτ (Vgs − Vgsj
)φr(T − Tr) (11)

where wτr(·) are tensor product of Barycentric weights and can be expressed as:

wτr(Idsij |(Vgs,Vds,T )) = wτ,α(Idsc |(Vgs,Vds))wr,b(Idsq |(Vgs,Vds,T )), 0 ≤ c ≤ α , 0 ≤ q ≤ r
(12)

where wτ,α(·), wr,b(·) are the subsets of the precomputed Barycentric weights
for drain current Ids with respect to the temperature variation, and defined as
follows:

wτ,α =
α+1∏

τ=1,τ �=c

(Vgsτ
− Vgsc

)

−1

, wr,b =
b+1∏

r=1,r �=q

(Tr − Tq)

−1

(13)

4 Small Signal Modeling

The 28 nm FDSOI node small-signal equivalent circuit suitable for low frequency
process is depicted Fig. 1. It constitutes the intrinsic and extrinsic components
for capacitance gate-source Cgs , drain-source Cds, and gate-drain Cgd. Also it
comprises transconductance gm, gate, source and drain series resistances Rg,
Rs and Rd , respectively [20]. Keeping in mind the end goal to guarantees the
charge conservative of 28 nm FDSOI node, the capacitance models are set to be a
component of the cross voltage (Vgs, Vds) [21]. The previously mentioned capac-
itances are separated by means of two-port multibias s-parameter estimations
at 3 GHz converted into y-parameters as defined [22]:

[
Y11 Y12

Y21 Y22

]
= jω

[
Cgs + Cgd −Cgd

Cdg − Cgd Cds − Cgd

]
(14)

The detailed of the aforementioned equations and all extraction conditions
are expressed in [23]. The partner capacitance conditions of (3) and (10) are
reformulated and expressed as follows:

Cts(Vds, Vgs, T ) =
n∑

i=0

m∑

j=0

f(Vds, Vgs, T = Ti) · Lij(Ti, Vgsi
) t = g, d (15)
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Cts(Idsij
|(Vgs,Vds,T )) =

∑α+1
τ=1

∑b+1
r=1 f(Idsij

|(Vgs,Vds,T ))M
∑α+1

τ=1

∑b+1
r=1 M

t = g, d (16)

The adaptive univariate precomputed LUT proposed method (i.e. Barycen-
tric rational algorithm) is employed in order to build the multivariate LUTs
models for the capacitances Cgs , Cds, and Cgd as well as transconductance gm

by means of small signal analysis.

Fig. 1. Comprehensive small-signal equivalent circuit, exploited for the extraction of
the extrinsic (represented ‘e’) and intrinsic (represented ‘i’) parameters of 28 nm FDSOI
node

5 System Analysis

The models have been assessed on 28 nm FDSOI and the same device dimensions
as those of in [20] are utilized for simulations. Figure 2 demonstrates the I-V coordi-
nates of the model at the 28 nm FDSOI node with zero body bias and 1.5 V supply
voltage, for both PMOS and NMOS devices. At −50 ◦C, the drain current (Ion) is
4.8 mA, though it ascends to 6.2 mA at 120 ◦C for a gate voltage Vgs = 1.5 V. This
is because of the temperature reliance of the drain current having impact via the
threshold voltage and channel mobility as Ids(T )−μ(T )[Vgs −VT ]. The [Vgs −VT ]
term is the set-off drain current that increases with rise in temperature due to the
threshold voltage reducing with temperature, as a result of significant errors in the
4th degree of the proposed models as stated in the previous work [14]. This error is
reduced with the 5th degree estimate which demonstrates great concurrence with
the measured information as appeared in Fig. 2(c–d).

Figure 3 (a–d) shows intrinsic capacitances and transconductance extracted
from measurements (black), transitional Lagrange model and the proposed
model (i.e. Barycentric rational algorithm). The entire results show excellent
match between the proposed approaches and the measured model, as well as the
conventional Lagrange model.
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Fig. 2. Ids − Vds characteristics of 28 nm FD SOI: for 5 order (a) −50 ◦C(b) 60 ◦C(c)
80◦C (d)120 ◦C

Fig. 3. Intrinsic capacitances and transconductance extracted from measurements
(black) , Lagrange model and proposed models matching evaluation for 28 nm FDSOI
node: (a) Cgs (b) Cgd, (c) Cds, (d) gm

6 Model Validation and Simulation Runtimes

A transient analysis benchmark is used in the inverter circuit in order to verify
and validate the proposed models over the BSIM SOI model and traditional spa-
tial Lagrange model as shown in Fig. 4(a) and (b) . The results indicate a great
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Fig. 4. Precision comparison: verify and validate the proposed models over the 28 nm
FD SOI model and traditional.

Table 1. Model simulation runtime compared with 28 nm FDSOI model and the
lagrange model in transient simulation

28 nm FDSOI Lagrange Barycentric rational algorithm

Step Time(s) Step Time(s) Step Time(s)

T=−50 ◦CT=120 ◦C T=−50 ◦CT=120 ◦C T=−50 ◦CT=120 ◦C

4-bit static Adder 6500 200 245 6505 195 240 6505 20.5 26.7

8 stage NAND 7505 216 260 7506 210 256 7506 22.3 26.1

Inverter 4501 125 165 4507 120 161 4507 12.4 12.4

agreement between the forecasted values of the current and voltage at the output
port, which affirms the good precision of the modelling, and the correctness of
the model definition, portrayal, and extraction strategy. In addition, with this
adequate precision, the two proposed approaches (i.e. Barycentric rational inter-
polation) can reduce the simulation runtime by up to eight orders of magnitude.
This is as a result of the boost in the setup time due to the dynamic program-
ming approach developed by both Barycentric rational algorithms as indicated
in Table 1; the Dynamic programming methodology remarkably enhances the
simulation proficiency. Simulation runtime assessments are achieved in transient
analysis using various benchmark circuits in SPICE. The CPU running time are
compared between the proposed models and the 28 nm FDSOI model, as well
as the spatial Lagrange interpolation LUT base model. Table I demonstrates
that the proposed models have not less than eight orders increase in simulation
runtime in contrast to both the spatial Lagrange interpolation LUT and the
28 nm FDSOI model; this is due to the reduction in computational cost, which
is as a consequence of the dynamic programming developed by both Barycen-
tric rational algorithms. This progress of computational cost is significantly vital
when the whole number of transistors continue expanding in a VLSI circuit [24].
All these results designate that the proposed model enhances model competence
significantly without loss of fidelity.
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7 Conclusion

The temperature models of the 28 nm FDSOI is discussed and verified with the
measured data of both n- and p-channel devices from −50 ◦C to 120 ◦C. Using
simple adaptive multivariate precomputed developed by Barycentric rational
interpolation to extrapolate I-V and C-V, the models achieves reduced simulation
runtime with excellent accuracy in circuit analysis. Furthermore, the proposed
models can enhance the simulation runtime by up to eight orders of magnitude
and beyond without loss of fidelity.
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Abstract. Compact printed monopole antenna suitable for UWB applications
has been studied and analyzed. The design procedure of the proposed antenna
has been elaborated into five stages, Firstly, the antenna with full ground plane
was built, in which shows a narrow band of around 10 GHz. Secondly, the
ground plane was optimally cut in order to enhance the antenna bandwidth, this
version demonstrates a wide bandwidth from 3.15 GHz to 7.20 GHz. Thirdly, to
cover the whole range of the UWB spectrum, a rectangle slot was generated on
the micro strip line, this version shows a broad frequency range from 3.15 GHz
up to 11 GHz, in which meet the UWB system. However, an electromagnetic
interference (EMI) may exist in the UWB spectrum, thus, a simple and effective
approach of U-slot was used. The U-slot was printed over the radiating element,
in which created a notched band around 6.5 GHz. However, this fixed filtering
notch cannot be tuned, therefore, a lumped capacitor was positioned on the best
place over the generated U-slot, this makes the introduced rejected band tuned
over a broad frequency range from 6.5 GHz up to 5.2 GHz. The results exhibit
that the antenna structure may be deemed as an attractive candidate for todays’
smart applications.

Keywords: Printed monopole antenna � Tunable notched-band
Defected ground plane

1 Introduction

There has been a tremendous interest in exploiting the Ultra-Wideband (UWB) tech-
nology since the Federal Communication Commission (FCC) released the 3.1–
10.6 GHz frequency spectrum for unlicensed usage [1]. A broad attention has been
given to UWB systems, in which within the UWB system; the antenna has an indis-
pensable effect in UWB signal quality. Thus, a significant amount of research activity
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has been carried out in the area of the design and implementation of UWB antennas.
The most imperative factors in the design of UWB antenna are good matching over the
UWB frequency band and low transient distortion [2]. However, depending on the
application, the requirements for UWB antenna design may vary significantly, for
example, in the case of the mobile handheld devices, the small size, acceptable gain,
high efficiency and the omni-directional radiation pattern are highly demanded.

Therefore, to develop a compact antenna that operates in a broadband or ultrawide-
band (UWB) range for contemporary wireless communication devices has become of a
great challenge for the antenna designers and engineers. The printed antenna structures
have been largely used for the UWB systems due to their low compact volume,
reasonable cost, less complexity and easy integration with the device’s circuit board.
This kind of antennas include, the antenna with probe-fed [3], the antenna with
microstrip feeding line [4], the planar inverted-F antennas (PIFAs) [5], and the antenna
with coplanar waveguide (CPW)-feeding method [6].

However, on the other hand, the above-mentioned antennas [3–6] suffer from some
limitations, for example, the antenna with a probe feeding approach needs to be done
through a hole to connect and feed the radiating element, in which may lead size
increasing and design complexity. The microstrip feeding line antenna usually comes
up with a larger size of ground plane, which may affect the antenna radiation, gain and
efficiency. The PIFA has such a great advantages of compact volume, easy fabrication,
but it suffers from insufficient impedance bandwidth for use in broadband or multiband
operation.

In fact, in short-range UWB communications, the trade-off between size, radiation
efficiency, gain, bandwidth, and low cost should be optimized to accomplish a suitable
antenna design. To meet these requirements, the printed monopole antenna designs
have been rolled out. Several printed monopole antenna structures with different
techniques have been recently reported for UWB applications [7–10]. The printed
monopole antennas have several advantages such low cost, size reduction, broad
bandwidth, improved gain and high efficiency. However, despite all the aforemen-
tioned of the printed monopole antennas, these antennas still may face some constraints
as they are very sensitive to the electromagnetic interferences with existing narrowband
wireless communication systems that work below 10 GHz, such as the wireless local
area network (WLAN) for IEEE802.11a operating at 5.15–5.825 GHz band and IEEE
802.16 WiMAX system operating at 3.3–3.7 GHz, which may cause severe interfer-
ence to the UWB system.

Such envisaged interferences caused by these narrow bands can be mitigated by
using spatial filters but this approach will lead to several drawbacks such as complexity
increase cost, size and weight of the system. Therefore, it is required to design UWB
antennas with band-rejection feature in those narrow bands spectrum in order avoid
feasible interference, while still keeping the other performance metrics such as the
UWB characteristics of an impedance matching and radiation stability, the size com-
pactness of the antenna geometry, and the low fabrication cost for consumer electronics
applications. Numerous UWB antennas with single notched-band were proposed in
[11, 12], with dual-notched bands in [13, 14] and with triple rejected bands as in [15,
16]. However, these designs have come up with fixed rejected bands, which cannot be
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shifted to cover other channels. Thus, this paper documents printed monopole UWB
antenna design with controllable notched bands.

2 Antenna Design and Procedure

The layout and the full dimensions of the proposed antennas are depicted in Fig. 1. The
radiating element with size of 12 mm2 � 12 mm2, is printed over 0.8 mm FR4 sub-
strate, dielectric constant er = 4.4 and loss tangent tan d = 0.017. The dimensions of
the substrate are 30 mm3 � 30 mm3 � 0.8 mm3. The other side of the substrate has a
rectangular defected ground plane (DGP) copper ground plane with dimensions
30 mm2 � 9 mm2, as illustrated in Fig. 1,b. The proposed structures were feed by
using a 50-X microstrip line size of 10 mm2 � 1.5 mm2. The antenna designs are
constructed and assembled with the help of the CST EM simulator [17].

3 Results and Discussions

3.1 The Reflections Coefficients (S11)

The reflection coefficients (S11) of the proposed antennas are shown in Figs. 2 and 3.
As should be noted that the first version of the antenna (full ground plane) exhibits a
narrow bandwidth at 10 GHz. However, as the main goal of this work is to develop a
compact antenna design for use in UWB applications, thus, the defected ground plane
(DGP) approach was employed as seen in Fig. 1b, this antenna version demonstrates a
wide bandwidth from 3.15 GHz to 7.20 GHz as illustrated in Fig. 2.

Fig. 1. The proposed antenna designs, (a) top view, (b) bottom view/DGP, (c) with DGP &
slotted feed, (d) DGP& slotted feed & U-slot feeding, (e) loaded antenna.
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However, this does not cover the higher UWB range that is defined by the FCC (up
to 10.3 GHz). Therefore, an optimized rectangular slot was inserted over the microstrip
feeding line as depicted in Fig. 1c. This makes the third version able to cover the whole
UWB spectrum from 3.15 GHz up to 11 GHz as shown in Fig. 2. The wide spectrum
of the UWB system may be subjected to an electromagnetic interference (EMI) with
other adjacent narrow systems. Hence it is better to have UWB antenna with built in
notch characteristics. Thus, desired notched frequency band at 6.5 GHz is achieved by
producing U- shaped slot over the radiating patch as shown in Fig. 1d. By properly
selecting the best position of the U-slot, it is feasible to create the desired bandwidth
and center frequency of notched band. This forth antenna version design is capable of
producing a steeper rise in S11 curve at the notch frequency as indicated in Fig. 2.

Though the forth version of the proposed antennas have advantages of avoiding the
interference with the existing systems. However, this is such a fixed rejected band,
which is not possible to be tuned to cover several bands of existing systems. Moreover,
hence the key issue is the design of a compact volume with good wideband charac-
teristics, including a tunable filtering notched frequency that is able to cover a wide
continuous rejected band range, As a result, a lumped capacitor was attached over the
proposer location of the U-shaped slot (See Fig. 1e). By varying the capacitance of the

Fig. 2. The S11 variations of the antenna with full ground, with DGP, with DGP & slotted-feed
and with DGP & slotted-feed & U-slot

Fig. 3. The S11 variations of the antenna with loaded capacitor
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capacitor from 0.25pf, 0.5pf and 2.25pf, the created rejected band was smoothly tuned
from 6 GHz, 5.7 GHz and 5.2 GHz respectively as shown in Fig. 3. This enables the
proposed design to avoid the foreseen interferences such as lower WLAN5.2 GHz,
higher WLAN5.8 GHz and band C around 6.5 GHz.

3.2 The Power Gain and Efficiency

The power gains of the proposed antennas are investigated as in Fig. 4. The UWB
antenna without notched band shows a smooth gain values vary from 2.2 dBi up to
4.3 dBi over the entire UWB range. The antenna design with fixed rejected band,
displays also a smooth gain from 2.1 dBi to around 4 dBi, except at the 6.5 GHz,
where the gain was significantly dropped to around −3.9 dBi. In the scenario of the
loaded antenna with 0.25pf capacitor, the proposed antenna shows power gains values
from 2.1 dBi to 4 dBi, except at the notched band of 6 GHz, where the gain dropped to
around −3.1 dBi. When the antenna loaded with 0.5pf capacitor, gain values from
2.2 dBi up to 4.3 dBi were accomplished over the all UWB spectrum, however, a sharp
decrease of the 3.6 dBi occurred at the notched band of 5.8 GHz. Also, a smooth gain
vary from 2.3 dBi to 4.3 dBi over the frequency range from 3.15 GHz to 11 GHz, with
the exception of the lower WLAN5.2 GHz, where the gain was hugely dropped to
−2.8 dBi as the rejected band created.

Fig. 4. Power gains of the proposed antennas

Fig. 5. Radiation efficiency of the proposed antenna
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The radiation efficiency of the proposed antennas are analyzed in Fig. 5. The UWB
antenna demonstrates flat efficiency values from 78% to 83% over the UWB range
from 3.15 GHz up to 11 GHz, while the version of the UWB antenna with fixed
rejected band shows efficiency from 77% to 82%, except at the produced notch where
the efficiency goes down to 21%. In the paradigm of the loaded antenna, the three
loaded versions with 0.25pf, 0.5pf and 2.25pf display smooth efficiency vary from
77.5% to 82.5%, however, the efficiency show significant drop to 21%, 19.5% and
20%, where the filtering notches were generated respectively.

5.2GHz 5.8GHz (a)     6.5GHz 9GHz

5.2GHz 5.8GHz (b)     6.5GHz 9GHz

5.2GHz 5.8GHz (c)     6.5GHz 9GHz

5.2GHz 5.8GHz (d)     6.5GHz 9GHz

Fig. 6. The current surfaces for the proposed antennas, (a) UWB antenna, (b) antenna with fixed
notch, (c) antenna with 0.5pf loaded capacitor, (c) antenna with 2.25pf loaded capacitor, at
5.2 GHz, 5.8 GHz, 6.5 GHz and 9 GHz.

304 I. Elfergani et al.



3.3 The Current Surfaces

In order to prove the outcomes in Figs. 2, 3, 4 and 5, the current surfaces of the
proposed antenna versions, namely the UWB antenna, antenna with fixed notched band
and the antenna with tunable rejected band were studied and analyzed as presented in
Fig. 6. Four frequencies were selected, i.e. 5.2 GHz, 5.8 GHz, 6.5 GHz and 9 GHz,
which cover the aggregate bandwidth. Most of the currents induce on the feeding line
in the case of the UWB antenna over the four targeted frequency bands since there no
notched bands created as indicated in Fig. 6a. In the second scenario (antenna with U-
slot) most of the currents flow around the feeding line, except at the 6.5 GHz as the
current concentrate on both the feeding strip as well as the U-slot as shown in Fig. 6b.
This indicates that the U-slot approach acts as an effective stop-band filter and confirms
the objective of the U-slot technique in Fig. 2. When the antenna loaded with 0.5pf and
2.25pf, the current mainly concentrate on the feeding line, except at the WLAN5.8
GHz and WLAN5.2 GHz, where the both rejected bands were introduced as depicted
in Fig. 6c and d. These findings prove the statement in previous sections for the
antenna to simultaneously function as a radiator and stop-band filter within a single
system device.

4 Conclusion

A compact volume of UWB printed monopole antenna, including band-notched
function for UWB systems has been developed and analysed. Five antenna versions
have been designed. The proposed design occupies a compact volume of 30 x 30 x
0.8 mm3. For bandwidth improvement, a defected ground plane (DGP) was initially
used. To further meet the spectrum of the UWB released by the FCC (3.1 GHz to
10.6 GHz), a rectangular slot has been inserted on the proper location over the feeding
line. Moreover, a U-shaped slot was added over the radiating patch to obtain the
filtering notch feature, while keeping the same UWB spectrum range. Finally, a lumped
capacitor has been placed over the U-slot, in which by varying its capacitance values
the created rejected band was easily shifted downwards to cover the range from
6.5 GHz up to 5.2 GHz. The proposed antennas indicated stable performances in terms
of reflection coefficients, current distributions, gains and efficiency. The proposed final
design was able to accomplish the desired band-notched characteristics, making the
design as a smart candidate for the UWB applications.
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Abstract. A novel free space optical (FSO) wireless communication sys-
tem is proposed very recently utilizing acousto optical modulator (AOM)
to externally modulate the laser beam [1]. The idea is to control the
diffracted angle of a laser beam incident to an AOM through varying the
acoustic frequency propagating inside the AOM. The receiver with mul-
tiple photo diodes, spatially distributed and aligned to the preplanned
diffracted angles, receive the laser signal and retrieve the transmitted
bits. In this paper, we study the performance of AOM–FSO system over
negative exponential turbulent channel. A closed-form expression for the
average bit error probability is derived and shown to be precise over wide
range of channel and system parameters. The performance of the system
is compared to the ideal case of no fading and log normal channel.

Keywords: Acousto Optical Modulator (AOM)
Free Space Optics (FSO) · Performance analysis
Wireless communication · Negative exponential channel

1 Introduction

Optical wireless communication (OWC) is an auspicious technology for next
generation wireless communication systems due to its multiple inherent advan-
tages. OWC utilizes a huge unlicensed spectrum and predicts a vast increase in
the spectral efficiency [2,3]. Free space optical (FSO) is the outdoor technology
part of OW communication systems. The market of FSO is expected to grow
by 41.4% between 2017 and 2022, according to a recent Markets and Markets
technical report. Such increase is driven mainly by: (i) free and unregulated
licensing, (ii) enhanced energy efficiency, (iii) low carbon emission, and (iv) no
interference with RF signals.
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Modulating the intensity of the propagating light is not trivial as the trans-
mitted light has to be positive and real signal [4]. At the receiver, direct detec-
tion is generally considered where the variant intensities of the received light
are directly converted to current signal. However, weather conditions and scat-
tering severely degrade the performance of FSO system. In particular, weather
conditions, such as fog, cause absorption and scattering, which severely degrades
the performance [5]. Other issues include deviation of the laser beam, misalign-
ment and angular alterations [6,7]. In particular, misalignment in the link will
importantly affect the link performance [8,9].

A novel idea reported recently, called Acousto optical modulator–FSO (AOM–
FSO), demonstrated significant performance enhancements over log-normal fad-
ing channels [1]. AOM is a device that operates by Bragg diffraction of an inci-
dent light beam from an input acoustic signal. The diffracted light intensity and
other parameters are controlled through the parameters of the incident acoustic
wave. Also, the parameters of the acoustic signal depend on the frequency of the
RF signal at the input of the piezoelectric driver at the input of the Bragg cell.
For the AOM to function properly, proper design and several conditions must
be met simultaneously [1,10,12–14].

In AOM-FSO system, incoming data bits frequency modulate an RF sig-
nal, which determines the acoustic wave signal parameters at the output of a
piezoelectric transducer [10]. An incident and un-modulated laser beam signal
will be diffracted with a frequency that is either decreased or increased by an
amount proportional to the acoustic frequency. As such, varying the parameters
of the incident acoustic signal control the parameters of the diffracted light beam.
In [1], incoming data bits control the resulting acoustic frequency and determine
the diffraction angle of the incident laser beam. The receiver considers multiple
photo diodes (PD) aligned to the diffracted angles to estimate the modulated
angle and retrieve original information bits.

The performance of AOM–FSO system has been analyzed over log–normal
channels only in [1]. In this paper, we analyze and discuss the performance of AOM-
FSO system over negative exponential (NE) turbulent channel. An accurate for-
mula for the average bit error rate (BER) performance is derived and shown to be
accurate over wide range of parameters. Monte Carlo simulation results are pre-
sented and discussed to highlight the accuracy of the derived formulas and to study
the impact of different channel parameters on the performance.

The remaining of this article is ordered as follows. A revised system model is
presented in Sect. 2 along with the considered channel model. Analytical deriva-
tion of the average BER is conducted in Sect. 3. Discussion and illustrative results
are presented in Sect. 4 and conclusions are drawn in Sect. 5.

2 System and Channel Models

2.1 AOM-FSO System Model

In AOM-FSO system, incoming data bits enter a frequency shift keying (FSK)
modulator that is connected to a piezoelectric transducer at the input of the
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AOM. In particular, each m bits modulate a specific carrier frequency, fi, i =
1, 2, · · · ,M , with M = 2m being the number of modulated RF signals. The
generated RF frequencies control the piezoelectric transducer output acoustic
frequency and an acoustic wave with velocity vs and Λ = vs/fs wavelength,
propagates through the Bragg cell [11]. AOM-FSO system assumes that an un-
modulated laser beam with λ0 wavelength and Pi power hits the Bragg cell at
the Bragg angle, θB. The incident optical beam and the acoustic wave interacts
and is the cause behind the term acousto optical modulator (AOM). Entering
the laser beam at the Bragg angle guarantees the maximum diffraction of the
laser beam as given by [11, p. 805, (20.0-1)]

sin (θB) =
λ0

2nΛ
. (1)

It is important to note that there exist a unique Bragg angle for each Λ assuming
fixed λ0. Hence, [1] proposes a small changes in the acoustic frequency leading
to variant diffraction angles of the incident laser beam around the Bragg angle.
Considering a propagating acoustic inside the Bragg cell with vs velocity, fs

frequency and q = 2π
Λ wave number, results in an acoustic wave intensity given

as [11, p. 802, (20.1-2)]

Is = 0.5ϕv3
sS0,

(
W/m2

)
, (2)

with ϕ being the medium mass density in
(
Kg/m3

)
and S0 denoting the strain

amplitude. The variation of the refractive index due to the presence of an acoustic
wave is calculated as [11, p. 803, (20.1-6)]

Δn = (0.5MIs)
1/2

, (3)

where Δn denotes the changes in the refractive index and M is a parameter
capturing the effectiveness of varying the refractive index of the medium through
the acoustic wave.

The AOM-FSO leads to diffracted laser beam by an angle θr and optical
power Pr given as [11, p. 803, (20.1-6)]

Pr = 2π2n2
0

L2Λ2

λ4
0

MIsPi, (4)

with acoustic cell length being L and the refractive index of the medium in the
absence of acoustic wave is n0. The idea of AOM-FSO is to place M receiver
PDs at d distance from the Bragg cell. The considered PDs should have a peak
responsivity matching the reflected beam frequency. Each considered PD should
be properly aligned to one of the pre-designed diffracted angles. Hence, the power
at the input of the PD is written as

Prx =
ArxT10−α d

10 Pr

π(0.5δθd)2
+ Pg, (5)
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where the area of the PD is denoted by Arx = π(0.5D)2, the overall optical effi-
ciency is T , the laser beam-divergence is given by δθ and the undesired environment
dependent background noise is Pg. The idea behind AOM–FSO system is to let the
incoming m bits to modulate frequency signal that will results in unique acoustic
signal. Accordingly, each sequence of bits will diffract the laser beam by a certain
diffraction angle, θi, i = 1, 2, · · · ,M . Having M PDs with dr spacing each properly
aligned to one angle facilitate the receiver detection process.

At the output of the Bragg cell, the light is propagated in free space and the
signal at the input of the the ith PD is given by

Pri
= ηβP i

rxhi + ni, i = 1, 2, · · · ,M, (6)

with η being conversion efficiency, hi is the channel irradiance between the ith

receiver and the Bragg cell and the thermal noise and the shot noise radiations
are denoted by ni which is assumed to white Gaussian process with zero mean
and σ2

n variance. The normalized path-loss term, β, is

β =
βk

βdi
(d)

, (7)

where βdi
(d) is the path loss in clear weather conditions and βk is the path loss

in the presence of weather attenuations given by [5]

βk =
DR10

−αd
10

(DT + δθd)2
, (8)

where DR being the PD diameter, DT the transmitting laser diameter and
α denotes the weather-dependent attenuation coefficient (in dB/km), obtained
as [5]

α =
3.91
v

(
λ

550 (nm)

)P

, (9)

with v being the visibility parameter and P is the size distribution coefficient of
scattering, which can be obtained according to Kim model as [16]

P =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1.6 v > 50
1.3 6 < v < 50

0.16v + 0.34 1 < v < 6
v − 0.5 0.5 < v < 1

0 v < 0.5

. (10)

The normalized path loss values at different weather conditions are tabu-
lated in Table 1. To estimate the diffracted angle of the laser been, the following
formula is considered [1]

θ̂r = arg max
i∈{1:M}

(r) , (11)
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Table 1. Normalized path loss values at different weather conditions and at λ =
690 nm.

Weather condition Visibility Path loss (dB/Km) Normalized path loss (β)

Clear 19 1.58 0.98

Thin fog/Heavy rain 1.9 7.72 0.1939

Moderate fog 0.5 33.96 0.00046

Thick fog 0.2 84.9 0.000000003712

where r =
[
r1 r2 · · · rm

]T contains all possible received signal powers at each
instant of transmission time. The source bits, which results in the estimated
diffracted angle can be retrieved by inverse mapping process.

The received signal to noise ratio (SNR) is given by

γ̄ =
ηPrx

σ2
n

. (12)

2.2 Negative Exponential Channel (NE)

The probability distribution function (PDF) of the NE channel is given by

fh (hi) =
1
hi

exp (−hi) , (13)

and the PDF of the instantaneous SNR at the ith PD is

fγ (γ) =
1

2
√

γγ̄
exp

(√
γ̄

γ

)
. (14)

3 Performance Analysis

In what follows, the average BER of AOM-FSO system is derived over NE fading
channel and in the presence of atmospheric attenuations. The derivation follows
similar procedure as proposed in [1] and using the receiver presented in previous
section. Initially, the special case of M = 2 is assumed and then generalized for
arbitrary values of M . Considering (11) and M = 2, the BER can be written as

Pb = Pr [r2 > r1 |θ1 ] . (15)

(15) states that an error occurs if the received power at the second PD, r2, was
larger than the received power at the first PD, r1, given that the input bits mod-
ulate θ1. Hence, the detection process is obtained by finding the index of PD the
received the maximum power among all received signals, r =

[
r1 r2 · · · rM

]T ,
with (·)T being the vector/matrix transpose operation. Analytically, this is the
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same as computing the PDFs of a sorted M random variables each with a unique
mean value. This can be roughly estimated as an order statistics formula [15].

Let the order statistics of a random continuous population sample be
X1, X2, · · · , XM with XM > X(M−1) > · · · > X1, each with a cumulative dis-
tribution function (CDF) FX

(
x

∣
∣μx, σ2

x

)
and a PDF of fX

(
x

∣
∣μx, σ2

x

)
. Thereby,

the PDF of Xi is

fxi
(x

∣
∣μi, σ

2
x ) =

M !
(i − 1)! (M − i)!

[
FX

(
x

∣
∣μx, σ2

x

)]i−1

×[
1 − FX

(
x

∣
∣μx, σ2

x

)]M−i
fX

(
x

∣
∣μx, σ2

x

)
. (16)

For the considered AOM-FSO system over NE channel and in the presence
of AWGN, the PDF of the ordered random variables is

fγ

(
X|μh, σ2

h

)
=

1
2
√

γγ̄
exp

(√
γ̄

γ

)
× 1

2

(
1 + exp

(√
γ̄

γ

))
. (17)

Assuming M = 2, the error probability is calculated as

Pb =
1
M

(
Pr

[
fr1

(
γ

∣
∣μh, σ2

h

)
< fr2

(
γ

∣
∣μh, σ2

h

) |θ1
]

+ Pr
[
fr2

(
γ

∣
∣μh, σ2

h

)
< fr1

(
γ

∣
∣μh, σ2

h

) |θ2
])

. (18)

The probability of error in (18) can be computed as

Pb =
1
M

⎧
⎨

⎩

ε1∫

0

fr1

(
γ

∣
∣μh, σ2

h

)
dγ +

ε2∫

0

fr2

(
γ

∣
∣μh, σ2

h

)
dγ

⎫
⎬

⎭
, (19)

where ε1 indicates the intersection point between the two PDFs, which are com-
puted numerically.

A list of intersection points for different values of d and dr are respectively
provided in Tables 2 and 3.

For arbitrary values of M , the BER can be calculated as

Pb =
1
M

M∑

i=1

εi∫

0

fri

(
γ

∣
∣μh, σ2

h

)
dγ. (20)

Table 2. Intersection points for different values of d assuming dr = 1.25 cm over NE
turbulent channels.

d (Km) ε for M = 2 ε for M = 4

1.1 5.8 5.5

2 3.3 3.3

2.5 5 5
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Table 3. Intersection points for different values of dr cm assuming d = 1 Km over NE
turbulent channels.

dr (cm) ε for M = 2 ε for M = 4

1 3.5 3.5

1.75 7.5 6.4
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NE-AOM-FSO Analytical

Fig. 1. Analytical and simulation BER results of AOM-FSO system over NE channel
for different values of d and M = 2.

4 Results

The considered simulation parameters in this paper are listed in Table 4. Also,
the pre-designed diffraction angles along with the corresponding acoustic fre-
quencies and the amount of diffracted power are tabulated in Table 5.

Table 4. Simulation Parameters

Laser parameters Acoustic parameters

λ0 1318 nm L 25.4 × 10−3 m

Pi 10 dB vs 3.63 × 10−3 m/s

δθ 3.5 × 10−5 rad M 1.67 × 10−14 m2/W

θB 0.0213 rad Is 35 W/m2

T 1 Arx 4.9 × 10−4 m2
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Table 5. Diffraction angles, powers and acoustic frequencies assuming Pi = 10 W.

Acoustic frequency fs Diffraction angles θr Diffracted power Pr

224.09 MHz 0.0213 rad 9.9925 W

224.35 MHz 0.021325 9.9915 W

224.622 MHz 0.02135 9.9904 W

224.88 MHz 0.021375 9.9892 W
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Fig. 2. Analytical and simulation BER results of AOM-FSO system over NE channel
for different values of d and M = 4.

In the first results depicted in Fig. 1, analytical and simulation BER results
for AOM-FSO system over NE channel assuming σh = 0.1, dr = 1.75 cm, M = 2
and different values of d are illustrated. Increasing d is shown to deteriorate
the performance. This degradation is not due to higher path losses at higher
distances, since SNR values are assumed to be the same. The error is rather
due to the increase in beam divergence at higher distances, which results in
higher BER values. Similar results are reported in Fig. 2 but for M = 4. Similar
conclusion as made on the previous figure can be stated here as well.

A comparison between the performance of AOM-FSO system over log nor-
mal and NE channels is studied and results are shown in Fig. 3. NE channels
model high turbulent distribution and degrades the performance of AOM-FSO
system as compared to log normal channels. Besides, the lower visibility weather
conditions is shown to degrade the performance where the presence of thin-fog
is shown to degrade the performance by about 13 dB.
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Fig. 3. AOM-FSO performance comparison results over log normal and NE channels
in the presence of different weather conditions assuming d = 1 Km, dr = 1.25 cm,
σh = 0.1 and M = 4.

5 Conclusions

This paper studies and analyzes the performance of the recently proposed AOM-
FSO system over NE fading channels. Reported results validate the accuracy of
the conducted analysis for a wide range of system and channel parameters. The
impact of variant weather conditions is also studied and lack of visibility is shown
to severely degrade the performance.
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Abstract. The turbo code (TC) is one of the most type of Forward error cor-
rection (FEC) code that used in Third Generation Partnership Project (3GPP)
which standardization works by the Long Term Evolution (LTE). In this paper
an integrated system based TC by LTE standard is implemented. A Simulink
model is designed using Xilinx System Generator (XSG) applied by MATLAB
version R2012a, ISE design suite version 14.5 and applied by Xilinx Spartan 6
xc6sIx45t-fgg484 board using FPGA clock period 10 ns. The system is tested in
two steps, in the first one, the Spartan kit is connected within loop of transmitter
and receiver. In the second step the Spartan kit is connected to execute the whole
system and display the output signal using real scope device. The results confirm
that the proposed system is decoded the original signal without any errors.

Keywords: Turbo code � Xilinx system generator � Spartan

1 Introduction

The FEC is active tools that used to increase the reliability of data transmitted in digital
communication. Iterative Decoder (ID) is one of attractive channel code which is used
in modern communication. TC is the better one of FEC, it is an efficient tool which
approaches the limit of Shannon through the use of a convolution codes with a largest
constraints length or a block code with the largest blocks length, by the use of iterative
and recursive coder TC beat to this limitation [1].

TC used in 3GPP which standardization works by LTE. One of the major task of
3GPP LTE is to increase the speed of radio access in mobile communications. The
nature iterative of TC raised their complexity compared to other decoding algorithms,
there is two main types of ID algorithms, Soft-Output-Viterbi Algorithm (SOVA) and
Maximum A posteriori Probability (MAP) Algorithm which required intricate decoding
operations through many of the iterations cycles. So, for FPGA implementation of
turbo codes, decrease the complication of the ID while Maintain the performance of bit
error rate (BER) is an important in the consideration of the design [2].

For several hardware operations the XSG supplies a group of Simulink blocks that
can be implement on different Xilinx FPGAs kits, it is possible to use these blocks to
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simulate the operation of the hardware system by using XSG Simulink environment.
Most Digital signal processing (DSP) needs floating point format for representing data,
although it is easy to build this on many of the computers that executing the software of
high level such as Simulink, but this is very difficult in the world of the hardware
because of the complexity of the floating point arithmetic implementation. That’s XSG
is used fixed point format to represent all its values in the system.

This paper is divided into two main sections. XSG simulation results where the
proposed system is implemented using Simulink MATLAB program and System
Generator results with hardware tests are represented where the proposed system is
implemented using XSG tools and downloaded to Xilinx Spartan 6 kit for real time by
using hardware Co-simulation. Hardware co-simulation merges the ability of
MATLAB simulation with a hardware implementation to confirm the ability of the
system. The design uses the MATLAB version R2012a and ISE design suite version
14.5.

A contribution of this paper is to implement an integrated communication system
included a TC with an encoder and decoder in the transmitter and receiver respectively
and to use a co-simulation program interface with MATLAB in order to implement a
Simulink model in to the Hdl code without need to write the program in VHDL
specially with high complexity circuit like MAP decoder.

Many researchers have been implemented Turbo Decoder (TD) in FPGA blocks in
various method. In [3], the authors discussed the implementation of MAP TD with
Software Radio Modem. In [4], the authors discussed the efficient power implemen-
tation of the Log MAP TD. In [5], the authors discussed the speed improvement and
the TD implementation on Central Processing Unit (CPU) based on software defined
radio (SDR). The implementation of 3GPP and 3GPP2 turbo encoder on FPGA Xilinx
Virtex- IV is reported in [6]. In [7], the authors discussed the implementation of the
3GPP TD on Graphic Processing Unit (GPU).

2 Turbo Code for LTE

2.1 Encoder

TC are a type of the high performance FEC codes, and that was the first operation
codes to approach closely to the capacity of the channel. Turbo codes are used in 3GPP
LTE mobile communication. In this research, it has been used a turbo encoder
according to LTE standard which consists of a two parallel convolution code with two
8-state constituent encoders and one convolutional interleaver as shown in Fig. 1. The
task of the convolution interleaver is to take the block of the M-bit data and perform a
permutation of this block. The performance of TC depends on the structure of the
interleaver and the permutation sequences [8]. The basic rate of Turbo coding
according to LTE specifications is 1/3. A block of M-bit data is encoded into a code
word with 3 M + 12 data bits, where the 12 tail bits are used for the trellis termination.
When begin to encode the input bits of the information, the first value of the shift
registers of the 8-state constituent encoders shall be all zero. The convolution encoder
may be represented as the follows [9]:
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G0 ¼ G1 ¼ 1þDþD2þD3þD6 ð1Þ

Then convolution encoder basically multiplies the generated polynomials by the
input bit, as the follows

A1 kð Þ ¼ G0 � U kð Þ ¼ abc. . .g ð2Þ

A2 kð Þ ¼ G1 � U kð Þ ¼ ABC. . .:G ð3Þ

Then interleaving the outputs from the convolution encoder

E kð Þ ¼ aAbBcC. . .g ð4Þ

2.2 The Iterative Decoder

In this research, the algorithm of ID for TD based MAP decoder is shown in Fig. 2.
The ID structure is composed of two MAP decoders and interleaver which installed
between these two MAP decoders to make permutations to the sequence of the input.
The decoding is an iterative operation which exchanges the extrinsic information also
called (L-posteriori) between MAP decoders. MAP decoder consisted of forward metric
a, backward metric b and extrinsic information L-posteriori. The L-posteriori is cal-
culated by dividing all values for positive states with corresponding values for negative
states, and then take the log for such result [10, 11]:

log

P
bþ at�1 s0ð Þ:b sð Þ:Zet s0; sð ÞP
b� at�1 s0ð Þ:b sð Þ:Zet s0; sð Þ ð5Þ

Where Z is the branch metric, s0 is the previous state and s is the current state.
The a and b are forward metric and backward metric respectively. Each one are

calculated using the following equations

Fig. 1. Structure of the 1/3 CR Turbo encoder in LTE
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at sð Þ ¼
P

s0 at�1 s0ð ÞZt s0; sð ÞP
s

P
s0 at�1 s0ð ÞZt s0; sð Þ ð6Þ

bt sð Þ ¼
P

s0 bt�1 s0ð ÞZt s0; sð ÞP
s

P
s0 bt�1 s0ð ÞZt s0; sð Þ ð7Þ

The results of Eq. 1 will be two states either positive or negative one which indicate
the decoded bit is either 1 or 0 respectively

3 System Model

The system model used in this research is show in Fig. 3. In this section it will explain
the function of each block of such system as follows

Fig. 2. The ID block diagram

 

Encoder Modulation 

De- Modulation Decoder 

 Source 

   Sink 

Channel 

Fig. 3. System model
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The source is generating a bit streams. The probability of 1’s is 0.5. This stream bit
is fed to encoder to apply the encoding process. The encoder block will encode the
input data with a CR of 1/3 so that each input bit will be represented by 3 bits. First one
is the same input bit called systematic bit, the second and third is the adaptive parity bit.
Then the encoder output will be multiplexing the 3 parallel bits into one series row.

The Modulation block will map the input bits into one symbol. The number of bits
in each symbol depended on the level of modulation of BPSK which maps one bit in
each symbol. The channel used is AWGN type for the purpose of experimentally
testing. The parameters of this channel are Eb/No, number of bits per symbol, power of
the input signal and the period of symbol. The rest blocks is form the receiver end
which apply the inverse function of the corresponding transmitted end.

4 Simulation

The implementation of proposed TD in XSG is show in Fig. 4. The simulation is done
by using MATLAB Simulink model and XSG tools. The outputs from the implemented
and simulated design have been checked to make sure that the implemented circuit
work well as the simulated design and there is not much difference between the
MATLAB and ISE designs. The design has used MATLAB version R2012a and ISE
design suite version 14.5.

5 Results

Two cases of hardware proposed Tc implementation has been done using Xilinx
spartan6 board.

Fig. 4. The proposed system
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5.1 The Simulation of SG Result

In this case the input bit stream has been generated using random binary signal gen-
erated block as show in Fig. 4. Also, to confirm the result other source using LFSR has
been used to generate the signal with 8 numbers of bits, 15 feedback polynomial and 3F
initial value in hexadecimal as shown in (Fig. 5), for the above two signals the gen-
erated bit file is loaded into Xilinx Spartan 6 xc6sIx45t-fgg484 board using FPGA
clock period 10 ns with Simulink system period of 1/3 s. The output signal for random
binary signal generated is displaying using the scope of Fig. 4. Figure 6 the transmitted
and received signal of random binary signal generated. It is show that the decoder is
deconstructing the transmitted signal without error. For LFSR the signal is displayed
using scope of Fig. 5. Also, the transmitted and received signal show in Fig. 7 confirm
that the decoder can be decoded any signal regardless of source type.

Fig. 5. The proposed system

Fig. 6. The XSG results with random integer input block
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5.2 The FPGA Implementation

For the purpose of FPGA implementation it has been used Spartan 6 xc6sIx45t-fgg484
board used for hardware processing. The Spartan 6 kit is connected to the PC through
Parallel/USB Programming cable for Joint Test Action Group (JTAG) configuration/
communication. Figure 8 illustrates the hardware implementation which consists of
two scopes, one is virtual in PC screen to display the transmitted signal and the second
is real device to shows the decode signal. As it is clear in Fig. 8 the system is decode
the signal without any error, note that the signal in real scope is a part of virtual scope
due to different in scale.

Fig. 7. The XSG results with LFSR input block

Fig. 8. The XSG results with LFSR input block
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6 Conclusion

In this paper it has been building an integrated system consists of an encoder and ID
using in addition to modulation and demodulation with AWGN channel. The system is
implemented in two cases, the first on is to connect the Spartan 6 in the loop of the
transmitter and the receiver and shows the results in two virtual scopes. The second
case connect the Spartan to execute the whole system and shows the decoded signal in
real device scope. The results confirm that the system is applied in real time and
reconstruct the signal without any error.
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Abstract. The continuous growth in wireless devices connected to the Internet
and the increasing demand for higher data rates put ever increasing pressure on
the 4G cellular network. The EU funded H2020-MSCA project “SECRET”
investigates a scenario architecture to cover the urban landscape for the
upcoming 5G cellular network. The studied scenario architecture combines
multi-hop device-to-device (D2D) communication with network coding-enabled
mobile small cells. In this scenario architecture, mobile nodes benefit from high
transmission speeds, low latency and increased energy efficiency, while the
cellular network benefits from a reduced workload of its base stations. However,
this scenario architecture faces various security and privacy challenges. These
challenges can be addressed using cryptographic techniques and protocols,
assuming that a key management scheme is able to provide mobile nodes with
secret keys in a secure manner. Unfortunately, existing key management
schemes are unable to cover all security and privacy challenges of the studied
scenario architecture. Certificateless key management schemes seem promising,
although many proposed schemes of this category of key management schemes
require a secure channel or lack key update and key revocation procedures. We
therefore suggest further research in key management schemes which include
secret key sharing among mobile nodes, key revocation, key update and mobile
node authentication to fit with our scenario architecture.

Keywords: 5G � Security � Privacy � Key management � Mobile small cells
Network coding � D2D communications

1 Introduction

It has been almost a decade since the 4G mobile network was first introduced. Since
that time, many more users and devices joined the network. Not only are our smart-
phones using the 4G network, but also the rapidly increasing number of devices within
the Internet of Things (IoT) concept [1, 2]. Furthermore, since the introduction of the
4G mobile network, the mobile data volume has risen immensely. It is expected that by
2021 the number of wireless devices connected to the network is 100 to 10,000 [3]
times higher, and the volume of mobile data is 1,000 times higher [3, 4]. This surge
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puts a lot of pressure on the current 4G network, which has to share its resources
among the growing number of devices. This also causes a reduction in data rates and
increases latency.

To address these challenges, new technologies are emerging to create the next
generation 5G network [5–9]. These new technologies will deliver higher network
capacity, allow the support of more users, lower the cost per bit, enhance energy
efficiency, and provide the adaptability to introduce future services and devices. It is
envisioned that this new 5G network will be deployed by 2020 and beyond [3, 5, 6,
10], with data rates reaching speeds going up to 10 Gb/s, and reduces the latency to
delays as low as 1 ms end-to-end [10].

One approach of increasing throughput inside the 5G network is by utilizing net-
work coding. Network coding is an emerging network technology, which no longer
treats data, moving through the network from sender to receiver, as commodities.
Traditional routers inside a network can duplicate and forward incoming data packets,
but network coding allows multiple packets at a router to be encoded together, before
being forwarded. The concept of network coding was first introduced in [11]. It is an
emerging communication paradigm that has the potential to provide significant benefits
to networks in terms of bandwidth, energy consumption, delay and robustness to packet
losses [12–14].

Another emerging technology for the 5G network is small cells. The small cell
technology is the most effective solution to deliver ubiquitous 5G services in a cost-
effective and energy efficient manner to its users. In particular, mobile small cells are
proposed to cover the urban landscape and can be set up on-the-fly, based on demand,
using mobile devices (i.e., user equipment) or Remote Radio Units (RRUs) [15].
Moreover, mobile small cells are networks consisting of mobile devices which are
within relative close proximity to one another and thus, it allows device-to-device
(D2D) communications that enable high data rate services such as video sharing,
gaming and proximity-aware social networking. Consequently, end-users are provided
with this plethora of 5G broadband services while the D2D communications improves
throughput, energy efficiency, latency and fairness [16, 17].

This paper investigates, in terms of security and privacy challenges, a scenario
architecture of the EU funded H2020-MSCA project “SECRET” [18] focused on
secure network coding-enabled mobile small cells, and explores how existing key
management schemes can provide security and privacy in a similar architecture. This
will form the basis for designing novel key management schemes that can support
efficiently and effectively existing and new integrity schemes against pollution attacks
in network coding-enabled mobile small cells. The proposed schemes are expected to
provide robust and low complexity key management including secret key sharing
among mobile nodes, key revocation, key update, and mobile node authentication.

2 Scenario Architecture

We present a scenario architecture of the EU funded H2020-MSCA project “SECRET”
[18] focused on secure network coding-enabled mobile small cells. In this scenario
architecture, the technologies of mobile small cells, network coding and D2D
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communications are combined, as illustrated in Fig. 1. The cellular network, consisting
of macro cells, is broken down into mobile small cells. Each mobile small cell is
controlled by a hotspot (or cluster-head). This is a mobile node (device) within the
cluster of mobile nodes that is selected to become the local radio manager to control
and maintain the cluster. In addition, the hotspots of the different clusters are controlled
by a centralized software-defined controller. Through cooperation these hotspots form a
wireless network of mobile small cells that have several gateways/entry points to the
mobile network using intelligent high-speed connections [19, 20]. Data traffic between
mobile nodes is established through D2D communications, and optimized by utilizing
network coding.

Suppose that a mobile node wishes to share a multimedia file with two other mobile
nodes. The mobile node in possession of the multimedia file, the source node (SN),
sends this file to the mobile nodes requesting the file, the destination nodes (DNs). Note
that these mobile nodes are not required to be in the same mobile small cell, as
illustrated in Fig. 1. Through D2D communications, the multimedia file – using
multiple hops – is being routed by mobile nodes, through the network of mobile small
cells from the SN to the DNs.

This architecture has multiple advantages, compared to the currently employed
architecture. By allowing multi-hop D2D communications through a network of mobile
small cells, data traffic within this scenario is no longer required to be routed through
the base station (BS). This means that the data is no longer required to travel the long
distances to and from the BS, but has a more direct route. This significantly reduces
latency. Since the transmissions travel shorter distances, the transmissions require less

Fig. 1. Scenario architecture
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power to reach its destination. This means that this architecture also allows data
transmission to be more energy efficient. This architecture also reduces the workload of
the BS, which relieves stress on the cellular network.

3 Security and Privacy Challenges

The proposed architecture brings a set of new technologies together, and with that it
also comes with a number of security and privacy challenges. This section will explore
this kind of challenges that every individual technology poses in our proposed
architecture.

3.1 Multi-hop Wireless Network

Allowing data packets in transmission to traverse multiple hops to reach the intended
receiver, brings a spectrum of privacy threats. These privacy threats can be split into
two categories, data privacy and identity privacy. Data privacy threats cover all attacks
in which the attacker tries to uncover information about the data transmitted to the
intended receiver. The attacker uses techniques such as eavesdropping and identity
impersonation. These attacks are well studied and various cryptographic techniques
have been developed to prevent these attacks from being effective. These cryptographic
techniques are able to provide data confidentiality using data encryption schemes,
entity authentication using identification schemes, and data authentication using sig-
nature schemes. These techniques counter all the aforementioned challenges. However,
many of these countermeasures require both the sender and the intended receiver to be
in possession of a shared cryptographic key. Thus, it is obvious that key management
plays a critical role to achieve data privacy [21, 22].

Identity privacy is the other category of privacy threats in a multi-hop wireless
network. The challenge of providing identity privacy lies in the establishment of secure
communication between two mobile nodes. To establish secure communication
between two mobile nodes, both nodes are required to prove their identity to each
other. This requirement prevents any attacker from using an impersonation attack.
However, both mobile nodes wish to remain anonymous to the intermediate nodes
routing the identifying information. This challenge can be solved with anonymous
mutual authentication. With anonymous mutual authentication, both mobile nodes
participate in an interactive zero-knowledge proof of identity protocol. This protocol
involves exchanging challenges to prove their identity to each other, without actually
sending any private identifying information. However, all zero-knowledge proof of
identity protocols either require both mobile nodes to have a pre-established secret, or
depends on a Trusted Third Party (TTP). This TTP is a central control point that every
node in the network trusts, but does not fit in our proposed architecture due to the lack
of infrastructure. Both mobile nodes are therefore required to have a pre-established
secret (such as a shared cryptographic key) in order to communicate [22, 23].
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3.2 Network Coding-Enabled Network

A network coding-enabled network allows the encoding of data packets at routers
inside the network, and decoding at the receiver’s end. This provides significant
benefits to networks in terms of bandwidth, energy consumption, delay and robustness
to packet losses. Despite these tremendous advantages, networks utilizing network
coding technology are vulnerable to the so-called pollution attack. In this attack, a
malicious adversary controls a router such that it can mutate data packets by intro-
ducing pollution in the original data packet. Network coding causes this pollution to
spread downstream by encoding proper data packets with polluted data packets. This
leads to the inability to properly decode and retrieve the information at the intended
receivers. A successful pollution attack wastes a lot of costly network resources. The
challenge posed by this attack is similar to the vulnerability of data modification in any
wireless network. Data integrity is required to prevent any polluted data packets from
being transmitted further through the network. The research community proposed
various integrity schemes [24–34] to solve this problem. However, the efficiency and
effectiveness of the integrity schemes are closely related to the key management
schemes which are responsible for the generation, distribution, use and update of the
cryptographic keys used by the integrity schemes. In the literature, there are various
proposed schemes for key distribution which are used in network coding-enabled
networks, but they suffer from drawbacks that limit their effectiveness and reliability
[28, 29]. Therefore, it is of utmost importance the design of novel key management
schemes that can overcome the limitations and drawbacks of the existing key man-
agement schemes in order to support efficiently and effectively existing and new
integrity schemes against pollution attacks in network coding-enabled mobile small
cells.

3.3 Device-to-Device Communications

Device-to-Device (D2D) communications bring into the studied scenario architecture a
number of security and privacy challenges. The sole introduction of D2D communi-
cations poses challenges when it comes to location privacy. Location privacy is a
challenge, since data transmissions between mobile nodes requires close proximity.
This allows colluding users to perform a boundary attack to locate nearby mobile
nodes. One promising work [35] applied homomorphic encryption to privately identify
whether friends are within a nearby distance without revealing the actual user identities.
To find out the overall perception when it comes to location privacy, the Princeton
Survey Research Associates International held a survey in 2013 and found that 46% of
teen users and 35% of adults turn off location tracking features due to privacy concerns
[36]. These privacy concerns need to be addressed so that users will allow their devices
to be discoverable and participate in content delivery through D2D communications.
Fortunately, location privacy can be protected by using identity preserving techniques
such as anonymous mutual authentication [22].

Furthermore, in combination with a multi-hop wireless network, D2D communi-
cations also brings data privacy challenges (e.g. eavesdropping) along with identity
privacy (e.g. identity impersonation) and free-riding issues in the studied scenario
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architecture [22]. As previously discussed in Sect. 3.1, data privacy can be protected
with the use of cryptographic techniques, where the role of key management is of
utmost importance, whereas identity privacy can be protected by using techniques such
as anonymous mutual authentication. In addition, free-riding means that a selfish
mobile device is unwilling to send content to others, while it is still receiving demanded
data, for the purpose of saving energy. Free-riding reduces fairness and transmission
availability within the network. Thus, a stimulating cooperation mechanism is neces-
sary to prevent free-riding within the network, and several solutions have been pro-
posed to solve this problem [37–41].

3.4 Mobile Small Cells

The introduction of mobile small cells in the studied scenario architecture makes the
network dynamic. Every mobile node inside the network is allowed to constantly be on
the move. Certain mobile nodes could leave the macro cell, and other mobile nodes
could join the macro cell. This network therefore has a constantly changing topology
and thus, it poses a problem when it comes to key management. Traditional certificate-
based public key cryptography (CB-PKC) relies on a trusted third party called a cer-
tifying authority (CA). The CA issues certificates to users inside the network. These
certificates are used to verify the identity and provide a cryptographic key at the same
time. This CA can be interpreted as the key manager, and it is a central control point
that every node in the network trusts. However, a CA does not fit in the studied
scenario architecture due to the lack of infrastructure [42, 43]. On the other hand,
identity-based public key cryptography (IB-PKC) removes the requirement of certifi-
cates, since public keys in IB-PKC are equal to the identity of the mobile nodes.
However, private keys are obtained from the Key Generation Center (KGC). KGC
holds a master key from which it generates private keys. Consequently, a compromised
KGC means that the entire system is compromised. This means that IB-PKC suffers
from a single point of failure, along with the key escrow problem [44]. Finally, cer-
tificateless public key cryptography (CL-PKC) is introduced to solve these issues. With
CL-PKC, private keys are constructed by both the KGC and the mobile user requesting
the private key. The KGC generates the first part of the private key, and the mobile user
completes the private key by combining it with his own private key. The tasks of the
KGC can be distributed among mobile nodes using verifiable secret sharing [45].
A compromised KGC using CL-PKC only provides the attacker with partial private
keys. CL-PKC not only solves the single point of failure and the key escrow problem,
but it can also satisfy the dynamic topology of the network. Certificateless key man-
agement schemes therefore seem a good candidate for the studied scenario architecture,
however many proposed schemes still suffer from the private key distribution problem,
or they lack key update or key revocation procedures.
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4 Cryptographic Security Solutions

Having explored the challenges which are brought forth by the studied scenario
architecture, this section discusses how these challenges can be solved. By allowing
our scenario architecture to perform multi-hop D2D communication, a spectrum of
security and privacy challenges arise. However, cryptographic techniques and anony-
mous mutual authentication are able to provide secrecy and anonymity. Parties wishing
to communicate securely require a shared cryptographic key to take advantage of the
cryptographic techniques and anonymous mutual authentication. Key management
schemes are responsible for the generation, distribution, storage, use, revocation, and
update of these cryptographic keys. It is therefore important to investigate the design of
novel key management schemes that fit with our scenario architecture and provide all
these functionalities in an efficient and effective manner.

Moreover, to fully exploit the advantages of network coding in our scenario
architecture, novel key management schemes are required as most of the existing ones
are not able to fully support the data integrity schemes proposed in the literature to
prevent pollution attacks in network coding–enabled networks.

In addition, the security of mobile small cells is also affected by key management.
The dynamic topology that mobile small cells bring to our scenario architecture poses
the challenge of a suitable family of key management schemes. As discussed, CB-PKC
and IB-PKC, and their respective key management schemes are not suitable. On the
other hand, CL-PKC and certificateless key management schemes seem to be a good
candidate. However, existing certificateless key management schemes either lack key
update or key revocation procedures, or they require a safe channel for (partial) key
distribution which is difficult to realize in our scenario architecture [43].

Therefore, it is of the utmost importance to design novel (certificateless) key
management schemes for our scenario architecture. These schemes should provide
robust and low complexity key management including secret key sharing among
mobile nodes, key revocation, key update and mobile node authentication. Finally, they
should also support existing and new integrity schemes against pollution attacks in
network coding-enabled mobile small cells in an efficient and effective manner.

5 Conclusion

The studied scenario architecture is suitable to cover the urban landscape of high speed
5G mobile communication. This new scenario architecture exploits the advantages of
D2D multi-hop communication and network coding-enabled mobile small cells.
However, combining these technologies come with security and privacy challenges.
For each technology, we explored their respective security and privacy challenges. We
found that there are solutions against the identified security and privacy challenges
assuming that there exists a key management scheme able to support cryptographic
techniques and protocols in an efficient and effective manner. However, no key man-
agement schemes seem to exist which satisfy all the requirements necessary to support
all cryptographic techniques and protocols to ensure security and privacy in our sce-
nario architecture. It is therefore of the utmost importance the design of novel key
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management schemes that can provide robust and low complexity key management
including secret key sharing among mobile nodes, key revocation, key update, and
mobile node authentication.
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Abstract. The recent explosive growth of mobile data traffic, the continuously
growing demand for higher data rates, and the steadily increasing pressure for
higher mobility have led to the fifth-generation mobile networks. To this end,
network-coding (NC)-enabled mobile small cells are considered as a promising
5G technology to cover the urban landscape by being set up on-demand at any
place, and at any time on any device. In particular, this emerging paradigm has
the potential to provide significant benefits to mobile networks as it can decrease
packet transmission in wireless multicast, provide network capacity improve-
ment, and achieve robustness to packet losses with low energy consumption.
However, despite these significant advantages, NC-enabled mobile small cells
are vulnerable to various types of attacks due to the inherent vulnerabilities of
NC. Therefore, in this paper, we provide a categorization of potential security
attacks in NC-enabled mobile small cells. Particularly, our focus is on the
identification and categorization of the main potential security attacks on a
scenario architecture of the ongoing EU funded H2020-MSCA project
“SECRET” being focused on secure network coding-enabled mobile small cells.

Keywords: Mobile small cells � 5G communications � Security
Network Coding � D2D communications

1 Introduction

The recent explosive growth of mobile data traffic, the continuously growing demand
for higher data rates, and the steadily increasing pressure for higher mobility have led
to the fifth-generation (5G) of mobile communications. 5G communications target to
achieve big data bandwidth, infinite capability of networking and extensive signal
coverage to support a plethora of high-quality personalised services to subscribers,
while at the same time the capital and operating expenditures (i.e., CAPEX and OPEX)
of mobile operators are being reduced. Towards this direction, 5G communications
systems will integrate a wide spectrum of enabling technologies [1–5].

Small cells technology is considered as a major 5G enabling technology, as it can
enable effective delivery of ubiquitous 5G services in a cost-effective and energy
efficient manner. Indeed, mobile small cells can cover the urban landscape by being set
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up on-demand at any place, and at any time on any device. The mobile small cell
hotspots are the vehicle for experiencing a plethora of 5G broadband services at low
cost with reduced impact on mobile battery lifetime [6–8].

In addition, Network Coding (NC) technology can be foreseen as a promising
solution for the wireless network of mobile small cells to increase its throughput and
improve its performance. In fact, NC technology is an emerging communication
paradigm that has the potential to provide significant benefits to networks as it can
decrease packet transmission in wireless multicast [9, 10], provide network capacity
improvement [11], and achieve robustness to packet losses [12] and low energy con-
sumption [13]. However, despite the significant advantages of NC technology, network
coding-enabled wireless networks are vulnerable to various types of attacks [12, 14–
18]. Based on that and the fact that the security is critical factor for the success of
upcoming 5G communication networks, such as the network coding-enabled mobile
small cells, novel security mechanisms against these types of attacks are required [19–
22]. Towards this direction, the first step is the identification of the security threats in
such networks.

Therefore, in this paper, we provide a categorization of potential security attacks in
network coding-enabled mobile small cells due to the inherent vulnerabilities of NC. In
particular, our focus is on the identification and categorization of the main potential
security attacks on a scenario architecture of the EU funded H2020-MSCA project
“SECRET” [23] focused on secure network coding-enabled mobile small cells.

Following the introduction, this paper is organized as follows. In Sect. 2, we
provide an overview of the studied scenario architecture which is focused on secure
network coding-enabled mobile small cells. In Sect. 3, a brief overview of the two
types of network coding protocols is given. In Sect. 4, the main categories of potential
security attacks in network coding-enabled mobile small cells due to the inherent
vulnerabilities of NC are presented. Finally, Sect. 5 concludes this paper.

2 Scenario Architecture

In this section, we provide the scenario architecture of the EU funded H2020-MSCA
project “SECRET” (See Fig. 1) which is focused on secure network coding-enabled
mobile small cells [23] This scenario architecture consists of a macro cell which is
splitted into a number of mobile small cells. Each mobile small cell is controlled by a
cluster-head (i.e., hotspot), a mobile device (i.e., mobile node) within the identified
cluster of mobile devices that is nominated to play the role of the local radio manager in
order to control and maintain the cluster. Moreover, the cluster-heads (i.e., hotspots) of
the different clusters cooperate to form a wireless network of mobile small cells that
have several gateways/entry points to the mobile network using intelligent high-speed
connections. It is worthwhile to mention that the cluster-heads (i.e., hotspots) of the
different clusters are controlled by a centralized software-defined controller. Finally, the
data communication between the mobile devices (i.e., mobile nodes) is established
through Device-to-Device (D2D) communications and optimized by network coding
technology. In particular, in the studied scenario, it is assumed that a source mobile
node (SN), locating at a mobile small cell, wants to multicast packets to two destination
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mobile nodes (DNs), locating at another mobile small cell. Thus, packets from the SN
are coded (i.e., Random Linear Network Coding) and traverse multiple devices, over a
multi-hop D2D network, before arriving to the DNs, locating at another mobile small
cell, where they are decoded. The multi-hop D2D network consists of a number of User
Equipments (UEs), such as legitimate mobile nodes, and relay mobile nodes (RNs), as
depicted in Fig. 1.

3 Network Coding

Due to low communication bandwidth, packet loss and power consumption constraints,
network coding can be a good solution for wireless networks [6, 7]. Network coding
methods are generally classified into state-aware network coding protocols and stateless
network coding protocols.

In state-aware network coding protocols, each node has partial or full network state
information, such as network topology and the packets in the buffer of its neighbours
Based on this information, a network code is generated that is decodable by the
neighboring nodes. However, the state-aware network coding protocols confront sev-
eral security issues due to the available knowledge of the network sate information.

On the other hand, the stateless network coding protocols do not rely on the
network state information in order to decide when and how to mix the packets at each
intermediate node. Thus, the stateless network coding protocols are not affected by
dynamically changing topologies. Finally, this kind of network coding protocols are
more immune to security threats compared to the state-aware network coding protocols
due to their independence of the network state information [11, 12].

Fig. 1. Scenario architecture
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4 Security Threats in Network Coding-Enabled Mobile Small
Cells

In this section, we present the main categories of potential security attacks in network
coding-enabled mobile small cells due to the inherent vulnerabilities of NC.

4.1 Eavesdropping

An eavesdropper aims to retrieve sensitive information such as native packets, public
keys, private keys, and passwords of other nodes by wiretapping one or several wired
links, or overhearing the wireless transmission. In this regard, eavesdroppers neither
inject packets nor modify them. They only listen to links to get the essential infor-
mation that should be kept secret during the communication. Therefore, eavesdropping
is known as a passive attack. Eavesdroppers can not only be external nodes but also
malicious intermediate nodes. If they are able to access an adequate number of linearly
independent combinations of packets, then they can decode the packets and have
access to all transmitted information (see Fig. 2) [14, 24, 25].

Eavesdropping attacks are generally classified based on two different views. The
first view is based on the level that a node has access to the packets crossing the
network and classifies the eavesdropper nodes into three types: (i) nice but curious,
(ii) wiretapping, and (iii) worst-case eavesdroppers [25, 26]. Nice but curious nodes are
also called non-malicious nodes because they are well behaved in the sense of com-
munication protocols, but they want to obtain some information from the data flows
that pass through them. The curious nodes cannot get significant information, because
in random linear network coding (RLNC), packets are coded and none of them has
access to sufficient number of coded packets. On the other hand, the wiretapping nodes
(usually external eavesdroppers) are more capable of accessing the secret information
due to their access to subset of communication links (i.e., they have access to more
coded packets). Finally, the eavesdropper nodes of the third type are classified as the
worst-case node since they have access to all of the transmitted packets. Therefore, in
this case, ensuring information confidentiality is not only harder, but also more critical.

The second view is based on the type of the NC protocols (i.e., stateless NC
protocols or state-aware NC protocols) [24, 25]. In the case of stateless NC protocols,

Fig. 2. Internal and external eavesdropping attacker
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due to the RLNC properties, eavesdropping attack is less crucial. This is because the
eavesdropper is not able to decode the coded packets and obtain native packets until
he/she has access to a sufficient number of coded packets. In contrast, in the case of
state-aware NC protocols, eavesdropping attack is crucial since the coding is local and
each intermediate node decodes packets before recoding them. Thus, the eavesdropper
can access native packets.

4.2 Traffic Analysis

Traffic analysis is one of the most common attacks in wireless networks. In traffic
analysis attack, the attackers monitor the transmissions in the network in order to
extract information about the source and destination of the packets as well as the
network topology. In other words, adversaries threat the confidentially of the networks
with traffic analysis and monitoring [25, 27]. This threat is crucial in both the state-
aware and stateless network coding protocols [24].

4.3 Impersonation

An impersonation attacker sends queries to the victim nodes by using other legitimate
node’s identity (e.g., MAC or IP address [28]) in order to gain information. State-aware
network coding protocols can be affected by this type of attacks due to the fact that
these protocols rely on network nodes [14]. In other words, the goal of impersonation
attack is to degrade the authenticity property in NC-enabled networks. This attack is a
kind of active eavesdropping and sometimes it is the basis for launching further more
sophisticated attacks [24].

4.4 Man-in-the-Middle

In the Man-in-the-middle attack, the attacker (i.e., a malicious node) lies on a com-
munication link between the sender and the receiver in order to impersonate other
nodes and relays received messages by exploiting link spoofing techniques, such as
advertising fake links and sending routing control packets, including wrong informa-
tion (see Fig. 3) [24, 29, 30].

Fig. 3. Man-in-the-middle attack.
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4.5 Byzantine Fabrication

Byzantine fabrication attack (Pollution) is a severe security threat where an adversary
node injects corrupted packets into the network to corrupt other packets based on the
nature of packet mixing in network coding schemes [25]. Additionally, this attack can
disrupt the routing operation of network in different ways such as forwarding data
packets through non-optimal or even invalid routes and generating routing loops (see
Fig. 4) [14, 24]. This attack is a threat to both stateless and state-aware network coding
protocols. In state-aware network coding protocols, packet headers normally include
topology states and routing information, and thus the attackers can send wrong
information to nodes about the state and neighbors’ information. Besides, in stateless
network coding protocols, headers normally include needed decoding vectors that
attackers can change [25].

4.6 Byzantine Modification

In a byzantine modification attack (Pollution), adversary aims to make some changes
(i.e., invalid coding operations) to data in transit and threat the integrity of the packets
in the networks [29]. They inject corrupted packets or modify them. There are a lot of
attacks which use this technique to threat the networks, such as wormhole, black hole,
selective forwarding and dropping attack, man-in-the-middle, link spoofing, routing
attacks and repudiation [24]. These attacks can be considered as special types of
Byzantine modification attacks. In stateless network coding, the adversary injects or
modifies packets in transit, whereas in state-aware network coding the adversary injects
or modifies not only packets in transit but also state information such as topology
information and buffer state [14, 26].

4.7 Byzantine Replay

In Byzantine replay attack the malicious nodes or SN can reuse coded packets with the
same logical identifier that were authenticated previously (e.g., old coded packets that
were previously stored on compromised nodes and had successfully passed the
integrity verification. Due to sending these old messages, the network resources are
wasted and eventually throughput rate is degraded [31, 32]. If a malicious or

Fig. 4. Byzantine fabrication attack.
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compromise node is able to find and reuse old coded packets, the data decoding
condition could be broken, because they are linearly dependent with other coded blocks
that are currently stored (see Fig. 5). Replay attack can reduce network coding
throughput, wasting resources and processing time in both stateless and state-aware
network coding protocols by injection packets which are repeated into the information
flow [14].

4.8 Wormhole

In this attack two or more malicious nodes collaborate and create a tunnel between two
nodes (see Fig. 6). Then, they persuade the neighbor nodes that two side of tunnel are
in the same range. Afterwards, these wormhole attackers can record packets and
retransmit them through the tunnel. Wormhole attack can have more severe impact on
state-aware NC protocols (e.g., disruption of the route discovery process) compared to
its impact on stateless protocols [14, 33].

4.9 Black Hole

The attacker exploits routing protocols to advertise itself as a valid and the shortest path
to a destination. In this regard, the nodes are convinced to use this path to send data
packets towards that destination. Hence, data packets can be intercepted/eavesdropped
or the routing operations simply can be denied (i.e., black-hole attack) that decrease the

Fig. 5. Byzantine reply attack.

Fig. 6. Wormhole attack.
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network performance. This attack can reduce performance of the network in both state-
aware and stateless protocols [24, 34].

4.10 Entropy Attack

In entropy attacks, the attacker creates packets containing information already known
by the systems (i.e., non-innovative packets). In particular, the adversary node creates a
non-innovative coded packet that is a non-random linear combination of coded packets
so that the coded packet is linearly dependent with the coded packets stored at
downstream node. The valid but linearly dependent coded packet wastes resources as it
does not provide any useful information to the receivers so that they can decode the
original packets [31]. Furthermore, the authors in [31] have classified the entropy
attacks into two main categories which require deferent capabilities from an attacker:

• Local entropy attack: the attacker generates non-innovative coded packets to the
local neighboring nodes.

• Global entropy attack: the attacker generates coded packets that are seemingly
innovative to local neighboring nodes but are non-innovative to at least one distant
downstream node.

4.11 Denial of Service (DOS)

In Denial of Service (DoS) attack, the attacker attempts to make the resources of a
system unavailable to the legitimate users, Actually, the attacker targets the availability
of the system [14]. For example, in a network coding-enabled network, the adversary
can send a lot of requests, such as packet processing and forwarding, to the victim in
order to deplete its resources [24]. Moreover, it is worthwhile to mention that there are
different types of DoS attacks at different layers that affect differently the network.
Thus, DoS attacks include the following main types of attacks: jamming and tempering
at the physical layer, collision and exhaustion at the link layer, black holes and routing
table overflow at the network layer, SYN flooding and de-synchronization at the
transport layer, and finally failure in the web services at the application layer [34, 35].
Finally, in NC state-aware schemes, a malicious node can easily perform a DoS attack
by flooding its neighbours with a high volume of corrupted packets or even legitimate
packets but old and repetitive packets [14].

5 Conclusion

In this paper, we provided a categorization of potential security attacks in network
coding-enabled mobile small cells due to the inherent vulnerabilities of NC. More
precisely, we focused on the identification and categorization of the main potential
security attacks on a scenario architecture of the EU funded H2020-MSCA project
“SECRET” which is based on secure network coding-enabled mobile small cells.

344 R. Parsamehr et al.



Acknowledgments. This research work leading to this publication has received funding from
the European Union’s Horizon 2020 Research and Innovation programme under grant agreement
H2020-MSCA-ITN-2016-SECRET-722424.

References

1. Wang, C.-X., et al.: Cellular architecture and key technologies for 5G wireless commu-
nication networks. IEEE Commun. Mag. 52(2), 122–130 (2014)

2. Chih-Lin, I., et al.: Toward green and soft: a 5G perspective. IEEE Commun. Mag. 52(2),
66–73 (2014)

3. Bangerter, B., et al.: Networks and devices for the 5G era. IEEE Commun. Mag. 52(2), 90–
96 (2014)

4. Sucasas, V., Mantas, G., Rodriguez, J.: Security challenges for cloud radio access networks.
In: Backhauling/Fronthauling for Future Wireless Systems, pp. 195–211 (2016)

5. Mantas, G., et al.: Security for 5G Communications (2015)
6. Gupta, A., Jha, R.K.: A survey of 5G network: architecture and emerging technologies. IEEE

Access 3, 1206–1232 (2015)
7. Chou, S.-F., et al.: Mobile small cell deployment for next generation cellular networks. In:

Global Communications Conference (GLOBECOM), 2014 IEEE. IEEE (2014)
8. Saghezchi, F.B., et al.: Drivers for 5G. Fundamentals of 5G Mobile Networks, pp. 1–27

(2015)
9. Katti, S., et al.: XORs in the air: practical wireless network coding. In: ACM SIGCOMM

Computer Communication Review. ACM (2006)
10. Chen, Y.-J., et al.: Topology-aware network coding for wireless multicast. IEEE Syst. J. 12

(4), 3683–3692 (2018)
11. Ahlswede, R., et al.: Network information flow. IEEE Trans. Inf. Theor. 46(4), 1204–1216

(2000)
12. Ho, T., Lun, D.: Network Coding: An Introduction. Cambridge University Press, New York

(2008)
13. Wu, Y., Chou, P.A., Kung, S.-Y.: Minimum-energy multicast in mobile ad hoc networks

using network coding. IEEE Trans. Commun. 53(11), 1906–1918 (2005)
14. Esfahani, A., et al.: Towards secure network coding-enabled wireless sensor networks in

cyber-physical systems. In: Cyber-Physical Systems from Theory to Practice, ch. 16,
pp. 395–415 (2015)

15. Esfahani, A., et al.: A null space-based MAC scheme against pollution attacks to Random
linear Network Coding. In: 2015 IEEE International Conference on Communication
Workshop (ICCW). IEEE (2015)

16. Esfahani, A., et al.: An improved homomorphic message authentication code scheme for
RLNC-enabled wireless networks. In: 2014 IEEE 19th International Workshop on Computer
Aided Modeling and Design of Communication Links and Networks (CAMAD). IEEE
(2014)

17. Esfahani, A., et al.: Analysis of a homomorphic MAC-based scheme against tag pollution in
RLNC-enabled wireless networks. In: 2015 IEEE 20th International Workshop on Computer
Aided Modelling and Design of Communication Links and Networks (CAMAD). IEEE
(2015)

18. Yang, D., et al.: Jointly padding for subspace orthogonality against tag pollution. In: 2014
IEEE 19th International Workshop on Computer Aided Modeling and Design of
Communication Links and Networks (CAMAD). IEEE (2014)

Security Threats in Network Coding-Enabled Mobile Small Cells 345



19. Esfahani, A., et al.: Dual-homomorphic message authentication code scheme for network
coding-enabled wireless sensor networks. Int. J. Distrib. Sens. Netw. 11(7), 510251 (2015)

20. Esfahani, A., et al.: An efficient homomorphic MAC-based scheme against data and tag
pollution attacks in network coding-enabled wireless networks. Int. J. Inf. Secur. 16(6), 627–
639 (2017)

21. Esfahani, A., Mantas, G., Rodriguez, J.: An efficient null space-based homomorphic MAC
scheme against tag pollution attacks in RLNC. IEEE Commun. Lett. 20(5), 918–921 (2016)

22. Esfahani, A., et al.: An efficient MAC-based scheme against pollution attacks in XOR
network coding-enabled WBANs for remote patient monitoring systems. EURASIP J. Wirel.
Commun. Netw. 2016(1), 113 (2016)

23. SEcure Network Coding for Reduced Energy nexT generation Mobile Small cells. H2020-
MSCA-ITN-2016-722424 01 January 2017–31 December 2020. http://h2020-secret.eu/
index.html

24. Talooki, V.N., et al.: Security concerns and countermeasures in network coding based
communication systems: a survey. Comput. Netw. 83, 422–445 (2015)

25. Ostovari, P., Wu, J.: Towards Network Coding for Cyber-Physical Systems: Security
Challenges and Applications. Wiley (2017)

26. Lima, L., et al.: Network coding security: Attacks and countermeasures. arXiv preprint
arXiv:0809.1366 (2008)

27. Fan, Y., et al.: An efficient privacy-preserving scheme against traffic analysis attacks in
network coding. In: INFOCOM 2009 IEEE. IEEE (2009)

28. Wu, B., Chen, J., Wu, J., Cardei, M.: A survey of attacks and countermeasures in mobile ad
hoc networks. In: Xiao, Y., Shen, X.S., Du, D.Z. (eds.) Wireless Network Security. Signals
and Communication Technology. Springer, Boston (2007). https://doi.org/10.1007/978-0-
387-33112-6_5

29. Jawandhiya, P.M., et al.: A survey of mobile ad hoc network attacks. Int. J. Eng. Sci.
Technol. 2(9), 4063–4071 (2010)

30. Dong, J., et al.: Pollution attacks and defenses in wireless interflow network coding systems.
IEEE Trans. Depend. Secure Comput. 9(5), 741–755 (2012)

31. Newell, A.J., Curtmola, R., Nita-Rotaru, C.: Entropy attacks and countermeasures in
wireless network coding. In: Proceedings of the Fifth ACM Conference on Security and
Privacy in Wireless and Mobile Networks. ACM (2012)

32. Chen, B., et al.: Remote data checking for network coding-based distributed storage systems.
In: Proceedings of the 2010 ACM Workshop on Cloud Computing Security Work-
shop. ACM (2010)

33. Chiu, H.S., Lui, K.-S.: DelPHI: wormhole detection mechanism for ad hoc wireless
networks. In: 2006 1st International Symposium on Wireless Pervasive Computing. IEEE
(2006)

34. Mishra, A., Nadkarni, K.M.: Security in wireless ad hoc networks. In: The Handbook of Ad
Hoc Wireless Networks. CRC Press, Inc (2003)

35. Padmavathi, D.G., Shanmugapriya, M.: A survey of attacks, security mechanisms and
challenges in wireless sensor networks. arXiv preprint arXiv:0909.0576 (2009)

346 R. Parsamehr et al.

http://h2020-secret.eu/index.html
http://h2020-secret.eu/index.html
http://arxiv.org/abs/0809.1366
http://dx.doi.org/10.1007/978-0-387-33112-6_5
http://dx.doi.org/10.1007/978-0-387-33112-6_5
http://arxiv.org/abs/0909.0576


Secure Network Coding for SDN-Based
Mobile Small Cells

Vipindev Adat, Ilias Politis(B), Christos Tselios, and Stavros Kotsopoulos

Wireless Telecommunications Laboratory, University of Patras, Patras, Greece
{vipindev,ipolitis,tselios,kotsop}@ece.upatras.gr

Abstract. The future wireless networks including the fifth generation
of mobile networks have to serve a very dense heterogeneous network of
devices with high resiliency and reliability. Network coding is also emerg-
ing as a potential key enabler for optimizing bandwidth requirements and
energy consumption in highly dense mobile network environments. How-
ever, network coding deployments still need to consider security vulner-
abilities and their countermeasures, before they can be adapted as part
of the emerging mobile network deployments. On the other hand the
software defined networking can be employed in the mobile small cell
environment to achieve highly efficient and easily configurable network
architecture. This paper studies the scope of utilizing the SDN based
mobile small cells to implement secure network coded mobile small cells
minimizing the overheads and delays.

Keywords: Random linear network coding · Pollution attacks
5G small cells

1 Introduction

The fifth generation (5G) network paradigm has already emerged with strin-
gent throughput and energy requirements [1,2] for accommodating all recently
introduced verticals [3,4]. As the future wireless environment is conceptualized
it is expected to include different types of cells such as macro, pico and small
cells. The concept of cooperated small cells as the basis for the new mobile cell
architecture is proposed on this front and network coding schemes can be a key
enabler in such a network model to achieve high throughput and resilience [5].
The network coded cooperated small cell environment can provide high data
rates at a low energy for the dense population of devices in the 5G era. However,
implementing network coding in the mobile environment of small cells can lead to
security threats including denial of service, intrusion, byzantine fabrication and
false identity etc. This paper addresses the problem of pollution attacks in net-
work coded mobile small cell environment and performance of security schemes
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in terms of communication and computational overhead. We consider the homo-
morphic message authentication codes and signatures to ensure the security of
the network. Further, we consider the possibility of the software defined archi-
tecture to achieve easily configurable cooperated mobile small cells in an efficient
way. The availability of the central controller will also add to ensuring the secu-
rity of the whole network.

2 Network Coding for Mobile Small Cells

The problem of secure network coding was first studied in [6] which proposed a
scheme of admissible linear network codes which will protect the message from
eavesdropping. As the possibilities of network coding was explored as a strong
energy efficient high throughput communication scheme, more specific threats
related to network coding also popped up. The mixing of packets which forms
the base of network coding schemes increases the effect of a byzantine fabrica-
tion attack since a single corrupted packet can widely spread into the network
and corrupt the whole message resulting in devastating effects on throughput
and network utilization. This, widely known as pollution attack, is addressed as
one of the major security threat in network coded environment. As the network
coding schemes varies from interflow to intraflow networks, state aware to state-
less protocols, the security schemes against pollution attacks also differs [7–9].
However, for the mobile wireless environment, random linear network coding
(RLNC) has been considered as the best suited [10] option due to the frequently
changing network situation and we focus more into preventing pollution attacks
in a RLNC based mobile small cell environment.

2.1 Random Linear Network Coding and Pollution Attacks

As per the widely used principles of random linear network coding, a message is
considered as a number of generations where each generation consists of various
packets. Each native packet Pi is considered as a vector of n elements such as Pi1,
Pi2, . . . , Pin over finite field Fn

q where q defines the finite field size. A generation
consisting of m such packets will be a m × n matrix which can be considered
as the native generation. However, to enable proper encoding and decoding, the
native packets will be augmented with a unit vector of size m which will have all
zeros but a 1 at the corresponding position of the native packet in the generation.
These augmented packets are encoded with locally generated random coefficients
and transmitted by the source node to its neighbouring nodes. The intermediate
nodes, on the reception of an innovative generation of packets, re encode it
with it’s own locally generated random coefficients before transmission. This
procedure is followed till the receiving nodes. However, a malicious intermediate
node can pollute the whole system by introducing a polluted packet. Due to the
mixing of packets at the intermediate nodes, the pollution attacks in network
coded environment, if unchecked, can spread over the transmission infecting
all the communication involving the initial polluted packet and its parts. The
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homomorphic MAC scheme proposed by Agrawal et al. [11] was successful in
preventing this pollution attacks with a probability of 1/qL, where q is the field
size and L is the number of tags. However it suffers from the tag pollution
attacks in which the adversary tries to pollute the tags attached to the packets
to verify it’s integrity. In tag pollution attacks, malicious nodes pollute tags of
genuine packets resulting in such packets being discarded when incorrect tags
are detected, which leads to poor network performance. MacSig [12] proposes the
usage of a homomorphic signature over the MAC scheme to certify that the tags
attached to the packets are corresponding to the packet itself. Dual HMAC and
HMAC [13,14] try to reduce the computational and communicational overhead of
MacSig using a novel key distribution model based on c cover free family. This
also provide security against a situation in which a number of compromised
nodes act together to pollute the network at a lower key storage overhead at
intermediate nodes.

Further, in this study, we consider software defined mobile small cell network
for highly configurable efficient deployment as shown in Fig. 1. This will help the
system to ensure better efficiency in terms of network utilization. Further if net-
work coding is deployed over this SDN based mobile small cells, the throughput
and resiliency of the whole environment can be improved to match the require-
ments in the 5G era. In this paper, we also propose how the availability of a
centralized software defined controller connected to the nodes in the network
can be better utilized for ensuring the security of the network. In our proposal,
along with the control message some secure information needs to be communi-
cated with the central unit and it reduces the overhead in the communication
lines between the nodes and prevents pollution attacks with a high probability.

3 Secure Network Coding in SDN Based Mobile Small
Cells

This security scheme is a modification of some existing approaches like Dual
HMAC and Homomac [11,13] by utilizing this central unit to ensure the security.
In this approach, the centralized controller is also considered as a trusted party
which is connected to all the nodes. We consider the homomorphic hashing
schemes discussed in [11,12] for the integrity of messages and a signature for the
authenticity of messages. We further utilize the centralized controller to ensure
the security of the scheme with higher efficiency and reduce the computational
cost at the intermediate nodes.

3.1 Proposed Security Scheme

Our scheme follows similar message authentication schemes, but utilizes the
availability of centralized controller to reduce the computational and commu-
nication cost over the channels. The proposed scheme can be explained in the
following four steps:
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Fig. 1. SDN based mobile small cell architecture.

1. Setup: This first phase of scheme includes the key distribution. A Key dis-
tribution centre (KDC) is responsible for this. Since the MAC scheme uses
symmetric keys for creating and verifying the tags, KDC distributes a set
of L keys to each node in the network. This procedure can be done prior to
the actual communication starts. Thus each node will have a set of keys Ki

where each key have n + 1 symbols in it. The size of a key in our scheme
is comparatively less than the other comparable schemes like HMAC and
MacSig because we define the tags over the native packets only, excluding the
augmented vector part. This is more clearly explained in the tag generation
section. Further, each source node will have it’s own private key to create the
signature over the tags. All the intermediate and receiving nodes will need
the corresponding public key to verify the signature. KDC take care of this
public key private key generation and distribution as well.

2. Tag generation: In our proposed scheme, tags are generated only at the source
nodes, reducing the computational cost at the intermediate nodes consider-
ably. Further only the native packets are considered so that the size of a key
is also smaller. The integrity of the packets are ensured by tags created using
the key set provided by the KDC. A tag will be generated as

Tagl =

( ∑n
j=1 Pi,j × Kl,j

)

Kl,j+1
, l ∈ (1, L) (1)

Since a generation of m packets are considered in one transmission, there will
be L × m number of tags associated with a particular generation, attached
to it. Further, our scheme introduces a novel tag communication scheme
including the centralized controller to prevent pollution attacks. For this,
each source compute a signature over the tags for a particular generation and
communicate this set of tags along with the signature and generation number
to the central controller.
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Algorithm 1. Verification Algorithm
Data: Received packet Ci, L tags corresponding to Ci retrieved

from the central unit, Key set Ks

Result: 1 if verification is successful and 0 if verification is failed.
In case of a failed verification, the type of the attack is
also reported.

1 Step 1:
2 Retrieve the coefficient matrix from the received packet
3 Step 2:
4 Multiply the tags retrieved from the central unit with the

corresponding coefficients
5 Step 3:
6 Compare the tags with those appear in the received codeword.
7 if they dont match then
8 Report Warning and Proceed
9 else

10 Proceed

11 Step 4:
12 Create tags for the received packet using MAC algorithm

(without considering the coefficient part)
13 Step 5:
14 if MAC algorithm output matches with the tags retrieved from

central unit then
15 1 ←− Return
16 else
17 0 ←− Return

3. Verification: The verification process happens at each receiving node. It
ensures that the tags attached to the received packets are genuine and cre-
ated at the source. The centralized controller along with the tags attached
to the received packets enables this verification. On receiving a coded gen-
eration, the receiving node will check for the corresponding entry of tags in
the central controller from the source. The authenticity of this entry in the
centralized unit can be verified by the public key corresponding to the pri-
vate key used to sign the entry. Once the right entry is retrieved from the
centralized unit, then the integrity of the received message can be verified by
comparing the tags in the entry retrieved from the centralized unit and the
tags in the received packet. The verification algorithm shown above gives a
step by step explanation of the verification procedure. Once a generation of
packets completes the verification process successfully, they are re-encoded
by the intermediate nodes or decoded to retrieve the original message at the
destination nodes.
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Fig. 2. Architecture for security scheme

4. Re-encoding: The intermediate nodes will re-encode the verified messages
before forwarding them further. However, in our scheme no more tag genera-
tion is performed at the intermediate nodes. The tags are generated only at
the source nodes and after the tag generation all the elements in the packet
are considered as the same. This reduces the computational requirements at
the intermediate nodes considerably. Thus re-encoding process is very much
similar to normal RLNC scheme. The verified generations are multiplied by
the locally generated random coefficients.

3.2 Security Analysis

This section analyses how the proposed scheme ensures protection against pol-
lution attacks using the central controller. The security scheme is analyzed over
a butterfly network in the SDN based small cell environment as shown in Fig. 2.
Before proceeding to the security analysis, it is necessary to define the capa-
bilities of the adversary node. In the scenario described in this paper, only the
intermediate nodes are considered susceptible to attacks. The source nodes are
considered as trusted and secure. Also the key distribution scheme is consid-
ered as secure, especially the asymmetric keys used for signing the entries to the
central unit is kept secure and not shared by the source nodes. However, when
an attacker compromises an intermediate node, it can have full control over the
resources available to the compromised node. Thus if the attacker compromises
an intermediate node, it can access the whole key set available to the node
as well as decode and analyze the original packets and tags attached to them.
Thus the adversary has strong knowledge over the messaging scheme. Further,
we consider a situation in which the attacker could compromise more than one
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node in a neighbourhood and perform a coordinated attack. However, the direct
connection from central unit to each node in the network nullify any additional
advantages achieved by such mass compromising of nodes since the security sys-
tems at the immediate benign node will be able to detect and discard polluted
packets.

Data Pollution Attacks: The adversary try to modify the content of the
packet and forward the message to the neighbouring nodes. This pollutes the
corrupted packet instantly and with further alterations pollutes more and more
genuine packets. This points to the necessity of finding out the corrupted packet
at the earliest possible instant and prevent it from mixing with other benign
packets. In our scheme, a two level verification of tags ensures that the data
pollution attacks are detected efficiently at the immediate genuine node receiving
a polluted packet. Since the receiving node already have the key set used to
create the tags, it can check whether the tags are genuine to the corresponding
message part in the received code word. However, since the adversary also have
the keyset available from the compromised node, it may have forged the tag for
the corrupted message and attach it to the packet. Thus a strong adversary can
pass the first verification. However the second level of verification is matching
the tags received in the code word with the corresponding tags retrieved from the
central controller. If the adversary has to pass this verification, it needs to forge
a corrupted packet which will give exactly the same tag as the original packet.
That is same as finding another symbol in the symbol space of the original packet
such that the MAC generation will result in the same tag for both the corrupted
and original packets. This can be considered as a probability of 1/q, where q
is the field size. Further, if there are L tags that will be checked, then it needs
to satisfy all these tags and then the probability of creating a corrupted packet
that will pass the verification test is 1/qL. In practical cases q = 28 and L = 8
gives a very satisfactory level of protection against the data pollution attacks.

Tag Pollution Attacks: Tag Pollution attacks are a serious problem faced by
the homomorphic MAC based security schemes in network coded environment.
In such cases, the tags created and attached to the original benign packets are
altered by the adversary intermediate nodes. Then these packets will travel till it
will detect an altered tag and discarded. Such attacks create two serious issues;
network resource under utilization and dropping of genuine packets. Thus it
is necessary to detect the tag pollution attack at the immediate neighbouring
benign node and further process the transaction of genuine packets. This is
ensured in our scheme using the secure communication of tags to the central
unit and it’s comparison. The authenticity of the entries in the central unit is
verified using the signature attached to it. Comparing the corresponding tags
in the received packet with those retrieved from the central unit results in the
detection of tag pollution attack. In case of the detection of a tag pollution
attack, that node can check whether the content is still the same by creating tags
for the packet and comparing with the tags retrieved from the central unit and
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proceed with the communication after marking a warning against the malicious
node. By this way, the network resource wastage and unnecessary dropping of
genuine packets can be tackled. It is ensured that this detection of pollution
attacks happen at the immediate benign node in the system after adversary.

4 Performance Evaluation

4.1 Computational Overhead

This secure RLNC scheme for SDN based mobile small cell environment requires
some extra computations to be performed at each node. A source node has
to create the tags and a signature over the tags and all other nodes need to
verify the tags and signature. For each tag creation as per the scheme n + 1
multiplications are required and for creating a signature over L number of tags,
L + 1 multiplications will be performed. Thus, a scheme having L tags will
have an extra overhead of L × (n + 2) + 1 multiplications over each packet
generated at the source node. For the receiving nodes, the verification of MAC
requires the same L× (n+ 1) multiplications to verify the L tags. However, the
verification of signature over the tags retrieved from the central unit requires
L + 1 exponentiation. Each exponentiation corresponds to 3

2 |q| multiplications
[12]. This shows a significant advantage over the computational cost caused by
the security scheme compared to other similar schemes. For example, HMAC
scheme proposed by Esfahani et al. [13], which is proved to be secure against
both data and tag pollution attack suffers from a computational overhead in the
second order of L. Figure 3 shows a comparison of computational cost of both
the schemes when the same number of tags are used (L = 8).

4.2 Communication Overhead

The communication overhead results from the extra bits associated to each
packet for security purpose. In our scheme, similar to any other MAC based
scheme, this corresponding to the tags associated to each packet. Each tag cre-
ated as per Eq. (1) provide a security level of 1/q probability to be broken by
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the adversary. In the general case of L number of tags attached to each packet,
where each tag is a symbol, an L/(m + n) communication overhead is suffered
per packet, same as the overhead in [11]. Additionally, the tags will be sent to the
central unit via control channel which is independent from the communication
channel between the devices. Comparing this scheme with other schemes secure
against tag pollution attacks, we understand that for the same number of tags,
our scheme produces a much lesser communication overhead compared to Dual
HMAC [14] and MacSig [12]. Figure 4 shows the comparison of communication
overhead induced by each security scheme (for L = 8).

5 Conclusion

Since the 5G paradigm is yet to be finalized [15], network coding is being consid-
ered for harnessing the bandwidth available for wireless communication. Further,
the network coded architecture can be considered to meet the high throughput
requirements of heterogeneous mobile small cells with low energy requirements.
Since the security challenges needs to be addressed beforehand, an SDN based
mobile small cell environment supported by network coding is studied in this
work, with specific focus on the security issues. More specifically, the paper dis-
cusses a message authentication code based security scheme against pollution
attacks in the SDN based small cell environment. The performance analysis and
it’s comparison with other well known security schemes points out that the com-
putational and communication overheads of security scheme can be considerably
reduced at the expense of a secure communication channel between the central
controller and other nodes.

References

1. Tselios, C., Tsolis, G.: On QoE-awareness through virtualized probes in 5G net-
works. In: 2016 IEEE 21st International Workshop on Computer Aided Modelling
and Design of Communication Links and Networks (CAMAD), pp. 159–164, Octo-
ber 2016



356 V. Adat et al.

2. Tselios, C., Politis, I., Tsagkaropoulos, M., Dagiuklas, T.: Valuing quality of expe-
rience: a brave new era of user satisfaction and revenue possibilities. In: 2011
50th FITCE Congress - “ICT: Bridging an Ever Shifting Digital Divide”, pp. 1–6,
August 2011

3. Tselios, C., Tsolis, G.: A survey on software tools and architectures for deploying
multimedia-aware cloud applications. In: Karydis, I., Sioutas, S., Triantafillou, P.,
Tsoumakos, D. (eds.) ALGOCLOUD 2015. LNCS, vol. 9511, pp. 168–180. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-29919-8 13

4. Tselios, C., Politis, I., Kotsopoulos, S.: Enhancing SDN security for IoT-related
deployments through blockchain. In: 2017 IEEE Conference on Network Function
Virtualization and Software Defined Networks (NFV-SDN), pp. 303–308, Novem-
ber 2017

5. Rodriguez, J., et al.: SECRET - secure network coding for reduced energy next
generation mobile small cells: a European Training Network in wireless commu-
nications and networking for 5G. In: 2017 Internet Technologies and Applications
(ITA), pp. 329–333, September 2017

6. Cai, N., Yeung, R.W.: Secure network coding. In: Proceedings IEEE International
Symposium on Information Theory, p. 323 (2002)

7. Dong, J., Curtmola, R., Nita-Rotaru, C.: Practical defenses against pollution
attacks in wireless network coding. ACM Trans. Inf. Syst. Secur. (TISSEC) 14(1),
7 (2011)

8. Dong, J., Curtmola, R., Nita-Rotaru, C., Yau, D.K.Y.: Pollution attacks and
defenses in wireless interflow network coding systems. IEEE Trans. Dependable
Secur. Comput. 9(5), 741–755 (2012)

9. Jaggi, S., et al.: Resilient network coding in the presence of byzantine adversaries.
IEEE Trans. Inf. Theory 54(6), 2596–2603 (2008)

10. Ho, T., et al.: A random linear network coding approach to multicast. IEEE Trans.
Inf. Theory 52(10), 4413–4430 (2006)

11. Agrawal, S., Boneh, D.: Homomorphic MACs: MAC-based integrity for network
coding. In: Abdalla, M., Pointcheval, D., Fouque, P.-A., Vergnaud, D. (eds.) ACNS
2009. LNCS, vol. 5536, pp. 292–305. Springer, Heidelberg (2009). https://doi.org/
10.1007/978-3-642-01957-9 18

12. Zhang, P., Jiang, Y., Lin, C., Yao, H., Wasef, A., Shenz, X.: Padding for orthogo-
nality: efficient subspace authentication for network coding. In: 2011 Proceedings
IEEE INFOCOM, pp. 1026–1034, April 2011

13. Esfahani, A., Mantas, G., Rodriguez, J., Neves, J.C.: An efficient homomorphic
mac-based scheme against data and tag pollution attacks in network coding-
enabled wireless networks. Int. J. Inf. Secur. 16(6), 627–639 (2017)

14. Esfahani, A., Yang, D., Mantas, G., Nascimento, A., Rodriguez, J.: Dual-
homomorphic message authentication code scheme for network coding-enabled
wireless sensor networks. Int. J. Distrib. Sens. Netw. 11(7), 510251 (2015)

15. Bolivar, L.T., Tselios, C., Area, D.M., Tsolis, G.: On the deployment of an open-
source, 5G-aware evaluation testbed. In: 2018 6th IEEE International Conference
on Mobile Cloud Computing, Services, and Engineering (MobileCloud), pp. 51–58,
March 2018

https://doi.org/10.1007/978-3-319-29919-8_13
https://doi.org/10.1007/978-3-642-01957-9_18
https://doi.org/10.1007/978-3-642-01957-9_18


Network-Coded Multigeneration
Protocols in Heterogeneous Cellular

Networks

Roberto Torre(B) , Sreekrishna Pandi , and Frank H. P. Fitzek

Deutsche Telekom Chair of Communication Networks, Dresden, Germany
{roberto.torre,sreekrishna.pandi,frank.fitzek}@tu-dresden.de

https://cn.ifn.et.tu-dresden.de/

Abstract. In the upcoming era of 5G, the number of devices will
increase massively, defining a heterogeneous wireless network. Nodes will
be gathered in Mobile Clouds, and communicate between peers to achieve
a general benefit. To provide packet resilience, error correction codes will
be used. In particular, Random Linear Network Coding is standing out
as one of the most successful ones. The interplay between Network Cod-
ing and Mobile Clouds creates a mesh network where nodes may receive
information from multiple sources. However, RLNC was optimized to
provide in-order-delay in D2D communications. RLNC need to adapt to
a new heterogeneous mesh network where nodes receive packets from
multiple paths. In this paper, we propose a method to improve con-
ventional RLNC protocols by making them be able to manage multiple
generations simultaneously. We also identify possible trade-offs between
conventional RLNC protocols and our new approach. We conclude that
multigeneration protocols have better behavior in terms of throughput
and resilience, but the average latency per packet decoded is higher.

Keywords: Random linear network coding · RLNC
Multipath · Multigeneration · Heterogeneous · Cellular networks
Mobile clouds

1 Introduction

Cisco Technical Report of 2017 [1] reported that the number of devices will
massively increase up to three times the global population in 2021. New infras-
tructure elements, such as femto/pico base stations, fixed/mobile relays, cogni-
tive radios, and distributed antennae are being massively deployed, thus making
future 5G cellular systems and networks more heterogeneous [2].

The increase in mobile traffic reported by Cisco made companies look for
solutions in order to decrease data traffic. One of the most successful ones is
Mobile Clouds [3], a cooperative arrangement of dynamically connected nodes
sharing opportunistically resources. These nodes need to be co-located to be able
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to communicate among themselves. If the number of nodes cooperating is higher
than 3, clients might expect data from multiple paths, leading to a new paradigm
of multipath communication among multiple users. Apart from Mobile Clouds,
Wireless Mesh [4] or Platoon Communication [5] will benefit from this system.

New error correction techniques such as Random Linear Network Coding
(RLNC) [6] are stepping up in the last years due to its good performance in
terms of throughput and packet resilience. Furthermore, it has been studied in
[7] that the combination of RLNC and Mobile Clouds can lead to high increases
in terms of network throughput, packet resilience, and substantially decrease
the energy consumption. RLNC protocols are however not optimized for het-
erogeneous networks and multipath communications [8], but for providing in-
order-delay packets in D2D communications. Hence, packets that arrive out of
order might be discarded instantly. Conventional RLNC protocols rely on their
redundancies not only to recover from packet erasures but also from the jitter of
the network. However, in scenarios where jitter is non negligible such as cellu-
lar communications [9], mobile clouds or wireless mesh communications, being
able to utilize the packets that arrive out of order may increase the decoding
probability, and as a consequence, throughput, and packet resilience.

In this paper, we propose a new algorithm to make RLNC protocols be able to
manage multiple generations simultaneously. The destination, where the pack-
ets should be decoded, will now be organized in standalone subdecoders, a
packet buffer that is created every time a packet with new generation arrives.
We compare our multigeneration approach with the conventional one, identify
possible trade-offs, and perform simulations in order to study how our app-
roach is behaving. We confirm that conventional RLNC protocols are abusing
of the coding redundancies to cope with packet arrival fluctuations and this
would diminish with a multigeneration approach. However, if a packet is lost,
the average latency per packet will increase. RLNC protocols will benefit from
this because their redundancy algorithms will no longer require focussing on
jitter, but only on packet errors.

The remainder of the paper is organized as follows. In Sect. 2 we give a
detailed information about the state of the art. In Sect. 3 we introduce the prob-
lem RLNC protocols are currently dealing with. Section 4 gathers our solution
proposed. In Sect. 5 we compare the conventional mode with our proposed solu-
tion by running software simulations. In Sect. 6 the conclusion of our work is
presented.

2 Related Work

Heterogeneous Cellular Networks. Cellular networks have suffered massive
changes in the last years. New elements such as smartphones, smart cars, sensors,
and IoT have recently appeared making the environment inside the cell more het-
erogeneous [2]. The amount of traffic is also increasing year by year, making the
network ideal for short-range communications, platoon communication, wireless
mesh, and cooperative networks [10,11].
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Cooperative Mobile Wireless Systems. Cooperative communications are nowa-
days taking the lead in video streaming and data dissemination. Nodes tend
to group into Mobile Clouds [12,13] to increase user energy performance [14] or
network throughput. All those technologies exploit the idea of a fully mesh coop-
erative network [8], where packets can be received from several paths. Hence, the
next generation of mobile networks is moving forward a multipath cooperative
network.

Random Linear Network Coding. In this emerging heterogeneous networking
environment where cellular networks are continuously adapting to new user
requirements, it was demonstrated that the use of Network Coding can increase
wireless network throughput [15]. A high-performance improvement used to over-
come those errors is Random Linear Network Coding (RLNC), which was first
introduced in [6]. Some studies also stated that the interplay of Random Lin-
ear Network Coding along with different technologies such as Cooperative Net-
working [16] can substantially increase network throughput and packet resilience
in comparison with its predecessors [17], and have created an innovative com-
munication paradigm known as Network-Coded Cooperative (NCC) networks
[7,18,19]. However, RLNC has been optimized to provide in-order-delay packets
in D2D communications. Regarding future multipath communications, RLNC
needs to adapt by using tools like the ones proposed in this paper.

3 Problem Description

RLNC protocols are optimized for providing in-order-delay in D2D communica-
tions. However, when the jitter of the network is high, the performance of RLNC
decreases significantly. This increase in jitter can happen due to the topology in

Fig. 1. Example of a mesh network topology with multiple paths. Packets are generated
in the Source (S) and must arrive at the destination (D). Multiple paths can be selected
for the communication so the propagation delay may vary significantly.
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a multipath environment since the packet can arrive from different paths of the
network. An example of a multipath mesh network can be observed in Fig. 1. In
[20], the authors study the jitter in Ad Hoc networks using different protocols.
They obtain average jitters up to 0.1 ms. In this paper, we will use these values
to see how RLNC would react to this jitter.

RLNC is a linear block code, like Reed-Solomon or Hamming codes. This
means that the transmitted packets are grouped into blocks, then, new coded
packets are generated by creating a linear combination of the packets in the
block, and later transmitted through the network. The decoder needs to receive
as many linearly independent packets as the size of the block in order to be able
to decode the information of the whole block. In Fig. 2 the difference between
RLNC and a conventional protocol is depicted, and how packets inside a block
are linearly combined.

Fig. 2. Difference between a conventional protocol (top) and an RLNC protocol (bot-
tom). Meanwhile in the conventional protocol the packets are sent raw, in the RLNC
example the packets are gathered in blocks, and linearly combined.

In RLNC, blocks are commonly known as generations. Each decoder in RLNC
can handle only one generation. When the first packet of the next generation is
received, the decoder understands that the older generation is over, and it will
try to flush all possible data and store the new packet. In multipath scenarios
with a non negligible jitter exists a high chance of receiving next-generation
packets out of position. In the following pictures is depicted a possible scenario,
where a protocol that handles multiple generations at the same time provides a
better decoding ratio.
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Step 1. As an example, an idle system
with one decoder is presented. The decoder
has no starting generation. We are assum-
ing a wireless input where multiple sources
can be delivering packets.

Step 2. The first packet arrives. After re-
ceiving it, the systems obtain the genera-
tion of the packet, and ajust their internal
parameters (Generation, Rank, etc).

Step 3. A second packets arrives with a
new generation number. In this case, the
left system flushes its memory decoding all
posible packets. The right system saves the
second packet in a second subdecoder, ad-
justs its internal parameters, and awaits
new incoming packets.

Step 4. A third packet arrives with an old
generation number. The system on the left
considers this is an old generation packet
and discards it. The system on the right
keeps it and updates the parameters of the
corresponding subdecoder.

4 Multiple Generations in One Coder

The solution we propose in this paper for the problem explained in Sect. 3 con-
sists in making the recoders and decoders be able to handle multiple generations
simultaneously. Thus, we add a new concept, the subdecoder, a standalone
generation buffer which is created every time a packet with a subsequent gen-
eration arrives, then this subdecoder is attached to that generation, and when
the generation is completed or the system needs to be flushed, the entity is
destroyed. The subdecoders are not aware of the rest, and they will not commu-
nicate among themselves. There will be a central logic that will create, destroy,
and give orders to each of the subdecoders. The logic of this central brain can be
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observed in Algorithm 1. This represents the workflow when an event (incom-
ing packet) appears. In this algorithm, Gen refers to Generation and In to the
incoming packet.

foreach incoming packet (In) do
if Gen(In) > Current gen. then

if current subdecoders = MAX SUBDECODERS then
Flush oldest subdecoder;
Destroy oldest subdecoder;
Update decoder metadata;

end
Create new subdecoder;
Increase decoder max. generation;

else if Current gen. <= Gen(In) < Oldest gen. then
Find Gen(In) subdecoder ;
Update Gen(In) subdecoder ;

else
Discard packet;

end
while source packet to decode do

Decode last packet;
Forward packet to next layer;
if Gen. decoded then

Destroy oldest subdecoder;
Update decoder metadata;

end
end

end
Algorithm 1. Decoder workflow for each incoming packet

The workflow of the algorithm is described as follows. When a packet arrives
at the decoder, the generation of the incoming packet will be extracted. If it
belongs to a previous generation than the oldest one in the decoder, the packet
will be dropped. If it belongs to a generation between the oldest and the newest
generation of the decoder, it will forward the packet to the corresponding sub-
decoder. This subdecoder will extract the information, update the subdecoder
metadata, and forward the packet in case it needs to be recoded. If the genera-
tion of the incoming packet belongs to a later generation than the newest one in
the decoder, it will first check it another subdecoder can be created. If not, the
subdecoder attached to the oldest generation will be flushed and destroyed, leav-
ing an empty spot to the new generation subdecoder. The metadata information
of the decoder will be updated as well. When there is an empty spot, a new
subdecoder will be created and attached to the new generation, the incoming
packet will be forwarded to the subdecoder created and the decoder metadata
will be updated.
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With the incorporation of subdecoders inside a decoder, the probability of
decoding will increase. However, there are some drawbacks that must be con-
sidered. The more subdecoders there are on the decoder, the longer the decoder
would have to wait until it flushes the oldest subdecoder when a generation is
not filled in time. This trade-off will be studied in the following section.

5 Simulations

We consider a simulator of an LTE network, where a base station is encoding
and sending data to a user equipment that acts as a decoder. The values of
the simulator are gathered in Table 1. We send a total number of N = 10.000
packets, the number of packets each generation will have is G = 100. The amount
of subdecoders the RLNC multigeneration protocol has is 4. The MTU is 1500
bytes, and the propagation time, data rate, and jitter are taken from [9,20].

Table 1. Parameter settings of the simulator

Parameter Symbol Settings

Packets sent N 10.000 packets

Generation size G 100 packets

Maximum subdecoders C 4 subdecoders

Propagation time Tp 1 ms

Packet length � 1500 bytes

Data rate R 11.76 Mbps

Jitter j 0..0.128 ms

Fig. 3. Decoding probability of the conventional RLNC protocols and multigeneration
protocols for the parameters in Table 1
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We are assuming the system is aware and adaptive to packet erasures in
the channel. Hence, packet losses will only happen due to next generation early
packet arrivals. By doing so, we are limiting error losses only to jitter and we
can isolate the losses related to network jitter. In Fig. 3 the decoding probability
of both systems is shown. It can be observed that when the jitter is minimal, the
conventional RLNC protocols start to have problems decoding the whole mes-
sage, which would lead to an increase of the redundancies and a more inefficient
transmission in the network. On the other hand, the multigenaration protocol
does not suffer the jitter fluctuations. If the jitter keeps being increased, the
multigeneration approach would start losing packets, but the decoding proba-
bility of the conventional RLNC would decrease down to almost zero.

Fig. 4. Extra latency per packet of the conventional RLNC protocols and multigener-
ation protocols for the parameters in Table 1

In Fig. 4 the average extra latency per packet is depicted. As expected, a
conventional RLNC protocol has here a better performance, since all the packets
that arrive do not have to wait for packets of previous generations. It can be
observed that with a higher jitter, the average latency on each packet increases
with a multigeneration protocol, but, on the contrary, there are no losses due to
the early arrival of new generation packets. We can conclude that exists a trade-
off between these two parameters, and further studies must be done in order to
model the advantages and disadvantages of using multiple generation protocols
with different parameters, like the number of subdecoders used, the conditions
of the network, the coding ratio, the generation size or the packet size.
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6 Conclusion

RLNC has taken the lead of error correction codes in heterogeneous cellular net-
works in the last years. Nevertheless, RLNC protocols are optimized for D2D
communications, but not for multipath, because they can only handle one gen-
eration at the same time.

In this paper we propose a novel way of adapting RLNC protocols, so the
decoder is able to handle multiple generations simultaneously, making them more
suitable for multipath communications. This is done by organizing the decoder in
standalone subdecoders, buffers attached to each generation which are destroyed
after the generation is decoded. We identify and study a trade-off between the
packets decoded and the average latency per packet depending on the network
jitter. We confirm that the conventional RLNC protocols have better perfor-
mance in terms of latency, but the multigeneration approach provides better
decoding ratio.

This paper opens up a new approach for RLNC protocols, however, further
studies must be done. Studies with a higher complexity must be developed, vary-
ing different parameters such as the number of subdecoders used, the conditions
of the network, the coding ratio, the generation size or the packet size. Moreover,
the possibility of adapting the optimal amount of subdecoders on the fly should
also be studied.
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Abstract. Software Defined Networking (SDN) provides a flexible and
programmable infrastructure for future networks. SDN supports multi-
domain networks where customers, called tenants, can share network
resources on the large data centers. In the multi-tenant environment,
tenants can share the network elements while keeping them isolated from
each other. In this paper, we describe an isolated multi-tenant solution
where the tenants can have control over their assigned network resources.
The described approach provides isolation through VxLAN and configu-
ration of flow tables in the OpenFlow switch. VxLAN tunnels are used to
isolate packets transmitted by different tenants. Virtual Network Identi-
fiers (VNIs) are assigned to the flow table for identification of the tenant.

Keywords: Software defined network · VxLAN
Network function virtualization · OpenFlow

1 Introduction

Software Defined Networking (SDN) has emerged as an architecture to develop
and deploy fast-growing applications over the past few years. SDN provides
a dynamic, manageable, cost-effective approach that simplifies today’s network
capabilities and management. It helps to resolve the issues with the conventional
network infrastructure such as large-scale integration of end systems and virtual
networks. SDN gained considerable recognition from the researchers because of
its benefits for the future Internet architectures such as information-centric net-
working [1]. SDN separates the control plane and forwarding paths to reduce
network energy, provide security mechanisms [2] and data center network man-
agement [3]. A centralized network controller is used in SDNs to manage the
entire network resulting in faster service provisioning, automation, and efficiency
gains. The OpenFlow protocol is used for the communication of SDN controllers
and switches.

Traditional network infrastructures manage servers, storage, and networking
manually by highly skilled system administrators. This hardware-centric man-
agement approach is replaced by the multi-tenant services which offer virtualiza-
tion and abstraction technologies. SDN technology allows the customers to have
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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a higher level of control over their virtualized network resources in the multi-
tenant environment. However, the isolation between tenant domains becomes
important in the design of multi-tenant architectures as some of the network
resources are shared between the multiple tenants. Virtual Network Function
(VNF) architectures together with SDN virtualize the traditional network func-
tions and replace the dedicated network hardware with software applications,
which helps in accurate monitoring and manipulation of network traffic [4].

In this paper, we propose a testbed to isolate multi-tenant traffic in SDNs.
In the testbed, multiple tenants are connected to multiple OpenFlow switches
through one centralized SDN controller. The traffic is isolated using VxLAN
overlay networks and flow tables. Virtual Extensible Lan (VxLAN) is the encap-
sulation protocol for the overlay network on existing Layer 3 infrastructure. It
provides scalability to the system, while providing isolation to the tenants [5].
Flow tables are used in the OpenFlow protocol and they match incoming pack-
ets to specific flows and specify the functions that are to be performed on the
frames.

The rest of the paper is organized as follows. Section 2 will present a brief
description of Software Defined Networking and NFV. Section 3 will address the
details of the testbed. Finally, Sect. 4 will present our conclusion and future work.

2 Concepts

In this section, we briefly explain the basic concepts and terminologies that are
used in this paper.

2.1 Software Defined Networks

The traditional network paradigm focuses on hardware-centric networking,
where switches have their own data and control planes, and adding new proto-
cols or updating the existing protocols is a challenge. However, in SDN, switches
have become simpler by taking out the control plane from the forwarding devices
and managing the switches using the centralized controller devices. SDN intro-
duces the softwarized programmable network, where data and control planes are
separated and forwarding decisions are made on centralized SDN controllers. In
the data plane, packets are transported through switches towards the destina-
tion. Whereas, in the control plane, the SDN controller decides about the packet
flow through the network in the data plane. Control plane functionalities include
system configuration, management, and exchange of routing table information.
The SDN controller sends packet rules to the SDN switches and configures them
with the information about the traffic they are handling using the OpenFlow
protocol.

2.2 OpenFlow

The OpenFlow protocol is the communication protocol between a SDN controller
and one or multiple SDN switches. The controller manipulates the flow entries
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in the switch such as adding, updating or deleting the flow entries of a flowtable.
The OpenFlow switch supports flow-based forwarding using the flow tables. Flow
tables contain information about packet flows and their end points. Each packet
flow entry contains information of packets such as Ethernet addresses and IP
addresses of source and destination, output actions that are to be performed on
the received packet, and the total number of transmitted bytes etc. When the
switch receives a packet, it matches the flow entry with the flow table. In case a
table miss entry, the switch forwards the packet back to the controller, and the
controller gives the direction to the switch to manage the packet in the future
or it just drops the packet [6].

2.3 SDN Controllers

The SDN controller manages the flows, application and business logic to enable
intelligent networking. Tasks of the controller are monitoring of SDN network
traffic, providing network statistics, and adding new rules throughout the net-
work. Most popular SDN controllers are Ryu [7], Open Day Light (ODL) [8],
POX [9], NOX [10], Floodlight [11] controller. Some of the controllers are config-
ured using Python scripts such as Ryu, POX, NOX, while others are developed
in C++ or Java.

2.4 VxLAN

There have been several approaches for the development of OpenFlow standards.
Virtual Extensible LAN (VxLAN) was developed to address the scalability prob-
lem in the large computing environments. It is a virtual encapsulation technol-
ogy for operating an overlay network on existing Layer 3 infrastructure [12]. The
devices’ which support VxLAN’ are called virtual tunnel endpoints (VTEPs).
The devices that can act as a VTEP are host endpoints, switches, and routers.
VTEPs encapsulate VxLAN traffic by adding the number of fields such as the
outer media access control (MAC) destination address, the outer MAC source
address, the outer IP destination address, the outer IP source address, the outer
UDP header, and the VxLAN network identifier (VNI), which is used to uniquely
identify the VxLAN traffic. It also de-encapsulates the traffic leaving the VxLAN
tunnel.

2.5 Network Function Virtualization - NFV

Network Virtualization (NV) [13] allows executing multiple instances of a net-
work on a shared physical infrastructure. SDN enables NV by distinguishing
and forwarding flows to different networks. In Network Function Virtualization
(NFV) [14], specific in-network functions are virtualized such as firewalls, load
balances, and VPN gateways etc. NFV focuses on data plane programmability
and can be used to extend SDN because SDN mainly focuses on the control
plane programmability.
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3 Implementation

In our testbed, we developed our SDN environment using computer nodes as the
hosts using Ubuntu Linux as an operating system. These hosts use the KVM
hypervisor to spawn virtual machines. We used OVS switches on each host,
which supports the OpenFlow protocol for communication inside SDN. The Ryu
controller has been used as SDN controller which provides the control plane
capability. In order to achieve isolation in the setup, we modified the flow tables
in the OVS switch, and added the entries manually for the traffic control between
VxLAN tunnels.

3.1 Creating Virtual Machines Using Hypervisors

There are several existing solutions for the isolation of multi-tenant network
in SDNs. In our testbed, multiple tenants are isolated using VxLANs overlays
and designing policies for flow tables. Isolation is achieved by assigning the end
hosts and tagging the initial flows using tunnel ids. An OpenFlow switch is
responsible to enforce policies and it inserts the label into the packet headers.
We implemented our solution on the Ryu Controller to evaluate the traffic and
isolation of multi-tenants setups.

Fig. 1. Two Virtual vachines running on a hypervisor.

For the testbed we exclusively use hosts with KVM (Kernel Based Virtualiza-
tion) as a hypervisor running on Ubuntu Server 16.04 LTS. For managing KVM,
the virsh tool is used because it is scriptable, well documented and capable of
communicating with KVM (see Fig. 1).

The host acts as a spawn point for the virtual machines that can be used
at a later stage to serve as SDN. In Fig. 2, it is shown that the system consists
of multiple hosts containing multiple guest virtual machines according to the
requirements of the setup.

3.2 Connecting Virtual Machines with OVS Switch

In the setup, OVS is used as OpenFlow switch. OVS is the multilayer virtual
switch that supports OpenFlow enabling network automation through program-
ming. In Fig. 3, a simple topology is depicted in which two virtual machines are
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Fig. 2. Four hosts with hypervisors that act as spawnpoints for virtual machines.

connected to the OVS switch and the switch is controlled by the Ryu Controller.
The OpenFlow table is configured in the OVS switch by the controller. In this
topology, if VM1 transmits a packet to VM2, the packets are first received by
the OVS switch connected to VM1, and depending on the flow table entries, the
received packet would be forwarded to VM2. The controller is managing all the
flow entries in the switch.

Fig. 3. VM1, VM2 and Ryu controller are connected through OVS switch.

3.3 Configuration of OVS Switch Using OpenFlow

An OVS switch has a flow table with flow entries that can be managed by
the SDN controller. The flow entries can control the forwarding of the packets.
The decision of forwarding or dropping the packets is made by the controller.
Each flow entry specifies a matching pattern and defines the action that can be
performed on the packet. When the switch receives the packet, it matches it with
the forwarding matching pattern and if the flow entry is not found in the flow
table, i.e. with a table miss entry, it forwards the packet to the controller. The
controller then adds the flow entry to the switch or just drops it. A flow entry
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contains information of the flow, such as Ethernet address and IP address of
source and destination, output actions that are to be performed on the received
packet, and the total number of transmitted bytes etc (see Fig. 4).

Fig. 4. Flow table and basic composition of a flow entry.

3.4 Connecting Switches Through VxLAN

A Virtual Extensible Local Area Network (VxLAN) supports a large number of
tenants in comparison to previous solution VLAN. It encapsulates the network
traffic in to the tunnel, and creates overlay networks that are isolated from the
providers physical network. Virtual Tunnel endpoints (VTeps) are the devices to
perform encapsulation and de-encapsulation on the VxLAN traffic. Each traffic
segment is identified by a unique Virtual Network Identifier (VNI) (see Fig. 5).

Fig. 5. OVS switches connected through a VxLAN tunnel.

In real world scenarios, multiple switches are connected to each other for the
transmission of the network packets. The testbed is extended by adding more
switches. As shown in Fig. 6, three virtual machines are added to the second
switch and their virtual ports are defined as well. The Ryu controller manages
the communication between the two switches. For the transmission of VxLAN
encapsulated packets between the switches VxLAN tunnels are used in the setup.

The Fig. 7 explains the basic topology of a multi-tenant SDN network in
which tenant A and tenant B have different virtual networks and their traffic is
isolated using VxLAN tunnels. The tunnel is created on both VTEPs (switches)
for the transmission of packets. VNIs are assigned on the VTEPs to separate the
traffic of both tenants. The VTEP adds headers to the original packet sent by
the VM such as VNI, and IP and MAC addresses of source and destination etc.
and forwards the packet into the tunnel. Vtep2 receives the packet and removes
the UDP headers assigned by the VTEP and sends the packet to the actual
destination.
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Fig. 6. Five Virtual Machines and two OVS switches that are controlled by a Ryu
controller.

Fig. 7. Setup with five virtual machines distributed among two hosts. Both OVS
switches are connected by a VxLAN tunnel with two isolated overlay networks (VNI
100- orange and VNI 200 - light blue). (Color figure online)

3.5 Isolation of Multi-tenants Using Flow Table

In the testbed scenario, two overlay networks are shown that are isolated from
each other. The two networks are assigned different VNIs. The first network
has VNI 100 and contains VM1, VM3, and VM5. The second network has VNI
200 and contains VM2 and VM4 as shown in Fig. 7. The virtual machines in a
single host can have equal IP configuration and same MAC addresses as they
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Fig. 8. OVS switch 1 flow table.

are separated using the VNI. This prevents IP address collision and any tenant
can create a network without having the information of other tenant networks.

In Fig. 8, the flow table of OVS switch 1 contains the information of VNIs
assigned to the virtual machines and the forwarding path of the packets according
to the assigned VNIs. In the first two lines of the flow table, VNIs are assigned
using tun-id field to the respective ports of the VMs. For the incoming packet
from host 2, tun-ids and the destination MAC address (dl-dst) are matched and
the packets are forwarded to the specified ports (VMs) in the output field. Lines
7–9 shows the outgoing transmission to host 2 through the tunnel. In line 11–15,
same process is followed for the incoming and outgoing flow for Layer 3 packets.
All other packets are dropped by the switch.

Fig. 9. OVS switch 2 flow table.
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Figure 9 shows the flow table of OVS switch 2 which contains two VMs of
same network VM1 and VM5 respectively and one VM of different network.
VM1, VM3, and VM5 are reachable, because they share the same network, while
VM2 can’t reach the VM1 and VM5 in host 2 because of network isolation. In
the first three lines of the flow table VNIs are assigned to all the VMs in host 2.
The matching of incoming and outgoing transmission in flow table in host 2 is
similar to the matching done in flow table of host 1. However, in host 2 packets
from VM2 can be forwarded to VM5 and vice versa as they share the same VNI
as shown in line 12–13.

4 Conclusion and Future Work

In this paper, we discuss the main concepts of SDN and the techniques which are
used to develop a testbed in a SDN environment. We also describe our testbed
for isolation of multi-tenants in SDN. In the testbed, isolation is achieved using
VxLAN and the configuration of flows in the flow table of the switch. Ryu
controller is used as SDN controller to manage all the communication between
switches and hosts. Two OVS switches are created in the testbed and multiple
virtual machines are attached to the switches. VxLAN tunnels are created on
the switches and VNIs are assigned for the identification of different networks
in the tunnel. The flow table is configured for the isolated communication of
packets between the switches. With the configured OpenFlow table in the OVS
switches and specified VNIs for the VxLAN tunnels, we are now able to create
multi-tenant SDNs in the testbed.

In the future, we will focus on the implementation of our testbed in the
OpenStack environment [15]. OpenStack is a cloud operating system that allows
us to create multi-tenant SDNs in a much faster and scalable way. This will
improve the efficiency, and it will allow a more sophisticated SDN setup. We
will also develop an outlook to integrate OpenFlow based authentication using
IEEE standard mechanisms.
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Abstract. Ensuring enough network resources for all emerging 5G
mobile services, with the advent of 5G will be vital. Network sharing
is seen as one of the adopted technologies of 5G, to enhance resource
utilization by optimizing resource usage among different operators. A
key enabler for network sharing is virtualization. While virtualization
of the core network has already been implemented in nowadays mobile
networks, the virtualization of the Radio Access Network (RAN) is still
an emerging research topic that is currently investigated with the aim of
exploiting a fully virtualized mobile network. In this paper, we examine
a 5G RAN perspective architecture that has the merit of being a Multi-
RAT, Multi band V-RAN and using end user equipment as mobile small
cells. We highlight its advantages, and identify how virtualization of RAN
can lead to efficient RAN resource sharing. Finally, we anticipate how
some virtualization functionalities should be extended to manage the
particularity of the perspective RAN architecture.

Keywords: 5G · C-RAN · V-RAN · Multi-RAT

1 Introduction

5G represents the next major phase of mobile communication, which is expected
to take over the world starting 2020. 5G radio access network (RAN) sys-
tem is envisioned to be a true worldwide wireless web (WWWW) [1]. This
is because such system will seamlessly and ubiquitously connect everything.
Besides addressing IoT deployment on a massive scale, 5G is also expected to
satisfy the requirement of applications previously not possible that depend on
ultra-reliable and low-latency communications.

In order to meet those requirement, 5G research community along with the
main stakeholders and players in the field have collectively agreed on the use
of certain technologies in the 5G paradigm. Those technologies include, among
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others: The exploitation of the Multi-Rat technology by integrating the evolved
existing mobile-broadband RATs (2G, 3G, WLAN, 4G, etc.) and efficiently use
the spectrum; the densification of the network with small cells deployment to
increase the spectral efficiency and meeting the 1000x challenge. Another poten-
tial technology that has existed for decades and need to be revisited for the
design of new concepts suitable for the 5G use cases is Network virtualization
for RAN and spectrum sharing.

Virtualization used to be related to sharing network resources among dif-
ferent Operating Systems to allow the creation of virtual machines; operators
to allow a mobile operator that does not have its own core network resources
to share the one available with other operators; or generally speaking among
users [2]. A more recent use case of virtualization is Network Function Virtual-
ization (NFV). This use case has emerged in the mobile packet core network as a
practical approach to boost the network flexibility along with Software-Defined
Networking (SDN). It is expected that 5G push the network virtualization from
the core network towards the RAN. In this context, a Cloud RAN architecture
exploiting a combination of virtualization (of software), centralization (of hard-
ware) and coordination techniques (between cells and bands) is introduced in
order to achieve many benefits, such as: reducing Capital Expenditure (CAPEX)
and Operational Expenditure (OPEX).

In this paper, we analyze why each of the three stated above technologies
need to be evolved, revisited with new design approaches, after performing a
positioning com-pared to the state of the art research works.

2 Densification in 5G

Densifying the network with much big number of small cells is crucial for enhanc-
ing the spectral efficiency and meeting the 1000x challenge [3]. Several studies
con-firmed that network capacity doubles by doubling the number of small cells.
Unlike the deployment of additional macro base station that involves high costs,
small cells are low-power nodes that may be installed everywhere indoors and
outdoors, operating in licensed band spectrum and referring to an umbrella term
for operator-controlled [4]. Small cells can be used to offload the explosive growth
of wireless data traffic from macrocells and improve the macro cell’s edge data
capacity, speed and overall network efficiency. However, the exponentially grow-
ing demand for capacity already requires operators to overlay the macro cell
large coverage with smaller and smaller cells in the dense areas to achieve more
capacity and use spectrum resources more efficiently. Furthermore, the current
solution of using Picocells requires radio infrastructure and planning represent-
ing significant costs for operators. Most visions [5–8], agree that 5G networks
will be an ultra-dense populated by a hybrid combination of heterogeneous cells,
including different generations 3G, 4G and 5G, as well as different types of cells
such as macro, Pico, and small cells. For instance, in [9] 5G small cells opti-
mized radio design envisioned as a TDD-based system is proposed. In [10], a
network architecture where small cells use the same unlicensed spectrum as Wi-
Fi has been introduced along with an interference avoidance scheme based on
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small cells estimating the density of nearby Wi-Fi access points. Multi-antenna
systems such as massive MIMO [11,12] and/or Distributed Antenna Systems
(DAS), can also be considered as other method to achieve densification. DAS is
functionally similar to picocells from a capacity and coverage standpoint, but
is composed of a set of radios deployed in remote locations. Cells in that case
are called remote radio heads (RRHs) that have all their baseband processing
at a central site and share cell IDs. On a network-wide scale, the cloud-RAN
approach extends this as it will be detailed further.

As for 5G with mmWave smalls cells, it is also widely expected that they
would be extremely dense in 5G networks to compensate their propagation chal-
lenges. In [13] a comprehensive tutorial on the use of millimeter-wave frequencies,
notably the 60 GHz band and an analysis of the effect of such cells in coping with
the expected growth of this solution is provided.

3 Mobile Small Cells

Several research efforts have been devoted to study the optimal static small cell
deployment mainly for urban and hot zone environment with respect to differ-
ent metrics. While authors, in [14], targeted the maximization of the spectral
efficiency of the network, maximization of the throughput was the target of [15]
to find optimal locations for placing static small cells. These research efforts
assumed that the user or traffic distribution is invariant and did not consider
that deploying a static small cell in a given hotspot that usually tends to be
dynamic will lead to high operational cost.

In order to do so, other recent works have proposed the use of mobile small
cells. Most of the research works [16–22] considered deployment scenarios in out-
door hot-spots and public transit vehicles. For instance, in [17,21] mobile small
cell deployment in vehicles is investigated. A demonstration of the performance
of its gains is given analytically and through simulation considering the outage
probability and the error probability as metrics in [17]. Similarly, the authors of
[20] studied the deployment problem of mobile small cells, targeting the maxi-
mization of the service time provided by mobile small cells for all users. In [21],
studies have been performed for small cells environment to understand the gains
of proactive cache. The study addressed the wireless backhaul, side-haul and
spectrum allocation, but not the impact of spectrum management and mobility
in a virtualized network. In [19], the efficiency of deploying moving small cells
on the top of buses to offload traffic in the congested macro cell was shown as
a beneficial solution, when the small cell is moving near the traffic hotspot and
covers a significant proportion of it.

Although several algorithms for the hotspot localization were proposed in the
literature [23,24], using moving smalls cells leads to either sporadic gain or to a
performance degradation due to the resulting interference, when the mobile small
cell is moving away from the hotspot. In addition, resource management schemes
for small cells still need more research efforts. A more fresh and efficient way to
tackle this problem, is using on-demand mobile small cells that can be dedicated
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radio remote heads/units (RRHs/RRUs) or user mobile devices existing in the
required location as recently suggested in [25].

Although mobile small cells can potentially provide many advantages, the
hyper-densification can pose several challenges. The main challenges for success-
ful UDNs are the management of complexity and inter-cell interference (ICI)
coordination, mitigation or management among the macro-cell BSs and the small
cells as well as the optimization of network operations, of multi-layer, heteroge-
neous dense net-works. The emergence of the software-defined networks (SDN),
wireless network virtualization (WNV) cloud radio access network (C-RAN) and
Self Organizing Networks (SON) provides a promising technological solution for
these challenges.

In the following sections we give an overview about the standardization activ-
ities related to virtualization for network sharing. Afterwards, we build on this
vision of Multi-RAT mobile small cells that take advantages of the Virtualized
RAN, describe the overall architecture, the different use case of virtualization
for the enablement of the proposed architecture, its benefits and the challenges
that it would trigger.

4 Virtualization and Network Sharing

Virtualization concept refers to using an abstraction layers to allow different
operating Systems; mobile operators or users to share common underlying phys-
ical re-sources and have their own isolated virtual resource. For decades, virtu-
alization of wired resources has been practiced through the creation of Virtual
Local network (VLAN) and Virtual Private Network (VPNs). Such virtualiza-
tion is relatively limited as it involves only few OSI model layers. Recent research
efforts have been per-formed with the aim of achieving a service level virtual-
ization applied for mobile networks. Network operators are one of the main
key players behind such incentives, as network sharing would allow an operator
that does not have infrastructure nor spectrum resources to dynamically share
the physical networks operated with other mobile network operators (MNOs).
Given this definition, virtualization presents a major enabler for resources shar-
ing among different virtual operators. Recently, some incentives for a fuller RAN
virtualization for efficient wireless network sharing are currently gaining strong
operator support as a feasible way to accommodate the foreseen increase in
mobile traffic, whilst reducing their CAPEX and OPEX.

Lots of attention have also been drawn towards network function Virtualiza-
tion (NFV), as it would facilitate the creation /management/extension of new
services without having to care much about the complexity of the implementa-
tion on the physical infrastructure.

The importance of network sharing has been recognized by the 3GPP starting
from release 6. In ref. [26], 3GPP defined two architectures of active sharing. In
both architectures, the radio access network is shared.



Perspectives for 5G Network Sharing for Mobile Small Cells 381

– The Multiple-operator CN (MOCN): In this configuration, each operator has
its own CN. And the multiple CN nodes belonging to different operators are
connected to the same RNC.

– The Gateway CN (GWCN): In this configuration, the core network is shared
in addition to the RAN nodes between multiples operators.

In the following section, we build on the concept promoted in [31] and describe
the architecture of the Heterogeneous Cloud RAN based mobile cells, the benefits
that it would gain, as well as the main use cases of virtualization, in the context
of this architecture.

5 Architecture of Heterogeneous Cloud-RAN Based
Mobile Small Cells

5.1 Architecture

The combination of multi-tier HetNet and Cloud architecture is referred to
as Heterogeneous Cloud Radio Access Network (H-CRAN). This concept was
driven by greater needs for coordination, as well as techniques to increase
resource efficiency and advances in network visualization. Cloud RAN appeared
as a disruptive concept in cellular network aiming to exploit a combination of
centralization, virtualization, and coordination techniques. Traditionally, radio
and baseband processing functionality (responsible of coding, modulation, fast
Fourier transform, etc.) are integrated inside the BS, while the inter-BS coordi-
nation performed over X2 interface. RAN used also to be connected to the rest
of the network with backhauling segments. With C-RAN the new concept of
front hauling is adopted. As shown in Fig. 1, and in contrast to the traditional
approach, with front hauling, the baseband resources are pooled at baseband
processing units (BBUs) situated at remote central office. A BBU pool serves a
particular area with a number of remote radio heads (RRHs) of macro and small
cells for a centralized signal processing and management.

5.2 Benefits

As can be seen from the architecture, the envisioned scenario refers to a Multi-
RAT, Multi-band C-RAN based mobile small cells, provides multiple potential
ad-vantages, for instance, in terms of providing high-speed services, with dense
deployment of mobile small cells, allowing the service of increased number of
connected wireless devices. The flexibility provided by the C-RAN based archi-
tecture also helps with the adaptation of the network to the highly variable
environment envisioned in future networking, especially with the vast adopting
of Internet of Things (IoT).

The flexibility of the reference scenarios also enables the network to address
the different use-cases envisioned for 5G paradigm. The proposed network struc-
ture can provide high speed service (high data rates) to use-case 1 of 5G, namely
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Fig. 1. Perspective Architecture: Multi-RAT, Multi-band C-RAN based mobile small
cells with wireless front-haul

Enhanced Mobile Broadband (eMBB). In this case, the wireless fronthaul has
to be high-speed link, providing the required high data rate broadband. On the
other hand, the second use-case of 5G, the Massive Machine-Type Communi-
cations (mMTC), which re-quires a high number of connected devices, can be
supported, but with lower data rates. The envisioned scenario can address such
use-case through the dense deployment of mobile small cells, which can be eas-
ily achieved through the multiple-RAT multiple-band C-RAN, especially that
the wireless fronthaul probably does not re-quire high capacity nor high speed.
In the next subsection, we analyze the use cases of virtualization that can be
fulfilled within this prospective architecture.

5.3 Use Cases of Virtualization within the Proposed Architecture

– USE CASE 1: Virtualization for Computational Ressource Sharing(V-RAN)
This virtualization is embodied through the BBU pool definition within the
C-RAN. Based on [27,28], pooling or statistical multiplexing, allows an exe-
cution platform to perform the same tasks with less hardware or capacity as
the C-RAN capitalizes on the diversity of traffic peaks, hence, improves the
utilization efficiency of the infrastructure. That also leads to fewer handover
failures and less network control signaling in complicated heterogeneous radio
network environments, as well as energy efficient operations and resource sav-
ings. Virtualization can also be used to simplify the management and deploy-
ment of the RAN nodes, provide isolation, scalability and elasticity, among
other things, for the Radio Resource Control (RRC) protocol layer. It has
also the potential of providing greater flexibility to the mobile network oper-
ator and reducing the network costs. Virtualized BBU Pool can be shared
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Fig. 2. Virtualization for radio resources efficient sharing

by different network operators, allowing them to rent Radio Access Network
(RAN) as a cloud service (RAAS).

– USE CASE 2: Virtualization for radio resources efficient sharing
The requirement in this use case is of a network with virtualized RAN sup-
porting the Multi-RAT, Multi Band technologies. The first aim of using the
Multi-RAT HetNet approach is to efficiently exploit the unlicensed spec-
trum by having a 5G RAN system integrating the evolved existing mobile-
broadband RATs (2G, 3G, WLAN, 4G, etc) and operating in different con-
figurations. Virtualization will play here a major role to provide abstraction,
convergence and sharing of the available multi-RAT re-sources between sev-
eral service providers. The efficiency of the network can be maximized through
the choice of the optimal access technology to be used at given time for
each service request/operator, for the communication between end users and
mobile cells, as well as for the front-haul between small cells and the backhaul.
Given this requirement, the virtualization functionalities need to be further
extended with the feature of eventually assigning an optimal mobile small
cell/ RAT and technology to be used between to relay the communication to
and from an end user equipment.
Figure 2 illustrates the different physical and virtual components involved in
this use-case. As it can be shown from the figure, end users equipment solicits
the network with different service requests. In the virtual RAN, these service
requests are passed to the service layer. At this layer, the virtual mobile oper-
ator, also referred to as service provider, operates. Depending on the request,
the offered service is classified into one of the offered differentiated services
and then relayed to the orchestration layer. This layer, as well as the infras-
tructure layer, are governed by the traditional mobile opera-tors who owns the
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physical infrastructure. The orchestration layer is divided into two function-
alities: The virtual radio remote management (VRRM) and the RAT man-
agement and mobile small cell selection. The VRRM is a functionality that
appeared within the concept of virtual-RAN (V-RAN), which is in charge of
the creation management and optimization of a set of virtual radio resources,
for each of the MVNO, on top of a set of available physical resources. In
other words, through the VRRM task, the virtual resources required by the
MNOs are mapped onto physical ones, optimized, and monitored. On Top
of the VRRM, the traditional entities in the heterogeneous common network
for radio remote management (RRM), which are CRRM for common RRM
and LRRM for local RRM, operates. In the context of the use-case stipu-
lated by the detailed architecture, these two management schemes have to be
extended by the mobile small cell selection schemes. Within this functional-
ity, the decision about whether a multi-hop communication is needed through
one or more optimum existent mobile small cells, before being passed to the
end physical radio station is made. It is worth noting that mobile small cells
are considered here as one of the underlying physical resources.

5.4 Open Research Challenges

The advantages discussed in the previously detailed architecture can be achieved
but with some arising research challenges. Some of the identified research chal-
lenges, related to the general discussed architecture, are listed below:

– Meeting the requirement of very low latency (1 ms end-to-end) for the
5G Ultra Reliable and Low Latency Communications (URLLC) or critical
Machine-Type Communications (cMTC) Use Case is one of the main chal-
lenges in the presented architecture. The challenge could be addressed accord-
ing to the particular use-case, by paying attention to the particular design of
front-haul link.

– Managing and controlling the interference induced in the architecture would
also be a challenge with the adoption of the multi-RAT multi-band and mobile
small cells set-up on demand concept. The question would be determining
the optimal set of mobile cells that can offload the traffic and which set of
the available RAT would be chosen for the communications, based on some
attributes such as (number of devices, used applications and mobility, etc.).

– A third important challenge would be determining the optimal operating
point of the network considering the context of highly mobile users/devices.
This should be done continuously and automatically which drives the need
for the investigation of self-organizing networking (SON) algorithms for the
optimization of the multi-RAT, multi-band V-RAN based mobile small cells.
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6 Conclusion

In this paper, we analyzed the architecture of Multi-RAT, Multi-band V-RAN
based mobile small cells with wireless front-haul. We highlighted two main uses
cases of the virtualization within the architecture, and concluded that the virtu-
alization functionality in the V-RAN should be evolved to meet the architecture
particularity.

Our future work will concentrate on proposing a set of new algorithms for
the identification of the optimal set of mobile small cells and RAT selection for
a given hotspot zone.
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the European Union’s Horizon 2020 research and innovation program under grant
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Abstract. Mobile communication is on the brink of another transfor-
mation as fifth generation networks and their architectures are already
mature for deployment. As the volume and intensity of data flow drasti-
cally increases, the technologies that fuel such changes need to be evolved.
Mobile small cells are going to play a key role in the deployment of
these new communication infrastructures, extending the reach of wireless
access. In this paper a number of path loss models for and indoors office
environment are simulated using Mininet-WiFi. The channel character-
ization is based on a set of parameters including RSSI, SINR, latency,
throughput, etc. The preliminary results indicate that ITU and multi
walls multi floors models are accurate enough to be used as a basis for
an intelligent, cloud based radio resource management of heterogeneous
wireless mobile small cells.

Keywords: Path loss · SINR · Transmit power · Mininet-WiFi

1 Introduction

It is already clear that fifth generation (5G) networks and services are defined
through a set of strict requirements such as throughput gain and consumed
energy. The driving force for such dramatic evolution towards a mobile network-
ing paradigm of higher data rates and capacity, ultra-low latency and increased
resilience, is the immersive, high quality of experience and ubiquitous smart
mobile applications. 5G is also rotating around the notion of multitudes of con-
nected devices over small areas resulting in ultra-dense device-to-device commu-
nication networks that will generate and consume huge data volumes [1,2]. The
5G paradigm as it emerges in recent studies [3] and early pilots [4], adopts a num-
ber of technological solutions to form the building blocks of the next generation
wireless mobile network architecture and address all these challenges [5].
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Specifically, the future networking environment will be characterized by
highly dense heterogeneous cells. This heterogeneity is extended not only to
the diverse radio access technologies that 5G networks will incorporate (i.e., 3G,
4G, 5G, etc.) but also to the different type of cells that future wireless net-
works will consider, including macro, pico and small cells [6]. Cloud is already
anticipated to be the cornerstone of 5G deployments and as such, Cloud-RAN
is considered as a key enabler for efficient base band processing in the cloud [7].
As the future networking environment begins to materialize, it seems that the
concept of cooperated small cells may provide a basis for the mobile cell architec-
ture. SECRET project [8] aims to narrow the gap between current networking
technologies and the foreseen requirements of 5G for higher networking capac-
ity, ability to support more users, lower cost per bit, enhanced energy efficiency.
SECRET project builds on current technology trends, widely accepted to form
part of 5G, by aiming to a new deployment of small cells based on the notion
of mobile small cells. Another dimension of innovation of SECRET is the pro-
vision of wireless fronthaul to provide high-speed reduced-cost energy-efficient
connectivity to mobile small cells.

The research in the area of 5G wireless connectivity and communication
follows in the steps of 4G and LTE. Evidently, the importance of channel mod-
elling and particularly for indoors environments is still undimmed and offers
opportunities for further investigation of the effect that environmental conditions
(i.e., building materials, wall and floor surfaces, etc.) can have on the channel
behaviour. One of the pillars of 5G networking paradigm is highly dense wireless
networks, which may well be deployed indoors. Such communication system need
to be developed with a specific focus on indoors propagation modelling, account-
ing for obstacles of various sizes, multiple walls and floors that intervene in the
path of the propagated signals. Therefore, study of path loss models for indoors
environments remain interesting. The recent research output has significantly
contributed to novel wireless channel characterization through simulations and
measurements. A keen interest has been aimed at the 2.4 GHz frequency, which
concerns the 802.11b/g/n protocols. Many works have provided empirical data
derived from measurements based on actual operating systems at 2.4 GHz [9,10].
Another frequency of interest is the 3.5 GHz channel. Internationally acclaimed
as a WiMax frequency, the 3.5 GHz channel has also been featured in scientific
works [11], which investigate the variations of the signal amplitude and phase
in both indoor and outdoor scenarios. There are, however, many open issues
regarding the relation of the large scale fluctuations of the received signal to the
intrinsic channel characteristics and site-specific irregularities.

This paper focuses on channel characterization of an office environment
through simulations using the Mininet tool with wifi extensions [12]. The sim-
ulations aims to study the fluctuation of SINR (Signal to Interference Noise
Ratio) over different distances from the transmitting nodes and also measure the
required energy for achieving equal SINR for all receiving wireless nodes. The
results and conclusions concerning validation of already known path loss models
for 2.4 GHz frequency in an indoor environment will provide the basic setup for
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further studies and development of more intelligent radio resource management
functionalities.

The rest of the paper is organised as follows.

2 Simulation Scenario

2.1 Simulation Setup

The experiment scenario contains small cells and nodes, where small cell are
acting as access point and nodes (user interface) are connected with these small
cells. All the nodes are having similar features (i.e., mode, channel, working
frequency, antenna height, antenna gain, etc.) and the two small cells are also
similar except the transmission power capability which is varying to observe and
analyse the behaviour of nodes. The varying power is used for calculating RSSI
(Received Signal Strength Indicator), SINR, path loss and throughput of the
whole network.

Fig. 1. Experimental network with nodes (UI) and small cells.

Mininet-WiFi tool is used for creating our experimental scenarios, in Fig. 1
the experimental network is described with all its components. There are twelve
nodes and two small cells. Both the small cells are connected via a physical LAN
(Local Area Network), all the nodes are only receiving the signal from small
cells, and not transmitting any signal (downlink only). The distance between
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small cells is fixed and they are continuously transmitting the signal to the
connected nodes. Every node is connected to only one small cell depending on
the attributes of small cell in the range. There is no interference effect between
any nodes as they are acting as receiver only. Mininet-WiFi is a SDN based
emulator which uses mac80211 hwsim Linux kernel module for simulating the
IEEE 802.11 radio device, which enables it for more accurate results and close
real device behaviour.

2.2 Configurations of Path Loss Models

In Mininet-WiFi there are several path loss models which can be used for
analysing the behaviour of experimental network, some of them are for open
space and few are for the indoor environment. These are the path loss model we
have considered for analysing the behaviour of our experimental network.

Log Distance Path Loss Model. Log distance path loss model is an extension
of Frills free space path loss model and it is a generic model that can be used
for outdoor environment. It can also be used in different kinds of environment
where obstacles can also be a part of network structure. For far field region the
transmitter distance PL(d0), where d ≥ df , is path loss calculated in dB. At the
distance (d0) from transmitter, path loss (loss in the signal power is calculated
in dB where movement happens from distance d0 to d) at any given distance
where d > d0, is measured by Eq. (1), where PL(d0) is Path Loss in dB at a
distance d0, PLd0→d is Path Loss in dB at an arbitrary distance d and n is the
Path Loss exponent.

PLd0→d(dB) = PLd0 + 10n log
(

d

d0

)
, where df ≤ d0 ≤ d (1)

Table 1. Path loss exponent for various environments for log distance path loss model.

Environment Path loss exponent (n)

Free space 2

Urban area cellular radio 2.7 to 3.5

Shadowed urban cellular radio 3 to 5

Inside a building-Line of Sight (LOS) 1.6 to 1.8

Obstructed in building 4 to 6

Obstructed in factory 2 to 3

Table 1 describes the values of path loss exponent that we can used for
designing the network, in various kind of environment using Log distance path
loss model. Path Loss Exponent (PLE) value depends upon the actual envi-
ronment that we are modelling. PLE estimation needs empirical values which
are collected over different time instants and the values provided here are for
reference purpose.
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Log Normal Shadowing Model. Log normal shadowing model is similar to
the log distance model but in here we also consider the shadowing effect which
makes it more practical and accurate compare to log distance model. It is an
extension to log distance model where a new variable χ will come into play and
added to the Eq. (1) of Log distance path loss calculation. In the real environment
scenario the shadowing effect always exists, the path loss is calculated as in
Eq. (2).

PLd0→d(dB) = PLd0 + 10n log
(

d

d0

)
+ χ, where df ≤ d0 ≤ d (2)

In (2) χ is zero-mean Gaussian distributed random variable (in dB) with
standard deviation (σ), the variable came into picture when shadowing effect
exists. When there is no shadowing effect, the value of this variable is 0. The
exponent and deviation of the random variable must be precisely known for
modelling the network.

ITU Indoor Propagation Model. The International Telecommunication
Union (ITU) path loss model is developed for the indoor environment. It is
a radio propagation path loss model that estimates losses inside any closed area
in a building surrounded by the walls, which is very appropriate for designing the
appliances for indoor environment. The path loss depends upon many different
parameters and it is calculated by using Eq. (3) in which L is the total path loss
in dB, f is the frequency of transmission in MHz, d is the distance in meters,
N is the distance power loss coefficient, n is the number of floors between the
transmitter and receiver and Pf (n) is the floor loss penetration factor.

PLd0→d(dB) = 20 log (f) + N log (d) + Pf (n) − 28 (3)

The calculation of the distance power loss coefficient (N) is based on the
frequency range depicted in Table 2.

Table 2. Distance power loss coefficient (N) for ITU path loss model.

Frequency band Residential area Office area Commercial area

900 MHz N/A 33 20

1.2–1.3 GHz N/A 32 22

1.8–2.0 GHz 28 30 22

4 GHz N/A 28 22

5.2 GHz 30 (Apartment), 28 (House) 31 N/A

5.8 GHz N/A 24 N/A

60 GHz N/A 22 17
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Floor loss penetration factor is also a crucial element for calculating the path
loss the calculation of which is summarised in Table 3.

Table 3. Floor loss penetration factor (Pf) for ITU path loss model

Frequency band No of floors Residential
area

Office area Commercial
area

900 MHz 1 N/A 9 N/A

1.2–1.3 GHz 2 N/A 19 N/A

1.8–2.0 GHz 3 N/A 24 N/A

4 GHz N 4n 15 + 4(n− 1) 6 + 3(n− 1)

5.2 GHz 1 N/A 16 N/A

5.8 GHz 1 N/A 22(1 floor), 28(2 floor) N/A

ITU path loss model is used mostly for indoor environments. Appliances
that use the lower bands (2.4 GHz) are preferred for this model, however it is
applicable to a much wider frequency range.

Multi Wall and Floor Propagation Model. For multi wall and multi floor
environment the WINNER II channel model is used for calculating path loss. It
is based on the stochastic geometry approach which has double direction radio
channel model. It has both line of sight (LOS) and non LOS (NLOS) models
parameters for various environments, in our experimental setup we are using
NLOS model for calculating path loss. For calculating the path loss, the Eq. (4)
is used. In (4), d is the distance between transmitter and receiver in meters, f is
the channel frequency in GHz, A is the path-loss exponent, B is the intercept,
C is the path loss frequency dependence, X is the environment-specific value
(i.e., wall attenuation, etc.), FL is the floor loss, nw is the number of walls
between source and destination and nf is the number of floors between source
and destination.

PL(dB) = A log (d) + B + C log
(

f

5

)
+ X + FL (4)

X = 12nw

FL = 17 + 4 (nf − 1)
nf > 0

For the specific experiment scenario the values for various parameters are
fixed and displayed in Table 4.
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Table 4. Various fixed parameters for multi walls and floors propagation path loss
model

Parameter Value

Path loss exponent (A) 20

Intercept value (B) 46.4

Frequency dependence (C) 20

Number of walls (nw) 2

Number of floors (nf) 1

All these four path loss model are consider for the analysing the experimental
network where our objective is to find the best path loss model which is suitable
for small cell environment where the energy loss is minimum and the results
closely emulate the real network environments.

3 Results and Discussion

In Mininet-WiFi for developing the experimental scenario, many parameters of
nodes (UI) and small cell (Access point) are fixed and same values are used
throughout the network. Table 5 showcases these parameters.

Table 5. Various fixed parameters of experimental setup

Simulation parameter Value

Total small cells 2

Total nodes (UIs) 12

Working frequency (GHz) 2.41

Channel mode a

Antenna height (m) 1

Antenna gain 5

Channel used 36

Fading coefficient 6

Path loss exponent 3.5

Noise threshold (dB) −91

3.1 Transmission Power for Achieving Minimum Acceptable SINR

In the experiment, all four path loss models are considered, where transmission
power is changed from low to high with respect of distance between node and
connected small cell to achieve minimum acceptable SINR (20 dB). The min-
imum acceptable SINR is needed between source and destination for efficient
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communication. As the distance between small cell (source) and destination
(node) increases the need of transmission power also increase.

In Fig. 3, transmission power of small cell varies from low value to its highest
value (which is 20 dBm) to achieve minimum SINR with respect to distance
between small cell and connected node. In Log distance and Log normal shad-
owing the behaviour is almost similar with little variation where with the low
value of transmission power, 10 m distance or less is receiving minimum SINR
value and they progress almost linearly. The maximum distance they can reach
with the maximum transmission power (20 dBm) is around 40 m in both the
cases. ITU model shows different behaviour from Log distance and Log normal
shadowing path loss model, which is designed for indoor environments, and is
suitable for our experimental lab setup. ITU model requires very less power to
cover the distance around 15 m for minimum SINR but after that it moves very
slowly to cover more distance for minimum SINR. For covering 20 m distance
it requires around 15 dBm and it barely reaches 30 m distance when maximum
transmission power is applied to achieve minimum SINR. Multi walls and floors
model from WINNER II model shows more acceptable behaviour and it is also
suitable path loss model for indoor environment and effective for our experimen-
tal setup. Here for the coverage of 10 m distance to achieve minimum SINR, it
needs around 10 dBm and from that point, it varies almost linearly. The max-
imum distance coverage is just above 30 m when maximum transmission power
is applied. Evidently, after comparing and analysing these four path loss model,
we can observe that Multi walls and floors model is most suitable for our exper-
imental scenario as it closely emulated the real network environment.
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3.2 Total Transmission Power and Average SINR

All the path loss models are compared for analysing the average SINR when the
nodes are stationary and only transmission power is varying to control the net-
work. The result of various path loss model is shown in Fig. 2, all four path loss
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models are compared on the basis of total transmission power and respective aver-
age SINR received by the network. The plot includes the total transmission power
of both small cells, average SINRand the minimum acceptable SINR (20 dB).

It can be seen that the Log distance model varies linearly after the total
power reaches the point around 15 dBm and it achieve maximum 23 dB aver-
age SINR when maximum power is applied (40 dBm). The behaviour of Log
normal shadowing is irregular and it progresses with the increase in total power
non-uniformly, although it achieve highest level of average SINR (25 dB) when
maximum power is applied. The behaviour of the ITU model is uniform and it
varies linearly from the start and barely reaches above acceptable SINR value
when maximum transmission power is applied. Multi walls and floors model
performs almost linearly with the increase of transmission power. Although the
progress is very slow and it never achieves the average minimum SINR threshold
even after applying the maximum transmission power. The comparison of these
results leads to the conclusion that the ITU and Multi walls and floors models
are more accurate than Log distance and Log normal shadowing models when
used in the specific conditions. Hence, these results indicate that the ITU and
Multi walls and floors models could be potentially be applied for realizing the
network for further analysis and development of intelligent resource management
techniques in an effort to maximise quality of experience for wireless users while
minimising the energy consumption.
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4 Conclusions

The 5G era imposes a set of strict requirements for achieving ultra-low latency,
high reliability and high throughputs across wireless mobile devices. Such require-
ments are more difficult to achieve in densely connected networks. The research
studies of path loss models in indoors environments will need to be revisited in an
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effort to produce more accurate models. Accurate channel characterisation mod-
els would pave the road for precise and efficient resource management. Towards
this end SECRET project aims to develop efficient radio resource management
schemes based on accurate channel characterization in indoors and outdoors envi-
ronments for provind mobile small cells with maximum quality of experience levels
with the minimum energy consumption. This paper proposed Mininet-WiFi as a
tool for simulating channel conditions and to this end, it compares a number of
native to Mininet-WiFi and newly configured path loss models. The comparison
indicates that both the ITU and the Multi walls and multi floors models are accu-
rate enough to form the basis for the future developments.
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Abstract. In this paper we address the impact of cell size on the handover
procedure in a Long Term Evolution (LTE) network. In particular, we highlight
the potential problems that may occur when small cell densification is applied.
In addition, the impact of the User Equipment (UE) speed is also analyzed.
System level simulations are provided using a detailed LTE network simulator
accounting for multiple points-of-failure and channel modeling compliant with
LTE standards. We conclude that a certain cell size can be found around which
any increase or decrease of the cell size brings performance degradations due to
different limitations in the uplink. The performance is also degraded as UE
speed increases, especially for small cell sizes. And for large cell sizes, we note
that low speed UEs handover failures may rise due to the inability to “escape”
from a poor radio condition area.

Keywords: LTE � Handover � Performance evaluation � Simulation

1 Introduction

While the development of future cellular networks is often driven by the need for
increased bit rates to support data-hungry applications, of equal importance is to
provide reliable handover (HO) mechanisms as this directly impacts on the perceived
quality of experience (QoE) for the end user. This is particularly true when, in order to
provide such increased bit rates, we resort to the deployment of small cell networks in
order to boost the capacity in a given area [1]. Cell densification has proven to be a
spectral efficient method to increase capacity and has received large attention in recent
years (see [2] and references therein). In addition to high data rate demands, networks
will need to provide their services to users on the move, probably more so and at higher
speeds with the appearance of new transport paradigms such as self-driving vehicles
where the user, no longer at the steering wheel, may use that time for digital content
consumption. With this in mind, in this paper we will address the impact of cell density
and UE speed on the handover procedure in a Long Term Evolution (LTE) network.

While the study of the impact of cell size on the handover procedure is not new, the
vast majority of the existing works are devoted to analyze the impact of small cell
densification as opposed to a wider analysis covering a range of inter site distances (ISD).
Moreover, a large number of works adopt a theoretical approach and, while interesting
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insights can be provided, there is sometimes a lack offidelity with respect to the standard
which causes that some effects are not appropriately captured. In particular the field of
Stochastic Geometry has been in recent years used to model the impact of handover in
dense small cell networks see for example [3–6]. Such works lack on capturing effects
such as handover failures, and consequent re-establishment and cell-reselection proce-
dures, Radio Link Control (RLC) failures and corresponding retransmissions, etc. In
addition, a simulation-based approach is more appropriate to capture the details of the
LTE standard. In [7], the performance of handover in dense small HetNets is discussed,
i.e. considering an overlapping deployment of both macro and pico cells. In [8], authors
examine and evaluate the impact of small cell deployments on mobility performance in
LTE-systems. Analysis is done through system level simulations in various scenarios
with macro and small cell overlaid deployments. In this paper we focus not only on the
problems caused by higher densification but also the problems faced when the cell size
increases. Detailed system level simulations considering a wide range of potential failure
points are provided.

The rest of the paper is organized as follows: Sect. 2 provides an overview of the
handover mechanism in LTE. Section 3 discusses the simulator implementation and
modelling aspects. In Sect. 4, numerical results and discussion are given on the per-
formance of LTE handover. Section 5 provides some concluding remarks.

2 Handover Mechanism in LTE

Handover (HO) management is a relevant research point in cellular networks. The
overall HO decision procedure in LTE is illustrated in Fig. 1 [9], and consists of four
major steps. Firstly, the UE performs downlink (DL) signal strength measurements
from both the serving eNBs and other neighboring eNBs. Within the context of HO the
serving eNB is referred to as the source eNB or serving cell, while the neighboring
eNBs are referred to as the target eNBs or target cell. In the second step these mea-
surements are processed at the UE, and in the third step a measurement reports
(measReport) is transferred to the serving eNB. In the fourth and final step, based on
the measReport, the serving eNB makes the HO decision and sends a HO request
message to the target eNB.

Fig. 1. HO process in 3GPP LTE [9].
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The UE and eNB actions related to Radio Resource Management (RRM) proce-
dures for the HO execution constitute the mechanisms for mobility control. In general,
mobility control is divided into two stages, mobility control in RRC_IDLE state, which
is referred to as cell reselection, and mobility control in RRC_CONNECTED state,
which is referred to as handover. In this paper, we are focusing on mobility in
RRC_CONNECTED state.

2.1 Mobility Control in RRC_CONNECTED (Handover)

There are two different types of actions that a UE has to perform in RRC_CON-
NECTED according to the requirements. The first type is, upon measuring and iden-
tifying a better neighboring cell than the serving cell, UE reports to the serving eNB
and access the target cell on reception of HO command (from serving eNB). The UE
performs signal strength measurements over specific reference signal received power
(RSRP) from the serving cell as well as the neighboring cells. After processing the
measurements, including filtering at layers L1 and L3, if an entry condition is fulfilled,
a measurement report (measReport) is triggered to the serving cell. A3 event is used as
entry condition to see if the filtered RSRP of the target cell is better than that of the
serving cell plus a hysteresis margin (called A3 offset). The entry condition has to be
maintained during a time defined by the Time to Trigger (TTT) timer. Once the
measReport is correctly received at the serving cell, the HO preparation phase between
target and serving cell starts which also includes admission control procedures. Upon
successful admission, the target cell acknowledges the HO request sent by the serving
cell and prepares for HO. Data forwarding starts between the serving and target cell and
a HO command (HOcmd) is sent from the serving cell to the UE. Upon successful
reception of the HOcmd, the HO execution phase starts in which the UE accesses the
target cell, by means of a random Access Channel (RACH) procedure, and delivers a
HO confirmation (HOconf) message. Random access procedure takes two different
forms, contention-based and contention-free RACH. In contention based RACH pro-
cedure, UE selects a random preamble and start transmission to the target eNB. But
there is a chance of preamble collision due to the same preamble from multiple UEs.
So, the network has to go through an additional process called contention resolution
which is time consuming. In contention-free RACH procedure, the network informs
each UE regarding when and which preamble it has to use. To initiate the contention-
free RACH process, UE should be in connected mode before the RACH process as in
HO case. In order to achieve a good compromise between HO reliability and HO
frequency, HO optimization deals with the adjustment of the TTT, A3 offset, and the
L3 filter coefficient K [7].

The second type of action is the detection of the radio link failure (RLF) by
monitoring the DL quality of the serving cell. Upon RLF detection, the UE selects the
best target cell and gets its information for RRC connection re-establishment.

Evaluation of Radio Link Failure (RLF)
In RRC connected state, radio link monitoring enables the UE to determine whether it is
in-sync or out-of-sync with respect to its serving cell. On getting consecutive number of
out-of-sync indications, UE starts an RLF timer `T310´ as shown in Fig. 2. Both in-sync
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and out-of-sync (N311 and N310) counters are configured by the network based on the
associated in-sync threshold Qin and out-of-sync threshold Qout corresponding to 2% and
10% Block Error Rate (BLER), respectively. The timer stops when a number of con-
secutive in-sync (N311) indications are reported (case 2 in Fig. 2). If T310 expires, RLF
occurs and UE turns off its transmission to avoid interference and try to re-establish a
connection within a UE connection re-establishment delay (case 1 in Fig. 2). If the DL
radio link quality becomes worse than Qout within a 200 ms period, then out-of-sync
occurs. Whilst, in-sync occurs when the DL radio link quality becomes better than Qin

within a 100 ms period. These occurrences are reported by the UE to the physical layer
and higher layers which may apply L3 filtering for evaluation of RLF [10].

An overall view of the HO procedure is shown in Fig. 3 [11], which can be divided
into 3 phases: HO preparation (0–6), HO execution (7–11) and HO completion (12–14).

3 System Simulation Models

The used LTE simulator considers a hexagonal grid of 16 tri-sectored eNBs. Cell wrap-
around feature is included in order to ensure fair interference conditions across the
scenario. UEs are randomly placed over the scenario and the mobility model is such
that UEs move at fixed speed in straight lines with random directions [0°, 360°].

As for traffic loading, UEs with UL full-buffer traffic are assumed, thus contributing
to UL interference towards other UEs. DL interference is artificially generated by
setting the transmission power on a number of randomly selected Physical Resource
Blocks (PRBs) given a specific load level (in our case a fully loaded case is assumed).

The simulator implements the main features of the Packet Data Convergence
Protocol (PDCP), Radio Link Control (RLC), Medium Access Control (MAC) and
physical (PHY) layers including, inter alia, segmentation, Automatic Repeat Request
(ARQ) at RLC level, and MAC scheduling with chase combined Hybrid-ARQ
(HARQ). For the PHY layer, look-up tables are used which map bit error rate
(BER) values to measured subcarrier Signal-to-Interference-and-noise-ratio (SINR)
values (via the EESM, Effective Exponential SNR Mapping) in order to account for
errors over the wireless link.

Fig. 2. RLF detection
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The HO model considers the modelling of L3 RRC signaling over the radio access,
including measurement reports, handover command and handover confirmation. L2
signaling (UL and DL allocation) is also captured by modelling the PDCCH. Both L2
and L3 signaling are subject to channel impairments and thus prone to RLC failures.

Moreover, see Sect. 2.1, RLFs are also considered in the simulator with full
modeling of the in-sync/out-of-sync states via counters N310, N311 and timer T310.

Summarizing, handover failures (HOF) are captured in the simulator falling into the
following categories, with failure points being defined in Table 1.

1. RLF declared by L1 at the UE after timer T310 expiry [12, Sect. 7.3].
2. RLC is unable to deliver a Radio Resource Control (RRC) message after a (max.)

number of transmission attempts. Applies to measReport and HOconf messages.
3. RACH failure after timer T304 expiry [12, Sect. 7.3].

The main simulation assumptions are summarized in Table 2.
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4 Performance Evaluation

In this section we provide a numerical evaluation of the HO procedure under different
conditions of cell density and UE speed. First, we start with some metric definitions.

4.1 Metrics

HO performance metric definition follows the guidelines in [15, Sect. 5.4.2]. The HO
rate (HOR), measured in HO events/s, is defined as the total number of triggered HO
events divided by the simulation time (60 s). Similarly, the HO failure ratio (HOFR),
measured in %, is defined as the total number of HO failure events divided by the total
number of triggered HO events. The ping pong rate (PPR) is defined as the number of
ping pong events during a given period of time. In turn, we define a ping pong event as
the occurrence of a HO between a source cell and a target cell, followed by another HO
to the original source cell, all this happening under a predefined time set to 3 s. Finally,
we define the mean time between handovers (MTBH) as the ratio between the total
simulation time and the number of triggered HO events.

Table 1. Simulated failure points.

Failure point Description

F0 T310 expiry before measReport triggered
F1 T310 expiry before measReport received
F2 RLC measReport transmission error
F3 T310 expiry before HOcmd transmission
F4 T310 expiry before HOcmd reception
F5 RACH failure after T304 expiry
F6 T310 expiry before HOconf received
F7 RLC HOconf transmission error

Table 2. Simulation parameters and assumptions.

Feature Implementation

Network topology Hexagonal grid of 16 � 3 = 48 cells (wrap-around included)
Inter-site distance From the set {125, 250, 375, 500, 625, 750, 1000, 1250} m
Bandwidth 5 MHz FDD at 2.6 GHz
eNB DL power 43 dBm
Antenna patterns 3D model specified in [13], Table A.2.1.1.2-2
Channel model 6 tap model, Typical Urban (TU)
Shadowing Log-normal Shadowing Mean 0 dB, Standard deviation: 8 dB
Propagation model L ¼ 130:5þ 37:6 log10 Rð Þ, R in km
UE speed From the set {3, 30, 60, 120} km/h
RLF detection by L1 of UE T310 = 1 s, N310 = 1, N311 = 1 as specified in [12]

Qin = −4.8 dB; Qout = −7.2 dB as specified in [14]
HO parameters TTT = 64 ms, A3 offset = 3 dB, L3 filter coefficient K = 4
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4.2 Numerical Evaluation

Figure 4 illustrates the handover rate (measured in number of HOs per second) against
the ISD and for different UE speeds. As expected, increasing the density of eNBs
(lower ISD) results in an increase of HOs due to the increased number of cell borders.
This rate notably increases when the ISD falls below 250 m. Also expected is the
increase of the HO rate with UE speed. In addition, an increase of the HO rate is also
noted for increased ISD values, see ISD = {750, 1000, 1250}. The reason for this will
become apparent when analyzing the different channel conditions impacting these
deployments.

Next we drive our attention to the handover failure ratio (HFR), i.e. the percentage
of those handovers which for one reason or another experienced problems and could
not be completed seamlessly. Figure 5 illustrates the HFR against the ISD for different
UE speeds. Both lowering and increasing the ISD have negative effects, i.e. increased
HFR. For low ISD, failure arises due to adverse channel conditions due to excessive
interference from neighbor UEs. Further insights on this will be provided later on. In
addition, increasing UE speed contributes to HFR for lower ISDs (125 m, 250 m and
375 m). We can argue that for small cells, higher UE speeds will cause moving away
from the source cell which may cause problems during handover. For larger ISDs,
1 km and above, HFR also increases. This is again due to channel adversity as it will
become apparent later on. In this case however, we note how the UE speed impact is
reversed as compared to the low ISD case. For larger cells, “higher UE speed helps to
escape from the cell border”. Noteworthy, despite suffering handover failure, LTE
implements re-establishment/cell-reselection mechanisms so as to recover the con-
nection with the UE. However, this re-establishment comes at the cost of increased
delay and interruption time.

Figure 6 shows the HO failure breakdown per type F0 to F7. An overall trend is
that failures seem to concentrate on UL transmission errors (RLC timer/max. retrans-
missions expires). For high ISDs, a common failure is that of RACH failure which is

Fig. 4. Handover Rate (HOs/s) against
the ISD for different speed values.

Fig. 5. Handover Failure Ratio (HOFR)
in % against the ISD for different speed
values.
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due to the poor UL radio conditions for UEs close to cell borders in large cells. Notably
at medium to high ISDs, higher failures are noted for lower speeds, indicating that the
low speed is not enough to “escape” from these areas with poor conditions. F4 (T310
expiry before HOcmd reception) is very frequent when ISD is small and low when the
ISD increases, whereas F5 (RACH failure after T304 expiry) is very frequent for large
ISD and very low for small ISDs. The motivation is that, for small cell sizes, the UEs
that are able to transmit the measurement report subsequently move out of the serving
cell coverage and thus the HO command, sent by the serving cell, cannot reach the UE.
For the RACH failures due to T304 expiry for large cells, the UEs transmitted power at
the border of the cell compromises the success of the handover.

To find an explanation to the different HO failure cases we resort to the uplink
interference and uplink signal-to-noise plus interference ratio. Below the uplink
interference-over-thermal noise ratio and the uplink SINR are plotted in Figs. 7 and 8
respectively. As we see, low ISD (i.e. 125 m) suffer from sever interference in the
uplink since UEs are more likely to be closer to each other. However, these same UEs
at lower ISDs suffer from better UL SINR conditions (see Fig. 8), since UEs are closer
to the eNBs and thus the received power at those can partially compensate for the
interference. On the contrary, deployments with larger ISD suffer less interference.

The ping pong rate is presented in Fig. 9. Ping pong events reflect the channel
variability conditions, which cause HOs between two neighboring cells given suc-
cessive A3 events being triggered. Ping pong events can also appear as the conse-
quence of failed HOs to neighboring cells, and the subsequent efforts to reconnect the
UE to neighboring cells even if not the most adequate at that time. Accordingly, both
low and high ISDs seem to be prone to ping pong events due to channel quality
impairments and subsequent HO failures (as already noted in Figs. 6, 7 and 8). An
equivalent metric to the ping pong rate is that of the mean elapsed time between
handovers (MTBH) which is illustrated in Fig. 10. More frequent handovers (i.e. lower
MTBH) is noted for both low and high ISD values for the same reasons explained
above. As expected, increasing UE speed results in both increased ping pong events
and lower MTBH.

Fig. 6. Handover Failure Ratio (HOFR) in % against the ISD for different speed values. HO
failure type breakdown: F0…F7.
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In the above, we have addressed the HO performance in terms of HOF and its causes.
Noteworthy, LTE implements reestablishment and cell reselection mechanisms so as to
recover from the suffered failures in the shortest time possible. Hence, noting that during
part of the HO process, including the reestablishment procedure, the data plane will be
unable to deliver packets to and from the UE, it seems reasonable to measure the elapsed
time of this event. To this end, we define the HO interruption time (HOIT) as the time
whereby the user plane is unable to deliver packets to and from the UE.

Figure 11 shows the empirical cumulative density function (CDF) for the HOIT for
different UE speeds and fixed ISD of 250 m. We observe how lower UE speeds benefit
from lower HO interruption times, since fewer failures during the handover process are
noted in this case (see e.g. Fig. 6). Note also how the HO interruption time is lower
bounded thus preventing the curves to reach the 0 ms mark.

Next in Fig. 12 we show the empirical CDF of the HOIT for different ISDs and for
a fixed UE speed of 30 km/h. Not surprisingly, HOIT increases both when the ISD is

Fig. 7. UL interference-over-thermal noise
ratio for different ISD values. UE speed is
30 km/h.

Fig. 8. UL signal to interference plus noise
ratio (SINR) for different ISD values. UE
speed is 30 km/h.

Fig. 9. Ping pong rate against ISD for
different speed values.

Fig. 10. Mean time between HOs (MTBH)
against ISD for different speed values.
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small (ISD = 125 m) and when it is larger (ISD = 1000). As mentioned earlier, both
low and high ISDs involve different types of handover failures which in turn drive the
MTBH to larger values in order to recover from such failures.

5 Conclusions

In this paper we have presented an in-depth simulation analysis on the causes for
handover failure in an LTE network when different cell sizes are considered. In
addition, the impact of the UE speed has also been assessed. Results show that a certain
cell size can be found around which any increase or decrease of the cell size brings
performance degradations due to different limitations in the uplink. For small cells,
both the increased UL interference due to the proximity of neighboring UE and the
higher rate of cell border crossings produce a severe handover degradation. For larger
cells, the received power from the UE at the cell border is weak thus UL transmissions
are impaired due to poor SINR. In addition, we also note a general degradation of the
performance as UE speed increases, especially for small cell sizes. However, for large
cell sizes we note that very low UE speeds handover failures may rise due to the
inability to “escape” from a poor radio condition area. Future work will be devoted to
analyzing the possible improvements via the optimization of the main handover
parameters and by also reducing some failure points such as the measurement report
transmission by having the network perform UE measurements and decide based on
those whether or not to perform a handover.

Acknowledgments. This project has received funding from the European Union’s H2020
research and innovation program under grant agreement H2020-MCSA-ITN- 2016-SECRET
722424.

Fig. 11. Empirical cumulative density
function (CDF) of the HO interruption time
for different UE speeds. ISD = 250 m.

Fig. 12. Empirical cumulative density
function (CDF) of the HO interruption time
for different ISDs. UE speed = 30 km/h.
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Abstract. Beamforming in multi-user MIMO (MU-MIMO) systems is a vital
part of modern wireless communication systems. Researchers looking for best
operational performance normally optimize the problem and then solve for best
weight solutions. The weight optimization problem contains variables in
numerator and dominator: this leads to so-called variable coupling, making the
problem hard to solve. Formulating the optimization in terms of the signal to
leakage and noise ratio (SLNR) helps in decoupling the problem variables. In
this paper we study the performance of the SLNR with variable numbers of
users and handset antennas. The results show that there is an optimum and the
capacity curve is a concave over these two parameters. The performances of two
further variations of this method are also considered.

Keywords: Beamforming � Generalized eigenvalue decomposition
MU-MIMO � Optimal point � SLNR

1 Introduction

There are steadily increasing demands for higher data rates and channel capacity, with
MIMO systems a strong possible solution for higher capacity without increased power
transmission. MIMO includes SISO, MISO and SIMO configurations, with variations
such as point-to-point [1], multi-user (MU-MIMO) [2] and network or multi-cell
MIMO [3].

Though MU-MIMO resembles point-to-point transmission in depending on the
state of the channel to transmit signals, it differs in the decoding procedure, with users
usually assumed to be non-cooperating. MU-MIMO also depends on the diversity
between users to achieve multiplexing between transmissions to users sharing the same
time-frequency resource. This is achieved by precoding, also called beamforming.

The simplest beamforming strategy is the zero forcing (ZF) or channel inversion
method [4]. This basic method suffers from poor performance at high noise figures, and
can be enhanced using regularized ZF [5], sometimes called MMSE [6]; however, some
dimensional constraints need to be satisfied, such that the total number of receiving
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antennas should be less than or equal to the number of antennas at the base station. This
condition limits the system geometry. Another approach is to optimize the weights of the
beamformer to improve performance. The optimization is either to reduce the total
transmitted power [7], the power per antenna [8] or to increase the capacity [9], while
keeping other parameters constant. This is done by framing the solving optimization
problem in terms of the signal to interference and noise ratio (SINR). This approach has
the drawback of coupled variables between different users: an increase in signal power
level for one user will increase the leakage (interference) for other users. Another
promising optimization technique proposed in [10] and later developed in [11, 12] uses
the signal to leakage and noise ratio (SLNR).

This paper examines the performance of the SLNR ratio under variation of SNR,
the relation between base station antenna, number of users and antenna per user,
developing previous work [13, 14] where the system model in [15] was adopted.
Results show that there are some limitations to be considered during the design of a
system. The performance of the system is not necessarily monotonic; it can exhibit a
peak depending on the number of base station antennas, number of users and number of
antennas per user. The results in [13] and [16] were found comparable to the current
results of this work.

2 System Mathematical Model

Consider a cell that contains a single base station with M antennas, transmitting signals
to K users each with N antennas as shown in Fig. 1.

The base station uses the same time-frequency resource to send data to these users.
The channel from the base station to user i is given by:

Hi ¼
h1;1;i � � � h1;M;i

..

. . .
. ..

.

hN;1;i � � � hN;M;i

2
64

3
75 ð1Þ

Fig. 1. The system model for MU-MIMO.
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The elements of Hi are assumed to be single tap channel (i.e. no inter-symbol
interference exists) and they contain two Gaussian parts, real and imaginary. The total
channel is then:

H ¼ HT
1H

T
2 � � �HT

K

� �T ð2Þ

and the leakage channel is given by:

Ĥ ¼ HT
1 � � �HT

i�1H
T
iþ 1 � � �HT

K

� �T ð3Þ

The transmitted vector from the base station X is the sum of the transmitted vector
for all of the users:

X ¼
XK
i¼1

wisi ð4Þ

where wi 2 CN�M is the beamforming vector for user i and si is the data symbol for that
user. The received signal for user i is:

yi ¼ HiXþ ni ð5Þ

where ni is the noise vector at user i with variance equal to r2.
The system capacity is given by the equation (in units of b=s=Hz):

C ¼ log2ð1þ SINRÞ ð6Þ

C ¼ log2 1þ S
IþN0

� �
ð7Þ

The signal power received by the user is Hiwij j, with interfering signalPK
k ¼ 1
k 6¼ i

Hiwkj j, so that Eq. (7) can be written:

C ¼ log2 1þ Hiwij j
PK

k ¼ 1
k 6¼ i

Hiwkj j þNr2i

0
BBBBBBBB@

1
CCCCCCCCA

ð8Þ
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3 SLNR Optimization

The aim is to find a precoder which maximizes the signal to leakage and noise ratio
(SLNR): in other words which increases the power through the channel to the intended
user while simultaneously minimizing the interference to other users.

As stated in Sect. 1 above, the SINR leads to a coupled optimization problem
which is solved by extending the SLNR as in [10–12]. The SLNR is given by:

SLNRi ¼ S
LþN0

ð9Þ

where the leakage term is:

L ¼
XK
k ¼ 1
k 6¼ i

Hkwij j ð10Þ

The problem may be formulated in two ways. The first ignores the noise term and
maximizes the signal to leakage ratio:

S
L
¼ Hiwij j

PK
k ¼ 1
k 6¼ i

Hiwkj j
ð11Þ

This equation can be rewritten thus:

S
L
¼ wH

i H
H
i Hiwi

wH
i Ĥ

H
i Ĥiwi

ð12Þ

with solution [9]:

wH
i H

H
i Hiwi

wH
i Ĥ

H
i Ĥiwi

� kmax HH
i Hi; Ĥ

H
i Ĥi

� � ð13Þ

where kmax is the largest eigenvalue. The optimal beamformer is:

wo
i / max:GEV HH

i Hi; Ĥ
H
i Ĥi

� � ð14Þ

and if ĤH
i is invertible then (14) will be:

wo
i / max:EV ĤH

i Ĥi
� ��1

HH
i Hi

� 	
ð15Þ
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The method is extended to include the effect of noise [11], so (11) becomes:

S
LþN0

¼ Hiwij j
PK

k ¼ 1
k 6¼ i

Hiwkj j þNr2i

ð16Þ

The corresponding equations for (14) and (15) are:

wo
i / max:GEV HH

i Hi; Ĥ
H
i Ĥi þNr2i I

� � ð17Þ

wo
i / max:EV ĤH

i Ĥi þNr2i I
� ��1

HH
i Hi

� 	
ð18Þ

4 Performance of Eigenvalue Decomposition and Generalized
Eigenvalue Decomposition: EVD and GEVD

The SLR and SLNR approach has been proposed previously [10–12], but a new
viewpoint is obtained here by applying the method over a wider range and analyzing
the effects on the behavior of the EVD and GEVD, permitting one to understand the
overall benefits for the total system resulting from SLNR maximization. The GEVD for
two matrices A and B is given by

Av ¼ Bkv ð19Þ

If B is not singular (i.e. B�1 exists) then we can say

B�1Av ¼ kv ð20Þ

which is the same as Dv ¼ kv for D ¼ B�1A. In general if we have a matrix c 2 C
N�M

where N ¼ N1 þN2, we can say it is composed from two matrices a and b:

c ¼ aT bT
� �T ð21Þ

The GEVD for the two matrices A ¼ aH � a and B ¼ bH � b gives two matrices k
and v. The columns of matrix v contain candidates to be in the null space of matrix b,
i.e. give zeros when multiplied by the matrix b. If a is the user channel, b is the leakage
channel and c is the aggregated channel, then v is expected to have at least one vector
that gives a zero and a non-zero result when multiplied by b and a respectively.
However, that can be misleading as this assumption depends on the dimension of c.
Table 1 compares the GEVD for different cases of M, N, N1 and N2.
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Note that the solution vector is associated with the largest eigenvalue for this case.
If the equation is flipped to be GEVDðB;AÞ then the eigenvector associated with the
lowest absolute value should be selected.

5 Results

In this section a set of carefully selected representative results is presented to give a
clear understanding of the behavior of the system in terms of the SLNR criterion.

Figure 2 below shows performance versus increasing SNR for different numbers of
users. As can be seen, the increase in number of users per system increases the capacity
due to the increment in total data transferred through the wireless channel.

The monotonicity of the curve does not hold in all cases; as seen in Fig. 3 the
number of antennas per user affects the performance. For low numbers of users, the
curves retain the same behavior, but with increasing numbers of users the curves take
another shape. Although the shapes are different and there are two sets of curves, the

Table 1. Performance of GEVD Precoder

Case Sub case Solution(s) exist? Number of solutions

N\M Yes [N1

N ¼ M N1 ¼ N2 Yes ¼ N1

N[M N2 �M No
N2\M Yes ðM � N2Þ

Fig. 2. System performance in terms of capacity versus SNR for different numbers of single
antenna users.
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behavior at each SNR is the same. The capacity starts at a certain level and increases to
a maximum after which it decreases. At 5 dB SNR the peak is for 60 users while for
10 dB the peak falls to 50 users. At higher SNR the higher capacity relation still holds.

As can be seen from the figures above, the capacity due to the increment in number
of users served by the system can be affected by the number of antennas per user. To
give more clarification, Fig. 4 illustrates the effect of varying numbers of user antennas
per scenario. There are two types of curves. The first set, for fewer user antennas,

Fig. 3. System performance in terms of capacity versus SNR for different numbers of two
antenna users

Fig. 4. System performance in terms of capacity versus SNR for different numbers of antennas
per users.
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resembles the performance shown in Fig. 3, also showing increasing capacity with
increasing antenna numbers. The second set has a different shape, tending to saturate at
lower SNR values. Below 5 dB SNR the peak is at 4 antennas per user while after
10 dB SNR the peak moves to 3 antennas per user for 30 users served by a 100 antenna
base station.

Another perspective can be got by combining two criteria (the number of users and
the number of antennas at the base station) as in Fig. 5. This figure shows that the
curves have peaks, at different positions and different values. The position of the peak
(in terms of number of users) tends to move down with increase of the ratio M/K as we
increase the number of antennas per user.

Another perspective to the problem can be seen in Fig. 6. Here we see a peak also
in terms of antenna users: at 2 antennas per user for higher number of users (60 and
more), with the peak at higher numbers of antennas as the number of users decreases.
The capacity has a concave shape over number of users and it occurs at 60 users when
the number of base station antennas is 100 and the SNR is 0 dB.

Finally, Fig. 7 shows a comparison three approaches. The first variation uses the
eigenvalue decomposition (in blue) instead of the generalized eigenvalue decomposi-
tion (orange line), i.e. using Eq. (15) instead of (14). The third variation (yellow line),
shows results where the effect of noise was included using Eq. (18) to evaluate the
weights of the beamformer.

Fig. 5. System performance in terms of capacity versus base station antennas to users ratio.
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6 Conclusion

The performance of SLR based on beamforming with MU-MIMO is presented. The
resulting system is not monotonic in all of the four dimensions of interest, namely
numbers of base station antenna, SNR, numbers of user antennas and the number of
users served by the base station. It is shown that there are peak in performance, and that
the capacity variation follows concave curves with variation of number of users and
number of handset antennas.

Fig. 6. System performance in terms of capacity versus antenna per user for different numbers
of users per cell.

Fig. 7. Capacity versus number of users, comparing three methods. (Color figure online)
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Abstract. Direction of arrival (DOA) estimation is currently an active research
topic in array signal processing applications. Thus, a more efficient method with
better accuracy than the current subspace angle of arrival (AOA) methods is
proposed in this paper. The proposed method is called subtracting signal sub-
space (SSS), which exploits the orthogonality between the signal subspace
(SS) and the array manifold vector (AMV). A novel approach applied to the
pseudospectrum extracts the correct peaks and removes the sidelobes perfectly.
The principle working of the proposed algorithm is given and mathematical
model derived. The computational burden of the new method is also presented
and compared with other methods. The SSS algorithm is implemented with both
linear and planar antenna arrays. An intensive Monte Carlo simulation is con-
ducted and compared with other popular AOA methods to verify the effec-
tiveness of the SSS algorithm.

Keywords: Direction of Arrival � Signal Subspace � Computational burden
Signal processing � Sensor array � Wireless communication

1 Introduction

Localization-based techniques are growing in importance for applications such as
mobile communications [1], radar applications [2] and medical services [3]. Estimating
directions of arrival (DOA) of signals incoming from different directions on an array of
spatially distributed antennas or sensors is one of the most important factors in array
signal processing. Capon [4], Multiple signal classification (MUSIC) [5], Estimation of
Signal Parameters via Rotational Invariance Technique (ESPRIT) [6] and Propagator
[7] are well-known AOA estimation techniques. Massive multiple input multiple output
(MIMO) technology is a promising physical layer candidate for the fifth generation
(5G) due to its probable advantages such as high energy efficiency, high spectral
efficiency and high spatial resolution. An efficient and accurate AOA method is
desirable when integrated with massive MIMO in order to minimize the required
computational burden in addition to improving the quality of service (QoS) provided
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by mobile communication operators [8]. It also emphasizes the performance of the
beamforming technology, for instance, when the directions of the desired signals and
interference signals are estimated accurately, a suitable beamforming algorithm can be
applied to enhance the gain of the useful signals and suppress the noise and interference
[9]. Generally, obtaining limited hardware cost with large array aperture cause serious
challenges for real-time signal processing and parameter estimation.

Thus, several efforts have been made towards reducing the complexity through
avoiding the high computational demanding spectra search array. Root-MUSIC tech-
nique [10] was proposed to reduce the computational complexity of the MUSIC
method by finding the roots of an involved polynomial, which are associated with
directional signals. This method is a less computational burden and faster than MUSIC
since it does not need an extensive searching through the manifold vector. The main
limitation of this method is applicable only to uniform linear arrays. Other attempts
have been achieved using specific shapes of the array geometry in order to minimize
the degrees of freedom (FOM) in the spectral search process [11, 12]. An efficient-
computational subspace method was developed for 2D DOA estimation utilizing an L-
shaped array [13]. This method obtains the noise subspace by rearranging the elements
of the covariance matrix into three vectors to decrease the computational complexity.
An efficient AOA method called Maximum Signal Subspace (MSS) was suggested in
[14] to estimate DOAs; it is based on the orthogonality between the antenna array
steering vector and the eigenvector which corresponding to the largest eigenvalue.
However, it is also applicable only for uniform linear antenna arrays. Recently, a low
complexity angle of arrival method called Propagator Direct Data Acquisition (PDDA)
[15] has been proposed to estimate the direction of the received signals directly from
the received data without the need to construct the covariance matrix, compute the
inverse of a matrix, or apply the EVD approach. This, in turn, reduces the computa-
tional complexity significantly. The PDDA method is dependent on calculating the
propagator vector which represents the cross-correlation between the measurement data
from the first element and the other antenna elements.

In this work, we propose a more computational efficient AOA method to compute
the directions of arrival signals with any type of antenna array geometry. The proposed
method could be a good alternative to the MUSIC method specifically in massive
MIMO technology. The SSS method based on the orthogonality between signal sub-
space and the manifold array vector. A wide range of scenarios with intensive Monte
Carlo simulation is performed and the results verified the effectiveness of the SSS
method in both 2D and 3D estimation applications. It is also compared with some of
the well-known AOA methods and the obtained results show that its superiority. The
remainder of this paper is organized as follows. The signal model for DOA estimation
with arbitrarily configured arrays is presented in Sect. 2. Section 3 gives the principle
working of the proposed approach in addition to the complexity analysis. Section 4
presents numerical simulations with wide scenarios to demonstrate the effectiveness of
the proposed method as well as to verify the theoretical analysis. The results are
discussed and compared with other AOA methods. In Sect. 5, the conclusions of this
work are summarized.

Throughout this paper, lowercase letters are used for scalar quantities whereas
boldface lowercase and uppercase letters denote vectors and matrixes respectively.
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Superscripts, (�)T, (�)H and E{.} refer to transpose, conjugate transpose and the expected
value respectively. The operator ð�aÞ is a unit vector, IM is the M � M identity matrix
and ||�|| is a matrix or vector norm.

2 DOA Signal Model

Consider P signals arriving from different directions impinging on an M element
antenna array, as depicted in Fig. 1. Then, the total received signal, X tð Þ, that includes
directions both of elevation angle hkð Þ and azimuth angle /kð Þ, corrupted by AWGN, is
given as described below:

X tð Þ ¼ Aðh;/Þ S tð ÞþN tð Þ ð1Þ

where S tð Þ ¼ s1 tð Þ; s2 tð Þ; . . .; sP tð Þ½ �T is the (P � L) incident signals, L is the number of
snapshots, N tð Þ ¼ n1 tð Þ; n2 tð Þ; . . .; nM tð Þ½ � is an array of AWGN for each channel and
Aðh;/Þ is the steering matrix for P vectors it is defined as follows:

Aðh;/Þ ¼ aðh1;/1Þaðh2;/2Þ. . . . . .aðhP;/PÞ½ � ð2Þ

From Fig. 1, the unit vector, uk , that includes the directions of hk and /k for any
arrival signal is given as follows:

Fig. 1. M-element arbitrary antenna array receiving P signals from different directions.
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uk ¼ cos/k sin hk�ax þ sin/k sin hk�ay þ cos hk�az ð3Þ

where �ax; �ay and �az are unit vectors for Cartesian co-ordinates. The unit vector vi is the
distance from a reference antenna element to the ith element and it is given as follows:

vi ¼ ri cosui�ax þ ri sinui�ay; i ¼ 1; 2; . . .;M: ð4Þ

The phase angle ðuiÞ between a reference element and the others is defined as
follows:

ui ¼
2p
M

i� 1ð Þ ð5Þ

The projection angle ðaikÞ between a reference elements and the ith elements as
shown in Fig. 1 due to the incident plane waves can be calculated from the dot product
between unit vectors vi and uk as described below:

aik ¼ cos�1 vi:uk
vik k: ukk k

� �
aik ¼ cos�1 sin hk cosð/k � uiÞð Þ

ð6Þ

Once the above angle is computed, the time difference of arrival ðsikÞ of the kth
signal between the reference element and the others can be calculated as in the fol-
lowing equation:

sik ¼ r cos aik ¼ r cos cos�1 sin hk cosð/k � uiÞð Þð Þ
sik ¼ r sin hk cosð/k � uiÞ

ð7Þ

Next, the corresponding phase difference ðwikÞ for each ðsikÞ can be determined:

wik ¼ b:sik ¼ 2p
k
r sin hk cosð/k � uiÞ ð8Þ

b ¼ 2p
k is the spatial frequency, r is the distance between the reference element and

ith element, d is the separation between adjacent elements. Then, the steering vector for
an arbitrary geometry can be calculated:

aðhk;/kÞ ¼ e�jw1k e�jw2k � � � � � � e�jwMk
� � ð9Þ

The array covariance matrix (CM) is given by:

ð10Þ

Complete knowledge of covariance matrix, Rxx, may not be supposed; instead, the
sample-average estimated array input matrix can be used to construct CM as follows:
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ð11Þ

3 The Proposed AOA Method

The fundamental idea of this algorithm is applying the EVD approach to the CM or
SVD to the received signal data and then sorting the eigenvalues in ascending way.
Due to the orthogonal complementarity of the signal subspace (SS) and noise subspace
(NS), DOAs can be estimated either from NS such as MUSIC or from SS such as
ESPRIT. For computational reasons, SS is preferred since its dimension usually is
much smaller than NS. This means the computational burden of the SSS method in the
pseudo-spectrum construction stage using SS is much less compared to MUSIC.
Further, SS is more efficient to use than NS. The SSS method is based on the
orthogonality between the SS and the AMV as shown in Fig. 2.

Applying Eigenvalue decomposition (EVD) approach to and then sorting the
eigenvalues in a descending way yields:

ð12Þ

Where RSS ¼ k1; k2; . . . . . .; kP½ � is a vector with dimension (1 � P) and it
represents the largest P eigenvalues; the corresponding eigenvectors of RSS are:

Fig. 2. The orthogonality between SS and AMV.
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QSS ¼ q1; q2; . . . . . .; qP½ � ð13Þ

Whereas RNS ¼ kPþ 1; kPþ 2; . . . . . .; kM½ � is a vector with (1 � M–P) size
and represents the lowest P eigenvalues; the coresponging eigenvectors of RNS are:

QNS ¼ qPþ 1 qPþ 1; . . . . . .; qM
� � ð14Þ

Then, the spatial spectrum of the SSS method can be constructed below formula;

Pss hð Þ ¼ a hð ÞQSSk k2 ð15Þ

In order to extract the actual peaks and remove the sidelobe efficiently, we propose
the following novel approach; firstly, normalise the pseudospectrum of the above
equation using the maximum value:

PNorm hð Þ ¼ Pss hð Þ=max Pss hð Þð Þ ð16Þ

Next, to obtain narrower nulls towards DOAs and minimize the side-lobe levels
significantly, subtract PNorm hð Þ from unity as follows:

PS hð Þ ¼ 1� PNorm ð17Þ

Finally, apply the following formula to obtain peaks in the DOA signals,

PSSS hð Þ ¼ 1
PS hð Þþ e

ð18Þ

where is e ¼ 1=k1 a small scalar value added to avoid possible singularities. The
needed number of computational operations to construct the pseudospectrum for SSS
and other AOA methods was calculated and presented in Table 1.

where Jh and J£ denote the iteration numbers for elevation and azimuth planes
respectively. Based on the above arguments, the proposed method gives lower com-
putational burden than the other AOA methods in the spatial spectrum construction
stage. Thus, the SSS method will be more efficient to implement with the massive
MIMO technology compared to the above-presented AOA algorithms. This, in turn,
will minimize the execution time and the required memory storage significantly.

Table 1. The required computational burden of the SSS method vs. other AOA methods.

Algorithm Capon Propagator MUSIC SSS

Computational burden M2JhJ£ M2JhJ£ M M � Pð ÞJhJ£ MPJhJ£
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4 Simulation Results and Discussion

A computer simulation is performed with many scenarios to validate the theoretical
claims of the proposed method.

4.1 The 2D Estimation of the SSS Method Using Linear Arrays

Firstly, the performance estimation of the proposed method is studied with the variation
of the SNR at the antenna array output. Five different values of SNR is set namely:
SNR = –20 dB, –10 dB, 0 dB, 10 dB, 20 dB and each SNR three plane waves are
assumed arriving from 00, 300, and –500. A uniform linear array (ULA) consisting of
ten elements (M = 10) with spacing d = 0.5 k between each adjacent elements is used;
the number of snapshots is taken L = 100. The performance estimation of the proposed
method under these conditions is illustrated Fig. 3, it can be seen from this graph that
the SSS method produces sharp peaks towards the directions of arrival signals with
high resolution through the whole tested SNR range. However, the SNR effect on the
performance estimation is clear where the produced peaks became narrow and accurate
with increase in SNR and vice versa.

Secondly, the performance estimation of the SSS method is examined under var-
ious angular separations between AOAs. Seven signals are assumed incident on ULA
with these directions ½ðh1; h2 = h1 þDhj; ðh3; h4 = h3 þDhj; h5 = h3 � DhjÞ; ðh6; h7
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Fig. 3. The performance of the SSS algorithm with different SNR.
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= h6 þDhjÞ�, where h1 = –50°, h2 = 0°, h3 = 30° and Dhj is the angular separation
between each pair of AOAs. Three Dhj are considered namely: Dh ¼ ½1�

; 2
�
; 3

� �,
M = 20, SNR = 10 dB, L = 100 and d = 0.5 k. 100 Monte Carlo trials for each Dhj
are conducted and a cumulative distribution function (CDF) is plotted for five steps of
Dhj. The performance separation of SSS is shown in Fig. 4 and the percentage of
detection of the AOAs at each step of Dh ¼ ½1�

; 1:5
�
; 2

�
; 2:5

� � is 0.60, 0.76, 0.98 and
100 respectively. These results reflect the strength and effectiveness of the new method.

4.2 The 3D Estimation of the SSS Method Using Planar Arrays

The second scenario presents two simulation examples: the former assumes ten signals
are incident from different h and / angles on a uniform rectangular array (URA) with
(10 � 10) antenna elements. The other simulation parameters are L = 2048 and SNR is
set to 20 dB and d = 0.5 k. The latter emulates 25 signals impinging on URA with

(a) θ = 1°. (b) θ = 2°. 

(c) θ = 3°. (d) CDF of angular separations. 
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Fig. 4. The performance estimation and detection of the SSS method with different angular
separations.
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(16 � 16) antenna elements. The actual directions of received signals are generated
randomly and indicated by red lines. The performance estimation of the SSS algorithm
for the first and second scenario is depicted in Fig. 5 and Fig. 6 respectively. As can be
seen from these graphs, the SSS method estimated DOAs accurately with less com-
putation complexity in the scanning process stage compared to the MUSIC and other
AOA methods as shown in Table 2.

Fig. 5. The 3D performance estimation of the SSS method with P = 10, M = [10 � 10].

Fig. 6. The 3D performance estimation of the SSS method with P = 25, M = [16 � 16].
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4.3 The Performance Estimation Comparison with Other AOA Methods

The final scenario compares the estimation accuracy of the SSS method with four
common AOA techniques namely: Capon, Min-Norm, MUSIC and ESPRIT. The
comparison tests the collected number of snapshots (L) for received signals and thus a
simulation is run with seven different number of snapshots namely: L = [1, 3, 5, 10, 20,
50, 100, and 200]. For each L, 1000 Monte Carlo simulation is carried out to generate
three AOAs randomly within angular space [90°–90°]. The other simulation parameters
are M = 10, SNR = 10 dB, and d = 0.5k. The average root mean square error
(ARMSE) is calculated and then plotted as given in the below Fig. 7.

ARMSE ¼ 1
K

XK

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
P

XP

k¼1
hk � bhk� �2

� �s
ð19Þ

As can be seen from this figure, the SSS method gives the best estimation reso-
lution among the presented methods especially at a single and fewer number of
snapshots.

Table 2. The required computational operations comparison between the SSS method and other
AOA methods.

Algorithm Capon Propagator MUSIC SSS

M = 100, P = 10 O (1.3 � 109) O (1.3 � 109) O (1.17 � 109) O (1.3 � 108)
M = 256, P = 25 O (8.55 � 109) O (8.55 � 109) O (8.02 � 109) O (5.34 � 108)
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Fig. 7. The SSS performance estimation comparison with other methods.
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5 Conclusion

A new high precision technique based on the orthogonality between SS and AMV has
been proposed in this paper to estimates the directions of incident signals. The DOA
model has been presented and the antenna array steering vector derived for an arbitrary
array geometry. The principle and the mathematical model of the SSS method have
been also given and demonstrated with many numerical examples for both 2D and 3D
estimation applications. The performance estimation of the SSS method was compared
with popular AOA algorithms using extensive Monte Carlo simulation and the results
verified it has the highest resolution among them. The SSS method is applicable for any
type of array configuration and gives less computational burden in the scanning process
stage than MUSIC and other well-known AOA algorithms.
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Abstract. This paper presents a circular polarization reconfigurable antenna for
5G applications, which is compact in size and has good axial ratio and frequency
response. The proposed microstrip antenna is designed on a FR-4 substrate with
a relative dielectric constant of 4.3 and has a maximum size of 30 � 30 mm2

with 50 Ω coaxial probe feeding. This design has two PIN diode switches
controlling reconfiguration between right hand circular polarization (RHCP) and
left hand circular polarization (LHCP). To achieve reconfigurability, a C-slot
rectangular patch antenna with truncated corner techniques is employed by
cutting off two corners on the radiating patch. The proposed antenna has been
simulated using CST microwave studio software: it has 3.35–3.77 GHz and 3.4–
3.72 GHz bands for both states of reconfiguration, and each is suitable for 5G
applications with a good axial ratio of less than 1.8 dB and good gain of 4.8 dB
for both modes of operation.

Keywords: Microstrip antennas � Reconfigurable � 5G � Circular polarization

1 Introduction

Many recent books and articles have discussed the use of reconfigurable antennas for
“green” flexible RF in 5G applications [1–3]. This topic is of increasing interest for
industry because of the requirement for antennas which offer additional functionality
and have flexible properties, with the same or smaller physical sizes than previously
[4–6]. The 3.4–3.8 GHz frequency band has been identified as a good candidate for 5G
applications because of the availability of spectrum [7].

Polarization reconfigurable antennas can help to provide protection from interfering
signals in variable environments, offering an additional degree of freedom to increase
link quality in the form of altered antenna diversity. In addition, they can be used in
active read, write tracking and tagging applications and to enhance channel capacity
[8]. Several antennas have been developed to deliver reconfigurable polarization
characteristics using switches. Su et al. proposed and fabricated polarization recon-
figurable circular-polarized antenna for GPS systems using four photoconductive
diodes [9]: by controlling the switching state for each of four diode switches on a
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microstrip antenna, the radiation polarization can be altered from linear to circular,
either left hand or right hand circular polarization (LHCP or RHCP). Khidre et al. [10]
designed a single-aperture-fed dual-band reconfigurable antenna for polarization
diversity for WLAN applications. The antenna operates at both 2.4 and 5.8 GHz
bandwidth using four shorting posts. The impedance bandwidths for the two bands
were 3.6% and 4.3%, respectively, and each band radiates horizontal, vertical and
linear polarization, controlled by PIN diode switches. Constant radiation patterns are
achieved for different states of polarization with a maximum cross-polarization of
−13 dB and −9 dB for the two bands, respectively. Boonying et al. proposed a
polarization reconfigurable antenna for WLAN applications at 2.4–2.484 GHz con-
trolled by six PIN diode switches [11]. Other researchers have also presented designs
for 5G applications – for example in [12], an antenna is designed with circular
polarization reconfigurability between LHCP and RHCP, applicable in mobile systems.

In this paper, the diversity of a polarization-reconfigurable microstrip antenna with
semicircle slot is investigated, based on an antenna with two PIN diode switches giving
rise to orthogonal RHCP and LHCP. The orthogonality should occur at least in the
direction normal to the antenna, since it is hard to achieve orthogonal polarizations over
the whole sphere.

2 Antenna Design

In the proposed design, the radiator is fed by a 50 X standard probe. An FR-4 substrate
is used with h = 3.2 mm, er = 4.3 and loss tangent = 0.02. The frequency 3.6 GHz is
chosen as the resonance frequency because this frequency is suitable for 5G. A coaxial
probe type feed is used. The center of the patch is taken as the origin and the feed point
location is given by the co-ordinates (xf, yf) from the origin. The location of the feed
point is found using CST software, whose parametric optimizer identifies where the
input impedance is 50 X at the resonant frequency. At 3.6 GHz, the optimized feed
point location is (xf = 14.3 mm, yf = 14.6 mm). The antenna is designed with two PIN
diodes switches, modeled with a lumped element network which gives 0.9 Ω as the
resistance value of a diode in the ON state and 0.3 pF as its capacitance value in the
OFF state. The optimized dimensions are achieved by using the built-in optimizer
embedded with the CST software. CST time domain solver has been used with 10 lines
per wavelength as mesh density control properties. The dimensions of this antenna are
optimized to ensure good matching at resonance. The geometry of the antenna and its
optimized dimensions are shown in Fig. 1 and Table 1, respectively.

3 Simulation Results

In this section, the polarization diversity antenna is studied in terms of return loss,
radiation pattern, gain and polarization. The simulation results are generated using CST
software.
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3.1 Impedance Bandwidth

The simulation results for the return loss of proposed antenna in Fig. 2 show that, by
altering the state of the two PIN diodes, the reflection coefficient |S11| is maintained,
which is an advantage of this design. At the resonance frequency, the measured
effective bandwidths (S11 < −10 dB) for (D1ON, D2OFF) and (D1OFF, D2ON) are
11% and 8%, respectively, for both states.

(A) Top view (B) Side view

LL2

Fig. 1. Proposed polarization-reconfigurable microstrip antenna

Table 1. The optimized dimensions of the antenna (Units in mm)

W L L2 W1 W2 L1 R1 R2

30 30 17 17 9 8 6 7

Fig. 2. Return loss for microstrip antenna with two switch modes
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3.2 Radiation Pattern, Axial Ratios and Gains

Figure 3 shows the simulated radiation patterns of the antenna in different switch states
(in RHCP and LHCP) at resonance frequencies. Full wave simulation is carried out
using CST software. The yz-coordinates are taken into account as the E-plane and xz-
coordinates as the H-plane. These results are simulated at 3.6 GHz. It is shown that the
main lobe direction for (D1On, D2Off of the xz-plane) and (D1Off, D2On of the yz-
plane) are on the Ф = 0 and h = 0, whereas the main lobe direction for (D1On, D2Off of
the yz-plane) and (D1Off, D2On of the xz-plane) are on the Ф = 10 and h = −10,
respectively.

From Fig. 4, the axial ratio can be also observed. At resonance (3.6 GHz), a value
of less than 2 dB axial ratio resulted with the difference between the cross-polarization
component and the co-polarization component also less than 2 dB. In simulated results,
circular polarization is observed at each state of switching and in the xz-plane and yz-
plane. However, the results obtained show circular polarization at broadside and at the
most important direction in both xz-plane and yz-plane.

Figure 5 shows the captured view of an animated field explaining the sense of
rotation of circular polarization for the antenna. It shows that the filed distribution of
the proposed antenna is rotating in the left-hand circular polarization in the D1Off,
D2On state, whereas the field is rotating in the right-hand circular polarization in the
D1on, D2off state.

D1On, D2Off  xz-plane D1On, D2Off yz-plane 

D1Off, D2On xz-plane D1Off, D2On yz-plane

Fig. 3. Simulated results for radiation pattern for microstrip antenna
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Figure 6 shows the simulation results for the maximum realized gain of the pro-
posed antenna. The maximum value for simulated gain is 4.8 dB for both switching
states for the diodes at the resonance frequency.

4 Comparison with Some Other Existing Structures

Table 2 compares the proposed polarization-reconfigurable antenna with other anten-
nas with similar configurations and performance. It is noticeable that the proposed
antenna is better than others with respect to size, number of switches and also the
polarization states obtained compared with the design complexity.

Fig. 4. Simulated axial ratio for the antenna.

Fig. 5. Captured view of animated field shows the sense of rotation of CP for the antenna.
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5 Conclusions

A proposed design for a 5G circular polarization reconfigurable-microstrip antenna is
presented in this paper. The antenna is reconfigurable for circular polarization to cover
RHCP and LHCP under the control of PIN diode switches. The proposed design
exhibits 11%–8% effective bandwidth with maximum realized gain around 4.8 dB at
3.6 GHz. Only two switches are used for switching the mode of polarization. The
antenna characteristics are kept the same at each polarization mode due to symmetry
through switching. The antenna covers the 5G frequency band for potential use in
stationary terminals of various wireless applications and it is suitable for WiMax
applications and MIMO systems as well.

Fig. 6. Simulation results for the realized gain of the proposed antenna

Table 2. Comparison between the proposed structure with some other existing structures.

Ref. Antenna size (mm3) f0
(GHz)

No. of
switches

Design
complexity

Achieved
polarization

[9] 70 � 70 � 1.6 1.5 4 Simple LP-RHCP-
LHCP

[10] 140 � 80 � 10 2.4 2 Simple RHCP-LHCP
[11] 80 � 80 � 3.2 2.4 6 Very complex VP-HP-SP-

RHCP-LHCP
[13] 70 � 70 � 10.8 2.4 2 Simple RHCP-LHCP
[14] 100 � 100 � 3.2 1.5 2 Consists of

two layers
HP-VP-RHCP

[15] 67.5 � 39.3 � 1.52 2.4 2 Simple LP-CP
This
work

30 � 30 � 3.2 3.6 2 Simple RHCP-LHCP
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Abstract. This study proposes a compact design of frequency-reconfigurable
antenna array for fifth generation (5G) cellular networks. Eight compact
discrete-fed slot antennas are placed on the top portion of a mobile phone
printed-circuit-board (PCB) to form a beam-steerable array. The frequency
response of the antenna can be reconfigured to operate at either 28 GHz or
38 GHz, two of the candidate frequency bands for millimeter-wave (MM-Wave)
5G communications. The reconfigurability function of the proposed design can
be achieved by implementing and biasing a pair of diodes across each T-shaped
slot antenna element. Rogers RT 5880 with thickness of 0.508 mm and prop-
erties of e = 2.2 and d = 0.0009 has been used as the antenna substrate. The
antenna element is very compact in size with a good end-fire radiation pattern in
the frequency bands of interest. The proposed beam-steerable array provides
very good 3D coverage. The simulation results show that the proposed design
provides some good characteristics fitting the need of the 5G cellular
communications.

Keywords: 5G antenna � Cellular communications � Future networks
Reconfigurable antenna � Slot antenna

1 Introduction

The evolution from the current generation of cellular communications to the future
generation (5G) is mainly driven by the growing need for higher data rate communi-
cations in different applications [1, 2]. Different from the design of antennas for the
fourth generation (4G) cellular networks, antenna designs for the future wireless sys-
tems at higher frequencies (beyond 10 GHz) would face more challenges and needs
more requirements [3, 4]. One example of the requirements for the 5G antennas is the
reconfigurability function, where the same antenna is used for different modes such as
diversity or cognitive radio (CR) communications. Many antenna designs with
reconfigurability function are available for radar or space applications [5–7]. However,
those designs cannot be directly adopted for mobile communications, which has
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different requirements. To address this need, this paper presents a frequency-
reconfigurable antenna array that can operate at both 28 and 38 GHz (promising 5G
candidate bands) for cellular communications.

The proposed array contains eight slot antenna elements placed on the top of a
mobile-phone PCB. The array is compact in size and provides good beam steering
characteristics suitable for future mobile terminals. The overall size of the antenna is
60 � 120 mm2. Simulations have been done using CST software [8] to validate the
feasibility of the proposed frequency reconfigurable-phased array antenna for MM-
Wave 5G handset applications. This paper is structured as follows: The configuration
of the proposed reconfigurable 5G mobile phone antenna is described in Sect. 2.
Section 3 discusses the S-parameters and radiation performances of both the single
element and the final design. The final section presents the conclusions of this study.

2 The Proposed Design Configuration

The configuration of the proposed frequency-reconfigurable 5G handset antenna is
shown in Fig. 1. As illustrated, eight low-profile T-shaped slot antenna elements are
employed on the top portion of the mobile phone PCB. Another set of the proposed
beam steerable array could be used at the other side of the PCB to cover the other 3D
half-space. It can be seen that the proposed 5G array is compact in size with dimensions
39.8 � 3.25 mm2. Furthermore, there is enough space in the proposed mobile phone
antenna to include 3G and 4G MIMO antennas. The antenna is designed on a Rogers
RT5880 substrate with thickness (h), dielectric constant (er), and loss tangent (d) of
0.508 mm, 2.2, and 0.0009, respectively.

Fig. 1. (a) Configuration of the proposed reconfigurable 5G antenna and (b) its array schematic.
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3 Results

3.1 Single Element Reconfigurable 5G Antenna

The configuration of the single element frequency-reconfigurable antenna is illustrated
in Fig. 2(a). The antenna element is compact, with size of 3.25 � 4.8 mm2. The
optimal dimensions of the designed antenna are as follows: W = 4.8 mm,
L = 2.75 mm, W1 = 0.45 mm, L1 = 0.5 mm, W2 = 0.4 mm, L2 = 1 mm, and
x = 0.675 mm. As illustrated in Fig. 2(a), a pair of active elements (diode switches)
across the T-shaped slot can be used to effectively change the dimension of the radiator.
As a result, a reconfigurable dual band operation can be achieved. Figure 2(b) depicts
the model of the diode. The parameters of an AlGaAs beam-lead PIN Diode
(MA4AGBL912) including R = 4–4.9 Ω, C = 26–30 fF, L = 0.5 H (suitable for use up
to 40 GHz) have been employed in the simulation of the active element [9]. S11 results
of the antenna for different switching conditions are shown in Fig. 2(c). It can be seen
that the −10 dB impedance bandwidth of the antenna is switchable to operate in
frequency bands of 28 GHz and 38 GHz.

The current distributions for the presented antenna at its resonance frequencies
(28 GHz and 38 GHz) are illustrated in Fig. 3. It can be observed that the current flows
are more dominant around the edge of the main T-shaped slot at 28 GHz. At 38 GHz,
most of the current flows are around the smaller T-shape (created by the ON condition
of the diodes), which explains the resonant frequency shifting of the antenna [10].

Figures 4(a), (b), and (c) illustrate the S11 characteristics of the proposed design for
different values of W (slot size), x (placement of the diodes), and L2 (feeding point). As
shown, the antenna operation frequency varies with each of these different parameters.
Based on the obtained results, it can be seen that the antenna operation frequency can
be easily tuned to a desired frequency.

The 3D radiation patterns of the antenna and its fundamental properties in terms of
total efficiency and directivity are investigated in Fig. 5(a) and (b). As can be seen, the
antenna has desirable radiation performance and sufficient end-fire mode at 28 and
38 GHz. Based on the obtained results from Fig. 5(c) the total efficiency of the pro-
posed reconfigurable antenna is more than −0.1 dB with good maximum gain values in
the bands of interest.

Fig. 2. (a) Single element antenna schematic, (b) diode model, and (c) S11 results.
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3.2 Radiation Properties of the Proposed Design

The proposed array antenna is designed using eight T-shaped reconfigurable antennas.
Figure 6(a) illustrates the configuration of the linear array. The array is compact, with
size Wa � La = 39.8 � 3.25 mm2. The antenna element are arranged with a separation
of d = 5 mm. It should be notice that in order to achieve the higher scanning angles,
the distance between adjacent sources is less than k/2 of 28 GHz. Figures 6(b) and
(c) show the S parameters (S11 to S81) of the array for different conditions of the
employed active elements (ON/OFF conditions) at 28 and 38 GHz. It can be seen that
the array has good impedance matching with more than 2 GHz bandwidth at 28 GHz,
and 4 GHz at 38 GHz. Furthermore, as illustrated, mutual coupling characteristics of
less than −13 dB are obtained for the bands of interest.

Fig. 3. Current distribution of the proposed antenna at, (a) 28 GHz and (b) 38 GHz.

Fig. 4. S11 characteristics of the antenna for different values of (a) W, (b) x, and (c) L2.

Fig. 5. (a) Radiation pattern at 28 GHz and (b) at 38 GHz, (c) fundamental properties.
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The 3D directional radiation beams of the proposed antenna at 28 GHz for 0°, 30°,
60°, and 80° scanning angle are illustrated in Fig. 7, showing that the proposed
reconfigurable antenna array provides wide-angle scanning characteristics with a
symmetrical end-fire mode. It has also sufficient values of realized gain [11].

The analysis and performance of the antenna beams are obtained using CST
software. The shape and direction of the array beams are determined by relative phases
amplitudes applied to each radiating element as below:

u ¼ 2p d=kð Þ sin h ð1Þ

Where d is the distance between elements, k is the wavelength of the desired
frequency, and h is the scanning angle. In order to see the radiation beams at different
scanning angles, the phase shift between adjacent sources must be calculated according
to Eq. (1). The next step is applying the calculated Phased-Shifting with same values of

Fig. 6. (a) Array Configuration, (a) S-parameters at 28 GHz (diodes: OFF) and (c) S-parameters
at 38 GHz (diodes: ON).

Fig. 7. 3D directional radiation beams for 28 GHz at (a) 0°, (b) 30°, and (c) 60°.
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amplitude = 1 for each element. In order to understand the phenomenon behind this
process, the phases shifting for different angles are listed in Table 1. The calculated u
for 0°, 30°, and 60° are about 0, 85, and 145, respectively.

2D radiation patterns of the proposed antenna array with realized gain values over
wide scanning angles are illustrated in Fig. 8. As can be seen, the antenna provide a
very good beam steering with acceptable realized gain values for minus/plus scanning
angles.

Table 1. Required phase shifting for different scanning angles

u Port 1 Port 2 Port 3 Port 4 Port 5 Port 6 Port 7 Port 8

0 0 0 0 � 2 0 � 3 0 � 4 0 � 5 0 � 6 0 � 7
30 0 85 85 � 2 85 � 3 85 � 4 85 � 5 85 � 6 85 � 7
60 0 145 145 � 2 145 � 3 145 � 4 145 � 5 145 � 6 145 � 7

Fig. 8. Beam-steering characteristics of the design for (a) minus and (b) plus scanning angles.

Fig. 9. (a) Beam-steering characteristics of the antenna at different frequencies and (b) direc-
tivities of the proposed antenna at 0°.
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Figure 9 represents the 3D radiation beams of the proposed reconfigurable array
(with directivity values) at 28 and 38 GHz: the antenna has good radiation behaviour in
both of the 5G candidate bands. As mentioned above, the employed array has very
similar performance with sufficient gain values at different frequencies. The simulated
2D directivity characteristics of the proposed frequency reconfigurable antenna at 0°
are illustrated in Fig. 9(b). As can be seen, for the proposed design at 28/38 GHz, more
than 10 dBi directivities with low side lobes have been obtained.

4 Conclusion

The motivation of this paper is to design a new frequency reconfigurable antenna for
5G cellular communications. The antenna element is composed of a T-shaped slot
radiator with a pair of active elements for switching. The operation frequency of the
proposed antenna can be switched to work at 28 and 38 GHz. Using eight elements of
the antenna, performance of a mobile-phone antenna array has been investigated and
good results are obtained.

The employed array antenna has a compact size and is suitable for handset
applications. Due to the importance of the user effect on the antenna performance and
also the specific absorption rate (SAR) effects of the antenna on the human body [12]
(as illustrated in Fig. 10), investigation on these parameters could be a suitable topic for
further work.

Acknowledgment. This work is partially supported by innovation programme under grant
agreement H2020-MSCA-ITN-2016 SECRET-722424 and the financial support from the UK
Engineering and Physical Sciences Research Council (EPSRC) under grant EP/E022936/1.

References

1. Osseiran, A., et al.: Scenarios for 5G mobile and wireless communications: the vision of the
METIS project. IEEE Commun. Mag. 52, 26–35 (2014)

2. Rappaport, T.S., et al.: Millimeter wave mobile communications for 5G cellular: it will
work! IEEE Access 1, 335–349 (2013)

Fig. 10. (a) Data-mode, (b) talk-mode, and (c) double-hand.

444 N. Ojaroudi Parchin et al.



3. Ojaroudiparchin, N., Shen, M., Zhang, S., Pedersen, G.F.: A switchable 3D-coverage phased
array antenna package for 5G mobile terminals. IEEE Antennas Wirel. Propag. Lett. 2(15),
1747–1750 (2016)

4. Lin, H.-S., Lin, Y.-C.: Millimeter-wave MIMO antenna with polarization and pattern
diversity for 5G mobile communications: the corner design. In: IEEE International
Symposium on Antennas and Propagation & USNC/URSI National Radio Science Meeting,
9–14 July 2017, San Diego, CA, USA, pp. 2277–2578 (2017)

5. Ghanem, F., Hall, P.S.: A two-port frequency reconfigurable antenna for cognitive radios.
Electron. Lett. 45, 534–536 (2009)

6. Ojaroudi, N., Amiri, S., Geran, F.: A novel design of reconfigurable monopole antenna for
UWB applications. Appl. Comput. Electromagn. Soc. (ACES) J. 6(28), 633–639 (2013)

7. Da Costa, I.F., et al.: Optically controlled reconfigurable antenna array for mm-Wave
applications. IEEE Antennas Wirel. Propag. Lett. 15, 2142–2145 (2017)

8. CST Microwave Studio. ver. 2017, CST, Framingham, MA, USA (2017)
9. MA-COM Technol. Solutions Holding, Inc., AlGaAs beam-lead PIN diode. MA4AGBL912
10. Parchin, N.O., Abd-Alhameed, R.A., Elfergani, I.T.: A compact Vivaldi antenna array for

5G channel sounding applications. In: EuCAP 2018, 3–9 April 2018, London, pp. 1–3
(2018)

11. Parchin, N.O., Shen, M., Pedersen, G.F.: Wide-scan phased array antenna fed by coax-to-
microstriplines for 5G cell phones. In: 21st International Conference on Microwaves, Radar
and Wireless Communications, MIKON 2016, 3–9 May 2016, Krakow, Poland, pp. 1–4
(2016)

12. Parchin, N.O., Shen, M., Pedersen, G.F.: Small-size tapered slot antenna (TSA) design for
use in 5G phased array applications. Appl. Comput. Electromagn. Soc. (ACES) J. 3(32),
193–202 (2017). ISSN 1054-4887

Frequency Reconfigurable Antenna Array 445



A 70-W Asymmetrical Doherty Power
Amplifier for 5G Base Stations

Ahmed M. Abdulkhaleq1,2(&), Yasir Al-Yasir2,
Naser Ojaroudi Parchin2, Jack Brunning1, Neil McEwan1,
Ashwain Rayit1, Raed A. Abd-Alhameed2, James Noras2,

and Nabeel Abduljabbar2

1 SARAS Technology Limited, Leeds LS12 4NQ, UK
a.abd@sarastech.co.uk

2 Faculty of Engineering and Informatics,
Bradford University, Bradford BD7 1DP, UK

r.a.a.abd@bradford.ac.uk

Abstract. Much attention has been paid to making 5G developments more
energy efficient, especially in view of the need for using high data rates with
more complex modulation schemes within a limited bandwidth. The concept of
the Doherty power amplifier for improving amplifier efficiency is explained in
addition to a case study of a 70 W asymmetrical Doherty power Amplifier using
two GaN HEMTs transistors with peak power ratings of 45 W and 25 W. The
rationale for this choice of power ratio is discussed. The designed circuit works
in the 3.4 GHz frequency band with 200 MHz bandwidth. Rogers RO4350B
substrate with dielectric constant er = 4.66 and thickness 0.035 mm is used. The
performance analysis of the Doherty power amplifier is simulated using
AWR MWO software. The simulated results showed that 54–64% drain effi-
ciency has been achieved at 8 dB back-off within the specified bandwidth with
an average gain of 10.7 dB.

Keywords: Asymmetrical Doherty Power amplifier � Drain efficiency
GaN HEMTs � Wireless communications � LTE-Advanced

1 Introduction

The requirement for increasing the amount of transmitted data within a limited band-
width using mobile communications systems is growing rapidly and this is expected to
continue, especially with the developments of the LTE-Advanced system, where the
user is being attracted by the video streaming and multimedia data in addition to the
Internet of Things technology revolution [1–3]. Hence the 5G mobile generation will
include several technologies that can help to achieve the promised goals of the 5G.
Some of these are the use of massive MIMO, carrier aggregation, beam forming and
more complex modulation schemes which produce a high peak to average power ratio
(PAPR). The high PAPR requires the power amplifier to be backed off from the most
efficient point into a region where the efficiency drops sharply. As a result, a large
amount of supply power will be dissipated as a heat [1]. In particular, a high efficiency
performance produces a low linearity of the power amplifier and vice versa. The power
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amplifier should be designed to produce high efficiency at a large Output power Back-
off (OBO). There are several techniques which are used for efficiency enhancements,
and these include Envelope Tracking (ET), Envelope Elimination and Restoration
(EER), LInear amplification using nonlinear Component (LINC), Chireix outphasing,
and the Doherty Power amplifier. However, the simplest technique is the Doherty
amplifier, where neither additional controlling circuits nor signal processing blocks are
required [3].

The present paper has four sections, starting with the Doherty concept, then a
Doherty design example appropriate to 5G, followed by the simulation results and
finally the work’s conclusions.

2 Doherty Concept

The Doherty combiner was introduced by its inventor W.H. Doherty in 1936 [4] in
relation to high power tube amplifiers for broadcasting station. Nearly linear output
power can be achieved using two or more power amplifiers by combining their outputs
with k/4 transmission lines. The Classical Doherty power amplifier consists of two
separate amplifiers known as the carrier amplifier and the peaking amplifier (Fig. 1).
The carrier amplifier is designed to operate as a class AB amplifier whereas the peaking
amplifier is designed to operate as class C amplifier. The input signal is split between
the two amplifiers, where the carrier amplifier should be saturated at the back-off input
power; at the same power level, the peaking amplifier starts feeding current to the
output till it becomes saturated at the peak region, where the two power amplifiers give
their maximum designed output power [5–7].

The idea of the Doherty depends on the so-called active load-pull technique [1].
Where the operation of the Doherty power amplifier can be divided into three main
regions [5–9]:

The low power region, where the input signal level is not sufficient to turn the
peaking amplifier on so that the peaking amplifier can (ideally) be represented as an
open circuit. On the other hand, the main amplifier is amplifying the input signal as an

Fig. 1. Doherty Power amplifier structure [2]
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ordinary power amplifier, however the load is seen by the main amplifier through the
k/4 transmission line (Impedance Inverter), which makes the main amplifier saturate
because it sees a high load impedance at this phase, as shown in Fig. 2(a). The
impedance seen by the main amplifier depends on the following equation,

Z1 ¼ Z2
T

RL
ð1Þ

where:

Z1: the impedance seen by the main amplifier
ZT: the impedance of the k/4 transmission line
RL: the load impedance

The second region (medium power region) where the peaking amplifier starts
injecting the current into the load and acts as a current source. As the current in the
peaking amplifier increases, the load impedance seen by the impedance inverter will be
increased, at the same time, the impedance seen by the main amplifier will be
decreased. As a result, the main amplifier output voltage remains roughly constant and
the total current is increasing which increases the total output power as shown the
following equations:

Z2 ¼ RL 1þ I�

I2

� �
ð2Þ

Z1 ¼ Z2
T

RL 1þ I2
I�

� � ð3Þ

where:

Z2: the impedance seen by the Peaking amplifier
I� : the current after the k/4 transmission line
I2: the peaking Amplifier current

Fig. 2. Doherty operation region [2] (a) Low power region, (b) Medium and high-power region
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Finally, the high-power region, where both amplifiers work at their maximum out-
put current, where the impedance seen by each amplifier is controlled by Eqs. (2) and (3).

The current and voltage behaviour of both the main and the peaking amplifiers is
shown in Fig. 3. It can be observed that the peaking amplifier starts injecting the
current near the OBO point, whereas the voltage of the main amplifier remains roughly
constant after the OBO point but its current increases.

3 Doherty Design

As mentioned above, the main amplifier should be designed as class AB, whereas the
peaking amplifier should be biased as a class C power amplifier. The first issue in
designing any power amplifier is to take into account the stability of the transistor to
make sure it does not oscillate. Then the input and output matching networks have to be
designed for the optimum load and source impedances that achieve the best transistor
performance.

Since the peaking amplifier is not behaving as a current source when it is off, but it
is still subject to the output capacitance of the intrinsic device and the parasitic elements
of its package, the offset line should be inserted at the output of the peaking amplifier to
ensure that a high impedance will be seen when the peaking transistor is off below the
back-off region, as this is one of the main conditions to satisfy the Doherty concept.
After adding the offset line in the output of the peaking amplifier, the phase difference
should be compensated by inserting an offset line at the output of the main amplifier.

An important issue in designing the Doherty power is the transistor choosing,
which is govern by the following parameters

1. The average power
2. The PAPR

Fig. 3. Main and peaking current amplitude [1]
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The summation of both parameters determines the maximum output power of the
Doherty power Amplifier i.e. the sum of the main and peaking output power, whereas
the PAPR represents the same amount of the back-off power that can define the ratio
between the peaking amplifier to the main amplifier according to the following equation

B ¼ �20 log 1þ dð Þ ð4Þ

where
d: is the ratio of the peaking power amplifier to the main power amplifier.
For this paper, the maximum output power was 70 W with an –8 dB back off, so

that the ratio d should be at least 1.5. So that, GaN HEMTs transistors with peak power
ratings of 45 W and 25 W are satisfying the design requirements.

Another issue in the Doherty power amplifier design is the line offset, where the
output impedance of the peaking amplifier should be high, so that a line offset will be
added to the output impedance of the peaking amplifier, its electrical length for this
deign case is 29.2°.

4 Simulation Results

A 70 W Doherty power amplifier analysis and performance are simulated using
AWR MWO software. Rogers RO4350B material was used as a substrate. The full
circuit schematic is shown in Fig. 4 whereas the layout of input and output matching
circuits for both main and peaking amplifiers are shown in Fig. 5.

The performance of the main and peaking amplifiers separately in terms of output
power, gain, drain efficiency and Power added efficiency (PAE) are shown in Fig. 6 and
Fig. 7 respectively. As illustrated in Fig. 6, about 80% drain efficiency is obtained from
the main amplifier with an average gain of 10 dB. Nevertheless, the performance of the
peaking amplifier shown in Fig. 7, represents a class C power amplifier where it can be
noticed that the peaking amplifier starts injecting the power after the input back-off point.
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Furthermore, it can be notice from Fig. 8, the line offset is needed to produce a high
impedance seen from the combiner toward the output of the peaking amplifier when the
transistor is off in order to satisfy one of the Doherty conditions. It can be noticed that a
high impedance can be gotten by adding a line offset.

In addition, it can be noticed from Fig. 9 that the designed Doherty power amplifier
has about 63% drain efficiency at 8 dB OBO for 3.4 GHz; however, the efficiency level
for other frequencies is less due to the effect of the off-set lines. At the same time, the
gain obtained is 10.8 dB. In addition, the total output power of the designed Doherty
power amplifier is 48 dBm where both amplifiers participate with their full power.

The achieved simulation results are compared with other works over the same
frequency band, as shown on Table 1.

Main 

Amplifier 

Peaking 

Amplifier 

Fig. 5. Input and output matching circuit for Doherty Power amplifier
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5 Conclusions

The Doherty power amplifier provides the simplest way of combining two amplifiers to
provide a good efficiency performance around the back off region. The performance of
A 70 W Asymmetrical Doherty power amplifier was simulated using AWR MWO; the
overall Doherty power amplifier showed, as per design, an 8.3 dB OBO, with 40 dBm
average power. The Drain efficiency at the back off point was 63%, whereas the
average gain was 10.7 dB.

Acknowledgment. This project has received funding from the European Union’s Horizon 2020
research and innovation programme under grant agreement H2020-MSCA-ITN-2016 SECRET-
722424 [10].

Fig. 9. Doherty power amplifier efficiency

Table 1. Previous work achievements

Frequency (GHz) Psat (dBm) Pav (dBm) OBO (dB) DE @OBO Gain dB

[6] 3.3–3.6 43 37 6 38–56a 10
[7] 3.4–3.6 43 35 8 63 12.5
[8] 3.35–3.5 49.3 41 8 50.2–55.1 14.75
[9] 3.4–3.6 44.5 36.5 8 40–42a, b 25
This work 3.3–3.5 48 40 8 54–64 10
aPractical measurements
bPower added efficiency @ OBO
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Abstract. In this paper, a 2-stage Doherty power amplifier and a single class B
at 3.800 GHz, based on a 10 W GaN-HEMT technology using the bandwidth
up to 6 GHz have been designed. The Doherty structure employes a class B bias
condition for the main and a class C configuration for the auxiliary devices in
the Agilent’s ADS design platform. An uneven Wilkinson power divider is
applied to deliver more power to the auxiliary device in order to achieve proper
load modulation. The RF performances of the Doherty amplifier have been
compared with those of a class B amplifier alone. The simulation results exhibit
that the Doherty architecture can be considered as an ideal candidate for max-
imizing average efficiency while simultaneously maintaining amplifier linearity.

Keywords: Doherty amplifier � Power amplifier � High efficiency

1 Introduction

Mobile telecommunication systems typically use complex modulation standards to
send more information in a very dense constellation. It is common to have high data
rate signals with large envelope fluctuation in the time domain resulting in high peak-
to-average (PAR) ratio. In order to prevent in-band distortion and out-of-band emission
as well as to satisfy the stringent linearity requirements imposed by the wireless
communication standards, the Power Amplifier (PA) are usually operated at the back-
off region leading to thermal problems, high energy consumption and/or shorter battery
life. Therefore, the key issue in modern PA design is to develop techniques that are
capable of improving the average efficiency and to reduce the power wastage. Several
architectures have been proposed to enhance the average efficiency of the PA when
excited with modulated signals [1]. Among them, the Doherty power amplifier using
gallium–nitride (GaN) transistor, has been extensively investigated and widely
deployed in modern digital transmitters [2].
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The basic idea behind the Doherty amplifier is to employ an impedance inverting
network to modulate the load presented to the carrier amplifier according to the current
supplied by the Auxiliary device, leading to efficient operation [3].

The basic structure of the two stages DPA is depicted in Fig. 1. The modern DPAs
are usually implemented by a proper combination of two active devices that operate as
Carrier and Peaking power stages. It consists of a power splitter to properly divide the
input signal to the device gates, and an output power combining network including an
impedance inverter, to sum in phase the signals arising from the two active devices, and
impedance transformer connected to the output load. Finally, a phase compensation
network connected at the input of the peaking device compensates the phase variation
introduced by the impedance inverter.

Replacing the main and peaking transistors with two equivalent current sources in
Fig. 2, the impedance seen by the Main amplifier can be changed by varying the
current supplied of the peaking device, while the voltage swing across the Main has to
be constant to maximize the efficiency. Therefore, it is necessary to impose an Impe-
dance Inverting Network between the load and the main source. It is assumed that each
current source is linearly proportional to the input voltage signal, in such a way, that the
constant voltage value at the main terminals will be transformed into a constant current
at the other terminals, without considering the value of the load [5].

Fig. 1. Doherty power amplifier scheme [4]

Fig. 2. Structure of equivalent circuit of Doherty amplifier
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The organization of this paper is as follows: the working principle of the Doherty
Power Amplifier is presented in Sect. 2; a single power amplifier and a Doherty power
amplifier are designed in Sect. 3 by using the Cree’s CGH40010 transistor in the
3.800 GHz band frequency available in the Agilent’s ADS2016.01, whilst the DPA’s
input uneven power driving used to drive both the Main and the Auxiliary devices, and
power combiner are discussed in this section. Then the DPA power gain behavior is
discussed and compared with that of single PA according to simulation results; and
finally in Sect. 4 the conclusion is given.

2 Doherty Amplifier Operation

The Doherty power amplifier has two distinct operating regions. The simplified output
section of a DPA in the two operating regions is shown in Fig. 3. The first region
known as the low power region, the power amplifier operates in the class of operation
chosen for the main amplifier (in this work Class-B with short circuit harmonics). In
this stage, there is not enough input power to turn on the auxiliary PA, which typically
is biased in Class C condition. The requirement for this region is to maximize the
efficiency by finding the optimum impedance whereby maximum voltage swing can be
achieved at back-off [6]. In such a way, when the input power increases, the output
power and efficiency increases at twice the normal growth rate.

The second region is known as the Doherty power region, when the Main device
drain voltage reaches its maximum swing at the desired back-off point, and cannot be
increased any further; the Auxiliary amplifier is conducting current into the output load,
as can be seen in Fig. 3. Since the Main PA preserves a constant output, voltage with
increasing output current, the perceived impedance decreases towards the value of the
characteristic impedance due to the quarter-wave impedance transformer [6]. The
Main PA now acts as a controlled voltage source, operating at peak efficiency and
delivers an increasing amount of power, while the Auxiliary device acts as a controlled
current source where increasing the current and voltage swings, in proportion to the
input voltage, leads to a reduction in the output impedance. At the end, for the peak
envelope value, both devices achieve their saturation and observe an optimum resis-
tance equal to the characteristic impedance of quarter-wave line.

Fig. 3. Simplified equivalent output section of a Doherty Power Amplifier (DPA).
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Figure 4 shows the ideal behavior of the Main and Auxiliary PA efficiency. For the
low power region, the efficiency of a Doherty amplifier is very similar to the efficiency
of Class-B amplifier, however, it reaches the maximum value at the back-off point as a
result of using twice the optimum load value. At the Doherty region, the efficiency of
the Main device remains constant, due to the constant level of saturation, while the
efficiency of the Auxiliary device starts to increase. The Doherty architecture is capable
of providing the same maximum efficiency over the 6 dB power range.

3 Design of Doherty Power Amplifier

In order to design a class B power amplifier as the Main device, the operating point of
the transistor is located exactly at the boundary between the cutoff region and the active
region (at –3.1 V) at the gate and 28 V at the drain, is set at the zero quiescent current
so it conducts 50% of the RF and the drain current is a half-sinusoid. Figure 5(a) and
(b) are the characteristics of the CGH40010F transistor, which show the variation of the
drain current as a function of VDS and VGS respectively.

To find the optimal output impedances of the transistor operating in the linear
region, the load pull simulation is performed using the non-linear model of the tran-
sistor. An optimum impedance for maximum efficiency at the low power region for the

Fig. 4. Class-B/C Doherty power amplifier efficiency.
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main branch, and the optimum impedance for maximum power on the high power
regime for both the main and peaking in the DPA must be selected. In order to
determine the optimum load that device should see, the efficiency and output power in
operating frequency are tracked through varying load impedances and proper impe-
dances deliver maximum efficiency and maximum power should be selected.

In Fig. 6, the single load impedance in the center point of the PAE contours that
gives the maximum efficiency of 68.27% - is selected for the output matching network.
The output matching network imposes an optimum load for the fundamental frequency,
and zero to second and third harmonics in class B (class B exploits the harmonics to
increase efficiency). In order to minimize the signal reflection at the input of power
amplifier, the input impedance of the PA should be matched with the characteristic
impedance of the input source. The input matching circuits implements the conjugate
matching between complex impedance of the power amplifier and the signal source
impedance.

As shown in Fig. 7, the output matching network of the DPA is composed by offset
transmission lines with characteristic impedance of 50 X, connected after the matching
circuits of the carrier and peaking amplifiers. The peaking transistor should be able to
deliver sufficient output power to ensure proper load modulation for the main amplifier;
therefore, an uneven power divider is designed and optimized in order to provide more
power to the peaking amplifier than to the carrier PA from the source. The asymmetric
powers are combined by the Doherty operation through a quarter-wave impedance
converter. Consequently, a second quarter-wave transmission line should be added at
the input of the Auxiliary PA to properly compensate the phase shifting introduced by
the output k/4 transformer.

3.1 Offset Line

The offset lines are very important components following the Main and Auxiliary
amplifiers for proper load modulation. As shown in Fig. 8, in the low-power region, the
load impedance seen by the Main amplifier become double and the output matching
network of the main PA is designed to match the optimum impedance determined in
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load pull for maximum efficiency and 2Zopt to maximize the efficiency and gain; whilst
at the output of the peaking amplifier, the offset line is adjusted to high impedance, as
close as possible to an open circuit to prevent power leakage to the Main amplifier. The
offset lines do not affect the overall matching condition and load modulation [7]. In the
high power region, the main and peak currents sum in-phase and decreases. The load
impedance of the carrier amplifier varies from 2Zopt to Zopt, and the peaking amplifier
during the load modulation operation varies from infinite to Zopt. The efficiency of the
Doherty amplifier at the maximum input voltage is equal to the maximum efficiency of
the amplifiers.

3.2 Power Splitter Design

In order to obtain high efficiency, an uneven Wilkinson power divider presented in
Fig. 9 that is applied at the input circuit of the Doherty PA. In this work, the ratio
between the input power of the carrier amplifier and peaking amplifier is 2:1. In fact,
the peaking amplifier should be approximately double-sized of main amplifier to
receive more power. As can be seen in Fig. 9, that unequal-split Wilkinson divider
consist of four transmission lines with characteristic impedances of Z0, joined at their
outputs with a resistor [8], which is located between the pads at the outputs.

Fig. 7. Two-way Doherty amplifier block diagram

Fig. 8. Load-network schematic for each amplifier at the low and high power regions.
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The asymmetrical input power splitting ensures a very good isolation between the
main and peaking ports, and it also causes the saturation delay of the peaking amplifier
to maintain high efficiency in the DPA over a wide dynamic range of the back-off
power region. The amplifiers with uneven power drive show more efficient operation,
with approximately 10–13% increase in ranges of drain efficiency and produce more
power than even drive [10]. However, an uneven Doherty amplifier provides less linear
gain in the low power region due to the smaller input power delivered to the main
amplifier.

3.3 Output Combining Network Design

The Doherty output combining circuit consists of a quarter-wave transmission line with
characteristic impedance of 50 X, which provides required phase delay and a quarter-
wave transmission line of 35.35 X impedance that transforms the common load
impedance to the final load impedance of 50 as shown in Fig. 10. In the low-power
region, where the peak amplifier is turned off, the combining circuit acts as a 1:2
impedance transformer, providing the required load pulling for the main amplifier. In
the case of the high power region, particularly at the maximum power point when the
main and peak amplifiers deliver equal amounts of output power, the combining circuit
functions as a 1:1 combiner.

Fig. 9. Topology of unequal Wilkinson power splitter [9]

Fig. 10. Output combining network (a) in the low-power region and (b) at maximum power
point where the output currents of the main and peaking amplifiers are combined [11].
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3.4 Single Amplifier Design

The Class B power amplifier design contains bias networks, input-output AC matching
networks, and the open stubs connected in parallel. The schematic simulation results in
Fig. 11 indicate a small signal transducer gain to be flat at around 15 dB, and when the
gain compression starts the gain decreases with increasing output power. The efficiency
of the PA is an important measure of the battery life of the wireless transceivers. At
3.800 GHz the maximum drain efficiency of class B is 60.30% at input power of
35 dBm. This implies that the amplifier enters saturation after it reaches an output
power of 40.58 dBm. The Power amplifier class B indicates a PAE of 54.71% at the
output power of 40.12 dBm, and input power of 29 dBm.

3.5 Doherty Amplifier Design

In the proposed design, the single designed class B amplifier is used as the main
amplifier. Hence, to complete the Doherty design, a class C amplifier is necessary as a
peak amplifier with a supply voltage of 28 V. In order to maintain maximum power
transfer, matching circuits are designed at the input and the output of the transistor
realized by micro-strip transmission lines as well as bias networks. The used substrate
within this work is Rogers4350B substrate with dielectric constant er = 3.66 and
thickness h = 0.762 mm.

The results of power sweep for harmonic balance simulation is shown in Fig. 12.
When the input signal is working at 3.800 GHz, it shows that due to the class C bias
state of the peak transistor in the Doherty amplifier, the gain flatness of the Doherty
amplifier is worse than the Single class B, which is flat at around 12 dB. On the
contrary the power-added efficiency (PAE) of the Doherty amplifier at the output power
of 35 dBm point is 52.2%, 10.2% higher than that of the single amplifier and the
power-added efficiency of the Doherty amplifier at the maximum output power reaches
60.42%. It clearly indicates that the efficiency of the DPA is higher than that of the
class B power amplifier. This is due to the Doherty principle and the electrical lengths
of the delay and impedance inverter transmission line previously mentioned.

Figure 13 shows the appropriate impedance transformations on a Smith chart to
determine the offset line length of each amplifier.
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Figure 14 shows the main and auxiliary device RF current and voltage amplitudes
over the whole power range. It is clear that the peaking amplifier dose not consume any
current at the low power region. Their voltage and current are close to 0 until 6 dBm.
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For the upper 6 dB region, the peaking amplifier, and due to the Class-C bias, draws
more input power, and also the current and voltage of the peaking amplifier increases
very rapidly. At the maximum power point, the carrier and peaking amplifiers achieve
the same amplitudes of current and voltage.

4 Conclusion

A class B power amplifier and a Doherty structure have been designed using a 10-W
packaged GaN device (CGH40010) from Cree Inc. The single power amplifier class B
is biased at threshold voltage. In order to drive the amplifier into the compression point,
a 35 dBm of input power is required. At 3.800 GHz, the maximum drain efficiency of
the PA is 60.30% at output power of 40.58 dBm. Also, the design procedure and final
performance of a Doherty PA have been presented. The carrier amplifier and peaking
amplifier were biased in Class-B and Class-C conditions, respectively, with a drain
voltage of 28 V. In this design, the matching networks of the carrier and peaking
amplifiers were designed to maximize the delivered power to the output. An offset line
has been added at the output of the peaking amplifier in order to ensure the open circuit
condition at the low power drive levels. This DPA attained an efficiency of 60.42% at
45.13 dBm output power. Thus, the DPA increases the power efficiency, especially at
high power levels, in comparison with class B when they operate at their saturation
level.
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Abstract. All Service Providers (SP) offering many services that needs to
regularly measure the values of RSCP and Ec/Io. These two important Key
Performance Indicators (KPIs) may assess their network performance and
deliver Quality of Service (QoS) to meet both the end user perception and
regulatory obligations. In this paper, a well-established real radio network
performance evaluation is presented on the basis of Receive Signal Code Power
(RSCP) and Signal-to-Interference Ratio (Ec/Io). The focus is to analyze live
indoor network performance of the proposed network within the confines of
Distributed Antenna Systems (DAS) irrespective of discussions and modelling
in the literature. The Tests was carried out by TEMS Investigation, one of the
most powerful tools for measuring the mobile wireless network Performance.
Results and Analysis section summarizes findings and improvement on the two
KPIs.

Keywords: 3G � WCDMA � CPICH � RSCP � RSSI � Ec/Io � QoS
BTS � NodeB � DAS � UE � CSSR � SDCCH

1 Introduction

The Wireless Mobile Technology, is aimed to provide and handling high throughput
Internet and multimedia traffic. As example it is based on Wideband Code Division
Multiple Access (WCDMA) radio platform for 3G and Orthogonal Frequency multiple
Access (OFDM) for 4G and 5G. Generally speaking the Access Technology has
sophisticated radio interface with great flexibility in carrying and multiplexing a large
set of voice traffic and data services with constant as well as variable throughput
ranging from low to very high data rates with efficient support for carrying IP traffic [1].
NodeB coverage is designed for multiple services with largely different bit rates and
QoS requirements. This necessitates the need for traffic classification based on QoS
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targets for different types of services. A large set of features and well-designed radio
link layer modes to ensure very high spectral efficiency in a very wide range of
operating environments from large macro outdoor cells to indoor cells is incorporated
in the current and future network standards.

RSCP denotes the receive power of the primary CPICH (Pilot channel) as measured
by the User Equipment [2]. In the RF front systems a physical channel corresponds to a
particular multiple accesses through spreading codes. RSCP can bemeasured in principle
on downlink as well as on uplink; it is only defined for the downlink and thus presumed to
be measured by the User Equipment (UE) and reported to NodeB through an uplink
channel. RSCP is very important parameter in WCDMA and it serves as an indication of
signal strength, a handover criterion, in downlink power control, and also helps to cal-
culate path loss. The relationship between RSSI and RSCP is given in Eq. 1 below:

RSSI dBm½ � ¼ RSCP dBm½ � � Ec
Io

dB½ � ð1Þ

Where, RSSI is the Received Signal Strength Indicator and Ec/Io is the ratio of the
received energy per chip (code bit) to the interference level in dB. Ec/Io is most
important UE measurement for network planning purposes as it is the basic coverage
indicator. In case no true interference (No) is present, the interference level (Io) is equal
to the noise level. Ec/Io is also very important for handover decision. The value of
Ec/Io varies such that if the value starts to get too low, the user start to have dropped
calls, or cannot connect to the network. The value of network Ec/Io of −10 dB to
−9 dB is considered to be good by network engineers.

2 Distributed Antenna System (DAS)

Providing uniformly very good Quality of Service (QoS) in a cellular system is
challenging due to fading, path loss, and interferences [3]. One of the solution to this
problem is to deploy a Distributed Antenna Systems (DAS) where the transmission
points are distributed throughout the indoor environment following some type of
network topology. The antennas may be connected directly to a nearby BTS or the
signal from the BTS may be received off the air. The antennas are networked in the
indoor environment using coaxial cable or Optic fiber Cable. DAS are wireless com-
munications architecture where multiple transmission and reception points are con-
nected to single processing unit normally called an equipment hotel. The antennas are
spatially distributed in the indoor environment where the QoS improvement is expected
as shown in Fig. 1 below.

The distributed antennas are connected to a home base station or equipment hotel
using a high bandwidth low latency dedicated connection for distributing the signal to
the splitters and then to individual antennas.

In future DAS is expected to dominate the indoor solutions due to the fact that DAS
solution is inexpensive and easy to deploy as compared to competing technologies like
Femtocells and Picocells [4]. DAS do not use wireless spectrum for transmission
between the remote antenna and BTS. Compared to femtocells [5], the distributed
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antenna are fully coordinated by a central processing unit normally connected in the
site by the operator. Femtocells are a promising solution for improving coverage in
residential areas where normally a Drive Test conducted by the Service Provider
indicated very low RSSI or dead RF signal zones which resulted in drops calls and call
blocking to be very high.

DAS are large scale solution for an entire building and public places while con-
sumers can purchase Femtocells based on their requirements. DAS are also deployed
targeting coverage first and then capacity as compared to Service Provider deployed
Picocells that are hot spots targeting capacity improvement.

3 Test Configuration

The test was conducted in a sixteen floor Commercial Tower building where the traffic
is very high during the normal working hours.

The Distributed Antenna Systems were networked using a network topology as
shown in Fig. 1. The Distributed Antennas were installed in the ceiling of the building
indoor, and connected using coaxial cable to a NodeB site on the rooftop of the tower
building through splitters as shown in Figs. 2 and 3.

RFMeasurements were conducted for the RSCP and Ec/Io in the building before and
after the DASs installation. The RF measurement was done using TEMS (Test Mobile
System) Investigation. The measurement platform is as shown in Fig. 4. TEMS is one of
the state of art mobile testing solution that is universally used by telecoms operators to
measure, analyze and optimize their mobile networks. It is considered as the basic tool to
perform wireless network drive testing, benchmarking, monitoring and analysis.
The TEMS Products business was divested to Ascom, Switzerland, on June 2, 2009 [6].

Fig. 1. Indoor DAS system topology
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Fig. 2. Splitter connected to DASs and NodeB site on Tower Roof using coax cable.

Fig. 3. DASs installed in the ceiling of the building indoors connected to the splitter.

Fig. 4. Measurement Platform set-up.
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Several locations were tested indoor for the RSCP and Ec/Io during the measure-
ment. The tests were conducted before and after DAS installation in the building for
comparison. The RF output plots for the Pre- and Post-DAS installation for the RSCP
and Ec/Io are shown in Figs. 5(a), (b) and 6(a), (b).

4 Result and Analysis

1. Call Setup Success Rate (CSSR)

Figure 7 shows the chart for Pre- and Post DAS Call Setup Success Rate (CSSR)
for the network. The CSSR is the measure of blocking probability of a network. The
lower the CSSR value the higher the blocking probability and vice versa. CSSR is the
number of successful seizure of SDCCH channel by the total number of requests for
seizure of the channel [7]. It can be seen that the Post-DAS measurement is much better
as high as 98% as against Pre-DAS which was 40%.

Fig. 5. RSCP RF Plot for Pre-DAS (a) and Post-DAS (b).

Fig. 6. Ec/Io RF Plot for Pre-DAS (a) and Post-DAS (b).
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2. Receive Signal Code Power (RSCP)

Figure 8 shows the chart for the RSCP. It can be seen that out of the total number of
RF samples measured for the Pre-DAS case, 99.02% of the RF samples were greater
than −90 dBm while 99.71% for the Post-DAS case. This indicated that Post-DAS
RSCP is better.

3. Signal-to-Interference Ratio (Ec/Io)

Figure 9 shows the Ec/Io chart in dB. It can be seen that the plot area between -
15 dB to Max, the % of the post-DAS RF samples is higher by 2.7%, that is,
(49.16% + 21.23 + 3.35 = 73.74% to 41.18 + 27.60 + 2.26 = 71.04%).
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5 Conclusion

Practical deployment/ demonstration has proved that Distributed Antenna System is a
promising technology for improving indoor coverage and capacity in 3G mobile
wireless technology. Installation of DAS in high traffic areas like hotels, malls, rail-
ways, public buildings can improve QoS by minimizing call blocking probability and
Bit Error Rate (BER). The study shows how DAS can improve both RSCP and Ec/Io
which are two important Key Performance Indicators in delivering quality services that
leads to better user Quality of Experience (QoE). Further study is needed to investigate
effect of interference when multiple DASs are installed in a particular location.
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