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Preface

Since the 2003 ISAAC Congress at York University, it has become a tradition that a
volume based on the special session on pseudo-differential operators be published.
It is not only intended to document the event, but also to provide guidance for future
research on pseudo-differential operators and related topics.

The 11th ISAAC Congress was held at Linnæus University in Sweden on August
14–18, 2018. This volume, as a sequel to its predecessors, is based on talks given at
the congress and invited articles by experts in the field.

There are ten chapters in this volume, titled “Analysis of Pseudo-Differential
Operators.” The first four chapters address the functional analysis of pseudo-
differential operators in a broad range of settings, from Z to R

n, to compact and
Hausdorff groups. Chapters 5 and 6 focus on operators on Lie groups and manifolds
with edge. The next two chapters discuss topics in probability, while the last two
chapters cover topics in differential equations.

It is hoped that these volumes on pseudo-differential operators published by
Birkhäuser in Basel over a span of fifteen years have served and will continue
to serve as useful reference guides for young mathematicians aspiring to explore
new directions in pseudo-differential operators. It is also our firm belief that these
volumes on pseudo-differential operators will continue to grow and develop in
unforeseen directions, thanks to the input of new generations of mathematicians.

Zanjan, Iran Shahla Molahajloo
Toronto, ON, Canada M. W. Wong
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Discrete Analogs of Wigner Transforms
and Weyl Transforms

Shahla Molahajloo and M. W. Wong

Abstract We first introduce the discrete Fourier–Wigner transform and the discrete
Wigner transform acting on functions in L2(Z). We prove that properties of the
standard Wigner transform of functions in L2(Rn) such as the Moyal identity, the
inversion formula, time-frequency marginal conditions, and the resolution formula
hold for the Wigner transforms of functions in L2(Z). Using the discrete Wigner
transform, we define the discreteWeyl transform corresponding to a suitable symbol
on Z × S

1. We give a necessary and sufficient condition for the self-adjointness of
the discrete Weyl transform.Moreover, we give a necessary and sufficient condition
for a discrete Weyl transform to be a Hilbert–Schmidt operator. Then we show how
we can reconstruct the symbol from its corresponding Weyl transform. We prove
that the product of two Weyl transforms is again a Weyl transform and an explicit
formula for the symbol of the product of two Weyl transforms is given. This result
gives a necessary and sufficient condition for the Weyl transform to be in the trace
class.

Keywords Fourier–Wigner transform · Wigner transform · Weyl transform ·
Moyal identity · Time-frequency marginal conditions · Wigner inversion
formula · Weyl inversion formula · Kernels · Hilbert–Schmidt operators · Trace
class operators · Twisted convolution · Weyl calculus
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2 S. Molahajloo and M. W. Wong

1 Introduction

To put this paper in perspective, we first recall the Wigner transform and the Weyl
transform mapping functions in L2(Rn) into functions on, respectively, Rn × R

n

and Rn.
Let σ ∈ L2(Rn × R

n). Then the Weyl transform Wσ : L2(Rn) → L2(Rn)

corresponding to the symbol σ is defined by

(Wσf, g)L2(Rn) = (2π)−n/2
∫
Rn

∫
Rn

σ (x, ξ)W(f, g)(x, ξ) dx dξ

for all f and g in L2(Rn), where W(f, g) is the Wigner transform of f and g
defined by

W(f, g)(x, ξ) = (2π)−n/2
∫
Rn

e−iξ ·pf
(
x + p

2

)
g
(
x − p

2

)
dp, x, ξ ∈ R

n.

Closely related to the Wigner transform W(f, g) of f and g in L2(Rn) is the
Fourier–Wigner transform V (f, g) given by

V (f, g)(q, p) = (2π)−n/2
∫
Rn

eiq·yf
(
y + p

2

)
g
(
y − p

2

)
dy, q, p ∈ R

n.

Weyl transforms and Wigner transforms on R
n have been extensively studied in

[5, 13] among others.
Weyl transforms on groups such as the Heisenberg group, the upper half plane,

and the Poincaré unit disk are investigated in [8, 10–12]. Closely related to Weyl
transforms are pseudo-differential operators on groups. See, for instance, [4, 7, 9,
15].

The strategy that we use to develop the Weyl transform on Z is to have a look
at the case of Rn, where the symbol σ is a function on R

n × R
n. Recent works in

pseudo-differential operators and Weyl transforms on topological groupsG suggest
that the correct phase space to work in is G × Ĝ, where Ĝ is the dual group of G.
That the dual group of Rn is the same as Rn is the reason why the phase space on
which symbols are defined is Rn × R

n.

In the case of the group Z in this paper, the dual group is the unit circle S
1

centered at the origin and the phase space G× Ĝ is then Z× S
1.

For 1 ≤ p <∞, the set of all measurable functions F on Z such that

‖F‖p
Lp(Z)

=
∑
n∈Z

|F(n)|p <∞
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is denoted by Lp(Z). We define Lp(S1) to be the set of all measurable functions f
on the unit circle S1 with center at the origin for which

‖f ‖p
Lp(S1)

= 1

2π

∫ π

−π
|f (θ)|p dθ <∞.

We define the Fourier transform FZF of F ∈ L1(Z) to be the function on S1 by

(FZF) (θ) =
∑
n∈Z

einθF (n), θ ∈ [−π, π].

If f is a suitable function on S1, then we define the Fourier transform FS1f of f to
be the function on Z by

(FS1f
)
(n) = 1

2π

∫ π

−π
e−inθ f (θ) dθ, n ∈ Z.

Note that FZ : L2(Z)→ L2(S1) is a surjective isomorphism. In fact,

FZ = F−1
S1
= F∗

S1

and

‖FZF‖L2(S1) = ‖F‖L2(Z), F ∈ L2(Z).

Let H be a suitable function on S
1 × Z. Then we define the Fourier transform

F
S1×ZH of H to be the function on Z× S

1 by

(F
S1×ZH

)
(m, θ) = 1

2π

∫ π

−π

∑
n∈Z

e−imφ+inθH(φ, n) dφ, (m, θ) ∈ Z× S
1.

Similarly, for all suitable functions K on Z × S
1, we define the Fourier transform

F
Z×S1K of K to be the function on S1 × Z by

(F
Z×S1K)(θ,m) =

1

2π

∫ π

−π

∑
n∈Z

e−imφ+inθK(n, φ) dφ, (θ,m) ∈ S
1 × Z.

For 1 ≤ p <∞, we defineLp(Z×S1) to be the space of all measurable functions
h on Z× S

1 such that

‖h‖p
Lp(Z×S1) =

1

2π

∑
n∈Z

∫ π

−π
|h(n, θ)|p dθ <∞.
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In Sect. 2, we define the Fourier–Wigner transform and the Wigner transform as
mappings from L2(Z) into, respectively, L2(Z × S

1) and L2(S1 × Z). Then we
show that the discrete Fourier–Wigner transform and the discrete Wigner transform
satisfy the Moyal identity. We give an inversion formula to reconstruct a function
from its discreteWigner transform up to a constant factor. Then we give the time and
frequency marginal conditions and a convolution theorem for the discrete Wigner
transform. The results in this section are analogs of the results for the Wigner
transforms on R

n given in [1, 13]. In Sect. 3, we use the discrete Wigner transform
to define the Weyl transform on Z. A characterization of Hilbert–Schmidt discrete
Weyl transforms is also given. The Weyl inversion formula recovering a symbol
from the corresponding discrete Weyl transform is given. In Sect. 4, we present the
Weyl calculus giving the symbol of the adjoint of a discrete Weyl transform on
L2(Z) and the symbol of the product of two discrete Weyl transforms. The adjoint
formula gives a characterization of self-adjoint discrete Weyl transforms and the
product formula gives a characterization of trace class discrete Weyl transforms.

We use Ze and Zo to denote, respectively, the set of all even integers and the set
of all odd integers.

2 Discrete Fourier–Wigner Transforms and Discrete Wigner
Transforms

Let F ∈ L2(Z). Then for all (n, θ) ∈ Z× S
1, we define ρ(n, θ)F to be the function

on Z by

(ρ(n, θ)F ) (k) =
{
ei(k+ n

2 )θF (k + n),
ei(k+ n−1

2 )θF (k + n),
n ∈ Ze,

n ∈ Zo,

for all k ∈ Z. Note that for all (n, θ) ∈ Z × S
1, ρ(n, θ) : L2(Z) → L2(Z) is a

unitary operator and

ρ(n, θ)∗ = ρ(−n,−θ).

For all functions F and G in L2(Z), we define the Fourier–Wigner transform
V (F,G) of F andG to be the function on Z× S

1 by

V (F,G)(n, θ) = (ρ(n, θ)F,G)L2(Z), (n, θ) ∈ Z× S
1.

Therefore for all (n, θ) ∈ Z× S
1,

V (F,G)(n, θ) =
{∑

k∈Z ei(k+
n
2 )θF (k + n)G(k),∑

k∈Z ei(k+
n−1
2 )θF (k + n)G(k),

n ∈ Ze,

n ∈ Zo.
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By the change of variables from k to m using

{
m = k + n

2 ,

m = k + n−1
2 ,

n ∈ Ze,

n ∈ Zo,

we get

V (F,G)(n, θ) =
{∑

m∈Z eimθF (m+ n
2 )G(m− n

2 ),∑
m∈Z eimθF (m+ n+1

2 )G(m− n−1
2 ),

n ∈ Ze,

n ∈ Zo.

In fact, if we let

Hn(m) =
{
F(m+ n

2 )G(m− n
2 ),

F (m+ n+1
2 )G(m− n−1

2 ),

n ∈ Ze,

n ∈ Zo.

Then

V (F,G)(n, θ) = (FZHn) (θ). (2.1)

We have the following Moyal identity for the discrete Fourier–Wigner transform.

Theorem 2.1 Let F1, F2,G1, and G2 be functions in L2(Z). Then

(
V (F1,G1), V (F2,G2)

)
L2(Z×S1) =

(
F1, F2

)
L2(Z)

(
G1,G2

)
L2(Z)

.

Proof For j = 1, 2, we let

Hj,n(m) =
{
Fj (m+ n

2 )Gj (m− n
2 ), n ∈ Ze,

Fj (m+ n+1
2 )Gj (m− n−1

2 ), n ∈ Zo.

Then by (2.1) and the Parseval identity,

1

2π

∫ π

−π
V (F1,G1)(n, θ)V (F2,G2)(n, θ) dθ

= 1

2π

∫ π

−π
(FZH1,n

)
(θ)

(FZH2,n
)
(θ) dθ

=
∑
m∈Z

H1,n(m)H2,n(m).

Therefore

(V (F1,G1), V (F2,G2))L2(Z×S1) =
∑
n∈Z

∑
m∈Z

H1,n(m)H2,n(m).
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If n ∈ Ze, then we make the change of variables from (m, n) to (k1, l1) by k1 =
m + n

2 and l1 = m − n
2 . If n ∈ Zo, then the change of variables from (m, n) to

(k2, l2) is given by k2 = m+ n+1
2 and l2 = m− n−1

2 . We get

(V (F1,G1), V (F2,G2))L2(S1×Z)

=
∑
l1∈Z

∑
k1∈Z

k1+l1∈Ze

F1(k1)G1(l1)F2(k1)G2(l1)

+
∑
l2∈Z

∑
k2∈Z

k2+l2∈Zo

F1(k2)G1(l2)F2(k2)G2(l2)

=
∑
k∈Z

∑
l∈Z
F1(k)G1(l)F2(k)G2(l)

= (
F1, F2

)
L2(Z)

(
G1,G2

)
L2(Z)

.

�	
Let F and G be functions in L2(Z). Then we define the Wigner transform

W(F,G) of F and G to be the function on S1 × Z by

W(F,G) = FZ×S1V (F,G).

Theorem 2.2 For all (φ,m) ∈ S
1 × Z,

W(F,G)(φ,m)

=
∑
n∈Ze

einφF
(
m+ n

2

)
G
(
m− n

2

)

+
∑
n∈Zo

einφF

(
m+ n+ 1

2

)
G

(
m− n− 1

2

)
. (2.2)

Proof We begin with the definition of the discrete Wigner transform to the effect
that

W(F,G)(θ,m)

= (FZ×S1V (F,G))(θ,m)

= 1

2π

∫ π

−π

∑
n∈Z

e−imφ+inθ V (F,G)(n, φ) dφ.
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We carry out the sum over n ∈ Z by first performing the sum over n ∈ Ze and then
over n ∈ Zo. Summing over all even integers gives

1

2π

∫ π

−π

⎛
⎝∑
n∈Ze

e−imφ+inθ
∑
k∈Z

eikφF
(
k + n

2

)
G
(
k − n

2

)⎞⎠ dφ

=
∑
n∈Ze

∑
k∈Z

einθ
(

1

2π

∫ π

−π
e−i(m−k)φdφ

)
F
(
k + n

2

)
G
(
k − n

2

)

=
∑
n∈Ze

einθF
(
m+ n

2

)
G
(
m− n

2

)

for all (θ,m) ∈ S
1 × Z. The sum over n ∈ Zo can be calculated similarly. �	

Similarly, we have the Moyal identity for the Wigner transform.

Theorem 2.3 Let F1, F2,G1, and G2 be functions in L2(Z). Then

(
W(F1,G1),W(F2,G2)

)
L2(S1×Z) =

(
F1,G1

)
L2(Z)

(
F2,G2

)
L2(Z)

.

As in the case of Wigner transforms on Rn, the following proposition guarantees
that for all F ∈ L2(Z),W(F,F) is real.

Proposition 2.4 Let F andG be functions in L2(Z). Then

W(F,G) = W(G,F).

In particular,W(F,F) is a real-valued function on S1 × Z.

Proof For all (φ,m) ∈ S
1 × Z, we get by (2.2)

W(F,G)(φ,m)

=
∑
n∈Ze

e−inφG
(
m− n

2

)
F
(
m+ n

2

)

+
∑
n∈Zo

e−inφG
(
m− n− 1

2

)
F

(
m+ n+ 1

2

)
.

If we change the index of summation from n to k by n = −k, then for all (φ,m) ∈
S
1 × Z,

W(F,G)(φ,m)

=
∑
k∈Ze

eikφG

(
m+ k

2

)
F

(
m− k

2

)
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+
∑
k∈Zo

eikφG

(
m+ k + 1

2

)
F

(
m− k − 1

2

)

= W(G,F)(φ,m).

This completes the proof. �	
For simplicity, we denote W(F,F) by W(F) for all functions F ∈ L2(Z). The

following theorem states that we can reconstruct the original function F from its
Wigner transformW(F) up to a constant factor.

Theorem 2.5 Let F ∈ L2(Z). Then for all n ∈ Z,

F(n)F (0) =
{

1
2π

∫ π
−π e−inφW(F)(φ,

n
2 ) dφ, n ∈ Ze,

1
2π

∫ π
−π e−inφW(F)(φ,

n−1
2 ) dφ, n ∈ Zo.

Proof By (2.1) and the definition of the Wigner transform, for all m and n in Z, we
have

Hn(m) = (FS1 (W(F)(·,m)))(n).

First, we assume that n ∈ Ze. Then for all m ∈ Z, we get

F
(
m+ n

2

)
F
(
m− n

2

)
= 1

2π

∫ π

−π
e−inφW(F)(φ,m) dφ. (2.3)

Now, let m = n
2 . Then

F(n)F (0) = 1

2π

∫ π

−π
e−inφW(F)

(
φ,
n

2

)
dφ.

Similarly, we obtain F(n)F (0), for n ∈ Zo by letting m = n−1
2 . �	

We have the time and frequency marginal conditions for the discrete Wigner
transform.

Proposition 2.6 Let F ∈ L2(Z). Then

(i) For all m ∈ Z,

∫ π

−π
W(F)(φ,m) dφ = 2π |F(m)|2.

(ii) For all φ ∈ [−π, π],
∑
m∈Z

W(F)(φ,m) = | (FZF) (φ)|2.
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Proof Let n = 0 in (2.3). Then we get part (i). To prove part (ii), we have for all
φ ∈ [−π, π],

∑
m∈Z

W(F)(φ,m)

= (FZ (W(F)(φ, ·)))(0)
=

∑
m∈Z

∑
n∈Ze

einφF
(
m+ n

2

)
F
(
m− n

2

)

+
∑
m∈Z

∑
n∈Zo

einφF

(
m+ n+ 1

2

)
F

(
m− n− 1

2

)
.

For all n ∈ Ze, we make the change of variables from (m, n) to (k1, l1) by k1 =
m+ n

2 and l1 = m− n
2 . Then we get

{
m = k1+l1

2 ,

n = k1 − l1, (2.4)

and for all n ∈ Zo, using the change of variables from (m, n) to (k2, l2) given by
k2 = m+ n+1

2 and l2 = m− n−1
2 , we get

{
m = k2+l2−1

2 ,

n = k2 − l2. (2.5)

Therefore we get

∑
m∈Z

W(F)(φ,m) dφ

=
∑
k1∈Z

∑
l1∈Z

k1+l1∈Ze

ei(k1−l1)φF (k1)F (l1)+
∑
k2∈Z

∑
l2∈Z

k2+l2∈Zo

ei(k2−l2)φF (k2)F (l2)

=
∑
k∈Z

∑
l∈Z
ei(k−l)φF (k)F (l)

= | (FZF) (φ)|2

and the proof is complete. �	
Let T : L2(Z× Z)→ L2(Z× Z) be the twisting operator defined by

(T F )(n,m) =
{
F(m+ n

2 ,m− n
2 ), n ∈ Ze,

F (m+ n+1
2 ,m− n−1

2 ), n ∈ Zo,
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for all F ∈ L2(Z×Z) and all (n,m) ∈ Z×Z. In fact, T : L2(Z×Z)→ L2(Z×Z)

is a unitary operator and its inverse T −1 is given by

(T −1F)(n,m) =
{
F(n−m, m+n2 ), n+m ∈ Ze,

F (n−m, m+n−12 ), n+m ∈ Zo.

Moreover, for all F and G in L2(Z),

W(F,G)(φ,m) = (F1,ZT (F ⊗G)
)
(φ,m), (φ,m) ∈ S

1 × Z, (2.6)

where F ⊗G is the tensor product of F andG given by

(F ⊗G)(n,m) = F(n)G(m), (n,m) ∈ Z× Z,

and F1,ZT (F ⊗ G) is the partial Fourier transform of T (F ⊗ G) with respect to
the first variable. The following proposition gives the shift-invariance of the Wigner
transform and the proof is straightforward.

Proposition 2.7 Let F ∈ L2(Z). For θ ∈ [−π, π] and k ∈ Z, we define the function
G on Z by

G(n) = einθF (n− k), n ∈ Z.

Then

W(G)(φ,m) = W(F)(φ + θ,m− k), (φ,m) ∈ S
1 × Z.

We can now give a result on theWigner transform of the product of two functions
on Z.

Proposition 2.8 Let F andG be functions in L2(Z). Then for all (φ,m) in S1×Z,

W(FG)(φ,m) =
(
W(F)(·,m) ∗W(G)(·,m)

)
(φ),

where ∗ is the convolution on S1 defined by

(f ∗ g)(φ) = 1

2π

∫ π

−π
f (φ − θ)g(θ) dθ

for all f and g in L2(S1).

Proof Let (φ,m) ∈ S
1 × Z. Then

(W(F)(·,m) ∗W(G)(·,m))(φ)
= 1

2π

∫ π

−π
W(F)(φ − θ,m)W(G)(θ,m) dθ
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= 1

2π

∫ π

−π

{ ∑
n1∈Ze

ein1(φ−θ)F
(
m+ n1

2

)
F
(
m− n1

2

)

+
∑
n1∈Zo

ein1(φ−θ)F
(
m+ n1 + 1

2

)
F

(
m− n1 − 1

2

)}
×

{ ∑
n2∈Ze

ein2θG
(
m+ n2

2

)
G
(
m− n2

2

)

+
∑
n2∈Zo

ein2θG

(
m+ n2 + 1

2

)
G

(
m− n2 − 1

2

)}
dθ.

Since

∫ π

−π
e−iθ(n1−n2) dθ =

{
0, n1 �= n2,
2π, n1 = n2,

it follows that

(W(F)(·,m) ∗W(G)(·,m))(φ)
=

∑
n∈Ze

einφF
(
m+ n

2

)
G
(
m+ n

2

)
F
(
m− n

2

)
G
(
m− n

2

)

+
∑
n∈Zo

einφF

(
m+ n+ 1

2

)
G

(
m+ n+ 1

2

)
×

F

(
m− n− 1

2

)
G

(
m− n− 1

2

)

= W(FG)(φ,m)

for all (φ,m) ∈ S
1 × Z. �	

3 Discrete Weyl Transforms

Let σ ∈ L2(Z×S1). Then for all functionsF inL2(Z), we define theWeyl transform
WσF corresponding to the symbol σ by

(WσF,G)L2(Z) =
1

2π

∑
m∈Z

∫ π

−π
σ(m, φ)W(F,G)(φ,m) dφ
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for all G ∈ L2(Z). In fact,

(WσF,G)L2(Z)

= 1

2π

∑
m∈Z

∫ π

−π

∑
n∈Ze

σ (m, φ)einφF
(
m+ n

2

)
G
(
m− n

2

)
dφ

+ 1

2π

∑
m∈Z

∫ π

−π

∑
n∈Zo

σ (m, φ)einφF

(
m+ n+ 1

2

)
G

(
m− n− 1

2

)
dφ.

If n ∈ Ze, then we make the change of variables from (m, n) to (k1, l1) by k1 =
m+ n

2 and l1 = m− n
2 . If n ∈ Zo, the change from (m, n) to (k2, l2) is effected by

k2 = m+ n+1
2 and l2 = m− n−1

2 . (See (2.4) and (2.5) in this connection.) Therefore
we obtain

2π (WσF,G)L2(Z)

=
∫ π

−π

∑
k1∈Z

∑
l1∈Z

k1+l1∈Ze

ei(k1−l1)φσ
(
k1 + l1

2
, φ

)
F(k1)G(l1) dφ

+
∫ π

−π

∑
k2∈Z

∑
l2∈Z

k2+l2∈Zo

ei(k2−l2)φσ
(
k2 + l2 − 1

2
, φ

)
F(k2)G(l2) dφ

=
∫ π

−π

∑
l∈Z

∑
k∈Z

e2i(k−l)φσ (k, φ)F (2k − l)G(l) dφ

+
∫ π

−π

∑
l∈Z

∑
k∈Z

ei(2(k−l)+1)φσ (k, φ)F (2k + 1− l)G(l) dφ.

Therefore for all l ∈ Z,

(WσF) (l) = 1

2π

∫ π

−π

∑
k∈Z

e2i(k−l)φσ (k, φ)F (2k − l) dφ

+ 1

2π

∫ π

−π

∑
k∈Z

ei(2(k−l)+1)φσ (k, φ)F (2k + 1− l) dφ.

By another change of variables, we get

(WσF) (l) =
∑
m∈Z

kσ (l,m)F (m),
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where kσ is the kernel ofWσ given by

kσ (l,m) =
{

1
2π

∫ π
−π ei(m−l)φσ (

m+l
2 , φ) dφ, m+ l ∈ Ze,

1
2π

∫ π
−π ei(m−l)φσ (

m+l−1
2 , φ) dφ, m+ l ∈ Zo.

Therefore

kσ (l,m) =
{(F2,S1σ

)
(m+l2 , l −m), m+ l ∈ Ze,(F2,S1σ

)
(m+l−12 , l −m), m+ l ∈ Zo.

(3.1)

whereF2,S1σ is the Fourier transform on S1 of σ with respect to the second variable.
The following theorem is an inversion formula for discrete Weyl transforms. It

shows how we can reconstruct the symbol from the corresponding Weyl transform.
For Weyl transforms on R

n, the corresponding formula and other related formulas
can be found in [2, 3, 6].

Theorem 3.1 Let σ ∈ L2(Z×S
1) be such that ρ(n, θ)Wσ is a trace class operator

for all (n, θ) ∈ Z× S
1. Then for all (θ, n) ∈ S

1 × Z, we have

(FZ×S1σ)(θ, n) = tr(ρ(n, θ)Wσ ).

Proof Let F ∈ L2(Z). First we assume that n ∈ Ze. Then for all l ∈ Z,

(ρ(n, θ)WσF) (l)

= ei(l+ n
2 )θ (WσF) (l + n)

= ei(l+ n
2 )θ

∑
m∈Z

kσ (l + n,m)F(m),

where kσ is the kernel ofWσ . So, for all l ∈ Z,

(ρ(n, θ)WσF) (l) =
∑
m∈Z

kθ (l,m)F (m),

where

kθ (l,m) = ei(l+ n
2 )θ kσ (l + n,m).

Hence

tr(ρ(n, θ)Wσ )

=
∑
l∈Z
kθ (l, l)
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=
∑
l∈Z
ei(l+

n
2 )θ kσ (l + n, l)

= 1

2π

∑
l∈Z
ei(l+

n
2 )θ

∫ π

−π
e−inφσ

(
l + n

2
, φ

)
dφ.

By the change of variables from l to k by k = l + n
2 , we get for all (θ, n) ∈ S

1 × Z,

tr(ρ(n, θ)Wσ ) =
(F

Z×S1σ
)
(θ, n).

Similarly, the above formula holds for all n ∈ Zo. �	

4 Hilbert–Schmidt Discrete Weyl Transforms

The following proposition gives a class of bounded and Hilbert–Schmidt Weyl
transforms on L2(Z).

Proposition 4.1 Let σ ∈ L2(Z × S
1). Then Wσ : L2(Z) → L2(Z) is a bounded

linear operator and

‖Wσ ‖∗ ≤ ‖σ‖L2(Z×S1),

where ‖·‖∗ is the norm in theC∗-algebra of all bounded linear operators on L2(Z).
Moreover,Wσ is a Hilbert–Schmidt operator on L2(Z) and

‖Wσ ‖HS(L2(Z)) = ‖σ‖L2(Z×S1).

Proof If we define the function σ̃ on S1 × Z by

σ̃ (θ, n) = σ(n, θ), (θ, n) ∈ S
1 × Z,

then σ̃ ∈ L2(S1 × Z) and

‖σ̃‖L2(S1×Z) = ‖σ‖L2(Z×S1).

Let F and G be functions in L2(Z). Then by Schwarz’s inequality and the Moyal
identity for the Wigner transform, we have

|(WσF,G)L2(Z)| = |(σ̃ ,W(G,F))L2(S1×Z)|
≤ ‖σ̃‖L2(S1×Z)‖F‖L2(Z)‖G‖L2(Z)

= ‖σ‖L2(Z×S1)‖F‖L2(Z)‖G‖L2(Z).
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Hence

‖WσF‖L2(Z) ≤ ‖σ‖L2(Z×S1)‖F‖L2(Z).

Therefore

‖Wσ ‖∗ ≤ ‖σ‖L2(Z×S1).

By (3.1),

‖Wσ ‖2HS(L2(Z))
=

∑
m∈Z

∑
l∈Z

|kσ (m, l)|2

=
∑
m∈Z

∑
l∈Z

m+l∈Ze

∣∣∣∣
(F2,S1σ

) (m+ l
2

, l −m
)∣∣∣∣

2

+
∑
m∈Z

∑
l∈Z

m+l∈Zo

∣∣∣∣
(F1,S1σ

) (m+ l − 1

2
, l −m

)∣∣∣∣
2

.

By the change of variables and the Parseval identity, we get

‖Wσ ‖2HS(L2(Z))
=
∑
k∈Z

∑
n∈Z

∣∣(F2,S1σ
)
(n, k)

∣∣2

= 1

2π

∫ π

−π

∑
n∈Z

|σ(n, φ)|2 dφ

= ‖σ‖2
L2(Z×S1).

�	
A Hilbert–Schmidt operator on A : L2(Z)→ L2(Z) is of the form

(AF)(n) =
∑
m∈Z

h(n,m)F(m), F ∈ L2(Z),

where h is a function inL2(Z×Z). The function h is called the kernel of the Hilbert–
Schmidt operator A on L2(Z). The following theorem states that every Hilbert–
Schmidt operator on L2(Z) is a Weyl transform with symbol in L2(Z× S

1).

Theorem 4.2 Let A : L2(Z)→ L2(Z) be a Hilbert–Schmidt operator. Then there
exists a unique symbol σ in L2(Z× S

1) such that A = Wσ .
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Proof Let h ∈ L2(Z× Z) be such that

(AF) (n) =
∑
m∈Z

h(n,m)F(m), F ∈ L2(Z).

Then for all F,G ∈ L2(Z),

(AF,G)L2(Z) =
∑
n∈Z

∑
m∈Z

h(n,m)F(m)G(n)

=
∑
n∈Z

∑
m∈Z

h̃(m, n)
(
F ⊗G) (m, n)

= (F ⊗G, h̃)L2(Z×Z),

where h̃ is the function in L2(Z× Z) such that

h̃(m, n) = h(n,m), (m, n) ∈ Z× Z.

We define the function σ on Z× S
1 by

σ = F1,ZT h̃
∼
,

where T : L2(Z × Z) → L2(Z × Z) is the twisting operator defined earlier. Then

h̃ = T −1F1,S1 σ̃ . Hence we have

(AF,G)L2(Z) =
(
F ⊗G,T −1F1,S1 σ̃

)
L2(Z×Z)

=
(
F1,ZT (F ⊗G), σ̃

)
L2(S1×Z)

=
(
W(F,G), σ̃

)
L2(S1×Z)

= (WσF,G)L2(Z).

�	

5 The Weyl Calculus

The following proposition on the adjoint of a discrete Weyl transform on L2(Z)

follows directly from the definition of the Weyl transform and Proposition 2.4.
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Proposition 5.1 Let σ ∈ L2(Z × S
1). Then W∗

σ = Wσ , where W∗
σ : L2(Z) →

L2(Z) is the adjoint of Wσ : L2(Z) → L2(Z). In particular, Wσ is self-adjoint if
and only if σ is real-valued.

Proof Let σ ∈ L2(Z× S
1). Then

(W∗
σ F,G)L2(Z) = (F,WσG)L2(Z) = (WσG,F)L2(Z)

= 1

2π

∑
m∈Z

∫ π

−π
σ(m, φ)W(G,F)(φ,m) dφ. (5.1)

By Proposition 2.4,

W(G,F) = W(F,G),

and hence by (5.1),

(W∗
σ F,G)L2(Z) =

1

2π

∑
m∈Z

∫ π

−π
σ(m, φ)W(F,G)(φ,m) dφ.

So,

(W∗
σ F,G)L2(Z) = (WσF,G)L2(Z)

and the proof is complete. �	
Let σ ∈ L2(Z× S

1). For simplicity, we denote F
Z×S1σ by σ̂ .

Lemma 5.2 Let σ ∈ L2(Z× S
1). Then for all F ∈ L2(Z),

(WσF) (m) = 1

2π

∫ π

−π

∑
n∈Z

σ̂ (θ, n) (ρ(n, θ)F ) (m) dθ, m ∈ Z.

Proof Let F and G be in L2(Z). Then using the adjoint formula,

(WσF,G)L2(Z) =
1

2π

∑
m∈Z

∫ π

−π
σ(m, φ)W(F,G)(φ,m) dφ

= 1

2π

∫ π

−π

∑
n∈Z

σ̂ (θ, n)V (F,G)(n, θ) dθ

= 1

2π

∫ π

−π

∑
n∈Z

σ̂ (θ, n) (ρ(n, θ)F,G)L2(Z) dθ

= 1

2π

∫ π

−π

∑
n∈Z

∑
m∈Z

σ̂ (θ, n) (ρ(n, θ)F ) (m)G(m) dθ.
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Hence

(WσF) (m) = 1

2π

∫ π

−π

∑
n∈Z

σ̂ (θ, n) (ρ(n, θ)F ) (m) dθ, m ∈ Z.

�	
Lemma 5.3 For all (n, θ) and (k, φ) in Z× S

1, we have

ρ(n, θ)ρ(k, φ) = ei[(n,θ);(k,φ)]ρ(n+ k, θ + φ),

where

[(n, θ); (k, φ)] =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

n
2φ − k

2θ, n ∈ Ze, k ∈ Ze,
n−1
2 φ − k+1

2 θ, n ∈ Zo, k ∈ Zo,
n
2φ − k−1

2 θ, n ∈ Ze, k ∈ Zo,
n+1
2 φ − k

2θ, n ∈ Zo, k ∈ Ze.

The proof of the lemma is straightforward. Let F andG be suitable functions on
S
1×Z. Then we define the twisted convolutionF �G of F andG to be the function

on S1 × Z by

(F �G) (γ, l)

= 1

2π

∫ π

−π

∑
k∈Z

ei[(l−k,γ−φ);(k,φ)]F(γ − φ, l − k)G(φ, k) dφ, (γ, l) ∈ S
1 × Z.

Let σ ∈ L2(Z × S
1). The following theorem guarantees that the product of two

Weyl transforms is still a Weyl transform.

Theorem 5.4 Let σ and τ be symbols in L2(Z× S
1). Then

WσWτ = Wω,

where

ω̂ = σ̂ � τ̂ .

Proof Let F ∈ L2(Z). Then for all m ∈ Z, we get by Lemma 5.2

(WσWτF) (m)

= 1

2π

∫ π

−π

∑
n∈Z

σ̂ (θ, n) (ρ(n, θ)WτF) (m) dθ

= 1

(2π)2

∫ π

−π

∑
n∈Z

∫ π

−π

∑
k∈Z

σ̂ (θ, n)̂τ (φ, k) (ρ(n, θ)ρ(k, φ)F ) (m) dφ dθ.



Discrete Analogs of Wigner Transforms and Weyl Transforms 19

Now, by Lemma 5.3, we have

(WσWτF) (m)

= 1

(2π)2

∫ π

−π

∑
n∈Z

∫ π

−π

∑
k∈Z

σ̂ (θ, n)̂τ (φ, k)ei[(n,θ);(k,φ)] ×

(ρ(n+ k, θ + φ)F) (m) dφ dθ.

Let l = n+ k and γ = θ + φ. Then we get

(WσWτF) (m)

= 1

(2π)2

∫ π

−π

∑
l∈Z

∫ π

−π

∑
k∈Z

σ̂ (γ − φ, l − k)̂τ (φ, k) ei[(l−k,γ−φ);(k,φ)] ×

(ρ(l, γ )F ) (m) dφ dγ.

Let ω ∈ L2(Z× S
1) be such that

ω̂ = σ̂ � τ̂ .

Then

(WσWτF) (m) = 1

2π

∫ π

−π

∑
l∈Z
ω̂(γ, l) (ρ(l, γ )F ) (m) dγ = (WωF) (m)

for all m ∈ Z. �	
As an application of the product formula, we give a characterization of trace

class discrete Weyl transforms. It is an analog for the discrete Weyl transform of
the characterization of trace class Weyl transforms on R

n in [14]. Let W be the set
defined by

W =
{
FS1×Z(σ̂ � τ̂ ) : σ, τ ∈ L2(Z× S

1)
}
.

Let S1(L2(Z)) be the space of all trace class operators on L2(Z). The following
theorem gives a characterization of trace class discrete Weyl transforms on L2(Z).

Theorem 5.5 Let σ ∈ L2(Z × S
1). ThenWσ : L2(Z)→ L2(Z) is in S1(L2(Z)) if

and only if σ ∈ W . Moreover, if σ = F
S1×Z(α̂ � β̂) with α and β in L2(Z × S

1),
then

‖Wσ ‖S1(L2(Z)) ≤ ‖α‖L2(Z×S1)‖β‖L2(Z×S1).
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Proof First we assume that σ ∈ W . Then

σ = FS1×Z(α̂ � β̂)

for some α and β in L2(Z× S
1). By Theorem 5.4,

Wσ = WαWβ.

Moreover, by Proposition 4.1, Wα and Wβ are Hilbert–Schmidt operators. Hence
Wσ is the product of two Hilbert–Schmidt operators on L2(Z) and therefore is in
S1(L

2(Z)). Conversely, assume that Wσ ∈ S1(L
2(Z)). Then Wσ is the product

of two Hilbert–Schmidt operators on L2(Z). Hence by Theorem 4.2, there exist
symbols α and β in L2(Z× S

1) such that

Wσ = WαWβ.

So, by Theorem 5.4, σ ∈ W. �	
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Characterization and Spectral Invariance
of Non-Smooth Pseudodifferential
Operators with Hölder Continuous
Coefficients

Helmut Abels and Christine Pfeuffer

Abstract Smooth pseudodifferential operators on Rn can be characterized by their
mapping properties between Lp−Sobolev spaces due to Beals and Ueberberg. In
applications such a characterization would also be useful in the non-smooth case,
for example to show the regularity of solutions of a partial differential equation.
Therefore, we will show that every linear operator P , which satisfies some specific
continuity assumptions, is a non-smooth pseudodifferential operator of the symbol-
classCτSm1,0(R

n×R
n). The main new difficulties are the limited mapping properties

of pseudodifferential operators with non-smooth symbols.

Keywords Non-smooth pseudodifferential operators · Characterization by
mapping properties

Mathematics Subject Classification (2000) 35S05, 47G30

In this chapter we study pseudodifferential operators of the form

OP(p)(x) := p(x,Dx)u(x) :=
∫

Rn

eix·ξp(x, ξ )û(ξ )d̄ξ for all u ∈ S(Rn), x ∈ R
n,

where S(Rn) denotes the Schwartz space of all rapidly decreasing smooth func-
tions, û = F [u] is the Fourier transformation of u, d̄ξ = (2π)−ndξ , and
p : Rn × R

n → C is a given function, called the symbol of the pseudodifferential
operator. In the case that p is a smooth function contained in a suitable symbol
class, the pseudodifferential operators have a lot of nice and important algebraic
properties, e.g. they are closed under arbitrary compositions and adjoints and
have natural mapping properties between Sobolev spaces of arbitrary high order.
Moreover, suitable classes of pseudodifferential operators with smooth symbols can
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be characterized in terms of their mapping properties and the mapping properties
of certain iterated commutators. But, unfortunately, all this in general breaks down,
when working with symbols of limited smoothness, e.g., with limited smoothness
in the “space” variable x. Such operators arise naturally in the studies of nonlinear
partial differential equations, where the symbol depends on the solution, which has
a priori only limited smoothness. In the case of limited smoothness in the spatial
variable x, the order of the Sobolev spaces, in which such a pseudodifferential
operator maps continuously into, is limited by the smoothness of the symbol. As
a consequence the composition of two non-smooth pseudodifferential operators is
only well defined under some restrictions. Moreover, the composition is in general
not a pseudodifferential operator anymore (at least not of the same class). But
there are results on compositions up to certain operators of lower order in terms of
their mapping properties. All this makes the characterization of pseudodifferential
operators much more difficult in the non-smooth than in the smooth case. In this
chapter we will present and review some first results in this direction and discuss an
application of them to the spectral invariance of these operators.

Now let us comment on the known results in the case of smooth symbols.
First characterizations of pseudodifferential operators by their mapping properties
between L2-Sobolev spaces were proven by Beals [5]. These results include a
characterization of the Hörmander classes Smρ,δ(R

n × R
n) with 0 ≤ δ ≤ ρ ≤ 1

and δ < 1. Here a smooth p : Rn × R
n → C belongs to Smρ,δ(R

n × R
n) for m ∈ R

and 0 ≤ δ ≤ ρ ≤ 1 if and only if

|p|(m)k := max|α|,|β|≤k sup
x,ξ∈Rn

|∂αξ ∂βx p(x, ξ)|〈ξ〉−(m−ρ|α|+δ|β|) <∞

for all k ∈ N0. Moreover, OPSmρ,δ(R
n × R

n) is the set of all pseudodifferential
operators with symbols in Smρ,δ(R

n × R
n). A characterization of the latter classes

by mapping properties between Lp-Sobolev spaces was first proved by Ueberberg
[22]. Further characterizations were obtained by Kryakvin [14], Leopold and
Schrohe [16] and Schrohe [19].

In the following we will use the approach by Ueberberg [22] in order to obtain
a characterization of non-smooth pseudodifferential operators. Let us note that it is
based on the method for characterizing algebras of pseudodifferential operators by
Beals [5, 6], Coifman and Meyer [10] and Cordes [8, 9].

A first characterization of pseudodifferential operators with non-smooth symbols
was obtained in [3], where symbols in Cτ∗Smρ,0(Rn × R

n;M), ρ ∈ {0, 1}, are
considered. This characterization was extended and refined in [2] and applied to
obtain results on spectral invariance. These results are based on the PhD-thesis
of the second author. It is the goal of this contribution to present these results on
characterization and spectral invariance in the case of symbols in Cτ∗Smρ,0(Rn ×
R
n;M) in a self-contained way. We will follow [2, 3, 18], respectively, closely,

leaving out some proofs of technical results, generalizing some results and adding
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some details for a more convenient presentation. To this end let us recall some basic
definitions. The Hölder-Zygmund space of order τ > 0 is defined by

Cτ∗ (Rn) :=
{
f ∈ S ′(Rn) : ‖f ‖Cτ∗ := sup

j∈N0

2jτ‖F−1[ϕj f̂ ]‖L∞ <∞
}
,

where F−1[u] is the inverse Fourier transformation of u ∈ S ′(Rn), the dual space
of S(Rn). Here (ϕj )j∈N0 is a standard dyadic partition of unity on R

n, cf. e.g. [7].
Moreover, Cτ∗Smρ,0(Rn × R

n;M) for m ∈ R, τ > 0, 0 ≤ ρ ≤ 1, andM ∈ [0,∞] is
the set of all p : Rn × R

n → C such that

i) ∂βx p(x, .) ∈ CM(Rn) for all x ∈ R
n,

ii) ∂βx ∂αξ p ∈ C0(Rnx × R
n
ξ ),

iii) ‖∂αξ p(., ξ)‖Cτ∗ (Rn) ≤ Cα〈ξ〉m−ρ|α| for all ξ ∈ R
n

holds for all α, β ∈ N
n
0 with |α| ≤ M and |β| ≤ τ . IfM /∈ N0∪{∞}, we additionally

assume that for all α ∈ N
n
0 with |α| ≤M

iv)
∥∥∥∂αξ p(·, ξ + η)− ∂αξ p(·, ξ)

∥∥∥
Cτ∗ (Rn)

≤ Cα|η|M−�M�〈ξ〉m−ρ|α| for all η ∈ R
n

holds. The associated pseudodifferential operatorOP(p) = p(x,Dx) is defined as
above. The set of all pseudodifferential operators with symbols in the symbol-class
Cτ∗Smρ,0(Rn × R

n;M) is denoted by OPCτ∗Smρ,0(Rn × R
n;M).

The following set of operators plays the central role for the characterization and
is defined similarly as in the smooth case, cf. [22] and [5].

Definition 0.1 Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Additionally let
m̃ ∈ N0 ∪ {∞} and 1 < q < ∞. Then we define Am,Mρ,0 (m̃, q) as the set of all
linear and bounded operators P : Hm

q (R
n) → Lq(Rn), such that for all l ∈ N,

α1, . . . , αl ∈ N
n
0 and β1, . . . , βl ∈ N

n
0 with |α| ≤ M , |β| ≤ m̃ and |α1| + |β1| =

. . . = |αl | + |βl | = 1 the iterated commutator of P

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP : Hm−ρ|α|
q (Rn)→ Lq(Rn)

is continuous. Here α := α1 + . . .+ αl and β := β1 + . . .+ βl .
We refer to Definition 1.3 below for the definition of the iterated commutators. In
the case M = ∞ we write Amρ,0(m̃, q) instead of Am,∞ρ,0 (m̃, q). Because of [22,
Satz 1.8], one has in the caseM = m̃ = ∞

Amρ,0(∞, q) ⊆ OPSmρ,0(Rn × R
n)

with equality if q = 2 or ρ = 1.
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In the case m̃ �= ∞ we have the following results:

Lemma 0.2 Let τ > 0, τ /∈ N, m ∈ R and ρ ∈ {0, 1}. Considering p ∈
Cτ∗Smρ,0(Rn×R

n) we get for m̃ := max{k ∈ N0 : τ − k > n/2} and 1 < q <∞:

i) p(x,Dx) ∈ Am+n/20,0 (�τ�, 2) if ρ = 0,
ii) p(x,Dx) ∈ Am0,0(m̃, 2) if ρ = 0,
iii) p(x,Dx) ∈ Am1,0(�τ�, q) if ρ = 1.

Proof This follows from Remark 1.5 and Theorem 2.5 below. �	
Conversely, one obtains for m ∈ R, ρ ∈ {0, 1}, 1 < q < ∞, m̃ ∈ N0 with

m̃ > n/q andM ∈ N0 ∪ {∞} withM > n+ 1 the inclusions

Am,Mρ,0 (m̃, q) ⊆ Cs∗Smρ,0(Rn × R
n; M̃ − 1) ∩L (Hm

q (R
n), Lq(Rn)),

where M̃ := M − (n + 1) ≥ 1 and s ∈ (0, m̃ − n/q] with s /∈ N0 is assumed, cf.
Lemma 3.11 and Theorem 3.12 below. This is one of the main results of [3]. We note
that, as in the smooth case, the characterization of non-smooth pseudodifferential
operators of the symbol-classCτ∗Sm1,0(Rn×R

n;M) is reduced to the characterization
of those ones of the symbol-class Cτ∗Sm0,0(Rn ×R

n;M). To this end we need:
Lemma 0.3 Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ1 < ρ2 ≤ 1. Furthermore, let
m̃ ∈ N0 and 1 < q <∞. Then

Am,Mρ2,0 (m̃, q) ⊆ Am,Mρ1,0 (m̃, q).

Proof This follows immediately from the embeddings

Hm−ρ1|α|
q (Rn) ↪→ Hm−ρ2|α|

q (Rn).

�	
Furthermore, using the characterization of non-smooth pseudodifferential operators,
we will show that the inverse of a non-smooth pseudodifferential operator is again
a non-smooth pseudodifferential operator (in a slightly larger symbol class) under
certain assumptions. This yields immediately results on spectral invariance of non-
smooth pseudodifferential operators. These results are presented in Sect. 4.1 and are
based on [2].

The structure of this contribution is as follows: Sect. 2 serves to introduce all
notations and mathematical basics needed for this paper. Section 2 is devoted to
some properties of pseudodifferential operators with single symbols, cf. Sect. 2.1,
and pseudodifferential operators with double symbols, cf. Sect. 2.3. In the first two
subsections of Sect. 3 we present some auxiliary tools needed for the proof of the
characterization in the case m = 0. In Sect. 3.1 we show that a bounded sequence
in Cm̃,s∗ S00,0(R

n×R
n;M) is relatively compact in Cm̃,s∗ S00,0(R

n×R
n; �M�− 1). In

Sect. 3.2 a smoothed family of operators (Tε)ε∈(0,1] associated to T is considered. It
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is shown that Tε : S ′(Rn)→ S(Rn) is continuous for all ε ∈ (0, 1] and converges
pointwise if ε→ 0.Moreover, all iterated commutators of Tε are uniformly bounded
with respect to ε as maps fromLq(Rn) toLq(Rn). Sections 3.3 and 3.4 are dedicated
to verify the characterization of non-smooth pseudodifferential operators. Finally, in
Sect. 4 the results on spectral invariance are presented.

1 Preliminaries

For the convenience of the reader this section is dedicated to the introduction of the
notation and the mathematical preliminaries for this chapter. N denotes the set of
all natural numbers without zero and N0 = N ∪ {0}. We consider n ∈ N except
when otherwise agreed during the whole chapter. In particular this means n �= 0.
For x ∈ R we set

x+ := max{0; x} and �x� := max{k ∈ Z : k ≤ x}.

Additionally we define

〈x〉 := (1+ |x|2)1/2 for all x ∈ R
n and d̄ξ := (2π)−ndξ.

An element α = (α1, . . . , αn) ∈ N
n
0 is called a multi-index. Partial derivatives with

respect to a variable x ∈ R
n scaled with the factor−i are denoted by

Dαx := (−i)|α|∂αx := (−i)|α|∂α1x1 . . . ∂αnxn for each α ∈ N
n
0 .

Moreover we denote for j ∈ {1, . . . , n} the j -th canonical unit vector by ej ∈
N
n
0. Hence (ej )k = 1 if j = k and (ej )k = 0 else.
For two Banach spaces X,Y the set L (X, Y ) consists of all linear and bounded

operatorsA : X→ Y . Instead ofL (X,X) we also writeL (X).
Finally the dual space of a topological vector space V is denoted by V ′. In view

of a Banach space V we write 〈., .〉V ;V ′ for the duality product of V .

1.1 Functions on R
n and Function Spaces

In this subsection we fix the convention for all function spaces needed during this
chapter. The Hölder space of the orderm ∈ N0 with Hölder continuity s ∈ (0, 1] is
denoted by

Cm,s(Rn) :=
{
f ∈ Cmb (Rn) : sup

|α|≤m
| sup
x �=y

∂αx f (x)− ∂αy f (y)|
|x − y|s <∞

}
.
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In case s �= 1 we also write Cm+s (Rn) instead of Cm,s(Rn). Note that Cs(Rn) =
Cs∗(Rn) if s /∈ N0. For s ∈ R and 1 < p <∞ the Bessel potential space Hs

p(R
n) is

defined by

Hs
p(R

n) := {f ∈ S ′(Rn) : 〈Dx 〉sf ∈ Lp(Rn)},

where 〈Dx 〉s := OP(〈ξ〉s ).
Elements of a Bessel potential space can be characterized as follows, see, e.g.,

[3, Lemma 2.1]:

Lemma 1.1 Let 1 < p < ∞, s < 0 and m := −�s�. Then for each f ∈ Hs
p(R

n)

there are functions gα ∈ Hs−�s�
p (Rn), where α ∈ N

n
0 with |α| ≤ m, such that

• f = ∑
|α|≤m

∂αx gα,

•
∑
|α|≤m

‖gα‖Hs−�s�p
≤ C‖f ‖Hsp ,

where C is independent of f and gα .

Moreover we define for y ∈ R
n the translation function τy(g) : Rn → C of

g ∈ L1(Rn) as τy(g)(x) := g(x − y) for all x ∈ R
n.

1.2 Kernel Theorem

In this subsection we focus on an important ingredient of the characterization,
namely the next kernel theorem and its applications. All results are taken from [3,
Sect. 2.2].

Theorem 1.2 Every continuous linear operator T : S ′(Rn) → S(Rn) has a
Schwartz kernel t (x, y) which is an element of S(Rn × R

n). Thus for every u ∈
S(Rn) we have

T u(x) =
∫

Rn

t (x, y)u(y)dy for all x ∈ R
n.

Proof This claim is a consequence of [21, Theorem 51.6] and [4, Theorem 1.48] if
one uses that S(Rn) and S ′(Rn) are nuclear and conuclear, see, e.g., [21, p. 530].
For more details, we refer to [18, Theorem 2.62]. �	

We want to apply the previous kernel theorem on some iterated commutators of
a linear and bounded operator P : S ′(Rn)→ S(Rn) defined by:
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Definition 1.3 Let X,Y ∈ {S(Rn),S ′(Rn)} and T : X → Y be linear. We define
the linear operators ad(−ixj )T : X → Y and ad(Dxj )T : X → Y for all j ∈
{1, . . . , n} and u ∈ X by

ad(−ixj )T u := −ixjT u+ T
(
ixju

)
and ad(Dxj )T u := Dxj (T u)− T

(
Dxj u

)
.

For arbitrary multi-indices α, β ∈ N
n
0 we denote the iterated commutator of T as

ad(−ix)α ad(Dx)βT := [ad(−ix1)]α1 . . . [ad(−ixn)]αn [ad(Dx1)]β1 . . . [ad(Dxn)]βnT .

Since all iterated commutators of T : S ′(Rn) → S(Rn) map S ′(Rn) to S(Rn),
Theorem 1.2 provides:

Corollary 1.4 Let α, β ∈ N
n
0 and T : S ′(Rn) → S(Rn) be a linear operator.

Then the operator ad(−ix)α ad(Dx)βT : S ′(Rn) → S(Rn) has a Schwartz kernel
f α,β ∈ S(Rn × R

n), i.e., for all u ∈ S(Rn)

ad(−ix)α ad(Dx)βT u(x) =
∫

Rn

f α,β(x, y)u(y)dy for all x ∈ R
n. (1)

Moreover let us mention that the iterated commutators of a non-smooth pseudo-
differential operator are pseudodifferential operators if suitable conditions are
fulfilled.

Remark 1.5 Let m̃ ∈ N0, M ∈ N0 ∪ {∞}, 0 < τ ≤ 1, m ∈ R and 0 ≤ ρ ≤ 1.
We assume that p ∈ Cm̃,τ Smρ,0(Rn × R

n;M). We define P := p(x,Dx). Using
integration by parts and some properties of the Fourier transformation, one can
calculate for each u ∈ S(Rn) at once that

ad(−ixj )Pu(x) = −ixjPu(x)+ P [ixju(x)] = (∂ξj p)(x,Dx)u(x),
ad(Dxj )Pu(x) = Dxj {Pu(x)} − P [Dxj u(x)] = (Dxj p)(x,Dx)u(x)

for all x ∈ R
n. Applying p(x, ξ) ∈ Cm̃,τ Smρ,0(Rnx ×R

n
ξ ;M), we obtain

(∂ξj p)(x, ξ) ∈ Cm̃,τ Sm−ρρ,0 (Rnx × R
n
ξ ;M − 1)

and

(Dxj p)(x, ξ) ∈ Cm̃−1,τ Smρ,0(Rnx ×R
n
ξ ;M).

Now let l ∈ N, α1, . . . , αl ∈ N
n
0 and β1, . . . , βl ∈ N

n
0 with |αj + βj | = 1 for all

j ∈ {1, . . . , l}, |α| ≤ M and |β| ≤ m̃. Here α and β are defined by α := α1+. . .+αl
and β := β1+ . . .+βl . By induction with respect to l we can prove that the operator

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx)
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is a pseudodifferential operator with the symbol

∂αξ D
β
x p(x, ξ) ∈ Cm̃−|β|,τ Sm−ρ|α|ρ,0 (Rnx × R

n
ξ ;M − |α|).

If we even have p ∈ Smρ,0(Rn × R
n), then ∂αξ D

β
x p(x, ξ) ∈ Sm−ρ|α|ρ,0 (Rn ×R

n).

Now we have all ingredients at hand in order to verify the application of
the kernel theorem needed later on to prove the characterization of non-smooth
pseudodifferential operators:

Lemma 1.6 Let g ∈ S(Rn). For all y ∈ R
n we denote gy := τy(g) := g(. − y).

Moreover, let P : S ′(Rn)→ S(Rn) be linear and continuous. We define p : Rn ×
R
n ×R

n → C by

p(x, ξ, y) := e−ix·ξP (
eξgy

)
(x) for all x, ξ, y ∈ R

n.

Here eξ (x) := eix·ξ for all x ∈ R
n. Then we have for all α, β, γ ∈ N

n
0:

∂αξ D
β
xD

γ
y p(x, ξ, y)

= (−1)γ
∑

β1+β2=β

(
β

β1

)
e−ix·ξ

(
ad(−ix)α ad(Dx)β1P

) (
eξD

β2+γ
x gy

)
(x).

Proof Theorem 1.2 provides the existence of a Schwartz kernel f ∈ S(Rn × R
n)

of P . Due to g ∈ S(Rn) and f ∈ S(Rn × R
n) we get for all x ∈ R

n:

D
γ
y

{
e−ix·ξP (eξ gy)(x)

}
= e−ix·ξDγy

∫
f (x, z)eiz·ξgy(z)dz

= e−ix·ξ
∫
f (x, z)eiz·ξDγy gy(z)dz

= (−1)|γ |e−ix·ξP (eξDγx gy)(x).

Inductively with respect to |β| we can show for all β, γ ∈ N
n
0 and each x ∈ R

n:

Dβx D
γ
y

{
e−ix·ξP (eξ gy)(x)

}

= (−1)|γ |Dβx
{
e−ix·ξP (eξDγx gy)(x)

}

= (−1)|γ |
∑

β1+β2=β

(
β

β1

)
e−ix·ξ ad(Dx)β1P

(
eξD

β2+γ
x gy

)
(x). (2)

With Corollary 1.4 at hand, the operator ad(Dx)β1P has a Schwartz kernel f β1 ∈
S(Rn × R

n). Due to eξD
β2+γ
x gy ∈ S(Rn) and (ix)α2eξDβ2+γx gy(x) ∈ S(Rnx) an
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application of the Leibniz rule and interchanging the derivatives with the integral
yields for all x ∈ R

n:

∂αξ

{
e−ix·ξ ad(Dx)β1P

(
eξD

β2+γ
x gy

)
(x)

}

=
∑

α1+α2=α

(
α

α1

)
(−ix)α1e−ix·ξ

∫
f β1(x, z)(iz)α2 eiz·ξDβ2+γz gy(z)dz

= e−ix·ξ (ad(−ix)α ad(Dx)β1P )
(
eξD

β2+γ
x gy

)
(x). (3)

Finally, the combination of (2) and (3) finishes the proof:

∂αξ D
β
x D

γ
y p(x, ξ, y)

= ∂αξ Dβx Dγy
{
e−ix·ξP

(
eξgy

)
(x)

}

= (−1)|γ |
∑

β1+β2=β

(
β

β1

)
e−ix·ξ (ad(−ix)α ad(Dx)β1P)

(
eξD

β2+γ
x gy

)
(x)

for all x, ξ, y ∈ R
n. �	

1.3 Extension of the Space of Amplitudes

The space of amplitudesA m,N
τ (Rn × R

n) (m, τ ∈ R, N ∈ N0 ∪ {∞}) is the set of
all functions a : Rn × R

n → C with the following properties: For all α, β ∈ N
n
0

with |α| ≤ N we have

i) ∂αη ∂
β
y a(y, η) ∈ C0(Rny × R

n
η),

ii)
∣∣∣∂αη ∂βy a(y, η)

∣∣∣ ≤ Cα,β(1+ |η|)m(1+ |y|)τ for all y, η ∈ R
n.

IfN =∞ we also writeA m
τ (R

n×R
n) instead ofA m,∞

τ (Rn×R
n). The oscillatory

integrals defined via

Os -
∫∫

e−iy·ηa(y, η)dyd̄η := lim
ε→0

∫∫
χ(εy, εη)e−iy·ηa(y, η)dyd̄η, (4)

where χ ∈ S(Rn × R
n) with χ(0, 0) = 1, are well-defined for each function a

of the space of amplitudes. They constitute an important technique for verifying
statements in the theory of pseudodifferential operators.

This subsection serves to present the properties of oscillatory integrals verified
in [3, Subsection 2.3]. For this we need:
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Remark 1.7 For arbitrary m = 2k, k ∈ N we can show eix·ξ = 〈ξ〉−m〈Dx〉meix·ξ ,
if we write 〈Dx 〉2k =∑

|γ |≤k aγ,kD
2γ
x . Now let m = 2k + 1, k ∈ N0. Using

〈ξ〉m = 〈ξ〉2k 〈ξ〉
2

〈ξ〉 = 〈ξ〉2k
⎧⎨
⎩

1

〈ξ〉 +
n∑
j=1

ξ2j

〈ξ〉

⎫⎬
⎭

we get:

eix·ξ = 〈ξ 〉−m〈ξ 〉meix·ξ = 〈ξ 〉−m−1〈Dx〉m−1eix·ξ +
n∑
j=1

〈ξ 〉−m ξj〈ξ 〉 〈Dx〉
m−1Dxj eix·ξ .

By means of the previous remark, we define for all m ∈ N

Am(Dx, ξ) := 〈ξ〉−m〈Dx〉m if m is even,

Am(Dx, ξ) := 〈ξ〉−m−1〈Dx 〉m−1 −
n∑
j=1

〈ξ〉−m ξj〈ξ〉 〈Dx〉
m−1Dxj else.

Remark 1.8 Letm, τ ∈ R andN ∈ N0 ∪{∞}. Moreover letB ⊆ A m,N
τ (Rn×R

n)

be bounded, i.e., for all α, β ∈ N
n
0 with |β| ≤ N we have

|∂αx ∂βξ a(x, ξ)| ≤ Cα,β〈ξ〉m〈x〉τ for all a ∈ B. (5)

If we use the Leibniz rule and write 〈Dx 〉(l−1) = ∑
|γ |≤(l−1)/2 aγ,lD

2γ
x for odd

l ∈ N we obtain due to (5), ξj 〈ξ〉−1 ∈ S01,0(Rn ×R
n) and 〈ξ〉s ∈ Ss1,0(Rn ×R

n) for
all α, β ∈ N

n
0 with |β| ≤ N and l ∈ N:

∣∣∣∣∣∣∂
α
x ∂
β
ξ

⎧⎨
⎩〈ξ〉−l−1〈Dx〉l−1a(x, ξ)−

n∑
j=1
〈ξ〉−l ξj〈ξ〉 〈Dx〉

l−1Dxj a(x, ξ)

⎫⎬
⎭
∣∣∣∣∣∣

≤ Cα〈ξ〉−l+m〈x〉τ

for all a ∈ B .

The properties of oscillatory integrals needed later on are listed up in the next
Theorems and Corollaries. For the proof of all these results, we refer to [2, Sect. 2.3].

Theorem 1.9 Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . Moreover, let
χ ∈ S(Rn ×R

n) with χ(0, 0) = 1 be arbitrary. Then the oscillatory integral

Os -
∫∫

e−iy·ηa(y, η)dyd̄η := lim
ε→0

∫∫
χ(εy, εη)e−iy·ηa(y, η)dyd̄η
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exists for each a ∈ A m,N
τ (Rn ×R

n). Additionally for all l, l′ ∈ N0 with l > n+m
and N ≥ l′ > n+ τ we have

Os -
∫∫

e−iy·ηa(y, η)dyd̄η =
∫∫

e−iy·ηAl′(Dη, y)[Al(Dy, η)a(y, η)]dyd̄η.

Therefore the definition does not depend on the choice of χ .

Theorem 1.10 Let m, τ ∈ R and k ∈ N. We define τ̃ := τ if τ ≥ −k, τ̃ :=
−k − 0.5 if τ ∈ Z and τ < −k and τ̃ := −k − (|τ | − �−τ�)/2 else. Moreover,
we define τ̂ := τ+ if τ ≥ −k and τ̂ := τ − τ̃ else. Additionally let N ∈ N0 ∪ {∞}
and M := max{m ∈ N0 : N − m ≥ l > k + τ̃ for one l ∈ N0}. Assuming an
a ∈ A m,N

τ (Rn+k × R
n+k) we define b : Rn ×R

n → C via

b(y, η) := Os -
∫∫

e−iy ′·η′a(y, y ′, η, η′)dy ′d̄η′ for all y, η ∈ R
n.

If there is an l̃ ∈ N0 withM ≥ l̃ > n+ τ̂ , we obtain

Os -
∫∫∫∫

e−iy·η−iy ′·η′a(y, y ′, η, η′)dydy ′d̄ηd̄η′

= Os -
∫∫

e−iy·η
[
Os -

∫∫
e−iy ′·η′a(y, y ′, η, η′)dy ′d̄η′

]
dyd̄η.

(6)

If there is an l̃ ∈ N0 with N ≥ l̃ > k + τ , we have b ∈ A
m+,M
τ̂

(Rn ×R
n) and

∂αy ∂
β
η b(y, η) = Os -

∫∫
e−iy ′·η′∂αy ∂βη a(y, y ′, η, η′)dy ′d̄η′ for all y, η ∈ R

n

(7)

for each α, β ∈ N
n
0 with |β| ≤M .

Theorem 1.11 Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . Moreover, let
l0, l̃0 ∈ N0 with l̃0 ≤ N . Then

Os -
∫∫

e−iy·ηa(y, η)dyd̄η = Os -
∫∫

e−iy·ηAl̃0(Dη, y)Al0(Dy, η)a(y, η)dyd̄η

for every a ∈ A m,N
τ (Rn ×R

n).

Corollary 1.12 Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . Additionally
let (aj )j∈N be a bounded sequence in A m,N

τ (Rn × R
n), i.e., for all α, β ∈ N

n
0 with

|α| ≤ N:

∣∣∣∂βy ∂αη aj (y, η)
∣∣∣ ≤ Cα,β 〈η〉m〈y〉τ for all y, η ∈ R

n and j ∈ N.
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Moreover, there is an a ∈ A m,N
τ (Rn ×R

n) such that

lim
j→∞ ∂

α
η ∂
β
y aj (y, η) = ∂αη ∂βy a(y, η) for all y, η ∈ R

n

for each α, β ∈ N
n
0 with |α| ≤ N . Then

lim
j→∞Os -

∫∫
e−iy·ηaj (y, η)dyd̄η = Os -

∫∫
e−iy·ηa(y, η)dyd̄η.

Theorem 1.13 Let m, τ ∈ R and N ∈ N0 ∪ {∞} with N > n + τ . For a ∈
A m,N
τ (Rn × R

n) we have:

Os -
∫∫

e−i(y+y0)·(η+η0)a(y + y0, η + η0)dyd̄η = Os -
∫∫

e−iy·ηa(y, η)dyd̄η.

2 Pseudodifferential Operators

2.1 Properties of Pseudodifferential Operators

Equipped with the family of seminorms

|a|m
k,Cm̃,τ Smρ,0(R

n×Rn;M)

= max|α|≤k supξ∈Rn
‖∂αξ a(., ξ)‖Cm̃,τ (Rn)〈ξ〉−m+ρ|α|

+ max|α|≤M sup
ξ∈Rn

sup
η∈Rn\{0}

∥∥∥∥∥
∂αξ a(x, ξ + η)− ∂αξ a(x, ξ)

|η|M−�M�
∥∥∥∥∥
Cm̃,τ (Rnx)

〈ξ〉−m+ρ|α|

for all k ∈ N0 with k ≤ M , the spaces Cm̃,τ Smρ,0(R
n × R

n;M) are Fréchet spaces,
where m̃ ∈ N, 0 ≤ ρ ≤ 1, 0 < τ < 1 andM ∈ [0,∞].

Derivatives of non-smooth symbols have the next useful property:

Lemma 2.1 Let m̃ ∈ N0, 0 < τ < 1,M ∈ [0,∞] and 0 < s ≤ min {M − �M�, τ }
if M /∈ N0 and 0 < s ≤ 1 else. Additionally let B ⊆ Cm̃,τS00,0(R

n × R
n;M)

be a bounded subset. Considering α, γ ∈ N
n
0 with |α| ≤ m̃, |γ | < M , the set

{∂αx ∂γξ a : a ∈ B} ⊆ C0,s(Rn ×R
n) is bounded.
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Proof First we choose arbitrary α, γ ∈ N
n
0 with |α| ≤ m̃, |γ | ≤ M ifM /∈ N0 and

|γ | ≤ M − 1 else. Since B ⊆ Cm̃,sS00,0(Rn ×R
n;M) is bounded, we obtain

{∂αx ∂γξ a : a ∈ B} ⊆ C0
b(R

n × R
n) is bounded and, (8)

sup
(x,ξ) �=(y,η)

|∂αx ∂γξ a(x, η)− ∂αx ∂γξ a(y, η)|
|(x, ξ)− (y, η)|s ≤ sup

η
‖∂γξ a(., η)‖Cm̃,τ (Rn) < Cγ ∀a ∈ B.

(9)

If |γ | < �M�, we get by means of the fundamental theorem of calculus in the case
|ξ − η| < 1 with ξ �= η and because of (8) for |ξ − η| ≥ 1:

sup
(x,ξ) �=(y,η)

|∂αx ∂γξ a(x, ξ)− ∂αx ∂γξ a(x, η)|
|(x, ξ)− (y, η)|s ≤ Cγ for all a ∈ B. (10)

In case of |γ | = �M�, property iv) of the definition of the non-smooth symbol-class
provides for |ξ − η| < 1

sup
(x,ξ) �=(y,η)

|∂αx ∂γξ a(x, ξ)− ∂αx ∂γξ a(x, η)|
|(x, ξ)− (y, η)|s ≤ sup

ξ �=η

‖∂γξ a(., ξ)− ∂γξ a(., η)‖Cm̃,τ (Rn)
|ξ − η|s

≤ sup
ξ �=η

‖∂γξ a(., ξ)− ∂γξ a(., η)‖Cm̃,τ (Rn)
|ξ − η|M−�M�

≤ Cγ ∀a ∈ B. (11)

Collecting the estimates (8),(9),(10), and (11) we finally obtain the claim. �	
In the literature there are several boundedness results for smooth as well as for

non-smooth pseudodifferential operators. Here we just mention those needed during
this chapter.

Theorem 2.2 Let p ∈ Sm1,0(Rn ×R
n) with m ∈ R. Then

p(x,Dx) : S(Rn)→ S(Rn)

is a bounded mapping. More precisely, for every k ∈ N0 we can show

|p(x,Dx)f |k,S ≤ Ck|p|(m)k |f |m̃,S for all f ∈ S(Rn),

where m̃ := max{0,m+2(n+1)+k} ifm ∈ Z and m̃ := max{0, �m�+2n+3+k}
else.
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We refer to, e.g., [1, Theorem 3.6] for the proof. Now letX ∈ {Cm̃,τ , Cm̃+τ∗ }with
m̃ ∈ N0 and 0 < τ ≤ 1. For non-smooth pseudodifferential operators with symbols
a ∈ XSmρ,0(Rn ×R

n;M) a similar result holds since the next estimate

‖eξ · a(., ξ)‖X ≤ Cm̃,τ 〈ξ〉N ‖a(., ξ)‖X for all ξ ∈ R
n, (12)

can be verified for some N ∈ N and Cm̃,τ > 0. This is done in the next remark
which generalizes some cases of [3, Remark 3.3].

Remark 2.3 Let X ∈ {Cm̃,τ , Cm̃+τ∗ } with m̃ ∈ N0 and 0 < τ ≤ 1. For 0 ≤
ρ ≤ 1 and M ∈ [0,∞] we choose an arbitrary a ∈ XSmρ,0(Rn × R

n;M). Then
inequality (12) holds for N = m̃+ 2 in the case X = Cm̃+τ∗ and for N = m̃+ 1 in
the case X = Cm̃,τ . With the multiplication property

‖fg‖Cs∗ ≤ C‖f ‖Cs∗‖g‖Cs∗ for all f, g ∈ Cs∗(Rn),

and the embedding Cm̃+�τ�+1b (Rn) ↪→ Cm̃+τ∗ (Rn) at hand, we are in the position to
prove the remark for X = Cm̃+τ∗ :

‖eξ · a(., ξ)‖Cm̃+τ∗ ≤ Cm̃,τ‖eξ‖Cm̃+�τ�+1b

‖a(., ξ)‖
Cm̃+τ∗ ≤ Cm̃,τ 〈ξ〉m̃+2‖a(., ξ)‖Cm̃+τ∗

for all ξ ∈ R
n. It remains to prove the case X = Cm̃,τ . Using the mean value

theorem in the case |x1 − x2| ≤ 1, x1 �= x2 we obtain

max
x1 �=x2

|eix1·ξ − eix2·ξ |
|x1 − x2|τ ≤ 2〈ξ〉 for all ξ ∈ R

n.

On account of the previous inequality we are able to verify the next estimate:

max
|α|≤m̃

sup
x1 �=x2

|eix1·ξ ∂αx a(x1, ξ) − eix2·ξ ∂αx a(x2, ξ)|
|x1 − x2|τ ≤ Cm̃,τ 〈ξ〉‖a(., ξ)‖Cm̃,τ (13)

for all ξ ∈ R
n. Moreover we are able to show

‖eξ · a(., ξ)‖Cm̃b ≤ Cm̃〈ξ〉
m̃‖a(., ξ)‖Cm̃,τ for all ξ ∈ R

n. (14)

A combination of the inequalities (13) and (14) yields

‖eξ · a(., ξ)‖Cm̃,τ ≤ Cm̃,τ 〈ξ〉m̃+1‖a(., ξ)‖Cm̃,τ for all ξ ∈ R
n.
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The previous remark enables us to prove the next boundedness result which
generalizes Lemma 3.4 of [3]:

Lemma 2.4 Let X ∈ {Cm̃,τ , Cm̃+τ∗ } with m̃ ∈ N0 and 0 < τ ≤ 1. Moreover let
m ∈ R, M ∈ [0,∞]. Additionally let 0 ≤ ρ ≤ 1. If p is an element of the Fréchet
space XSmρ,0(R

n × R
n;M), we obtain the continuity of p(x,Dx) : S(Rn)→ X.

Proof Let u ∈ S(Rn) be arbitrary. An application of p ∈ XSmρ,0(Rn × R
n;M),

u ∈ S(Rn) and Remark 2.3 yields

‖p(x,Dx)u(x)‖X ≤
∫
‖eξp(., ξ)‖X |û(ξ)|d̄ξ

≤ C
∫
〈ξ〉−(n+1)d̄ξ |û|m̂+(n+1),S

≤ C|u|m̂+2(n+1),S
for all x ∈ R

n and some m̂ ∈ N.
�	

In the case X = Cm̃,τ this statement was proved in [13, Theorem 3.6]. We
even can generalize the previous lemma for arbitrary Banach spaces X fulfilling
C∞c (Rn) ⊆ X ⊆ C0(Rn) and inequality (12), see, e.g., [3, Lemma 3.4] for the case
M ∈ N0 ∪ {∞}. In view of the proof of Lemma 2.4 we easily see that we also get
the boundedness of

{p(x,Dx) : p ∈ B} ⊆ L (S(Rn);X). (15)

Such results on uniform boundedness of the operators are mostly not stated in the
literature.Mostly only boundedness of a single operator for different function spaces
is shown. It is often tedious to get similar results as (15) by means of verifying these
proofs. Let us remark that in [3, Lemma 3.5] an argument is given that helps us to
prove such results easily.

It is well known that pseudodifferential operators are bounded as maps between
two Bessel potential spaces. These statements are summarized in the next four
theorems. For the proof of the result in the smooth case, we refer to, e.g., [1,
Theorem 5.20].

Theorem 2.5 Let m ∈ R, p ∈ Sm1,0(Rn × R
n) and 1 < q < ∞. Then p(x,Dx)

extends to a bounded linear operator

p(x,Dx) : Hs+m
q (Rn)→ Hs

q (R
n) for all s ∈ R.

Theorem 2.6 Let m ∈ R, 0 < ρ ≤ 1 with ρ > 0 and 1 < p < ∞. Additionally
let τ > (1 − ρ) · n2 if ρ < 1 and τ > 0 if ρ = 1, respectively. Moreover, let
M ∈ [0,∞] with M > n/2 for 2 ≤ p < ∞ and M > n/p else. Denoting

kp := (1−ρ)n |1/2− 1/p|, letB ⊆ Cτ∗Sm−kpρ,0 (Rn×R
n;M) be a bounded subset.
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Then for each real number s with the property

(1− ρ) n
p
− 1τ < s < τ

there is a constant Cs > 0, independent of a ∈ B, such that

‖a(x,Dx)f ‖Hsp ≤ Cs‖f ‖Hs+mp
for all f ∈ Hs+m

p (Rn) and a ∈ B.

Theorem 2.7 Let m ∈ R and τ > n
2 . Moreover, let M ∈ [0,∞] with M > n/2.

Additionally let a ∈ Cτ∗Sm0,0(Rn×R
n;M). Then for each real number s ∈ (

n
2 − τ, τ

)
there is a constant Cs > 0 such that

‖a(x,Dx)f ‖Hs2 ≤ Cs‖f ‖Hs+m2
for all f ∈ Hs+m

2 (Rn).

Theorem 2.8 Let m ∈ R,M ∈ [0,∞] with M > n/2 and τ > 0. Moreover let P
be an element ofOPCτ∗S

m−n/2
0,0 (Rn × R

n;M). Then the operator

P : Hs+m
2 (Rn)→ Hs

2 (R
n) is continuous for all − τ < s < τ.

The statements for non-smooth pseudodifferential operators instead are based
on the results of Marschall, see [17, Theorem 2.7], [17, Theorem 4.2], [17,
Theorem 2.1] and [17, Lemma 2.9]. Just the proof for the fact that the constant
Cs is independent of the bounded set B was given in [3, Sect. 3.1]. If �B = 1,
Theorem 2.6 also holds for p = 1 or p = ∞, cf. [17, Theorem 2.7 and
Theorem 4.2].

We also will need the following estimate for pseudodifferential operators. It is a
generalization of [3, Lemma 3.10].

Lemma 2.9 Let s ∈ R
+ with s /∈ N, m ∈ R and 0 ≤ ρ ≤ 1. Additionally let

M ∈ [0,∞]. Moreover,B ⊆ CsSmρ,0(Rn×R
n;M) should be a bounded subset and

u ∈ S(Rn). For every N ∈ N0 with 2N ≤M we have

|a(x,Dx)u(x)| ≤ CN,n〈x〉−2N for all x ∈ R
n and a ∈ B.

Note that CN,n depends on u ∈ S(Rn).
Proof Let N ∈ N0 with 2N ≤ M . ChoosingMm,n ∈ N with −Mm,n < −n− |m|,
we get for all a ∈ B and all x ∈ R

n by means of u ∈ S(Rn) and the boundedness
ofB ⊆ CsSmρ,0(Rn × R

n;M):
∣∣∣〈Dξ 〉2N [

a(x, ξ)û(ξ)
]∣∣∣ ≤ CN,n〈ξ〉m−Mm,n ∈ L1(Rnξ ). (16)
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Here CN,n is independent of x, ξ ∈ R
n and a ∈ B. On account of (16) and

integration by parts with respect to ξ we conclude the claim:

∣∣∣〈x〉2Na(x,Dx)u(x)
∣∣∣ =

∣∣∣∣
∫
eix·ξ〈Dξ 〉2N

[
a(x, ξ)û(ξ)

]
d̄ξ

∣∣∣∣ ≤ CN,n

for all a ∈ B and x ∈ R
n. �	

2.2 Kernel Representation

Here we present the kernel representation of a non-smooth pseudodifferential
operator p(x,Dx), whose symbol is in the class Cm̃,τ Sm1,0(R

n × R
n) with m̃ ∈ N0,

0 < τ ≤ 1. The results are special cases of the statements verified in [2, Sect. 3.2].

Theorem 2.10 Let p ∈ Cm̃,τSm1,0(Rn×R
n), where m̃ ∈ N0, 0 < τ ≤ 1 andm ∈ R.

Then there is a function k : Rn × (Rn\{0}) → C such that k(x, .) ∈ C∞(Rn\{0})
for all x ∈ R

n and

p(x,Dx)u(x) =
∫
k(x, x − y)u(y)dy for all x /∈ supp u

for all u ∈ S(Rn). Moreover, for every α ∈ N
n
0 and each N ∈ N0 the kernel k

satisfies

‖∂αz k(., z)‖X ≤
⎧⎨
⎩
Cα,N |z|−n−m−|α|〈z〉−N if n+m+ |α| > 0,
Cα,N (1+ |log |z||)〈z〉−N if n+m+ |α| = 0,
Cα,N 〈z〉−N if n+m+ |α| < 0

uniformly in z ∈ R
n\{0}.

Proof We are able to prove the statements in a similar way as in [1, Theorem 5.12]
or [20, Chapter VI, § 4]. The main idea of the proof is to decompose

p(x,Dx)f =
∞∑
j=0

p(x,Dx)ϕj (Dx)f for all f ∈ S(Rn),

where (ϕj )j∈N0 is a dyadic partition of unity. The series converges in Cm̃,τ (Rn)
due to Lemma 2.4. First of all we construct a kernel kj of pj (x,Dx) :=
p(x,Dx)ϕj (Dx) for each j ∈ N0. This can be made in the same way as in the
smooth case. We just have to use ‖∂αξ p(., ξ)‖Cm̃,τ (Rn) ≤ Cα〈ξ〉m−|α| instead of

|∂αξ p(., ξ)| ≤ Cα〈ξ〉m−|α| for all α ∈ N
n
0 and all ξ ∈ R

n. Afterwards we use this
kernel decompositions to construct the kernel of p(x,Dx) as in the smooth case.
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By means of the embedding Cm̃,τ (Rn) ⊆ C0(Rn) we get the absolute and uniform
convergence of k(x, z) =∑∞

j=0 kj (x, z). �	
Remark 2.11 If we even have p ∈ Sm1,0(Rn × R

n) in the previous theorem, we can
show that k(., z) is smooth for all z ∈ R

n while applying Theorem 2.10 for all m̃ ∈ N

and some 0 < τ < 1. This result already was shown in, e.g. ,[1, Theorem 5.12].

2.3 Double Symbols

The present subsection is devoted to the introduction of pseudodifferential operators
with double symbols. They had been introduced in order to verify that the compo-
sition of two smooth pseudodifferential operators is a smooth pseudodifferential
operator again. Pseudodifferential operators with double symbols are also a very
important tool to show the characterization of non-smooth pseudodifferential
operators.

Definition 2.12 Let 0 < s ≤ 1, m̃ ∈ N0 and m,m′ ∈ R. Moreover, let N ∈
N0∪{∞} and 0 ≤ ρ ≤ 1. Then the space of non-smooth double (pseudodifferential)
symbols Cm̃,sSm,m

′
ρ,0 (Rn × R

n × R
n × R

n;N) is the set of all functions p : Rnx ×
R
n
ξ ×R

n
x ′ ×R

n
ξ ′ → C such that

i) ∂αξ ∂
β ′
x ′ ∂

α′
ξ ′ p ∈ Cm̃,s(Rnx) and ∂βx ∂αξ ∂β

′
x ′ ∂

α′
ξ ′ p ∈ C0(Rnx × R

n
ξ ×R

n
x ′ ×R

n
ξ ′),

ii) ‖∂αξ ∂β
′
x ′ ∂

α′
ξ ′ p(., ξ, x

′, ξ ′)‖Cm̃,s (Rn) ≤ Cα,β ′,α′ 〈ξ〉m−ρ|α|〈ξ ′〉m′−ρ|α′|

for all ξ, x ′, ξ ′ ∈ R
n and arbitrary β, α, β ′, α′ ∈ N

n
0 with |β| ≤ m̃ and |α| ≤ N .

Here the constant Cα,β ′,α′ is independent of ξ, x ′, ξ ′ ∈ R
n. In the case N = ∞ we

writeCm̃,sSm,m
′

ρ,0 (Rn×R
n×R

n×R
n) instead ofCm̃,sSm,m

′
ρ,0 (R

n×R
n×R

n×R
n;∞).

Moreover, we define the set of semi-norms {|.|m,m′k : k ∈ N0} by

|p|m,m′k =
max

|α|+|β ′|+|α′|≤k
|α|≤N

sup
ξ,x ′,ξ ′∈Rn

‖∂αξ ∂β
′
x ′ ∂

α′
ξ ′ p(., ξ, x

′, ξ ′)‖Cm̃,s (Rn)〈ξ〉−(m−ρ|α|)〈ξ ′〉−(m
′−ρ|α′|).

Because of the previous definition, p ∈ Cm̃,sSmρ,0(Rn × R
N) is often called a

non-smooth single symbol.
For every non-smooth double symbol we define the associated operator as

follows:

Definition 2.13 Let 0 < s ≤ 1, m̃ ∈ N0, 0 ≤ ρ ≤ 1 and m,m′ ∈ R. Additionally
let N ∈ N0 ∪ {∞}. Assuming a symbol p ∈ Cm̃,sSm,m′ρ,0 (R

n × R
n × R

n × R
n;N),

we define the pseudodifferential operator P = p(x,Dx, x
′,Dx ′) such that for all



Characterization and Spectral Invariance of Pseudodifferential Operators 39

u ∈ S(Rn) and x ∈ R
n

Pu(x) := Os -
∫∫∫∫

e−i(y·ξ+y ′·ξ ′)p(x, ξ, x + y, ξ ′)u(x + y + y ′)dydy ′d̄ξ d̄ξ ′.

Note that we can verify the existence of the previous oscillatory integral by using
the properties of such integrals. For more details, see [18, Lemma 4.64].

Now let OPCm̃,sSm,m
′

ρ,0 (Rn × R
n × R

n × R
n;N) be the set of all non-smooth

pseudodifferential operators whose double symbols are elements of the symbol-
class Cm̃,sSm,m

′
ρ,0 (Rn × R

n ×R
n × R

n;N).
Later on we will need a special subset of Cm̃,sSm,0ρ,0 (R

n×R
n×R

n×R
n;N): For

0 < s ≤ 1, m̃ ∈ N0, N ∈ N0 ∪ {∞} and m ∈ R the set of all p ∈ Cm̃,sSm,0ρ,0 (R
n ×

R
n×R

n ×R
n;N) which are independent of ξ ′ is denoted by Cm̃,sSmρ,0(Rn×R

n ×
R
n;N). The associated pseudodifferential operatorsp(x,Dx, x ′) to elements of this

subclass of double symbols are defined via

p(x,Dx, x
′) := p(x,Dx, x ′,Dx ′).

We call the set of all non-smooth pseudodifferential operators whose double
symbols are in the set Cm̃,sSmρ,0(R

n × R
n × R

n;N) by OPCm̃,sSmρ,0(Rn × R
n ×

R
n;N).
We can prove the following representation for pseudodifferential operators of the

symbol-classCm̃,sSmρ,0(R
n×R

n×R
n;N) applied on a Schwartz function, see, e.g.,

[3, Lemma 3.13]:

Lemma 2.14 Let 0 < s < 1, m̃ ∈ N0, 0 ≤ ρ ≤ 1, m ∈ R and N ∈ N0 ∪ {∞}.
Considering a ∈ Cm̃,sSmρ,0(Rn × R

n × R
n;N), we obtain for all u ∈ S(Rn):

a(x,Dx, x
′)u(x) = Os -

∫∫
ei(x−y)·ξa(x, ξ, y)u(y)dyd̄ξ for all x ∈ R

n.

Proof Let u ∈ S(Rn) and x ∈ R
n be arbitrary. Then

〈y ′〉−2l〈Dξ ′ 〉2la(x, ξ, z)u(z+ y ′) ∈ A
m+,N
−2n−2(R

2n
(z,y ′) ×R

2n
(ξ,ξ ′)).

With Theorem 1.9, Corollary 1.12, Theorem 1.13, and Theorem 1.10 at hand, we
get

a(x,Dx, x
′)u(x)

= Os -
∫∫∫∫

e−i(y·ξ+y ′·ξ ′)〈y′〉−2l〈Dξ ′ 〉2l[a(x, ξ, x + y)u(x + y + y′)]dydy′d̄ξ d̄ξ ′
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= Os -
∫∫∫∫

e−i(z−x)·ξ e−iy ′·ξ ′a(x, ξ, z)〈y′〉−2l〈Dξ ′ 〉2lu(z+ y′)dzdy′d̄ξ d̄ξ ′

= Os -
∫∫

ei(x−z)·ξ a(x, ξ, z)
[
Os -

∫∫
e−iy ′·ξ ′ 〈y′〉−2l〈Dξ ′ 〉2lu(z+ y′)dy′d̄ξ ′

]
dzd̄ξ.

By means of

〈y ′〉−2l〈Dξ ′ 〉2lu(z+ y ′) ∈ S(Rny ′) ⊆ A 0−k(Rny ′ × R
n
ξ ′)

we are able to apply Theorem 1.11 and Theorem 1.13 and get

Os -
∫∫

e−iy ′·ξ ′ 〈y′〉−2l〈Dξ ′ 〉2lu(z+ y′)dy′d̄ξ ′ = Os -
∫∫

e−i(z̃−z)·ξ ′u(z̃)dz̃d̄ξ ′ = u(z).

For the proof of the last equality, we refer to [1, Example 3.11]. Combining all these
results we conclude the proof. �	

As a direct consequence of the definition of double symbols we obtain the next
remark.

Remark 2.15 Let 0 < s < 1,m ∈ R, m̃ ∈ N0 andN ∈ N0∪{∞}. The boundedness
of the subsetB ⊆ Cm̃,sSmρ,0(Rn×R

n×R
n;N), 0 ≤ ρ ≤ 1, implies the boundedness

of
{
∂δx∂

γ
ξ a : a ∈ B

}
⊆ Cm̃−|δ|,sSm−ρ|γ |ρ,0 (Rn × R

n ×R
n;N − |γ |)

for each γ, δ ∈ N
n
0 with |δ| ≤ m̃ and |γ | ≤ N .

This remark was already verified in [3, Remark 3.14].

3 Characterization of Non-Smooth Pseudodifferential
Operators

Throughout the whole section (ϕj )j∈N0 is an arbitrary but fixed dyadic partition of
unity on Rn, that is a partition of unity with

supp ϕ0 ⊆ B2(0) and supp ϕj ⊆ {ξ ∈ R
n : 2j−1 ≤ |ξ | ≤ 2j+1}

for all j ∈ N.
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3.1 Pointwise Convergence in Cm,sS0
0,0

As an ingredient to show the characterization of non-smooth pseudodifferential
operators, we need the following statement: Each bounded set (pε)ε>0 of the
symbol-class Cm,sS00,0(R

n × R
n;M) contains a sequence which converges point-

wise in Cm,sS00,0(R
n ×R

n;M − 1). To this end we use

Lemma 3.1 Let m ∈ N0, 0 < s ≤ 1 and (pε)ε>0 ⊆ Cm,s(Rn) be a bounded set.
Then there is a sequence (pεk )k∈N ⊆ (pε)ε>0 with εk → 0 for k → ∞ and a
p ∈ Cm,s(Rn) such that for all β ∈ N

n
0 with |β| ≤ m

∂βx pεk
k→∞−−−→ ∂βx p

converges uniformly on each compact set K ⊆ R
n.

Proof It is sufficient to prove the claim for each Bj(0), j ∈ N. Due to the bound-
edness of (pε|Bj (0))ε>0 ⊆ Cm,s(Bj (0)) and the compactness of the embedding

Cm,s(Bj (0)) ⊆ Cm(Bj (0)) we get by a diagonal sequence argument the existence
of a sequence (pεk )k∈N ⊆ (pε)ε>0 with εk → 0 for k→∞ and of unique functions
pBj (0) ∈ Cm(Bj (0)) such that

pεk
k→∞−−−→ pBj (0) in Cm(Bj (0)) for all j ∈ N.

We define p : Rn → C via p(x) := pBj (0)(x) for all x ∈ Bj (0) and each j ∈ N.
This implies the uniform convergence of

∂βx pεk
k→∞−−−→ ∂βx p on Bj (0)

for all j ∈ N and β ∈ N
n
0 with |β| ≤ m. The definition of p provides

p ∈ Cm(Bj (0)). The boundedness of (pε)ε>0 ⊆ Cm,s(Rn) and the pointwise

convergence of ∂βx pε → ∂
β
x p if ε → 0 for all β ∈ N

n
0 with |β| ≤ m yields

p ∈ Cm,s(Rn). �	
With the previous result at hand, which was already shown in [3, Lemma 4.1] we

can verify the next claim, see [3, Lemma 4.2]:

Lemma 3.2 Let m ∈ N0 and 0 < s ≤ 1. Furthermore, let (∂βx pε)ε>0 ⊆ C0,s(Rnx ×
R
n
ξ ) be a bounded set for all β ∈ N

n
0 with |β| ≤ m. Then there is a sequence

(pεk )k∈N ⊆ (pε)ε>0 with εk → 0 for k → ∞ and a p ∈ C0,s(Rn × R
n) such that

for all β ∈ N
n
0 with |β| ≤ m we have

i) ∂βx p ∈ C0,s(Rnx × R
n
ξ ),

ii) ∂βx pεk
k→∞−−−→ ∂

β
x p converges uniformly on each compact set K ⊆ R

n ×R
n.
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Proof It is sufficient to show the claim for all sets Bj(0)× Bi(0), i, j ∈ N.

Since the set (∂βx pε)ε>0 is bounded in C0,s(Rnx × R
n
ξ ), we iteratively conclude

from Lemma 3.1 the existence of a sequence (pεk )k∈N of (pε)ε>0 and of functions
qβ ∈ C0,s(Rnx ×R

n
ξ ) such that

∂βx pεk
k→∞−−−→ qβ uniformly in Bj (0)× Bi(0) (17)

for all i, j ∈ N and β ∈ N
n
0 with |β| ≤ m. Choosing an arbitrary but fixed ξ ∈

R
n, (17) implies the uniformly convergence of

∂βx pεk (., ξ)
k→∞−−−→ qβ(., ξ) (18)

in Bj(0) for all β ∈ N
n
0 with |β| ≤ m and all j ∈ N. Hence (pεk (., ξ))k∈N is a

Cauchy sequence in Cm(Bj (0)). Due to the completeness of Cm(Bj (0)) we have
the convergence of (pεk (., ξ))k∈N to p̃ in Cm(Bj (0)). Consequently we obtain for
all β ∈ N

n
0 with |β| ≤ m and each j ∈ N:

∂βx pεk (., ξ)
k→∞−−−→ ∂βx p̃ in C0(Bj (0)). (19)

Because of the uniqueness of the strong limit we get together with (18) that ∂βx p̃ =
qβ(., ξ) for each β ∈ N

n
0 with |β| ≤ m. Thus with p(x, ξ) := q0(x, ξ) for all

x, ξ ∈ R
n the claim holds. �	

All verified results enable us to show the main theorem of this subsection, which
generalizes [3, Theorem 4.3]:

Theorem 3.3 Let m̃ ∈ N0, M ∈ [0,∞] and 0 < s ≤ 1. Additionally, let (pε)ε>0
be a bounded set in Cm̃,sS00,0(R

n × R
n;M). Then there is a sequence (pεl )l∈N ⊆

(pε)ε>0 with εl → 0 for l→∞ and a function p : Rnx ×R
n
ξ → C such that for all

α, β ∈ N
n
0 with |β| ≤ m̃ and |α| < M we get

i) ∂βx ∂αξ p exists and ∂βx ∂αξ p ∈ C0,τ (Rn×R
n) for some 0 < τ < min{s,M−�M�},

ifM /∈ N and τ ∈ (0, 1) else
ii) ∂βx ∂αξ pεl

l→∞−−−→ ∂
β
x ∂
α
ξ p is uniformly convergent on each compact set K ⊆ R

n ×
R
n.

In particular p ∈ Cm̃,sS00,0(Rn ×R
n; �M� − 1).

Proof It is sufficient to prove the claim for Bj(0)× Bj(0), j ∈ N. Applying
Lemma 2.1 we get for all β, γ ∈ N

n
0 with |β| ≤ m̃ and |γ | < M the boundedness

of the set (∂βx ∂
γ
ξ pε)ε>0 ⊆ C0,τ (Rn × R

n) for some 0 < τ < min{s,M − �M�} if
M /∈ N0 ∪ {∞} and τ ∈ (0, 1) else. Thus by Lemma 3.2 we inductively obtain the
existence of a sequence (pεl )l∈N ⊆ (pε)ε>0 with εl → 0 for l →∞ and functions
qα ∈ C0,τ (Rn × R

n) with the following properties: For all j ∈ N and α, β ∈ N
n
0
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with |β| ≤ m̃ and |α| < M we have ∂βx qα ∈ C0,τ (Rnx × R
n
ξ ) and

∂βx ∂
α
ξ pεl

l→∞−−−→ ∂βx qα (20)

converges uniformly on Bj(0)× Bj(0). Now we choose an arbitrary but fixed k ∈
N0 with k < M and x ∈ R

n. The boundedness of (∂γξ pεl )l∈N ⊆ C0,τ (Rn × R
n) for

all γ ∈ N
n
0 with |γ | ≤ k leads to

‖pεl (x, .)‖Ck,τ (Rn) ≤ max
γ∈Nn0|γ |≤k

‖∂γξ pεl‖C0,τ (Rn×Rn) ≤ Ck

for all x ∈ R
n and l ∈ N. By means of Lemma 3.1 we obtain via a diagonal sequence

argument the existence of a subsequence of (pεl )l∈N again denoted by (pεl )l∈N and
of a function p̃ ∈ C�M�−1(Rn) with the property

∂
γ
ξ pεl (x, ξ)

l→∞−−−→ ∂
γ
ξ p̃(ξ) pointwise for all x ∈ R

n (21)

and every γ ∈ N
n
0 with |γ | ≤ �M� − 1. On account of (20) and (21) the uniqueness

of the limit gives us qα(x, .) = ∂αξ p̃. This implies p(x, .) := q0(x, .) ∈ C�M�−1(Rn)
for all x ∈ R

n, (i) and (ii). Additionally the boundedness of (pεl )ε>0 ⊆
Cm̃,sS00,0(R

n × R
n;M) provides for all α ∈ N

n
0 with |α| < M and each fixed

ξ ∈ R
n

‖∂αξ pεl (., ξ)‖Cm̃,s (Rn) ≤ Cα.

Hence we get due to Lemma 3.1 via a diagonal sequence argument the existence of a
subsequence of (pεl )l∈N again denoted by (pεl )l∈N and of a function p̂α ∈ Cm̃,s(Rn)
with the property

∂αξ pεl (x, ξ)
l→∞−−−→ p̂α(x) pointwise for all ξ ∈ R

n (22)

and every α ∈ N
n
0 with |α| < M . The uniqueness of the limit, (20) and (22)

provides the equality ∂αξ p(., ξ) = qα(., ξ) = p̂α for each α ∈ N
n
0 with |α| <

M . Consequently p is a non-smooth symbol of the symbol-class Cm̃,sS00,0(R
n ×

R
n; �M� − 1). �	

3.2 Properties of the Operator Tε

Apart from the results of Sect. 3.1 an approximation (Tε)ε∈(0,1] of T ∈ A0,M
0,0 (m̃, q)

is needed in order to prove the characterization of non-smooth pseudodifferential
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operators. Thereby the approximation operators (Tε)ε∈(0,1] have to satisfy the
following conditions:

• Tε : S ′(Rn)→ S(Rn) is continuous,
• The iterated commutators of Tε are uniformly bounded with respect to ε as maps

from Lq(Rn) to Lq(Rn),
• Tε converges pointwise to T if ε→ 0.

All results of the present subsection are taken from [3, Sect. 4.3].
Throughout the whole subsectionwe assume: Let 1 < q <∞ andM ∈ N0∪{∞}

be arbitrary. Additionally, let T ∈ A0,M
0,0 (m̃, q) with m̃ ∈ N0 and ϕ ∈ C∞0 (Rn) with

ϕ(x) = 1 for all |x| ≤ 1
2 and ϕ(x) = 0 for all |x| ≥ 1. For all 0 < ε ≤ 1 we define

the pseudodifferential operators

Pε := p̃ε(x,Dx) and Qε := qε(x,Dx),
with the symbols p̃ε(x, ξ) := ϕ(εx) and qε(x, ξ) := ϕ(εξ). Then the sets {p̃ε|0 <
ε ≤ 1} and {qε|0 < ε ≤ 1} are bounded subsets of S01,0(R

n × R
n). We remark

that for all u ∈ S(Rn) we have Pεu = p̃εu. Moreover we get the continuity of
Pε : C∞(Rn) → C∞0 (Rn) by means of the continuity of multiplication operators
with C∞0 -functions. Furthermore, we define

Tε := PεQεT PεQε.
Since PεQε : S(Rn)′ → S(Rn) is continuous, Tε : S(Rn)′ → S(Rn) is continuous,
too. Later on we will need the next statements:

Lemma 3.4 For all u ∈ Lq(Rn) we have the following convergence:

Lq − lim
ε→0

Tεu = T u.

Proof With the theorem of Banach-Steinhaus at hand, we can easily show

Qεu
ε→0−−→ u and Pεu

ε→0−−→ u in Lq(Rn). (23)

For more details, see [18, Proof of Lemma 5.27]. By means of (23) and Theorem 2.5
we get for all u ∈ Lq(Rn):

‖PεQεu− u‖Lq(Rn) ≤ C‖Qεu− u‖Lq(Rn) + ‖Pεu− u‖Lq(Rn) ε→0−−→ 0.

An application of Theorem 2.5 gives us for all u ∈ Lq(Rn):

‖Tεu− T u‖Lq(Rn) ≤ ‖PεQεT PεQεu− PεQεT u‖Lq(Rn) + ‖PεQεT u− T u‖Lq(Rn)
≤ C‖PεQεu− u‖Lq(Rn) + ‖PεQεT u− T u‖Lq(Rn) ε→0−−→ 0.

�	
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Lemma 3.5 Let α, β ∈ N
n
0 with |β| ≤ m̃ and |α| ≤ M . Then

‖ ad(−ix)α ad(Dx)βTε‖L (Lq(Rn)) ≤ Cα,β for all 0 < ε ≤ 1.

Proof Let α, β ∈ N
n
0 with |β| ≤ m̃ and |α| ≤M . We define

Rβ1,β2,β3α1,α2,α3
:= [

ad(Dx)β1Pε
] [
ad(−ix)α1Qε

]
T α2,β2

[
ad(Dx)β3Pε

] [
ad(−ix)α3Qε

]
,

where T α2,β2 := ad(−ix)α2 ad(Dx)β2T . Then we obtain for all u ∈ S(Rn)

ad(−ix)α ad(Dx)βTεu =
∑

α1+α2+α3=α
β1+β2+β3=β

Cα1,α2,β1,β2R
β1,β2,β3
α1,α2,α3

u.

Due to Remark 1.5 we get ad(Dx)γ Pε ∈ OPS01,0 and ad(−ix)δQε ∈ OPS−|δ|1,0 ⊆
OPS01,0 for each γ, δ ∈ N

n
0. On account of Theorem 2.5, the boundedness of

{p̃ε|0 < ε ≤ 1} and {qε|0 < ε ≤ 1} in S01,0(Rn × R
n) and of T ∈ A0,M

0,0 (m̃, q)

we obtain

‖ ad(−ix)α ad(Dx)βTεu‖Lq ≤ Cα,β,q‖u‖Lq for all u ∈ S(Rn). �	

Proposition 3.6 Let g ∈ S(Rn) and 0 < ε ≤ 1. For each y ∈ R
n we define

gy := τy(g). Moreover, we define

pε,0(x, ξ, y) := e−ix·ξTε(eξ gy)(x) for all (x, ξ, y) ∈ R
n × R

n ×R
n.

Then pε,0 ∈ C∞(Rn × R
n ×R

n).

For the proof of Proposition 3.6, we still need:

Definition 3.7 For k ∈ N0 we define the normed space Lqk (R
n) as

L
q
k (R

n) :=
{
f ∈ Lq(Rn) : ‖f ‖Lqk := ‖〈x〉

k+1f (x)‖Lq(Rnx) <∞
}
.

Sketch of the proof of Proposition 3.6 Let k ∈ N0 be arbitrary but fixed. For every
x, ξ ∈ R

n, f ∈ Ck+1b (Rn) and each h ∈ L
q
k (R

n) we define δx(f ) := f (x)

and Mξ(h) := eξh. Additionally we define the functions δ̃ : Rn × R
n × R

n →
L (Ck+1b (Rn),C), G̃ : Rn × R

n × R
n → L

q
k (R

n) and M̃ : Rn × R
n × R

n →
L (L

q
k (R

n), Lq(Rn)) by

δ̃(x, y, ξ) := δx, G̃(x, y, ξ) := gy, M̃(x, y, ξ) := Mξ for all x, y, ξ ∈ R
n.

One can show that G̃ is a smooth function and that δ̃, M̃ are k-times continuously
differentiable, cf. [18, Proposition 5.33 and Proposition 5.34]. On account of the
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product rule we get

M̃(x, y, ξ) ◦ G̃(x, y, ξ) ∈ Ck(Rnx ×R
n
y × R

n
ξ , L

q(Rn)). (24)

Since Tε is continuous as map from S ′(Rn) to S(Rn), we have

Tε ∈ L (Lq(Rn), Ck+1b (Rn))

and hence we obtain

Tε(M̃(x, y, ξ) ◦ G̃(x, y, ξ)) ∈ Ck(Rnx × R
n
y ×R

n
ξ , C

k+1
b (Rn))

due to (24). Applying the product rule again yields

pε,0(x, y, ξ) = e−ix·ξ δ̃(x, y, ξ) ◦ Tε(M̃(x, y, ξ) ◦ G̃(x, y, ξ)) ∈ Ck(Rnx × R
n
y × R

n
ξ ).

�	
We refer to [18, Proposition 5.31] for more details.

3.3 Characterization of Pseudodifferential Operators
with Symbols in CsSm

0,0

Besides the pointwise convergence result of Sect. 3.1 and the results of Sect. 3.2
also a formula for representing an operator with a non-smooth double symbol as an
operator with a non-smooth single symbol is needed to derive the characterization
of non-smooth pseudodifferential operators. We achieve this result by a careful
adaption of the known symbol-reduction result for smooth pseudodifferential
operators, cf. [15, Theorem 2.5] by using the extended properties of the oscillatory
integrals presented in Sect. 1.3. This is the reason why we just give a short sketch of
the proof of the next result here.

Theorem 3.8 Let N ∈ N0 ∪ {∞} with N > n. We define Ñ := N − (n + 1). For
each element a of the bounded set B ⊆ Cm̃,sSm0,0(Rn ×R

n ×R
n;N) with m̃ ∈ N0,

m ∈ R and 0 < s < 1, we define the function aL : Rn ×R
n → C by

aL(x, ξ) := Os -
∫∫

e−iy·ηa(x, η+ ξ, x + y)dyd̄η

for all x, ξ ∈ R
n. Then {aL : a ∈ B} ⊆ Cm̃,sSm0,0(Rn × R

n; Ñ) is bounded and we
have for every a ∈ B and u ∈ S(Rn)

a(x,Dx, x
′)u = aL(x,Dx)u. (25)
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Proof The first task is to verify by means of the properties of the oscillatory
integral, Theorem of Fubini and the Theorem of dominated convergence, that the set
{aL(x, ξ) : a ∈ B} is a bounded set of non-smooth single symbols of the symbol-
class Cm̃,sSm0,0(R

n
x × R

n
ξ ; Ñ). Afterwards one can show by means of an integral

representation of the operator a(x,Dx, x ′) applied on a Schwartz function u and the
properties of the oscillatory integral that the equality (25) is true. �	

For more details, we refer to [3, Sect. 4.2]. Moreover, a calculation of an integral
representation for a non-smooth pseudodifferential operator with double symbol, an
application of Remark 1.7 and Remark 1.8 and of integration by parts with respect
to ξ yields the next lemma, cf. [3, Lemma 4.4]:

Lemma 3.9 Let s > 0, s /∈ N0 and m,m′ ∈ R. Additionally let N ∈ N0 ∪ {∞}
and l′ ∈ N0 with l′ ≤ N . Furthermore, let B ⊂ CsSm,m′0,0 (Rn × R

n ×R
n × R

n;N)
be bounded and u ∈ S(Rn). Assuming p ∈ CsSm,m′0,0 (Rn × R

n × R
n × R

n;N),
we denote P := p(x,Dx, x

′,Dx ′). Then we obtain the existence of a constant C,
independent of x ∈ R

n and p ∈ B, such that

|Pu(x)| ≤ C〈x〉−l′ for all x ∈ R
n.

With the previous results at hand we now are in the position to show the
characterization of pseudodifferential operators with symbols of the symbol-class
CsS00,0(R

n×R
n;M). Symbol reducing smooth pseudodifferential operators enable

us to extend this result to non-smooth pseudodifferential operators of the class
CsSm0,0(R

n × R
n;M), m ∈ N0. In all cases the following problem arises: Non-

smooth pseudodifferential operators with coefficients in a Hölder space are in
general not continuous as a map from Hm

q (R
n) to Lq(Rn). However each element

of Am,M0,0 (m̃, q) is linear and bounded as a map from Hm
q (R

n) to Lq(Rn). Hence
we only can get a characterization of those non-smooth pseudodifferential operators
which are linear and bounded as maps from Hm

q (R
n) to Lq(Rn) by means of this

ansatz. Note that the proofs of this subsection are based on the main idea of the
proof in the smooth case by Ueberberg [22] and are taken from [3, Sect. 4.4].

Theorem 3.10 Let 1 < q < ∞ and m ∈ N0 with m > n/q . Additionally let
M ∈ N ∪ {∞} with M > n + 1. We define M̃ := M − (n + 1). Considering
T ∈ A0,M

0,0 (m, q), we get for all 0 < τ ≤ m− n/q with τ /∈ N0

T ∈ OPCτS00,0(Rn ×R
n; M̃ − 1) ∩L (Lq(Rn)).

Proof Let τ ∈ (0,m − n/q] with τ /∈ N be arbitrary but fixed. Let Tε, ε ∈ (0, 1],
be as in Sect. 3.2. Then Tε : S ′(Rn) → S(Rn) is continuous. The proof of this
theorem is divided into three different parts. First we write Tε as a pseudodifferential
operator with a double symbol. In step two we reduce the double symbol to an
ordinary symbol pε of Tε. Finally, we conclude the proof in part three. Here we use
the pointwise convergence of a subsequence of (pε)ε>0 to get a symbol p with the
property p(x,Dx)u = T u for all u ∈ S(Rn).
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We begin with step one: Since Tε : S ′(Rn)→ S(Rn) is continuous, Theorem 1.2
gives us the existence of a Schwartz-kernel tε ∈ S(Rn ×R

n) of Tε . Thus

Tεu(x) =
∫
tε(x, y)u(y)dy for all u ∈ S(Rn) and all x ∈ R

n. (26)

Now we choose u, g ∈ S(Rn) with g(0) = 1 and g(−x) = g(x) for all x ∈ R. We
define gy : Rn → C for y ∈ R

n by gy := τy(g). Next let x ∈ R
n be arbitrary, but

fixed. Then we define

h(z) := u(z)gz(x) for all z ∈ R
n.

Using the inversion formula, cf., e.g., [1, Example 3.11], we obtain

u(x) = h(x) = Os -
∫∫

ei(x−y)·ξh(y)dyd̄ξ = Os -
∫∫

ei(x−y)·ξu(y)gy(x)dyd̄ξ.

If we first insert the previous equality in (26) and use the definition of the oscillatory
integrals, integration by parts with respect to y and Lebesgue’s theorem afterwards,
we get

Tεu(x) =
∫
tε(x, z)

[
Os -

∫∫
ei(z−y)·ξu(y)gy(z)dyd̄ξ

]
dz

= lim
α→0

∫
tε(x, z) ·

∫∫
e−iy·ξ eiz·ξu(y)gy(z)χ(αy, αξ)dyd̄ξ dz

= lim
α→0

∫∫
e−iy·ξχ(αy, αξ)

[
Tε(eξgy)(x)

]
u(y)dyd̄ξ,

where χ ∈ S(Rn × R
n) with χ(0, 0) = 1. Defining pε,0 : Rn × R

n ×R
n → C by

pε,0(x, ξ, y) := e−ix·ξTε(eξ gy)(x) for all x, ξ, y ∈ R
n,

we conclude

Tεu(x) = Os -
∫∫

ei(x−y)·ξpε,0(x, ξ, y)u(y)dyd̄ξ.

Here pε,0 is the double symbol of Tε , cf. Lemma 2.14, as we will see in step two.
Secondly we want to construct for all 0 < ε ≤ 1 symbols

pε ∈ CτS00,0(Rn ×R
n; M̃),

with

i) Tεu = pε(x,Dx)u for all u ∈ S(Rn),
ii) (pε)0<ε≤1 is a bounded set of CτS00,0(Rn × R

n; M̃).
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Since Tε : S ′(Rn) → S(Rn) is linear and continuous and because of Proposi-
tion 3.6, we can apply Lemma 1.6 and Lemma 3.5 and get for α, γ ∈ N

n
0 with

|α| ≤ M:

∥∥∥∂αξ Dγy pε,0(., ξ, y)
∥∥∥q
Cτ

≤
∥∥∥∂αξ Dγy pε,0(., ξ, y)

∥∥∥q
Hmq

≤
∑
|β|≤m

∥∥∥∂αξ Dβx Dγy pε,0(x, ξ, y)
∥∥∥q
Lq(Rnx)

≤
∑
|β|≤m

∑
β1+β2=β

∥∥∥Cβ1,β2 [ad(−ix)α ad(Dx)β1Tε]
(
eix·ξDβ2+γx gy

)
(x)

∥∥∥q
Lq(Rnx)

≤ Cα,m,γ
for all ξ, y ∈ R

n and 0 < ε ≤ 1. Hence {pε,0 : 0 < ε ≤ 1} ⊆ CτS00,0(Rn × R
n ×

R
n;M) is bounded. Now we define

pε(x, ξ) := Os -
∫∫

e−iy·ηpε,0(x, ξ + η, x + y)dyd̄η for all x, ξ ∈ R
n.

An application of Theorem 3.8 and Theorem 3.8 yields the properties i) and ii). So
we can turn to step three now.

On account of ii) it is possible to apply Lemma 3.3 which yields the existence of
a sequence (pεk )k∈N of (pε)0<ε≤1 with εk → 0 if k→∞ such that

pεk
k→∞−−−→ p pointwise, (27)

where p ∈ CτS00,0(Rn × R
n; M̃ − 1). Let u ∈ S(Rn) be arbitrary. Because of (27)

and the boundedness of (pεk )k∈N ⊆ CτS00,0(Rn × R
n; M̃), we get

pεk (x,Dx)u
k→∞−−−→ p(x,Dx)u (28)

pointwise due to Lebesgue’s theorem. Choosing N ∈ N with n < 2N ≤ M we get
by Lemma 3.9:

|pεk (x,Dx)u(x)− p(x,Dx)u(x)|q ≤
(
|pεk (x,Dx)u(x)| + lim

k→∞ |pεk (x,Dx)u(x)|
)q

≤ CN,n〈x〉−2Nq ∈ L1(Rnx)



50 H. Abels and C. Pfeuffer

for all k ∈ N. Together with (28) we can apply Lebesgue’s theorem and obtain

‖pεk (x,Dx)u− p(x,Dx)u‖qLq (Rn) =
∫

Rn

|pεk (x,Dx)u(x)− p(x,Dx)u(x)|qdx k→∞−−−→ 0.

Together with i) and Lemma 3.4 we conclude

p(x,Dx)u = Lq − lim
k→∞pεk (x,Dx)u = L

q − lim
k→∞ Tεku = T u.

�	
As already mentioned, order reducing operators now enable us to extend the

previous characterization to the class CsSm0,0 for generalm:

Lemma 3.11 Let m ∈ R, 1 < q < ∞, m̃ ∈ N0 with m̃ > n/q . Additionally let
M ∈ N0 ∪ {∞} with M > n + 1. We define M̃ := M − (n + 1). Considering
T ∈ Am,M0,0 (m̃, q) we have for s ∈ (0, m̃− n/q] with s /∈ N0:

T ∈ OPCsSm0,0(Rn × R
n; M̃ − 1) ∩L (Hm

q (R
n), Lq(Rn)).

Proof Let s ∈ (0, m̃ − n/q] with s /∈ N0 and δ ∈ N
n
0. Moreover we define for

every α ∈ R the order reducing pseudodifferential operator �α := λα(Dx), where
λα(ξ) := 〈ξ〉α ∈ S|α|1,0(R

n × R
n). Due to Remark 1.5 and Theorem 2.5 we get that

ad(−ix)δ�−m : Lq(Rn)→ Hm+|δ|
q (Rn) ⊆ Hm

q (R
n) is continuous. (29)

Now let l ∈ N0, α1, . . . , αl ∈ N
n
0 and β1, . . . , βl ∈ N

n
0 such that |β| ≤ m̃ and |α| ≤

M , where β := β1+. . .+βl and α := α1+. . .+αl . Since ad(−ix)τ2 ad(Dx)δ�−m ≡
0 for every τ2, δ ∈ N

n
0 with |δ| �= 0 due to Remark 1.5, we can iteratively show

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βl (T�−m)
=

∑
γ1+δ1=α1

...
γl+δl=αl

Cγ1,...,γl [ad(−ix)γ1 ad(Dx)β1 . . . ad(−ix)γl ad(Dx)βlT ][ad(−ix)δ�−m],

where δ is defined by δ := δ1 + . . .+ δl . Combining (29) and T ∈ Am,M0,0 (m̃, q) we
obtain the continuity of

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βl (T �−m) : Lq(Rn)→ Lq(Rn).

Therefore T�−m ∈ A0,M
0,0 (m̃, q). If we use Theorem 3.10, we get

T�−m ∈ OPCsS00,0(Rn × R
n; M̃ − 1) ∩L (Lq(Rn)).
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On account of �m ∈ OPSm1,0(Rn ×R
n) and Theorem 2.5 we have

T ∈ OPCsSm0,0(Rn × R
n; M̃ − 1) ∩L (Hm

q (R
n), Lq(Rn)). �	

3.4 Characterization of Pseudodifferential Operators
with Symbols in CsSm

1,0

Pseudodifferential operators of the class CsSm1,0(R
n × R

n) often appear in the field
of nonlinear partial differential equations. Due to Example 0.2, these operators
are elements of the set Am1,0(�s�, q) with 1 < q < ∞. This subsection is

dedicated for proving the following result: Elements of the set Am,M1,0 (m̃, q) are
non-smooth pseudodifferential operators of the order m whose coefficients are in
a Hölder space if m̃ is sufficiently large. Since Am,M1,0 (m̃, q) ⊆ Am,M0,0 (m̃, q), we
can use the characterization of pseudodifferential operators belonging to the class
CsSm0,0(R

n×Rn,M) in order to get the main result of this section. Just let us mention
that all statements are taken from [3, Sect. 4.5].

Theorem 3.12 Letm ∈ R, 1 < q <∞ and m̃ ∈ N0 with m̃ > n/q . Additionally let
M ∈ N0 withM > n+1. We define M̃ := M−(n+1). Assuming P ∈ Am,M1,0 (m̃, q),

we obtain for all τ ∈ (0, m̃− n/q] with τ /∈ N0:

P ∈ OPCτSm1,0(Rn ×R
n; M̃ − 1) ∩L (Hm

q (R
n), Lq(Rn)).

Proof Let m̃−n/q ≥ τ > 0 with τ /∈ N0 and P ∈ Am,M1,0 (m̃, q). Due to Lemma 0.3

we have P ∈ Am,M1,0 (m̃, q) ⊆ Am,M0,0 (m̃, q). Hence we get by means of Lemma 3.11:

P ∈ OPCτSm0,0(Rn ×R
n; M̃ − 1) ∩L (Hm

q (R
n), Lq(Rn)).

Let α ∈ N
n
0 with |α| ≤ M̃ − 1. Then ad(−ix)αP ∈ Am−|α|,M−|α|1,0 (m̃, q). Because

of Lemma 0.3 and Lemma 3.11, we obtain

ad(−ix)αP ∈ OPCτSm−|α|0,0 (Rn ×R
n; M̃ − |α| − 1).

Due to Remark 1.5 the symbol of ad(−ix)αP is ∂αξ p(x, ξ) if p is the symbol of P .
Hence

‖∂αξ p(., ξ)‖Cτ (Rn) ≤ Cα〈ξ〉m−|α| for all ξ ∈ R
n.

Consequently p is an element of CτSm1,0(R
n × R

n; M̃ − 1). �	
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For M̃ − 1 > max{n/2, n/q}, 1 < q < ∞ Theorem 2.6 provides that every
operator of OPCτSm1,0(R

n × R
n; M̃ − 1) with τ > 0 and m ∈ R is an element of

L (Hm
q (R

n), Lq(Rn)). This implies

OPCτSm1,0(R
n ×R

n; M̃ − 1) ∩L (Hm
q (R

n), Lq(Rn))

= OPCτSm1,0(Rn ×R
n; M̃ − 1).

Having a look at the characterization of non-smooth pseudodifferential operators
again we see that unfortunately we lose some regularity with respect to m̃. In [2,
Sect. 4] we were able to improve the results of Theorem 3.10 and Theorem 3.12, so
that no regularity with respect to the first variable is lost.

4 Spectral Invariance

4.1 The Inverse of a Pseudodifferential Operator
in the Symbol-Class CτS0

0,0

The goal of the present subsection is to verify the following theorem:

Theorem 4.1 Let m̃ ∈ N0, 0 < τ < 1 andM ∈ N ∪ {∞} with

M̃ := M − (n+ 1) > 0.

Additionally let N ∈ N0 ∪ {∞} such that N −M > n/2. We assume

m̂ := max{k ∈ N0 : m̃+ τ − k > n/2} > n/2.

For each p ∈ Cm̃,τ S00,0(Rn ×R
n;N) with p(x,Dx)−1 ∈ L (L2(Rn)) we get

p(x,Dx)
−1 ∈ OPCsS00,0(Rn × R

n; M̃ − 1)

for all s ∈ (0, m̂− n/2] with s /∈ N.

In the smooth case Ueberberg already has shown a similar result, cf. [22,
Theorem 4.3]:

Theorem 4.2 Let 1 < q <∞ and 0 ≤ δ ≤ ρ ≤ 1 with δ < 1.

i) For p ∈ S0ρ,δ(Rn×R
n) with p(x,Dx)−1 ∈ L (L2(Rn))we obtainp(x,Dx)−1 ∈

OPS0ρ,δ (R
n ×R

n).

ii) For p ∈ S01,δ(Rn × R
n) with p(x,Dx)−1 ∈ L (Lq(Rn)) we get p(x,Dx)−1 ∈

OPS01,δ(R
n × R

n).
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Luckily the main idea of the proof in the smooth case can also be taken to show
Theorem 4.1: We apply the characterization of pseudodifferential operators. Hence
we need to verify the boundedness of certain iterated commutators of p(x,Dx)−1.
Since the iterated commutators of p(x,Dx) fulfill these mapping properties, we
try to write the iterated commutators of p(x,Dx)−1 as a sum and compositions of
p(x,Dx)

−1 and the iterated commutators of p(x,Dx). Thereby we have to take
care of the following fact: Non-smooth pseudodifferential operators are in general
not bounded as operators from S(Rn) to S(Rn) like the smooth ones. Consequently
we have to prove the formal identities for the iterated commutators rigorously.

Remark 4.3 (Formal Identities for the Iterated Commutators) Let m, s ∈ R, 1 <
q <∞ andM, m̃ ∈ N0 with m̃+M ≥ 1. We assume that P ∈ L (H s+m

q ,H s
q ) with

P−1 ∈ L (H s
q ,H

s+m
q ) and

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP ∈ L (H s+m
q ,H s

q )

for all l ∈ N, α1, . . . , αl ∈ N
n
0 and β1, . . . , βl ∈ N

n
0 with|α1| + . . . + |αl | ≤ M ,

|β1| + . . .+ |βl| ≤ m̃ and |αj + βj | = 1 for all j ∈ {1, . . . , l} . For arbitrary α, β ∈
N
n
0 with |α + β| = 1 we have ad(−ix)α ad(Dx)βP−1 : S(Rn) → S ′(Rn). We

consider |β| = 0 and α = ej for j ∈ {1, . . . , n} first. On account of ad(−ixj )P ∈
L (H s+m

q ,H s
q ), we know that

ad(−ixj )Pu = −ixjPu + P(ixju) ∈ Hs
q (R

n) for all u ∈ S(Rn). (30)

If u ∈ S(Rn) ⊆ Hm+s
q (Rn), we obtain P(ixju) ∈ Hs

q (R
n). Together with (30) this

implies

−ixjPu ∈ Hs
q (R

n) for all u ∈ S(Rn). (31)

Now we define D := {Pu : u ∈ S(Rn)} ⊆ Hs
q (R

n). To show the density of D in

Hs
q (R

n) we choose an arbitrary v ∈ Hs
q (R

n). On account of P−1 ∈ L (H s
q ,H

s+m
q )

we have u := P−1v ∈ Hs+m
q (Rn) and therefore v = Pu. Considering a sequence

(uj )j∈N0 ⊆ S(Rn), which converges to u in Hs+m
q (Rn), we define vj := Puj for

each j ∈ N0. Due to P ∈ L (H s+m
q ,H s

q ) the sequence (vj )j∈N converges to v.
This implies the density of D in Hs

q (R
n). Next we define the operator Q : D →

Hs+m
q (Rn) by Qu := −ixjP−1u + P−1(ixju) for all u ∈ D . Due to (31) Q is

well-defined and we obtain for all u ∈ S(Rn):

Q(Pu) = −ixju+ P−1(ixjPu) = −P−1[ad(−ixj )P ]u. (32)

With ad(−ixj )P ∈ L (H s+m
q ,H s

q ) and P
−1 ∈ L (H s

q ,H
s+m
q ) we get

‖Q(Pu)‖Hs+mq
≤ C‖Pu‖Hsq
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for all u ∈ S(Rn). Due to the density of D in Hs
q (R

n) this implies

Q ∈ L (H s
q ,H

s+m
q ).

As a direct consequence we obtain

ad(−ixj )P−1 ∈ L (H s
q ,H

s+m
q )

sinceQu = ad(−ixj )P−1u for all u ∈ S(Rn). Together withD ⊆ Hs
q (R

n) and (32)
we get

[ad(−ixj )P−1]Pu = −P−1[ad(−ixj )P ]u for all u ∈ S(Rn).

On account of [ad(−ixj )P−1]P ∈ L (H s+m
q ) and P−1[ad(−ixj )P ] ∈ L (H s+m

q )

the previous equality holds for all u ∈ Hs+m
q (Rn). The surjectivity of

P ∈ L (H s+m
q ;Hs

q )

yields for all v ∈ Hs
q (R

n):

ad(−ix)α ad(Dx)βP−1v = [ad(−ixj )P−1]v = −P−1[ad(−ixj )P ]P−1v
= −P−1[ad(−ix)α ad(Dx)βP ]P−1v. (33)

In case β = ej , j ∈ {1, . . . , n} and |α| = 0 we get (33) for all u ∈ S(Rn) in the
same way as before.Moreover, let l ∈ N, α1, . . . , αl ∈ N

n
0 and β1, . . . , βl ∈ N

n
0 with|αj +βj | = 1 for all j ∈ {1, . . . , l}, |α1|+ . . .+|αl| ≤ M and |β1|+ . . .+|βl| ≤ m̃.

Denoting α := α1 + . . . + αl and β := β1 + . . . + βl we get by mathematical
induction with respect to l:

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 =
∑

(α11+...+α1l )+...+(αl1+...+αll )=α
(β11+...+β1l )+...+(βl1+...+βll )=β

Rα11 ,...,α
l
l ,β

1
1 ,...,β

l
l

where

Rα11,...,α
l
l ,β

1
1 ,...,β

l
l
:=

Cα11,...,α
l
l ,β

1
1 ,...,β

l
l
P−1

[
ad(−ix)α1l ad(Dx)β1l . . . ad(−ix)α11 ad(Dx)β11P

]
P−1

◦ . . . ◦
[
ad(−ix)αll ad(Dx)βll . . . ad(−ix)αl1 ad(Dx)βl1P

]
P−1.

Proof of Theorem 4.1 Let l ∈ N0, α1, . . . , αl ∈ N
n
0 and β1, . . . , βl ∈ N

n
0 with

|αj + βj | = 1 for all j ∈ {1, . . . , n} and |β1 + . . . + βl | ≤ m̂ be arbitrary. On
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account of Remark 1.5 and Theorem 2.7 we get p(x,Dx) ∈ A0
0,0(m̂, 2). By means

of p(x,Dx) ∈ A0
0,0(m̂, 2) and P

−1 ∈ L (L2(Rn)) we can apply Remark 4.3 and
for P := p(x,Dx) we get:

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 =
∑

(α11+...+α1l )+...+(αl1+...+αll )=α
(β11+...+β1l )+...+(βl1+...+βll )=β

Rα11 ,...,α
l
l ,β

1
1 ,...,β

l
l

where Rα11 ,...,αll ,β11 ,...,βll
are defined as in Remark 4.3. P ∈ A0

0,0(m̂, 2) and P
−1 ∈

L (L2(Rn)) yield together with the previous equality P−1 ∈ A0
0,0(m̂, 2). For 0 <

s ≤ m̂− n/2, s /∈ N, Theorem 3.10 provides the claim. �	
We can show the next result in the same way as Theorem 4.1 if we use

Theorem 2.8 instead of Theorem 2.7:

Lemma 4.4 Let m̃ ∈ N0 with m̃ > n/2 and 0 < τ < 1. Additionally let M ∈
N ∪ {∞} such that M̃ := M − (n + 1) > 0. We choose N ∈ N0 ∪ {∞} such that
N −M > n/2. For every non-smooth symbol p ∈ Cm̃,τ S−n/20,0 (Rn × R

n;N) with
p(x,Dx)

−1 ∈ L (L2(Rn)) we get

p(x,Dx)
−1 ∈ OPCsS−n/20,0 (Rn × R

n; M̃ − 1)

for all s ∈ (0, m̃− n/2] with s /∈ N.

4.2 Properties of Difference Quotients

The investigation of a spectral invariance result for pseudodifferential operators
P ∈ CτS01,0(R

n × R
n), τ > 0 is one of the main goals of this chapter. Apart

from the characterization the main tool for verifying this result again are the
formal identities for the iterated commutators of P−1, cf. Remark 4.3. But now
ad(−ix)α ad(Dx)βP , |α| �= 0 are pseudodifferential operators of negative order
−|α|. Consequently an application of ad(−ix)α ad(Dx)βP , |α| �= 0 increases the
order of the Bessel potential space. Hence besides P−1 ∈ L (Lq(Rn)) we also
need P−1 ∈ L (H−s

q (Rn)) for certain s ∈ N0. Thus we need to prove P−1 ∈
L (H−s

q (Rn)) with the help of the assumptions. In the smooth case, Ueberberg used
the following fact for the proof: The commutator of two smooth pseudodifferential
operators is again a smooth pseudodifferential operator. Unfortunately in general
this is not true in the non-smooth case. However the tool of difference quotients
enables us to get a similar result in the non-smooth case. The tool of difference
quotients is presented in this subsection. All results are taken from [2, Sect. 5.2].



56 H. Abels and C. Pfeuffer

Definition 4.5 Let h ∈ R\{0} and j ∈ {1, . . . , n}. For u ∈ Hs
p(R

n) with s ∈ R and
1 < p <∞ we define the difference quotient of u by

∂hxj u := h−1{u(.+ hej )− u}.

Next we summarize some useful properties of difference quotients:

Lemma 4.6 Let m ∈ R, m̃ ∈ N, 0 < τ < 1 and M ∈ N0 ∪ {∞}. Considering a
non-smooth symbol p ∈ Cm̃,τ Sm1,0(Rn ×R

n;M), we get for all j ∈ {1, . . . , n}:
i)

{
∂hxj p(x, ξ) : h ∈ R\{0}

}
⊆ Cm̃−1,τ Sm1,0(Rn × R

n;M) is bounded,
ii) [∂hxj , p(x,Dx)]u(x) =

[(
∂−hxj p

)
(x,Dx)u

]
(x + hej ) for all u ∈ S(Rn), x ∈

R
n and h ∈ R\{0}.

iii) Additionally let M ∈ N0 ∪ {∞} with M > n/2 for q ≥ 2 and M > n/q else
and s ∈ R with |s| < m̃− 1+ τ . Then we have for some C > 0:

‖[∂hxj , p(x,Dx)]u‖Hsq ≤ C‖u‖Hs+mq
for all u ∈ Hs+m

q (Rn), h ∈ R\{0}.

Proof Due to the fundamental theorem of calculus we get claim i). In order to verify

claim ii) let u ∈ S(Rn) be arbitrary. An application of e
ihej ·ξ−1
h

û(ξ) = ∂̂hxj u(ξ)

yields for all x ∈ R
n:

∂hxj [p(x,Dx)u(x)] =
[(
∂−hxj p

)
(x,Dx)u

]
(x + hej )+

[
p(x,Dx)

(
∂hxj u

)]
(x).

Hence ii) holds. Finally we can verify iii) by means of Lemma 4.6 i), Theorem 2.6
and the density of S(Rn) in Hs+m

q (Rn). �	
Theorem 4.7 (Difference Quotients and Weak Derivatives)

i) We suppose 1 < p <∞ and u ∈ Hs+1
p (Rn) with s ∈ R. Then there is a constant

C, independent of h ∈ R\{0} and u ∈ Hs+1
p (Rn), such that

‖∂hxj u‖Hsp ≤ C‖∂xj u‖Hsp
for all j ∈ {1, . . . , n} and all h ∈ R\{0}.

ii) Let 1 < p <∞ and u ∈ Hs
p(R

n) with s ∈ R. Additionally we assume

‖∂hxj u‖Hsp ≤ C for all j ∈ {1, . . . , n} and h ∈ R\{0}.

Then u ∈ Hs+1
p (Rn) and ‖∂xj u‖Hsp ≤ C.

Note that assertion ii) is false for p = 1 while i) also holds for p = 1.

Proof The proof of case s = 0 is essentially the same as that one of Theorem 5.8.3
in [11]. Assuming an arbitrary s ∈ R\{0} and u ∈ Hs+1

p (Rn) we know that
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〈Dx〉su ∈ H 1
p(R

n). Hence an application of Lemma 4.6 and case s = 0 provides for
each j ∈ {1, . . . , n}:

‖∂hxj u‖Hsp = ‖∂hxj 〈Dx 〉su‖Lp ≤ C‖∂xj 〈Dx 〉su‖Lp = C‖∂xj u‖Hsp

for all h ∈ R\{0} and u ∈ Hs+1
p (Rn). Similar to i) we obtain case s ∈ R of ii) as a

consequence of case s = 0 and Lemma 4.6. �	
With the previous theorem at hand we can show the following proposition:

Proposition 4.8 Let k ∈ N0, r ∈ R and 1 < q < ∞. Moreover, let P be an
operator, which fulfills for all s ∈ {r, r + 1, . . . , r + k} the properties
i) P ∈ L (H s

q ,H
s
q ),

ii) P ∈ L (H r+k+1
q ,H r+k+1

q ),

iii) {[P, ∂hxj ] : h ∈ R\{0}} ⊆ L (H s
q ,H

s
q ) is bounded for all j ∈ {1, . . . , n},

iv) P−1 ∈ L (H r
q ,H

r
q ).

Then P−1 ∈ L (H s
q ,H

s
q ) for each s ∈ {r, r + 1, . . . , r + k + 1}.

Proof We prove the claim by mathematical induction with respect to s. In case
s = r there is nothing to show. For s ∈ {r, r + 1, . . . , r + k} we choose an arbitrary
j ∈ {1, . . . , n} and a function f ∈ Hs+1

q (Rn) ⊆ Hs
q (R

n). The induction hypothesis

provides the existence of a u ∈ Hs
q (R

n) with u = P−1f . Due to P ∈ L (H s
q ,H

s
q ),

we get Pu ∈ Hs
q (R

n) and consequently ∂hxj (Pu) ∈ Hs
q (R

n). Similarly we get

P(∂hxj u) ∈ Hs
q (R

n). An application of P−1 to P(∂hxj u) = [P, ∂hxj ]u + ∂hxj (Pu),
the induction hypothesis, the assumptions, and Theorem 4.7 i) yield

‖∂hxj u‖Hsq = ‖P−1{[P, ∂hxj ]u+ ∂hxj (Pu)}‖Hsq ≤ C‖[P, ∂hxj ]u‖Hsq + C‖∂hxj f ‖Hsq
≤ C‖u‖Hsq + C‖∂xj f ‖Hsq ≤ C for all h ∈ R\{0}, u ∈ Hs

q (R
n).

Therefore Theorem 4.7 ii) provides u ∈ Hs+1
q (Rn) which proves the surjectivity

of the linear, bounded, and injective operator P : Hs+1
q (Rn) → Hs+1

q (Rn). Then

P−1 ∈ L (H s+1
q ,H s+1

q ) by means of the bounded inverse theorem. �	
The previous proposition enables us to verify the central result of this subsection:

Theorem 4.9 Let 1 < q < ∞, 0 < τ < 1, m̃ ∈ N and N ∈ N0 ∪ {∞} with
N > n/2 for q ≥ 2 andN > n/q else. We define k := max{l ∈ N0 : r+ l < m̃+ τ }
for one r ∈ R with |r| < m̃ + τ . Considering p ∈ Cm̃,τS01,0(Rn × R

n;N), where
p(x,Dx)

−1 ∈ L (H r
q ,H

r
q ), we obtain

p(x,Dx)
−1 ∈ L (H s

q ,H
s
q ) for all s ∈ [−r − k, r + k]. (34)
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Proof On account of Theorem 2.6 and Lemma 4.6 we can apply Proposition 4.8
and get the claim for all s ∈ {r, . . . , r + k}. With (∂hxj )

∗ = −∂−hxj at hand we have

[P ∗, ∂hxj ] = [P, ∂−hxj ]∗. An application of Proposition 4.8 to P ∗ provides the claim
for all s ∈ {−r − k, . . . , r − 1}. Then the claim follows for all s ∈ [−r − k, r + k]
by means of interpolation. �	

4.3 Spectral Invariance of Pseudodifferential Operators
in the Symbol-Class Cm̃,τS0

1,0

We are now in the position to show the next spectral invariance result. All statements
have been shown in [2, Sect. 5.3].

Theorem 4.10 Let 1 < q0 <∞, 0 < τ < 1 and m̃, m̂ ∈ N0 with m̃ ≥ m̂ > n/q0.
Additionally let M ∈ N0 with n < M ≤ m̃ − m̂. We define M̃ := M − (n + 1).
Furthermore, let N ∈ N ∪ {∞} with N −M > n/2 if q0 ≥ 2 and N −M > n/q0
else. Considering p ∈ Cm̃,τ S01,0(Rn × R

n;N), where p(x,Dx)−1 ∈ L (H r
q0
,H r

q0
)

for one |r| < m̃+ τ , we get for all 0 < s ≤ m̂− n/q with s /∈ N

p(x,Dx)
−1 ∈ OPCsS01,0(Rn ×R

n; M̃ − 1).

In case M̃ − 1 > n/q̃ for some 1 < q̃ ≤ 2, we even have

p(x,Dx)
−1 ∈ L (Lq, Lq) for all q ∈ [q̃;∞) ∪ {q0}.

Proof An application of Theorem 4.9 provides the boundedness of

p(x,Dx)
−1 ∈ L (H−ι

q0
,H−ι

q0
) for all ι ∈ {0, . . . ,M}. (35)

Let l ∈ N0, α1, . . . , αl ∈ N
n
0 and β1, . . . , βl ∈ N

n
0 with |αj | + |βj | = 1 for all

j ∈ {1, . . . , l}, |α| ≤ M and |β| ≤ m̂where α := α1+. . .+αl and β := β1+. . .+βl .
Then Remark 1.5 and Theorem 2.6 yield for all ι ∈ {0, . . . ,M − |α|}:

ad(−ix)αl ad(Dx)βl . . . ad(−ix)α1 ad(Dx)β1p(x,Dx) ∈ L (H−ι−|α|
q0

,H−ι
q0
).

(36)

Setting P := p(x,Dx) we get due to Remark 4.3

ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 =
∑

(α11+...+α1l )+...+(αl1+...+αll )=α
(β11+...+β1l )+...+(βl1+...+βll )=β

Rα11 ,...,α
l
l ,β

1
1 ,...,β

l
l
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where Rα11 ,...,αll ,β11 ,...,βll
is defined as in Remark 1.5. Together with (35) and (36) we

get that P−1 is an element of A0,M
1,0 (m̂, q0). By means of Theorem 3.12 we obtain

for each 0 < s ≤ m̂− n/q0 with s /∈ N:

p(x,Dx)
−1 ∈ CsS01,0(Rn × R

n; M̃ − 1).

Finally, considering M̃ − 1 > n/q̃ for some 1 < q̃ ≤ 2 we obtain for every
q ∈ [q̃,∞) due to Theorem 2.6 the boundedness of P−1 : Lq(Rn)→ Lq(Rn). �	

One may wonder why the previous result is called spectral invariance result.
The reason of this is that we can easily show the next corollary by means of
Theorem 4.10. For more details, we refer to [18, Corollary 6.12].

Corollary 4.11 Let the assumptions of Theorem 4.10 hold. Additionally we choose
an arbitrary but fixed q̃ ∈ (1, 2] fulfilling the conditions of Theorem 4.10 and denote

PLq := p(x,Dx) : Lq(Rn)→ Lq(Rn) for all q̃ ≤ q <∞.

Then σ(PLq ) = σ(PLr ) for all q̃ ≤ q, r <∞.

We can also ask ourselves whether it is possible to verify that p(x,Dx)−1 is
even an element of OPCsS01,0(R

n × R
n) with 0 < s ≤ m̂ − n/q0, s /∈ N in the

case that all assumptions of the Theorem 4.10 hold and additionally p(x,Dx) ∈
OPCm̃,τ S01,0(R

n × R
n). Unfortunately in general this is not the case as the next

example shows:

Example 4.12 Let s > 0, 1 < q0 <∞ and τ > s + �n/q0� + n + 4. Additionally
let p(ξ) ∈ S01,0(Rnx × R

n
ξ ) be a symbol which is not constantly equal to zero and

where p(Dx)−1 ∈ L (Lq0(Rn), Lq0(Rn)). Moreover let a ∈ Cτ (Rn) such that there
is no open set U ⊆ R

n, U �= ∅ with a|U ∈ C∞(U) and there are two constants
c, C > 0 with C > a(x) > c for all x ∈ R

n. Then the operator T := a(x)p(Dx) ∈
CτS01,0(R

n × R
n) fulfills all assumptions of Theorem 4.10 for M = n + 3 and

m̂ := �τ� − (n + 3). Consequently T −1 ∈ OPCsS01,0(Rn × R
n; M̃ − 1), where

M̃ :=M − (n+ 1), but T −1 /∈ OPCsS01,0(Rn × R
n) with s ∈ (0, m̂− n/q0].

Proof First we define b(x) := (a(x))−1 for all x ∈ R
n. Then we have b ∈ Cτ (Rn)

and T ∈ CτS01,0(Rn×R
n). Due to Theorem 4.2 the operator p(Dx)−1 is an element

of OPS01,0(R
n × R

n). Hence T −1 = p(Dx)−1b(x). In particular the boundedness

of b and p(Dx)−1 ∈ L (Lq0(Rn), Lq0(Rn)) imply T −1 ∈ L (Lq0(Rn), Lq0(Rn)).
Therefore all assumptions of Theorem 4.10 are fulfilled for M = n + 3 and m̂ :=
�τ�− (n+ 3). Let τ̃ ∈ (0, m̂−n/q0]. Assuming T −1 ∈ Cτ̃ S01,0(Rn×R

n) there is a

kernel k̃ : Rn ×R
n\{0} → C such that k̃(x, .) ∈ C∞(Rn\{0}) for each x ∈ R

n and

T −1f (x) =
∫
k̃(x, x − y)f (y)dy (37)
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for all f ∈ S(Rn) and x /∈ supp f due to Theorem 2.10. An application of
Remark 2.11 provides the existence of a kernel k ∈ C∞(Rn\{0}) such that

p(Dx)
−1u(x) =

∫
k(x − y)u(y)dy for all x /∈ supp u (38)

for all u ∈ S(Rn). Now let (δε)ε>0 ⊆ C∞0 (Rn) be a Dirac family, i.e., for all ε > 0
we have δε ≥ 0,

∫
δε(x)dx = 1 and limε→0

∫
|x|≥d δε(x)dx = 0 for every d > 0.

Then δε ∗b ∈ C∞(Rn) for each ε > 0. The boundedness of b, Theorem 10.7 in [12]
and ∂αx δε ∈ C∞0 (Rn) ⊆ L1(Rn) provides for every α ∈ N

n
0

∣∣∂αx (δε ∗ b)(x)
∣∣ ≤

∫ ∣∣(∂αx δε)(y)
∣∣ |b(x − y)| dy ≤ ‖b‖L∞‖∂αx δε‖L1 ≤ Cα,ε

for all x ∈ R
n. In case |α| = 0 the constant Cα,ε is even independent of ε > 0.

In particular δε ∗ b ∈ C∞b (Rn) for every ε > 0 and therefore (δε ∗ b)f ∈ S(Rn)
for all f ∈ S(Rn). Additionally we obtain for all f ∈ S(Rn) with x /∈ supp f the
existence of a constant C, independent of ε > 0, such that

|k(x − y)(δε ∗ b)(y)f (y)| ≤ C|k(x − y)f (y)| ∈ L1(Rny)

and

(δε ∗ b)(y)f (y) ε→0−−→ b(y)f (y) for all y ∈ R
n. (39)

Using (37), p(Dx)−1 ∈ L (L2(Rn)) and (39) first we obtain together with (38) and
an application of Lebesgue’s theorem for all f ∈ S(Rn):
∫
k̃(x, x − y)f (y)dy = T −1f (x) = p(Dx)−1

[
lim
ε→0

(δε ∗ b)(x)f (x)
]

= lim
ε→0

∫
k(x − y)(δε ∗ b)(y)f (y)dy =

∫
k(x − y)b(y)f (y)dy (40)

for all x /∈ supp f . Now we fix x ∈ R
n such that k̃(x, .) is not constantly equal to

zero. An application of the fundamental lemma of calculus of variations yields

k(x − y)b(y) = k̃(x, x − y) for all y ∈ R
n\{x}

since k(x− y), k̃(x, x− y) and b(y) are continuous with respect to y ∈ R
n\{x}. By

means of a change of variables we obtain

k(z) = a(x − z)k̃(x, z) ∈ C∞(Rnz\{0}). (41)
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Now we choose z ∈ R
n\{0} with k̃(x, z) �= 0. Due to k̃(x, .) ∈ C∞(Rn\{0}), there

is some δ > 0 such that k̃(x, z̃) �= 0 for all z̃ ∈ Bδ(z) and 0 /∈ Bδ(z). Together
with k̃(x, .) ∈ C∞(Rn\{0}) and (41) we obtain a ∈ C∞(Bδ(x − z)). This is a
contradiction to the choice of a. Therefore T −1 /∈ CsS01,0(Rn ×R

n). �	
Finally let us remark that in [2, Sect. 5.4] Theorem 4.10 was improved for non-
smooth pseudodifferential operators of the order zero with coefficients in the so-
called uniformly local Sobolev spaceWm̃,q

uloc(R
n).
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on Bs

pq (Rn) and F s
pq (Rn)
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Abstract We give a condition under which a pseudodifferential operator with
symbol in Sm (Rn × R

n) cannot be a Fredholm operator when acting on suitable
Besov and Triebel-Lizorkin spaces. As a corollary, we show that, if a classical
pseudodifferential operator on R

n is Fredholm in one of these spaces, then this
operator must be elliptic.

Keywords Pseudodifferential operators · Spectral invariance · Besov and
Triebel-Lizorkin spaces
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1 Introduction

Motivated by applications in non-linear PDEs, the spectral invariance of the algebra
of pseudodifferential boundary value problems with conical singularities in Lp-
spaces was proved recently in [9]. In this work, first the equivalence of the Fredholm
property and ellipticity was proved, then a simple argument using parametrices led
to the conclusion that the inverses of pseudodifferential operators acting on suitable
function spaces are again contained in the pseudodifferential algebra.

It is interesting to note that, although the strategy is quite standard, some
new challenges have appeared. In fact, whenever we are working with boundary
value problems on Lp-spaces, the Besov spaces appear naturally as the spaces of
traces of functions belonging to the Bessel potential spaces. Therefore, the proof
that Fredholm property implies ellipticity required the extension, among other
things, of the usual symbol reproducing argument, which is used by many authors
[3, 5, 12, 16], to the Besov spaces.
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In this contribution, we show how to use some of the arguments contained
in [8, 9, 13] to provide a condition under which a pseudodifferential operator in
the Hömander class Sm (Rn × R

n), also called a �DO , is not Fredholm when
acting on suitable Besov and Triebel-Lizorkin spaces. In particular, for classical
pseudodifferential operators, our result implies that the Fredholm property in these
spaces implies ellipticity. The converse in R

n is clearly not true, as the Laplacian
operator shows us. This extends some of the results of Dasgupta [3], see also Wong
[16] and [4], for classical symbols on these more general classes of spaces.

We provide complete proofs of our statements. Many of the arguments are
very similar to the ones that can be found in [8, 9, 13]. We hope that the new
result presented here can also be seen as an illustration of these methods. We
do not include some important spaces such as Bs∞∞ (Rn). However our methods
allow all Besov spaces Bspq (R

n) and Triebel-Lizorkin spaces Fspq (R
n) for s ∈ R,

1 < p, q <∞.
Recently some interesting results related to ellipticity and the Fredholm property

were proved. We mention here a few of them. Kryakvin [6], for instance, has
proved spectral invariance in Hölder-Zygmund spaces and in spaces of variable
smoothness, as can be seen in Kryakvin and Omarova [7]. Results for non-smooth
pseudodifferential operators were obtained by Abels and Pfeuffer [1]. We can also
mention some results on the circle byMolahajloo andWong [11] and, in the analytic
setting, by Cabral and Melo [2].

2 Pseudodifferential Operators on R
n and Function Spaces

In this paper, we use the multi-index notation: if N0 = {0, 1, 2, 3, . . .} and
α = (α1, . . . , αn) ∈ N

n
0, then x

α = x
α1
1 . . . x

αn
n and ∂αx = ∂

α1
x1 . . . ∂

αn
xn . For any

Banach spaces E and F , we denote by B (E, F ) the set of all bounded operators
from E to F and B (E) := B (E,E). The Schwartz space of smooth functions in

R
n such that supx∈Rn

∣∣∣xα∂βx u (x)
∣∣∣ <∞ for all α, β ∈ N

n
0 is denoted by S (Rn). We

denote by S ′ (Rn) the space of all tempered distributions. The Fourier transformF :
S (Rn)→ S (Rn) in our convention is Fu (ξ) = û (ξ) = ∫

Rn
e−ixξ u (x) dx, where

xξ := x1ξ1+ . . .+ xnξn. Its inverse is given by F−1u (x) = 1
(2π)n

∫
Rn
eixξu (ξ) dξ .

In many estimates, we use the function 〈.〉 : Rn → R defined by 〈ξ〉 =
√
1+ |ξ |2,

where ξ ∈ R
n �→ |ξ | ∈ R is the Euclidean norm.

Definition 1 The space of symbols Sm (Rn × R
n),m ∈ R, is the set of all functions

a ∈ C∞ (Rn × R
n) with the following property: For all α, β ∈ N

n
0, there is a

constant Cαβ > 0 such that

∣∣∣∂βx ∂αξ a (x, ξ)
∣∣∣ ≤ Cαβ 〈ξ〉m−|α| , (x, ξ) ∈ R

n ×R
n.



Fredholmness and Ellipticity of �DOs on Bspq (R
n) and F spq (R

n) 65

We say that a ∈ Sm (Rn ×R
n) is an elliptic symbol if there are constants C > 0

and R > 0 such that, for all x ∈ R
n and ξ ∈ R

n, |ξ | > R, we have
|a (x, ξ)| ≥ C 〈ξ〉m .

An important subset of Sm (Rn × R
n) is the class of classical symbols.

Definition 2 The space of classical symbols Smcl (R
n × R

n), m ∈ R, is the set of
all a ∈ Sm (Rn × R

n) for which there is a sequence of functions
{
a(m−j)

}
j∈N0

in
C∞ (Rn × (Rn\ {0})), such that
1) a(m−j) (x, tξ) = tm−j a(m−j) (x, ξ) for all t > 0 and (x, ξ) ∈ R

n × (Rn\ {0}).
2) For any χ ∈ C∞ (Rn) such that χ (ξ) = 0 in a neighborhood of the origin

and χ (ξ) = 1 outside a compact set, we have (x, ξ) �→ χ (ξ) a(m−j) (x, ξ) ∈
S
m−j
1,0 (Rn ×R

n), ∀j ∈ N0, and

(x, ξ) �→ a (x, ξ)−
N−1∑
j=0

χ (ξ) a(m−j) (x, ξ) ∈ Sm−N
(
R
n ×R

n
)
, ∀N ∈ N0\{0}.

The sequence
{
a(m−j)

}
j∈N0

is called an asymptotic expansion of a. It is uniquely

determined by a and we write a ∼∑∞
j=0 a(m−j) to indicate it.

Proposition 3 A classical symbol a ∈ Smcl (Rn × R
n) with asymptotic expansion

a ∼ ∑∞
j=0 a(m−j) is elliptic if and only if there is a constant C > 0 such that∣∣a(m) (x, ξ)∣∣ ≥ C |ξ |m, for all (x, ξ) ∈ R

n × (Rn\ {0}). Due to the homogeneity of
the symbol a(m), this is equivalent to

∣∣a(m) (x, ξ)∣∣ ≥ C, for all x ∈ R
n and ξ ∈ R

n

such that |ξ | = 1.

Proof The proof follows easily by noting that, for |ξ | ≥ 1, we have

a (x, ξ) = a(m) (x, ξ)+ r (x, ξ) ,
where r ∈ Sm−1 (Rn × R

n). �	
For each symbol, we define a pseudodifferential operator on Rn.

Definition 4 Let a ∈ Sm (Rn × R
n), m ∈ R. The pseudodifferential operator

op(a) : S (Rn)→ S (Rn) is defined by

op(a)u (x) = 1

(2π)n

∫
Rn

eixξa (x, ξ) û (ξ) dξ.

If a ∈ Sm (Rn ×R
n) is an elliptic symbol, we say that op (a) is an elliptic

pseudodifferential operator. Sometimes the term �DOs is used as a short way to
refer to the pseudodifferential operators.

The set of all pseudodifferential operators is an algebra with the composition,
due to the following proposition [16].
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Proposition 5 Let a ∈ Sm (Rn ×R
n) and b ∈ Sm̃ (Rn × R

n). Then
op (a) op (b) = op (c), where c ∈ Sm+m̃ (Rn ×R

n) and c = ab mod Sm+m̃−1
(Rn ×R

n). If a and b are classical, then c is also a classical symbol.

These operators have continuous extensions to Besov and Triebel-Lizorkin
spaces. We recall here the definition of these spaces.

Definition 6 Let us fix a function ϕ0 ∈ C∞c (Rn) such that its support is contained
in {ξ ∈ R

n; |ξ | < 2} and ϕ0 (ξ) = 1 for all ξ contained in a neighborhood
of the unit ball. We define functions ϕj ∈ C∞c (Rn), j ≥ 1, by ϕj (ξ) =
ϕ0

(
2−j ξ

) − ϕ0
(
2−j+1ξ

)
and the sets K0 := {ξ ∈ R

n; |ξ | ≤ 2} and Kj :={
ξ ∈ R

n; 2j−1 ≤ |ξ | ≤ 2j+1
}
, for all j ≥ 1. The sequence of functions

{
ϕj
}
j∈N0

is called a dyadic partition of unity.

Associated to a dyadic partition of unity, we can always define operators ϕj (D) :
S (Rn)→ S (Rn) by ϕj (D) u = op

(
ϕj
)
u = F−1 (ϕjF (u)).

Definition 7 Let s ∈ R and 1 < p, q <∞.

1) The Besov space Bspq (R
n) is the space of all tempered distributions u ∈ S ′ (Rn)

such that

‖u‖Bspq (Rn) :=
⎛
⎝ ∞∑
j=0

2jsq
∥∥ϕj (D) u∥∥qLp(Rn)

⎞
⎠

1
q

<∞.

It is a Banach space with norm ‖.‖Bspq(Rn).
2) The Triebel-Lizorkin space Fspq (R

n) is the space of all tempered distributions
u ∈ S ′ (Rn) such that

‖u‖F spq (Rn) :=

∥∥∥∥∥∥∥

⎛
⎝ ∞∑
j=0

2jsq
∣∣ϕj (D) u∣∣q

⎞
⎠

1
q

∥∥∥∥∥∥∥
Lp(Rn)

<∞.

It is a Banach space with norm ‖.‖F spq (Rn).
Remark 8 We note that

i) If q = 2 and 1 < p <∞, then

Fsp2
(
R
n
) = Hs

p

(
R
n
) := {

u ∈ S ′ (Rn) ; F−1 (〈ξ〉s û (ξ)) ∈ Lp (Rn)} .
ii) We can define Besov and Triebel-Lizorkin spaces for p or q in ]0, 1] and also

for p or q equal to∞ (the Triebel-Lizorkin is usually only defined for p <∞).
This includes interesting spaces such as Bs∞∞ (Rn), which, for s > 0, are the
Hölder-Zygmund spaces. Unfortunately outside ]1,∞[ our arguments do not
work. Therefore we will not treat these cases here.
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iii) With a different choice of dyadic partition of unity, we obtain the same spaces
with equivalent norms.

The above spaces have the following important properties, see [15, Sections 2.4.2
and 2.4.7]:

Proposition 9 The following properties hold:

1) The set S (Rn) is dense in Bspq (R
n) and in Fspq (R

n), for all s ∈ R and 1 <
p, q <∞.

2) The dual of Bspq (R
n) can be identified with B−s

p′q ′ (R
n) using the dual pair

(f, g) := ∫
Rn
f (x) g (x) dx, for f, g ∈ S (Rn). The same can be said of the

dual of Fspq (R
n) and F−sp′q ′ (R

n), where 1
p
+ 1
p′ = 1 and 1

q
+ 1
q ′ = 1.

For all θ ∈ ]0, 1[, s1, s2 ∈ R, we have
3)

(
B
s1
pq1 (R

n) , B
s2
pq2 (R

n)
)
θ,q

= Bspq (R
n), 1 < p, q, q1, q2 < ∞ and s =

(1− θ) s1 + θs2.
4)

(
F
s1
pq1 (R

n) , F
s2
pq2 (R

n)
)
θ,q

= Bspq (R
n), where 1 < p, q, q1, q2 < ∞ and s =

(1− θ) s1 + θs2.
5)

[
F
s1
p1q1 (R

n) , F
s2
p2q2 (R

n)
]
θ
= Fspq (R

n), where 1 < p1, p2, q1, q2 < ∞, s =
(1− θ) s1 + θs2, 1

p
= (1− θ) 1

p1
+ θ 1

p2
and 1

q
= (1− θ) 1

q1
+ θ 1

q2
.

In particular, the following corollary is important for our results:

Corollary 10 If 1 < p, q < ∞, then, for each θ ∈ ]0, 1[, there is a constant
Cθ > 0 such that

max
{
‖u‖B0

pq(R
n) , ‖u‖F 0

pq (R
n)

}
≤ Cθ ‖u‖1−θLp(Rn)

‖u‖θ
H 1
p(R

n)
, ∀u ∈ S (

R
n
)
.

Proof The fact that
(
Lp (R

n) ,H 1
p (R

n)
)
θ,q

=
(
F 0
p2 (R

n) , F 1
p2 (R

n)
)
θ,q

=
Bθpq (R

n) implies that

‖u‖B0
pq (R

n) ≤ ‖u‖Bθpq (Rn) ≤ Cθ ‖u‖1−θLp(Rn)
‖u‖θ

H 1
p(R

n)
, ∀u ∈ S (

R
n
)
.

Moreover, as
[
Lp (R

n) ,H 1
p (R

n)

]
θ
=

[
F 0
p2 (R

n) , F 1
p2 (R

n)

]
θ
= Fθp2 (R

n), we

conclude that

‖u‖F 0
pq (R

n) ≤ ‖u‖Fθp2(Rn) ≤ Cθ ‖u‖
1−θ
Lp(Rn)

‖u‖θ
H 1
p(R

n)
.

The estimates with the exponents θ and 1 − θ follow from usual results of
Interpolation Theory, see, for instance, Lunardi [10, Corollary 1.1.7]. �	
We can now state precisely the continuity of the pseudodifferential operators [14,
Section 6.2.2].



68 P. T. P. Lopes

Theorem 11 Let a ∈ Sm (Rn × R
n), m ∈ R. For each 1 < p, q < ∞ and s ∈

R, the operator op (a) extends to a continuous operator on Besov spaces op (a) :
Bspq (R

n) → Bs−mpq (Rn) and on Triebel-Lizorkin spaces op (a) : Fspq (Rn) →
Fs−mpq (Rn).

3 Main Result

The main result of this contribution is the following:

Theorem 12 Let a ∈ Sm (Rn ×R
n). If there is a sequence {(yk, ηk)}k∈N0

in R
n ×

R
n such that limk→∞ |ηk| = ∞ and limk→∞ |ηk|−m+r a (yk, ηk) = 0, for some
r > 0, then, for all s ∈ R and 1 < p, q < ∞, the operators op (a) : Bspq (Rn)→
Bs−mpq (Rn) and op (a) : Fspq (Rn)→ Fs−mpq (Rn) are not Fredholm.

Corollary 13 Let a ∈ Smcl (R
n ×R

n) be a classical symbol. If for some 1 <

p, q < ∞ and s ∈ R the operator op (a) : Bspq (Rn) → Bs−mpq (Rn) or
op (a) : Fspq (Rn)→ Fs−mpq (Rn) is Fredholm, then a is elliptic.

Proof In fact, if a is not an elliptic operator, then, by Proposition 3, there is a

sequence
{(
yk, ξ̃k

)}
k∈N0

such that
∣∣∣ξ̃k

∣∣∣ = 1 and
∣∣∣a(m)

(
yk, ξ̃k

)∣∣∣ < 1
k+1 . This means

that
∣∣∣(k + 1)−m+ra(m)

(
yk, (k + 1)ξ̃k

)∣∣∣ < (k + 1)r−1.

Let us define ηk = (k+1)ξ̃k. Then limk→∞ |ηk| = ∞ and, for all r < 1, we have
limk→∞

∣∣|ηk|−m+r a(m) (yk, ηk)∣∣ = 0. The sequence {(yk, ηk)}k∈N0
satisfies the

conditions of Theorem 12. Therefore the operators op (a) : Bspq (Rn)→ Bs−mpq (Rn)

and op (a) : Fspq (Rn)→ Fs−mpq (Rn) cannot be Fredholm. �	
Remark 14 The argument of the proof of Corollary 13 cannot be extended to
nonclassical symbols. In fact, let χ ∈ C∞ (Rn) be a smooth function that is equal
to 0 in a neighborhood of 0 and equal to 1 outside a compact set. We define

a (ξ) = χ (ξ)

ln (|ξ |) ∈ S
0 (
R
n
)
.

This symbol is not elliptic, as lim|ξ |→∞ a (ξ) = 0. However for any r > 0
and any sequence {ηk}k∈N0

in R
n such that limk→∞ |ηk| = ∞, we have

limk→∞ |ηk|r |a (ηk)| = ∞. Hence there is no sequence that satisfies the conditions
of Theorem 12.

We need some preparation for the proof of Theorem 12. In [9], very similar
results to the next lemmas were proved, but for the spaces Bspp (R

n), 1 < p < ∞,
and for parameter-dependent symbols.
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Lemma 15 For each 1 < p, q <∞, there is a constant C > 0 such that

1

C
max

{
‖u‖B0

pq (R
n) , ‖u‖F 0

pq(R
n)

}
≤ ‖u‖Lp(Rn) ≤ Cmax

{
‖u‖B0

pq (R
n) , ‖u‖F 0

pq (R
n)

}
,

whenever u ∈ S (Rn) is a function with supp (F (u)) ⊂ ∪m+2k=mKk , for some constant
m ∈ N0, where the sets

{
Kj

}
j∈N0

are as in Definition 6. The constants C depend
on p and q , but do not depend on m.

Proof First we note that if u ∈ S (Rn) is such that supp (F (u)) ⊂ ∪m+2k=mKk , for
some constant m ∈ N0, then F (u) (ξ) = ∑m+3

j=m−1 ϕj (ξ)F (u) (ξ), using the

convention that ϕ−1 (ξ) = 0. Hence u =∑m+3
j=m−1 ϕj (D) u and

‖u‖B0
p,q (R

n) =
⎛
⎝ m+3∑
j=m−1

∥∥ϕj (D) u∥∥qLp(Rn)
⎞
⎠

1
q

.

Due to the equivalence of norms in finite dimensional vector spaces, we know

that 1
Cq

∑5
j=1

∣∣aj ∣∣ ≤
(∑5

j=1
∣∣aj ∣∣q

) 1
q ≤ Cq

∑5
j=1

∣∣aj ∣∣, for all (a1, . . . , a5) ∈ C
5

and 1 < q < ∞, where Cq > 0 is a constant that depends only on q . We also
note that ϕj (ξ) = ϕ1

(
2−j+1ξ

)
, for j ≥ 1. Therefore, as ϕj (D) u = F−1 (ϕj ) ∗ u,

Young’s inequality implies that
∥∥ϕj (D)∥∥B(Lp(Rn)) is uniformly bounded for j ∈

N0.
Therefore, the result follows from

‖u‖Lp(Rn) =
∥∥∥∥∥∥
m+3∑
j=m−1

ϕj (D) u

∥∥∥∥∥∥
Lp(Rn)

≤ C1

⎛
⎝ m+3∑
j=m−1

∥∥ϕj (D) u∥∥qLp(Rn)
⎞
⎠

1
q

≤ C2

m+3∑
j=m−1

∥∥ϕj (D) u∥∥Lp(Rn) ≤ C3 ‖u‖Lp(Rn) .

Similarly, for the Triebel-Lizorkin space we have

‖u‖F 0
pq(R

n) =

∥∥∥∥∥∥∥

⎛
⎝ m+3∑
j=m−1

∣∣ϕj (D) u∣∣q
⎞
⎠

1
q

∥∥∥∥∥∥∥
Lp(Rn)
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and

‖u‖Lp(Rn) ≤
∥∥∥∥∥∥
m+3∑
j=m−1

∣∣ϕj (D) u∣∣
∥∥∥∥∥∥
Lp(Rn)

≤ C1

∥∥∥∥∥∥∥

⎛
⎝ m+3∑
j=m−1

∣∣ϕj (D) u∣∣q
⎞
⎠

1
q

∥∥∥∥∥∥∥
Lp(Rn)

≤ C2

m+3∑
j=m−1

∥∥ϕj (D) u∥∥Lp(Rn) ≤ C3 ‖u‖Lp(Rn) ,

�	
Definition 16 Let us fix 0 < τ < 1

3 . For all s ∈ R and (y, η) ∈ R
n×R

n, we define
the bijections Rs = Rs (y, η) : S (Rn)→ S (Rn) by

Rsu (x) = s
τn
p eisxηu

(
sτ (x − y)) .

Lemma 17 Let K :=
{
u ∈ S (Rn) ; supp (F (u)) ⊂

{
ξ ∈ R

n; 12 < |ξ | < 1
}}

.

Then, for all 1 < p, q <∞:

1) There are constantsDpq > 0 and s0 > 0 such that

1

Dpq
‖u‖B0

pq (R
n) ≤ ‖Rsu‖B0

pq(R
n) ≤ Dpq ‖u‖B0

pq (R
n)

and

1

Dpq
‖u‖F 0

pq (R
n) ≤ ‖Rsu‖F 0

pq(R
n) ≤ Dpq ‖u‖F 0

pq(R
n) ,

for all u ∈ K and s > s0. The constants Dpq depend on p and q but not on

(y, η). If |η| ≥ 1, then we can choose s0 = 2
1

1−τ .
2) If u ∈ K, then lims→∞ Rsu = 0 weakly in B0

pq (R
n) and in F 0

pq (R
n).

Proof

1) A simple computation shows us that the Fourier transform of Rsu is given by

F (Rsu) (ξ) = s
τn
p
−nτ
e−iy(ξ−sη)û

(
s−τ (ξ − sη)) . (3.1)

Therefore if ξ is such that F (Rsu) (ξ) �= 0, then 1
2 <

∣∣s−τ (ξ − sη)∣∣ < 1.

If η = 0, then supp (F (Rsu)) ⊂
{
ξ ∈ R

n; 1
2 s
τ < |ξ | < sτ

}
. If η �= 0, then

supp (F (Rs (u))) ⊂
{
ξ; 1

2 s |η| < |ξ | < 2s |η|
}
, for all s > s0, where s0 is chosen

such that sτ < s 12 |η|, for all s > s0. This implies that, for s ≥ s0, there is a

constant m ∈ N0 such that supp (F (Rsu)) ⊂ ∪m+2k=mKk, where the sets Kk are as in
Definition 6.
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Now, it is a simple computation to show that ‖Rsu‖Lp(Rn) = ‖u‖Lp(Rn), for
every u ∈ S (Rn). Therefore, using Lemma 15, we conclude that there is a constant
Cpq > 0 such that

‖u‖B0
pq(R

n) ≤ Cpq ‖u‖Lp(Rn) = Cpq ‖Rsu‖Lp(Rn) ≤ C2
pq ‖Rsu‖B0

pq(R
n)

and

‖Rsu‖B0
pq (R

n) ≤ Cpq ‖Rsu‖Lp(Rn) = Cpq ‖u‖Lp(Rn) ≤ C2
pq ‖u‖B0

pq (R
n) .

The same argument holds for F 0
pq (R

n).

2) For every u and v ∈ S (Rn), we have
∣∣∣∣
∫
Rn
(Rsu) (x) v (x) dx

∣∣∣∣ =
∣∣∣∣
∫
Rn

s
τn
p eisxηu

(
sτ (x − y)) v (x) dx

∣∣∣∣
=
∣∣∣∣s
τn
p −nτ

∫
Rn

eis
1−τwηu

(
w − sτ y) v (s−τw) dw

∣∣∣∣
≤ s τnp −nτ ‖v‖L∞(Rn) ‖u‖L1(Rn) .

Hence lims→∞
∫
Rn
(Rsu) (x) v (x) dx = 0. If u ∈ K, then Rsu is uniformly

bounded in B0
pq (R

n). As S (Rn) is dense in B0
pq (R

n) and the dual of B0
pq (R

n) can

be identified with B0
p′q ′ (R

n) for 1
p
+ 1
p′ = 1 and 1

q
+ 1
q ′ = 1 due to Proposition 9,

we obtain the result. �	
Lemma 18 Let (y, η) ∈ R

n×R
n, s ∈ R and a ∈ Sm (Rn × R

n). Then the operator
Rs = Rs (y, η) is such that

R−1s op(a)Rsu(x) = op(as)u(x), (3.2)

where as(x, ξ) = a
(
y + s−τ x, sη + sτ ξ).

Proof First, we note that the operator Rs is invertible with inverse given by

R−1s u (x) = s−
τn
p e−is(y+s−τ x)ηu

(
y + s−τ x) . (3.3)

A direct computation using Eqs. (3.1), (3.3), and Definition 4 shows (3.2). �	
Lemma 19 Let a ∈ S0 (Rn ×R

n) and {(yk, ηk) ∈ R
n × R

n}k∈N0
be a sequence

such that limk→∞ |ηk| = ∞. If u ∈ S (Rn), then setting sk = |ηk| and Rk =
Rsk

(
yk,

ηk|ηk |
)
, we have

1) For every r > 0

lim
k→∞|ηk|

−r
∥∥∥R−1k op(a)Rku

∥∥∥
Lp(Rn)

= 0. (3.4)



72 P. T. P. Lopes

2) If limk→∞ |ηk|r a (yk, ηk) = 0, for some r > 0, then, for 1 < p < ∞ and
r̃ < min{r, τ }, we have

lim
k→∞ |ηk|

r̃
∥∥∥R−1k op(a)Rku

∥∥∥
H 1
p(R

n)
= 0. (3.5)

3) If limk→∞ |ηk|r a (yk, ηk) = 0, for some r > 0, then, for 1 < p, q <∞,

lim
k→∞‖op(a)Rku‖B0

pq (R
n) = 0. (3.6)

The item 3) is also true for F 0
pq (R

n) in place of B0
pq (R

n).

Remark 20 Without loss of generality, we will always suppose that sk ≥ 2
1

1−τ .

Proof For the proof, we always denote ask (x, ξ) := a
(
yk + s−τk x, ηk + sτk ξ

)
.

1) We note that

∣∣∣∣|ηk|−r a
(
yk + s−τk x, sk

ηk

|ηk| + s
τ
k ξ

)∣∣∣∣ ≤ ‖a‖L∞(Rn×Rn) |ηk |−r . (3.7)

In particular, the pointwise limit is equal to zero, when k → ∞. Moreover, for
all x ∈ R

n, we have

lim
k→∞|ηk|

−r op
(
ask

)
u (x)

= lim
k→∞

1

(2π)n

∫
Rn

eixξ |ηk|−r a
(
yk + s−τk x, ηk + sτk ξ

) (Fx→ξu) (ξ) dξ = 0.

In fact, the integrand goes to zero due to (3.7). As
(Fx→ξu) (ξ) ∈ L1

(
R
n
ξ

)
, the

result follows from the dominated convergence theorem.
In order to prove the limit of Eq. (3.4), it is enough to prove that the functions{
x ∈ R

n �→ ∣∣|ηk|−r op (ask)u (x)
∣∣p}

k∈N0
are dominated by an integrable function.

This can be seen using integration by parts:

|ηk |−r xγ
(
op

(
ask

)
u (x)

)

= (−1)|γ |
∑
σ≤γ

(
γ

σ

)
|ηk|−r 1

(2π)n

∫
Rn

eixξDσξ
(
a
(
yk + s−τk x, ηk + sτk ξ

))

D
γ−σ
ξ

(Fx→ξu) (ξ) dξ.
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If σ �= 0, we have

s−rk
∣∣∣Dσξ (a (y + s−τk x, ηk + sτk ξ

))∣∣∣
≤ s−r+τ |σ |k

∣∣∣
(
Dσξ a

) (
y + s−τk x, ηk + sτk ξ

)∣∣∣ ≤ Cs−r+τ |σ |k

〈
ηk + sτk ξ

〉−|σ |

≤ Cs−r+2τ |σ |−|σ |k 〈ξ〉|σ | , (3.8)

where we have used Petree’s inequality in the last inequality.
The function ξ ∈ R

n �→ 〈ξ〉M Dγξ Fx→ξu (ξ) is integrable for all M ∈ Z and
γ ∈ N

n
0. We conclude that there is a constant Cγ , that depends on γ but not on x,

such that

∣∣s−rk xγ op
(
ask

)
u (x)

∣∣ ≤ Cγ .
Therefore, for all N ∈ N0, there is a constant CN ≥ 0 such that

s−rk
∣∣op (ask) u (x)

∣∣ ≤ CN 〈x〉−N .
This concludes the proof of the limit of Eq. (3.4) by the dominated convergence

theorem.

2) The argument is similar to item 1). We first note that

∣∣∣∣|ηk|r̃ a
(
yk + s−τk x, sk

ηk

|ηk| + s
τ
k ξ

)∣∣∣∣
≤ |ηk|r̃

∣∣a (yk + s−τk x, ηk + sτk ξ
) − a (yk, ηk)∣∣+ |ηk |r̃ |a (yk, ηk)|

≤
n∑
j=1

(∫ 1

0
sr̃−τk

∣∣xj ∣∣ ∣∣∂xj a (yk + ts−τk x, ηk + tsτk ξ
)∣∣ dt

+ sr̃+τk

∫ 1

0

∣∣ξj ∂ξj a (yk + ts−τk x, ηk + tsτk ξ
)∣∣ dt

)
+ |ηk|r̃−r

(|ηk|r |a (yk, ηk)|)

≤
n∑
j=1

(
C1s

r̃−τ
k

∣∣xj ∣∣+ C2
sr̃+2τk

〈ηk〉
∣∣ξj ∣∣ 〈ξ〉

)
+ sup
k∈N0

(|ηk|r |a (yk, ηk)|) |ηk|r̃−r

≤ C
(
〈x〉 sr̃−τk + 〈ξ〉2 sr̃+2τ−1k + sr̃−rk

)
. (3.9)

We conclude that

|ηk|r̃
∣∣∣∣a
(
yk + s−τk x, sk

ηk

|ηk | + s
τ
k ξ

)∣∣∣∣ ≤ C 〈x〉 〈ξ〉2 s−σk , (3.10)

where σ := min {r − r̃ , 1− r̃ − 2τ, τ − r̃} > 0, as r̃ < τ < 1
3 .
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We now consider, for x ∈ R
n,

sr̃kop
(
ask

)
u (x) = 1

(2π)n

∫
Rn

eixξ sr̃ka
(
yk + s−τk x, ηk + sτk ξ

) (Fx→ξu) (ξ) dξ.

Equation (3.10) implies that the above integrand goes pointwise to zero.

Moreover, as 〈x〉 〈ξ〉2 ∣∣(Fx→ξu) (ξ)∣∣ ∈ L1
(
R
n
ξ

)
, Eq. (3.10) implies that

limk→∞ sr̃kop
(
ask

)
u (x) = 0 by the dominated convergence theorem.

We now prove that

lim
k→∞|ηk|

r̃
∥∥∥R−1k op(a)Rku

∥∥∥
Lp(Rn)

= 0. (3.11)

We only need to show that the functions
{
x ∈ R

n �→
∣∣∣|ηk|r̃ op (ask)u (x)

∣∣∣p
}
k∈N0

are dominated by an integrable function.
By integration by parts, we have

sr̃kx
γ
(
op

(
ask

)
u (x)

)

= (−1)|γ |
∑
σ≤γ

(
γ

σ

)
sr̃k

1

(2π)n

∫
Rn

eixξDσξ
(
a
(
yk + s−τk x, ηk + sτk ξ

))

D
γ−σ
ξ

(Fx→ξu) (ξ) dξ. (3.12)

For σ �= 0, we obtain as in (3.8) that

sr̃k

∣∣∣Dσξ (a (yk + s−τk x, ηk + sτk ξ
))∣∣∣ ≤ Csr̃+2τ |σ |−|σ |k 〈ξ〉|σ | . (3.13)

We note that 0 < r̃ < τ < 1
3 and r̃ + 2τ |σ | − |σ | < 0. Using Eqs. (3.10), (3.12),

and (3.13), together with the fact that ξ ∈ R
n �→ 〈ξ〉M Dγξ Fx→ξu (ξ) is integrable

for allM ∈ Z and γ ∈ N
n
0, we conclude that

sr̃k

∣∣op (ask) u (x)∣∣ ≤ CN 〈x〉−N ,
for some constant CN > 0 and the convergence of (3.11) follows from the
dominated convergence theorem.

For the convergence in H 1
p norm, we note that

∂xj op(ask )u = op
(
ask

)
∂xj u+ s−τk op

((
∂xj a

)
sk

)
u. (3.14)

Equation (3.11) implies that

lim
s→∞ s

r̃
k

∥∥op (ask) ∂xj u
∥∥
Lp(Rn)

= 0. (3.15)
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Moreover, as r̃ < τ , the first item of the Lemma implies that

lim
s→∞ s

r̃−τ
k

∥∥∥op
((
∂xj a

)
sk

)
u

∥∥∥
Lp(Rn)

= 0. (3.16)

Equations (3.14)–(3.16) imply that

lim
s→∞ s

r̃
k

∥∥∂xj (op (ask)u)
∥∥
Lp(Rn)

= 0.

The result now follows easily.

3) We observe that

∂xj (Rsu (x)) = isηj s
τn
p eisxηu

(
sτ (x − y))+ s τnp +τ eisxη (∂xj u) (sτ (x − y))

= isηjRsu (x)+ sτRs
(
∂xj u

)
(x) . (3.17)

The above estimate together with the fact that ‖Rsu‖Lp(Rn) = ‖u‖Lp(Rn) for
all u ∈ S (Rn) shows that ‖Rsu‖H 1

p(R
n) ≤ (1+ s 〈η〉) ‖u‖H 1

p(R
n), for all s ≥ 1.

Corollary 10 implies that

‖Rsu‖B0
pq (R

n) ≤ Cθ ‖Rsu‖θH 1
p(R

n)
‖Rsu‖1−θLp(Rn) ≤ Cθ (1+ s 〈η〉)θ ‖u‖H 1

p(R
n) .

That ‖Rsu‖F 0
pq(R

n) ≤ Cθ (1+ s 〈η〉)θ ‖u‖H 1
p(R

n) can be proved by precisely the
same argument. We now choose 0 < θ < min{r, τ } and conclude that

‖op(a)Rku‖B0
pq (R

n) ≤
∥∥∥Rk

(
R−1k op(a)Rku

)∥∥∥
B0
pq(R

n)

≤ Cθ
(
1+ |ηk |

〈
ηk

|ηk |
〉)θ ∥∥∥R−1k op(a)Rku

∥∥∥
H 1
p(R

n)
→ 0. (3.18)

The same argument holds for F 0
pq (R

n). �	
Theorem 21 Let a ∈ S0 (Rn × R

n). If there is a sequence {(yk, ηk)}k∈N0
in R

n ×
R
n such that limk→∞ |ηk| = ∞ and limk→∞ |ηk |r a (yk, ηk) = 0, for some r >

0, then the operators op (a) : B0
pq (R

n) → B0
pq (R

n) and op (a) : F 0
pq (R

n) →
F 0
pq (R

n) are not Fredholm operators for any 1 < p, q <∞.

Proof Let u ∈ S (Rn), u �= 0, be such that supp (F (u)) ⊂
{
ξ ∈ R

n; 1
2 < |ξ | < 1

}
.

Suppose that A = op (a) : B0
pq (R

n) → B0
pq (R

n) is Fredholm. Then there are

operators B andK in B
(
B0
pq (R

n)
)
such that K is compact and

BA = I +K.
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Let us define Rk := Rsk
(
yk,

ηk|ηk |
)
, where sk = |ηk|. We assume without loss of

generality that |ηk| ≥ 2
1

1−τ , ∀k. Then Lemma 17.1 implies that

‖u‖B0
pq (R

n) ≤ Dpq ‖Rku‖B0
pq (R

n) = Dpq ‖BARku−KRku‖B0
pq(R

n)

≤ Dpq
(
‖B‖B(B0

pq (R
n)
) ‖ARku‖B0

pq(R
n) + ‖KRku‖B0

pq(R
n)

)
.

However limk→∞ ‖ARku‖B0
pq(R

n) = 0 and limk→∞ ‖KRku‖B0
pq (R

n) = 0 by
Lemmas 19.3 and 17.2, respectively. Therefore we conclude that ‖u‖B0

pq (R
n) = 0.

As we have assumed u �= 0, we obtain a contradiction.
Exactly the same argument can be used for F 0

pq (R
n). �	

We finally can prove our main Theorem.

Proof (of Theorem 12) Suppose that op (a) : Bspq (Rn) → Bs−mpq (Rn) is a
Fredholm operator for some s ∈ R and let us denote by 〈D〉t the pseudodifferential
operator with symbol 〈ξ〉t ∈ St (Rn ×R

n). Then

〈D〉s−m op (a) 〈D〉−s : B0
pq

(
R
n
)→ B0

pq

(
R
n
)

is also Fredholm. Let us suppose also that there is a sequence {(yk, ηk)}k∈N0
such

that limk→∞ |ηk| = ∞ and limk→∞ |ηk|−m+r a (yk, ηk) = 0, for some 0 < r < 1.
The symbol c ∈ S0 (Rn × R

n) of the operator op (c) = 〈D〉s−m op (a) 〈D〉−s is
equal to 〈ξ〉−m a (x, ξ)+ q (x, ξ), where q ∈ S−1 (Rn ×R

n). Hence

lim
k→∞ |ηk |

r c (yk, ηk) = lim
k→∞ |ηk |

m 〈ηk〉−m |ηk |−m+r a (yk, ηk)+ |ηk|r q (yk, ηk) = 0.

This means that op (c) is not Fredholm by Theorem 21, which is a contradiction.
The proof for F 0

pq (R
n) is the same. �	
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Characterizations of Self-Adjointness,
Normality, Invertibility, and Unitarity
of Pseudo-Differential Operators
on Compact and Hausdorff Groups

Majid Jamalpourbirgani and M. W. Wong

Abstract We give explicit formulas for the adjoint, product and inverse of a
bounded pseudo-differential operator in terms of its symbol on a compact and
Hausdorff group. As applications we give necessary and sufficient conditions to
insure that a bounded pseudo-differential operator on a compact and Hausdorff
group G is self-adjoint, normal, and unitary on L2(G), and invertible on Lp(G)
for 1 ≤ p <∞.

Keywords Compact and Hausdorff groups · Symbols · Pseudo-differential
operators · Self-adjoint · Normal · Invertible · Unitary

Mathematics Subject Classification (2000) Primary 47F05, 47G30; Secondary
35J70

1 Introduction

LetG be a compact and Hausdorff group on which the left (and right) Haar measure
is denoted by μ. Let ξ be an irreducible and unitary representation of G on a
complex and separable Hilbert space Xξ . Since G is compact, it is well known
that Xξ is finite-dimensional. We let dξ be the dimension of Xξ . The number dξ is
also known as the degree of the representation ξ of G on Xξ . Let Ĝ be the set of
all (equivalence classes) of irreducible and unitary representations of G, which is
usually referred to as the dual group of G.
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Let f ∈ Lp(G), p ≥ 1. Then we define the Fourier transform f̂ of f by

f̂ (ξ) =
∫
G

f (x)ξ(x)∗dx, ξ ∈ Ĝ.

It is also well known that the Fourier inversion formula states that for a good class
of functions in Lp(G), p ≥ 1,

f (x) =
∑
ξ∈Ĝ

dξ tr(ξ(x)f̂ (ξ)), x ∈ G.

The Fourier inversion formula can be looked at as a formula for the identity operator
on Lp(G), p ≥ 1, and as such, is a perfect symmetry that gives us the identity
operator on a suitable class of functions on G.

Good references for abstract harmonic analysis abound. See, for instance, [1, 4, 6]
for abstract harmonic analysis in general and group representations, the dual group
and the Fourier inversion formula in particular.

In order to obtain more interesting operators than the identity operator, we need
to break the symmetry using symbols σ defined on the phase space G× Ĝ. To wit,
let σ be a suitable function defined onG× Ĝ. Then for every point (x, ξ) ∈ G× Ĝ,
σ(x, ξ) is a dξ×dξ matrix. For all ξ ∈ Ĝ, we denote byMdξ (C) the set of all dξ×dξ
matrices with complex entries. A symbol σ onG× Ĝ in this paper is understood to
be a mapping

G× Ĝ � (x, ξ) �→ σ(x, ξ) ∈ Mdξ (C).

We define the pseudo-differential operator Tσ on G with symbol σ by

(Tσ f )(x) =
∑
ξ∈Ĝ

dξ tr(ξ(x)σ (x, ξ)f̂ (ξ)), x ∈ G.

The focus of this paper is on the functional analysis of bounded pseudo-
differential operators on compact and Hausdorff groups. More explicitly, the
overarching hypothesis is the boundedness of a pseudo-differential operator from
Lp1(G) into Lp2(G), where 1 ≤ p1, p2 < ∞. Very general conditions on the
boundedness of pseudo-differential operators can be found in [2] for compact Lie
groups and in [8] for the unit circle centered at the origin. It should also be noted that
the analysis of pseudo-differential operators on compact and Hausdorff groups can
be found in [3, 5]. Results on operators related to pseudo-differential operators in the
context of locally compact and Hausdorff groups can be found in [7]. Developing
pseudo-differential operators at the level of topological groups rather than Lie
groups manifests the many-faceted connections of these operators with mainstream
areas of mathematics besides partial differential equations.
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In Sect. 2 of the paper, we first give the result that every bounded linear operator
A : Lp(G) → Lp(G), 1 ≤ p < ∞, is a pseudo-differential operator of which
the symbol can be uniquely determined. This immediately implies that the mapping
of symbols to pseudo-differential operators on compact and Hausdorff groups is
injective. We give in Sect. 3 a formula for the symbols of the adjoints of bounded
pseudo-differential operators from Lp1(G) into Lp2(G), 1 ≤ p1, p2 < ∞. In
particular, we give a criterion for the self-adjointness, or equivalently, the non-
self-adjointness of bounded pseudo-differential operators on L2(G). We give in
Sect. 4 a formula for the product of two pseudo-differential operators on G. As an
application, a criterion for a pseudo-differential operator onG to be normal is given.
In Sect. 5, we give results on the invertibility of pseudo-differential operators onG.
In particular, we give a necessary and sufficient condition for a pseudo-differential
operator on G to be invertible. A criterion for the unitarity of pseudo-differential
operators on G is also given.

2 Injectivity

We begin with the result that every bounded linear operator onLp(G), 1 ≤ p <∞,
is a pseudo-differential operator from Lp(G) into Lp(G).

Theorem 2.1 Let : A : Lp(G) → Lp(G) be a bounded linear operator, where
1 ≤ p < ∞. Then A : Lp(G) → Lp(G) is a pseudo-differential operator Tσ :
Lp(G)→ Lp(G) such that

(Af )(x) = (Tσ f )(x) =
∑
ξ∈Ĝ

dξ tr(ξ(x)σ (x, ξ)f̂ (ξ)), x ∈ G,

where

σ(x, ξ) = ξ(x)∗a(x, ξ)
with

a(x, ξ)nm = (Aξnm)(x)
for all (x, ξ) ∈ G× Ĝ and all 1 ≤ n,m ≤ dξ .
Proof Let f ∈ C∞(G). Then for all η ∈ Ĝ and all positive integers j and k with
1 ≤ j, k ≤ dη,

(̂Af )(η)kj =
∫
G

η(x)jk(Af )(x) dμ(x)

=
∫
G

(A∗ηjk)(x)f (x) dμ(x)
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=
∑
ξ∈Ĝ

dξ∑
m,n=1

dξ f̂ (ξ)mn

∫
G

(A∗ηjk)(x)ξ(x)nmdμ(x)

=
⎡
⎣∑
ξ∈Ĝ

dξ∑
m,n=1

dξ f̂ (ξ)mn(Aξnm)(·)
⎤
⎦
∧
(η)kj .

So, for all x ∈ G,

(Af )(x) =
∑
ξ∈Ĝ

dξ∑
m,n=1

dξ f̂ (ξ)mn(Aξnm)(x)

=
∑
ξ∈Ĝ

dξ tr(ξ(x)ξ(x)
∗a(x, ξ)f̂ (ξ))

= (Tσ f )(x).

ThereforeA = Tσ and the proof is complete. �	
We can now show that the mapping of symbols onG×Ĝ into pseudo-differential

operators on G is injective.

Corollary 2.2 Let σ and τ be symbols on G× Ĝ such that Tσ : Lp(G)→ Lp(G)

and Tτ : Lp(G)→ Lp(G) are bounded linear operators, where 1 ≤ p <∞. Then
σ = τ.

3 Adjoints

We need the following lemma.

Lemma 3.1 Let σ be a function on G × Ĝ such that the corresponding pseudo-
differential operator Tσ : Lp1(G) → Lp2(G) is a bounded linear operator, where
1 ≤ p1, p2 <∞. Then for all positive integers m and n with 1 ≤ m,n ≤ dξ ,

(ξ(·)σ (·, ξ))mn ∈ Lp2(G).

Proof There exists a positive constant C such that

‖Tσf ‖Lp2 (G) ≤ C‖f ‖Lp1 (G), f ∈ Lp1(G).
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Now, let ξ ∈ Ĝ and let m and n be positive integers such that 1 ≤ m,n ≤ dξ . Then
we define the function f on G by

f (x) = ξ(x)mn, x ∈ G.

We note that

Tσ ξ(·)mn =
∫
G

dη
∑
η∈Ĝ

dη∑
j,k=1

(η(·)σ (·, η))jkη(y)jkξ(y)mndμ(y)

= dξ (ξ(·)σ (·, ξ))mn.

So,

(ξ(·)σ (·, ξ))mn = 1

dξ
Tσ ξ(·)mn. (3.1)

Since f = ξ(·)mn ∈ Lp1(G), it follows that

‖ξ(·)σ (·, ξ)‖Lp2 (G) = 1

dξ
‖Tσ ξ(·)mn‖Lp2 (G) ≤ 1

dξ
‖ξ(·)mn‖Lp1 (G) <∞

and this completes the proof. �	
The following theorem gives a formula for the adjoint of a bounded pseudo-

differential operator on G.

Theorem 3.2 Let σ be a symbol such that the pseudo-differential operator Tσ :
Lp1(G) → Lp2(G) is a bounded linear operator for 1 ≤ p1, p2 < ∞. Then its
adjoint is the pseudo-differential operator Tτ : Lp′2(G)→ Lp

′
1(G), where

τ (x, ξ) = ξ(x)∗
∑
γ∈Ĝ

d2γ

dξ
(tr[γ (x)(γ (y)σ (y, γ ))∗])∧(ξ∗), (x, ξ) ∈ G× Ĝ.

Proof Let γ and ξ be elements in Ĝ. Then for all positive integers t ,m, n and l with
1 ≤ t,m ≤ dγ and 1 ≤ n, l ≤ dξ ,

∫
G

(γ (y)σ (y, γ ))tmξ(y)nldμ(y) =
∫
G

1

dγ
(Tσ γtm)(y)ξ(y)nldμ(y)

=
∫
G

1

dγ
γ (y)tm(Tτ ξnl)(y)dμ(y)

=
∫
G

dξ

dγ
γ (y)tm(ξ(y)τ (y, ξ))nldμ(y), (3.2)
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and hence
∫
G

(γ (y)σ (y, γ ))tmξ(y)nldμ(y) =
dξ

dγ

∫
G

(ξ(y)τ (y, ξ))nlγ (y)tmdμ(y).

Now, using the Fourier transform onG and (3.1), we get

[((γ (·)σ (·, γ ))tm)∧(ξ)]ln = dξ

dγ
[((ξ(·)τ (·, ξ))nl )∧(γ )]mt . (3.3)

It follows from the Fourier inversion formula on G and (3.3) that for all (x, ξ) ∈
G× Ĝ and 1 ≤ n, l ≤ dξ ,

((ξ(x)τ (x, ξ))nl =
∑
γ∈Ĝ

dγ tr(γ (x)((ξ(·)τ (·, ξ))nl)∧(γ ))

=
∑
γ∈Ĝ

dγ∑
t,m=1

dγ γ (x)tm[((ξ(·)τ (·, ξ))nl )∧(γ )]mt

=
∑
γ∈Ĝ

dγ∑
t,m=1

d2γ

dξ
γ (x)tm[((γ (·)σ (·, γ ))tm)∧(ξ)]ln.

Using the Fourier transform onG, we get

((ξ(x)τ (x, ξ))nl =
∑
γ∈Ĝ

dγ∑
t,m=1

d2γ

dξ
γ (x)tm

∫
G

((γ (y)σ (y, γ ))tmξ(y)nldμ(y)

=
∑
γ∈Ĝ

dγ∑
t,m=1

d2γ

dξ

∫
G

γ (x)tm[(γ (y)σ (y, γ ))∗]mtξ(y)nldμ(y)

=
∑
γ∈Ĝ

d2γ

dξ

∫
G

tr[γ (x)(γ (y)σ (y, γ ))∗]ξ(y)nldμ(y)

=
∑
γ∈Ĝ

d2γ

dξ
((tr[γ (x)(γ (y)σ (y, γ ))∗])∧(ξ∗)nl .

Therefore

τ (x, ξ) = ξ(x)∗
∑
γ∈Ĝ

d2γ

dξ
((tr[γ (x)(γ (y)σ (y, γ ))∗])∧(ξ∗), (x, ξ) ∈ G× Ĝ.

�	
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A criterion for the self-adjointness of bounded pseudo-differential operators on
G is provided by the following theorem.

Theorem 3.3 Let σ be a symbol on G × Ĝ. Then the pseudo-differential operator
Tσ : L2(G) → L2(G) is self-adjoint if and only if for all γ and ξ in Ĝ and all
positive integers t , m, n, and l with 1 ≤ t,m ≤ dγ and 1 ≤ n, l ≤ dξ ,

dγ

∫
G

(γ (y)σ (y, γ ))tmξ(y)nldμ(y) = dξ
∫
G

γ (y)tmξ(y)σ (y, ξ))nldμ(y).

Proof Suppose that Tσ : L2(G) → L2(G) is self-adjoint. Then for all (y, ξ) ∈
G× Ĝ and all positive integers n and l with 1 ≤ n, l ≤ dξ ,

(ξ(y)σ (y, ξ))nl = (ξ(y)τ (y, ξ))nl,

where τ is the symbol of the adjoint of Tσ : L2(G)→ L2(G). By (3.2), we get for
all γ and ξ in Ĝ and all positive integers t , m, n, and l with 1 ≤ t,m ≤ dγ and
1 ≤ n, l ≤ dξ ,

dγ

∫
G

(γ (y)σ (y, γ ))tmξ(y)nldμ(y) = dξ
∫
G

γ (y)tmξ(y)σ (y, ξ))nldμ(y).

Conversely, suppose that

dγ

∫
G

(γ (y)σ (y, γ ))tmξ(y)nldμ(y) =
∫
G

γ (y)tm(ξ(y)σ (y, ξ))nldμ(y)

for all γ and ξ in Ĝ and all positive integers t , m, n, and l with 1 ≤ t,m ≤ dγ and
1 ≤ n, l ≤ dξ . Then as in the proof of Theorem 3.2, we get

τ (x, ξ) = σ(x, ξ)

for all (x, ξ) ∈ G×Ĝ, where τ is the symbol of the adjoint of Tσ : L2(G)→ L2(G).
Therefore Tσ : L2(G)→ L2(G) is self-adjoint. �	

4 Products

The basic formula for the symbol of the product of two bounded pseudo-differential
operators on G is the content of the following theorem.
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Theorem 4.1 Let σ and τ be symbols onG× Ĝ such that Tσ : Lp1(G)→ Lp2(G)

and Tτ : Lp2(G)→ Lp3(G) be bounded linear operators, where 1 ≤ p1, p2, p3 <
∞. Then TσTτ : Lp1(G) → Lp3(G) is the pseudo-differential operator Tλ :
Lp1(G)→ Lp3(G), where λ is the symbol on G× Ĝ given by

λ(x, ξ) = ξ(x)∗
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)((σ ∗(y, ω))∗ω(y)∗]ξ(y)τ (y, ξ) dμ(y)

for all (x, ξ) ∈ G× Ĝ.
Proof By Theorem 2.1, we see that for all elements ξ and ω in Ĝ and all positive
integers n, m, k and l with 1 ≤ n,m ≤ dξ and 1 ≤ k, l ≤ dω, we have

∫
G

(ξ(y)λ(y, ξ))mnω(y)kldμ(y)

=
∫
G

1

dξ
(Tσ Tτ ξmn)(y)ω(y)kldμ(y)

=
∫
G

1

dξ
(Tτ ξmn)(y)(T ∗σ ωkl)(y)dμ(y)

=
∫
G

dω(ξ(y)τ (y, ξ))mn(((σ
∗(y, ω))∗ω(y)∗)lkdμ(y).

So,

((ξ(·)λ(·, ξ))∧mn(ω)lk =
∫
G

dω(ξ(y)τ (y, ξ))mn((σ
∗(y, ω))∗ω(y)∗)lkdμ(y).

Therefore for all (x, ξ) ∈ G× Ĝ, we get by the Fourier inversion formula onG

((ξ(x)λ(x, ξ))mn

=
∑
ω∈Ĝ

dωtr[ω(x)((ξ(·)λ(·, ξ))mn)∧(ω)]

=
∑
ω∈Ĝ

dω∑
k,l=1

ω(x)kl[(ξ(·)λ(·, ξ))mn)∧(ω)]lk

=
∑
ω∈Ĝ

dξ∑
k,l=1

dωω(x)kl

∫
G

(ξ(y)τ (y, ξ))mn((σ
∗(y, ω)∗)ω(y)∗)lkdμ(y)

=
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)(σ ∗(y, ω))∗ω(y)∗](ξ(y)τ (y, ξ))mndμ(y).
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Then for all (x, ξ) ∈ G× Ĝ,

ξ(x)λ(x, ξ) =
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)(σ ∗(y, ω)∗ω(y)∗]ξ(y)τ (y, ξ) dμ(y)

and hence

λ(x, ξ) = ξ(x)∗
∑
ω∈Ĝ

∫
G

tr[ω(x)(σ ∗(y, ω)∗)ω(y)∗](ξ(y)τ (y, ξ)) dμ(y).

�	
The following two theorems give, respectively, a characterization of the normal-

ity and unitarity of bounded pseudo-differential operators onG.

Theorem 4.2 Let σ be a symbol on G × Ĝ such that the corresponding pseudo-
differential operator Tσ : L2(G)→ L2(G) is a bounded linear operator. Then Tσ :
L2(G)→ L2(G) is normal if and only if for all ξ and ω in Ĝ with 1 ≤ m,n ≤ dξ
and 1 ≤ l, k ≤ dω,

∫
G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ω))lkdμ(y)

=
∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)(σ ∗(y, ω))lkdμ(y).

Proof Suppose that Tσ : L2(G)→ L2(G) is a normal operator. Then for all ξ and
ω in Ĝ with 1 ≤ m,n ≤ dξ and 1 ≤ l, k ≤ dω,

∫
G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ω))lkdμ(y)

= 1

dξdω
(Tσ ξmn)(y)(Tσωlk)(y)dμ(y)

=
∫
G

1

dξdω
(T ∗σ Tσ ξmn)(y)ωlk(y)dμ(y)

=
∫
G

1

dξdω
(Tσ T

∗
σ ξmn)(y)ωlk(y)dμ(y)

=
∫
G

1

dξdω
(T ∗σ ξmn)(y)(T ∗σ ωlk)(y)dμ(y)

=
∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)σ ∗(y, ω(y))lkdμ(y).
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Conversely, suppose that

∫
G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ω))lkdμ(y)

=
∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)σ ∗(y, ω))lkdμ(y)

for all ξ and ω in Ĝ with 1 ≤ m,n ≤ dξ and 1 ≤ l, k ≤ dω. Then for all x ∈ G,

ωlk(x)

∫
G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ξ))lkdμ(y)

= ωlk(x)
∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)σ ∗(y, ω))lkdμ(y)

and so,

∫
G

tr[ω(x)σ(y, ω)∗ω(y)∗](ξ(y)σ (y, ω))mndμ(y)

=
∫
G

tr[ω(x)(σ ∗(y, ω))∗ω(y)∗](ξ(y)σ ∗(y, ξ))mndμ(y).

Therefore

∑
ω∈Ĝ

dω

∫
G

tr[ω(x)σ(y, ω)∗ω(y)∗](ξ(y)σ (y, ξ))mndμ(y)

=
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)(σ ∗(y, ω))∗ω(y)∗](ξ(y)σ ∗(y, ξ))mndμ(y)

and hence for all x ∈ G,

ξ(x)∗
∑
ω∈Ĝ

dω ∈G tr[ω(x)σ(y, ω)∗ω(y)∗]ξ(y)σ (y, ξ) dμ(y)

= ξ(x)∗
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)(σ ∗(y, ω))∗ω(y)∗]ξ(y)σ ∗(y, ξ) dμ(y).

By Theorem 4.1, the symbol of TσT ∗σ is equal to the symbol of T ∗σ Tσ . Therefore

TσT
∗
σ = T ∗σ Tσ

and the proof is complete. �	
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Theorem 4.3 Let σ be a symbol on G × Ĝ such that the corresponding pseudo-
differential operator Tσ : L2(G)→ L2(G) is a bounded linear operator. Then Tσ :
L2(G)→ L2(G) is unitary if and only if for all ξ and ω in Ĝ with 1 ≤ m,n ≤ dξ
and 1 ≤ l, k ≤ dω, ∫

G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ω))lkdμ(y)

=
∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)σ ∗(y, ω))lkdμ(y)

=

⎧⎪⎨
⎪⎩
0,
0,
1
dξ
,

ξ �= ω,
m �= k or n �= l,
ξ = ω, m = k, n = l.

Proof Suppose that Tσ : L2(G) → L2(G) is unitary. Then for all elements ξ and
ω in Ĝ with 1 ≤ m,n ≤ dξ and 1 ≤ l, k ≤ dω, we get by Theorem 4.2 and the
Peter–Weyl theorem to the effect that {√dξξmn : 1 ≤ m,n ≤ dξ , ξ ∈ Ĝ} is an
orthonormal basis for L2(G),

∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)σ ∗(y, ξ))lkdμ(y)

=
∫
G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ω))lkdμ(y)

=
∫
G

1

dξdω
(Tσ ξmn)(y)(Tσωlk)(y)dμ(y)

=
∫
G

1

dξdω
(T ∗σ Tσ ξmn)(y)ωlk(y)dμ(y)

=
∫
G

ξmn(y)ωlk(y)dμ(y)

=

⎧⎪⎨
⎪⎩
0,
0,
1
dξ
,

ξ �= ω,
m �= k or n �= l,
ξ = ω, m = k, n = l.

For the converse, let x ∈ G. Then for all elements ξ and ω in Ĝ with 1 ≤ m,n ≤ dξ
and 1 ≤ l, k ≤ dω,

ωlk(x)

∫
G

(ξ(y)σ (y, ξ))mn(ω(y)σ (y, ω))lkdμ(y)

= ωlk(x)
∫
G

∫
G

(ξ(y)σ ∗(y, ξ))mn(ω(y)σ ∗(y, ω))lkdμ(y)

= ωlk(x)
∫
G

ξmn(y)ωlk(y)dμ(y)
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and so,

∫
G

tr[ω(x)σ(y, ω)∗ω(y)∗](ξ(y)σ (y, ξ))mndμ(y)

=
∫
G

tr[ω(x)(σ ∗(y,w))∗ω(y)∗](ξ(y)σ ∗(y, ξ))mndμ(y)

=
∫
G

tr[ω(x)ω(y)∗]ξmn(y) dμ(y).

Therefore

∑
ω∈Ĝ

dω

∫
G

tr[ω(x)σ(y, ω)∗ω(y)∗](ξ(y)σ (y, ξ))mndμ(y)

=
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)(σ ∗(y, ω))∗ω(y)∗](ξ(y)σ ∗(y, ξ))mndμ(y)

=
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)ω(y)∗]ξmn(y) dμ(y)

and hence

ξ(x)∗
∑
ω∈Ĝ

dω ∈G tr
∫
G

tr[ω(x)σ(y, ω)∗ω(y)∗]ξ(y)σ (y, ξ)) dμ(y)

= ξ(x)∗
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)(σ ∗(y, ω))∗ω(y)∗](ξ(y)σ ∗(y, ξ)) dμ(y)

= ξ(x)∗
∑
ω∈Ĝ

dω

∫
G

tr[ω(x)ω(y)∗]ξ(y) dμ(y)

= ξ(x)∗
∫
G

δ(x · y−1)ξ(y) dμ(y)

= ξ(x)∗ξ(x)
= I,

where I is the identity matrix of order dξ . Thus, by Theorem 4.1,

TσT
∗
σ = T ∗σ Tσ = I

and this proves that Tσ : L2(G)→ L2(G) is unitary. �	
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Theorem 4.4 Let σ be a symbol on G × Ĝ. Then the corresponding pseudo-
differential operator Tσ : l2(G)→ L2(G) is unitary if and only if

{√dξ (ξ(·)σ (·, ξ))mn : 1 ≤ m,n ≤ dξ , ξ ∈ Ĝ}
and

{√dξ (ξ(·)σ ∗(·, ξ))m,n : 1 ≤ m,n ≤ dξ , ξ ∈ Ĝ}
are orthonormal bases for L2(G).

Proof Suppose that Tσ : L2(G)→ L2(G) is unitary. Then Tσ : L2(G)→ L2(G)

is invertible and hence surjective. So, for all f ∈ L2(G), there exists a function
g ∈ L2(G) such that

Tσg =
∑
ξ∈Ĝ

dξ∑
m,n=1

dξ (ξ(·)σ (·, ξ))mnĝ(ξ)nm = f.

By Theorem 4.3, we get for all elements ξ and η in Ĝ and all positive integersm, n,
k and l with 1 ≤ m,n ≤ dξ and 1 ≤ k, l ≤ dη,

∫
G

ξ(x)mnη(x)kldμ(x) =
∫
G

(ξ(x)σ (x, ξ))mn(η(x)σ (x, η))kldμ(x).

We know by the Peter–Weyl theorem that {√dωωmn : 1 ≤ m,n ≤ dω, ω ∈ Ĝ}
is an orthonormal basis for L2(G). So, the set {√dξ (ξ(·)σ (·, ξ))mn : 1 ≤ m,n ≤
dξ } is orthonormal. Since T ∗σ : L2(G) → L2(G) is also unitary, it follows that
{√dξ (ξ(·)σ ∗(·, ξ))mn : 1 ≤ m,n ≤ dξ , ξ ∈ Ĝ} is an orthonormal basis for L2(G).
The converse follows immediately from Theorem 4.3. �	

5 Invertibility

A necessary and sufficient condition for a bounded pseudo-differential operator on
G to be invertible is first given.

Theorem 5.1 Let σ be a symbol on G × Ĝ such that the corresponding pseudo-
differential operator Tσ : Lp(G) → Lp(G) is a bounded linear operator for 1 ≤
p < ∞. Then Tσ : Lp(G) → Lp(G) is invertible if and only if there exists a
symbol τ on G × Ĝ corresponding to a bounded pseudo-differential operator Tσ
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such that for all elements ξ and η in Ĝ and all positive integers m, n, k and l with
1 ≤ m,n ≤ dξ and 1 ≤ k, l ≤ dη,

∫
G

(ξ(x)τ (x, ξ))mn(η(x)σ ∗(x, η))kldμ(x)

=
∫
G

(ξ(x)σ (x, ξ))mn(η(x)τ ∗(x, η))kldμ(x)

=

⎧⎪⎨
⎪⎩
0,
0,
1
dξ
,

ξ �= η,
m �= k or m �= l,
ξ = η, m = k, n = l.

In this case, T −1σ = Tτ .
Proof Suppose that Tσ : Lp(G) → Lp(G) is an invertible operator. Then for all
f ∈ Lp(G) and g ∈ Lp′(G),

(f, g) = (Tσ T −1σ f, g) = (T −1σ f T ∗σ g)

and so,
∫
G

f (x)g(x) dμ(x) =
∫
G

(T −1σ f )(x)(Tσ ∗G(x) dμ(x).

For all ξ and η in Ĝ and all positive integersm, n, k, and l with 1 ≤ m,n ≤ dξ and
1 ≤ k, l ≤ dη, let f and g be functions on G such that

f (x) = ξ(x)mn, x ∈ G
and

g(x) = η(x) =kl, x ∈ G.
Then letting T −1σ − Tσ−1, we get∫

G

ξ(x)mnη(x)kldμ(x) = dξdη(ξ(x)σ−1(x, ξ))mn(η(x)σ ∗(x, η))kldμ(x).

Since {√dξωmn : 1 ≤ m,n ≤ dω, ω ∈ Ĝ} is an orthonormal basis for L2(G), we
have ∫

G

dξdη(ξ(x)σ
−1(x, ξ))mn(η(x)σ ∗(x, η))kldμ(x)

=

⎧⎪⎨
⎪⎩
0,
0,
1
dξ
,

ξ �= η,
m �= k, or n �= l,
ξ = η,m = k, 1, n = l.
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Using the same proof and the fact that for all f ∈ Lp(G) and g ∈ Lp′(G),

(f, g) = (Tσ−1Tσf, g) = (Tσ f, Tσ−1∗g),

we get

∫
G

1

dξ

1

dη
(ξ(x)σ (x, ξ))mn(η(x)(σ−1∗(x, η))kldμ(x)

=

⎧⎪⎨
⎪⎩
0,
0,
1
dξ
,

ξ �= η,
m �= k, or n �= l,
ξ = eta,m = k, n = l.

(5.1)

Conversely, suppose that there exists a symbol τ on G × Ĝ such that Theorem 5.1
is satisfied. Then by Theorem 4.1,

TσTτ = TτTσ = I

and the proof is complete. �	
As a useful corollary, we give a necessary condition for the invertibility of a

bounded pseudo-differential operator on G.

Theorem 5.2 Let σ be a symbol on G × Ĝ such that the corresponding pseudo-
differential operator Tσ : Lp(G) → Lp(G) is invertible, where 1 ≤ p < ∞.
Then
∫
G

tr(σ−1(x, ξ)(σ ∗(x, ξ))∗ dμ(x) =
∫
G

tr(σ (x, ξ)(σ ∗−1(x, ξ))∗) dμ(x) = dξ .

Proof Let ξ ∈ Ĝ. Then by Theorem 5.1, we get for all positive integers m and n
with 1 ≤ m,n,≤ dξ ,

∫
G

(ξ(x)σ−1(x, ξ))mn((ξ(x)σ ∗(x, ξ))mndμ(x)

=
∫
G

(ξ(x)σ (x, ξ))mn(ξ(x)σ−1∗(x, ξ))mndμ(x)

= 1

dξ
.
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But for the first integral,

∫
G

(ξ(x)σ−1(x, ξ))mn(ξ(x)σ ∗(x, ξ))mndμ(x)

+
∫
G

(ξ(x)σ−1(x, ξ))mn(ξ(x)σ ∗(x, ξ))∗nmdμ(x)

=
∫
G

(ξ(x)σ−1(x, ξ))mn((σ ∗(x, ξ))∗ξ(x)∗)nmdμ(x)

= 1

dξ

and so,

dξ∑
m,n=1

∫
G

(ξ(x)σ−1(x, ξ))mn(ξ(x)∗((σ ∗(x, ξ))∗)nmdμ(x)

=
∫
G

tr(σ−1(x, ξ)(σ ∗(x, ξ))∗)dμ(x)

= dξ .

Similarly, for the second integral,

∫
G

tr(σ (x, ξ)(σ ∗−1(x, ξ))∗) dμ(x) = dξ

and the proof is complete. �	
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Multilinear Commutators in Variable
Lebesgue Spaces on Stratified Groups

Dongli Liu, Jian Tan, and Jiman Zhao

Abstract In this paper, we study the multilinear fractional integrals and Calderón–
Zygmund singular integrals on stratified groups. We obtain the boundedness of the
commutators of the multilinear fractional integrals and Calderón–Zygmund singular
integrals in variable Lebesgue spaces.
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Calderón–Zygmund singular integrals · Variable Lebesgue spaces
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1 Introduction

The study of function spaces is of great importance in harmonic analysis. Due to the
applications to partial differential equations and the calculus of variations, more
and more attention has been paid to the study of variable function spaces (see,
for example, [12, 23, 28, 31, 34, 36]). Orlicz [29] firstly established the variable
Lebesgue spaces in 1931. The variable Lebesgue spaces are a generalization of
the classical Lebesgue spaces, replacing the constant exponent p with an exponent
function p(·). In the variable Lebesgue spaces, Cruz-Uribe et al. [15] studied
many classical operators on Euclidean spaces and proved the boundedness of
these operators. Tan et al. [32] obtained characterizations of BMO in terms of
commutators of multilinear fractional integrals and Calderón–Zygmund singular
integrals. For other works about variable Lebesgue spaces, see, for example,
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[5, 10, 13, 21, 35]. Although variable Lebesgue spaces on Euclidean spaces have
been well studied, there is still large space to study the variable Lebesgue spaces
in various settings. Stratified groups appear in quantum physics and many parts of
mathematics, including Fourier analysis, several complex variables, geometry, and
topology. The geometry structure of stratified groups is so good that it inherits a
lot of analysis properties from the Euclidean spaces. Apart from this, the difference
between the geometry structures of Euclidean spaces and stratified groupsmakes the
study of function spaces on them more complicated. However, the study of variable
Lebesgue spaces on stratified groups is quite a few, which makes it deserve a further
investigation.

On the other hand, the commutator is a class of important non-convolution-
type operators in harmonic analysis. This kind of operator plays an important
role in the study of partial differential equations, and its boundedness can be
used to characterize certain function spaces. A classical result of Coifman et
al. [9] studied the Lp(Rn) boundedness of linear commutators generated by the
Calderón–Zygmund singular integrals operator and BMO functions. Janson [22]
and Uchiyama [33] established characterization of BMO by the commutators of
singular integral operators. The research on the commutator has been paid much
attention and has fruitful results (see, for example, [6–8, 24, 25]). In addition, many
authors focus on the research of the commutator in various settings. Lu et al. [26]
obtained the boundedness of commutators generated by linear operators and BMO
functions in the weighted Lebesgue spaces on homogeneous groups. Guliyev et al.
[19] studied the fractional integral operator Iα on stratified groups in the weighted
Lebesgue spaces and obtained the boundedness of the fractional integral operator
Iα . In [37], the authors studied the sharp estimates for the multilinear commutators
related to the singular integral operator on the spaces of homogenous type. For other
works about the commutator in various settings, see, for example, [2–4, 11, 17, 20].

In this paper, on stratified groups we use the technique of [13, 15, 27] and [32] to
obtain the boundedness of commutators of the multilinear fractional integrals and
multilinear Calderón–Zygmund singular integrals in variable Lebesgue spaces.

2 The Preliminaries

Firstly, we recall some preliminaries concerning stratified groups. We refer the
reader to [16]. A Lie group G is called stratified if it is nilpotent, connected,
and simple connected, and its Lie algebra g is endowed with a vector space
decomposition g = ⊕m

i=1 Vk such that [V1, Vk] = Vk+1, for 1 ≤ k < m and
[V1, Vm] = 0. As usualG is identified with its Lie algebra g through the exponential
map. And the exponential map is a diffeomorphism from g toG and the bi-invariant
Hear measure of G is induced by the Lebesgue measure of its Lie algebra g. Let
X1 ∈ V1,X2 ∈ V2, · · · ,Xm ∈ Vm. If G is stratified, then its Lie algebra g admits
a family of dilations, namely δr

(∑m
i=1Xi

) = ∑m
i=1 riXi , where r > 0. In this
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paper, we use Q to denote the homogenous dimension of G, y−1 is the inverse
of y, y−1x denotes the group multiplication of y−1 by x and the group identity
of G will be referred to as the origin denote by e. A homogenous norm on G is
a continuous function x → ρ(x) from G to [0,∞), which is C∞ on G\{0} and
satisfies ρ(x−1) = ρ(x), ρ(δtx) = tρ(x) for all x ∈ G, t > 0, and ρ(e) = 0.
Moreover, there exists a constant c0 ≥ 1 such that ρ(xy) ≤ c0(ρ(x) + ρ(y)) for
all x, y ∈ G. With this norm, we define the G ball centered at x with radius r by
B(x, r) = {y ∈ G : ρ(y−1x) < r}, let Br = B(e, r) = {y ∈ G : ρ(y) < r} be the
open ball centered at e with radius r .

Secondly, we recall the definition of variable Lebesgue spaces on stratified
groups. The function p(·) : G → (0,∞) is called the variable exponent. For a
measurable subset E ⊂ G, let p+(E) = supx∈E p(x), p−(E) = infx∈E p(x). For
conciseness, we abbreviate p+(G) and p−(G) to p+ and p−. Let P0(G) be the
set of measurable function p(·) : G → (0,∞) such that 0 < p− ≤ p+ < ∞.
Let P1(G) be the set of measurable function p(·) : G → [1,∞) such that
1 < p− ≤ p+ <∞. For a measurable function f : G→ R, we define the norm

‖f ‖p(·) = inf

{
λ > 0 :

∫
G

( |f (x)|
λ

)p(x)
dx ≤ 1

}

The variable exponent Lebesgue spaces Lp(·) consist of those measurable functions
f : G → R for which ‖f ‖p(·) <∞. According to [1], when p− ≥ 1, Lp(·) is a
Banach space and by the unit ball property we know that ‖f ‖p(·) ≤ 1 if and only if∫
G |f (x)|p(x)dx ≤ 1.
Next we define the conditions on the exponent [1]. Let � ⊂ G. We say that

p : �→ R is locally log-Hölder continuous in � if there exists c1 > 0 such that

|p(x)− p(y)| ≤ c1

log(e+ 1/ρ(x−1y))

for all x, y ∈ G. We say that p satisfies the log-Hölder decay condition with
basepoint x0 ∈ G if there exist p∞ ∈ R and a constant c2 > 0 such that

|p(x)− p∞| ≤ c2

log(e + ρ(x−10 x))

for all x ∈ G. We say that p is log-Hölder continuous in G if both conditions
are satisfied. We define a class of exponent p whose reciprocal is log-Hölder
continuous:

P
log
d (�) =

{
p : �→ [1,∞) | 1

p
is log-Hölder continuous

}

Then we give some notations. Here and hereafter p′ will always denote the
conjugate of p. And d "y will denote∏m

i=1 dyi .D denotes the set of all C∞ functions
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with compact support. LetB(G) be the set of p(·) ∈P1(G) such that the maximal
operatorM is bounded on Lp(·)(G).

1. ApWeight
A weight function ω(x) > 0 belongs to the class Ap(G)(1 < p <∞) [18], if

sup

(
1

|B|
∫
B

ω(x)dx

)(
1

|B|
∫
B

ω(x)1−p′dx
)p−1

<∞

where the supremum is taken over all balls B ⊂ G. ω ∈ A1(G) if there exists
c > 0 such that

1

|B|
∫
B

ω(x)dx ≤ c inf
x∈B ess ω(x)

for every ball B ⊂ G. In fact, if ω ∈ Ap(G) for some p ∈ (1,∞), then there
is ε > 0 such that ω ∈ Ap−ε(G) and ω ∈ Ap1(G) for any p1 ≥ p ≥ 1. Let
A∞(G) = ∪1≤p<∞Ap(G).

2. About Maximal Function
Let 0 ≤ α < Q and f : G → R is a locally integrable function. The fractional
maximal function [18] is defined by

Mαf (x) = sup
x∈B

1

|B|1−α/Q
∫
B

|f (y)|dy

where the supremum is taken over all B ⊂ G.
In fact, M0f (x) is the classical Hardy-Littlewood maximal function Mf . We
consider the closely related sharp maximal function operatorM� defined by

M�f (x) = sup
x∈B

1

|B|
∫
B

|f − fB |dx

where fB = 1
|B|

∫
B
f (x)dx. For δ > 0, we define the δ sharp function M�

δ as

M
�
δf = (M�(|f |δ))1/δ and Mδ(f ) = (M(|f |δ))1/δ. Further, let ω ∈ A∞, then

for all 1 < p <∞ [18], the following inequality holds:

∫
G

(Mf (x))pω(x)dx ≤ C
∫
G

(M�f (x))pω(x)dx

3. BMO Space [16]
Suppose that f is a locally integrable function on G and B is a ball, we set fB =
1
|B|

∫
B f (y)dy. Define

BMO(G) = {f ∈ L1
loc(G) : ‖f ‖∗ <∞}
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where

‖f ‖∗ = sup
B

1

|B|
∫
B

|f (x)− fB |dx

We now formulate some remarks about BMO(G) [4, 16, 18].

(i) There are constants C1, C2 > 0 such that for every f ∈ BMO(G), every ball
B, and every α > 0

|{x ∈ B : |f (x)− fB | > α}| ≤ C1|B| exp−C2α/‖f ‖∗

(ii) If f ∈ BMO(G), then for 1 < p <∞, the following inequality holds:

(
1

|B|
∫
B

|f (x)− fB |pdx
)1/p

≤ C‖f ‖∗

(iii) By the definition of BMO and the sharp maximal function, if f ∈ L1
loc(G),

then

f ∈ BMO(G)⇐⇒M�f ∈ L∞(G)

(iv) If f ∈ BMO(G), then

‖f ‖∗ ∼ sup
x∈B

inf
c∈C

1

|B|
∫
B

|f (y)− c|dy

And then, we give the definitions of multilinear fractional integral operator,
multilinear Calderón–Zygmund operator and their commutators. For any 1 ≤ j ≤
m, we define the commutator of multilinear integral operator by

[b, T ]j ( "f )(x) = bT ( "f )(x)− T (f1, · · · , bfj , · · · , fm)(x)

where b is a locally integral function and T is an m-linear integral operator.
According to the definition of the fractional integral operator Iα on G [19] and
the classical multilinear fractional integral operator, we can define the multilinear
fractional integral operator on stratified groups by

Iα( "f )(x) =
∫
Gm

∏m
i=1 fi(yi)

(
∑m
i=1 ρ(y

−1
i x))

Qm−α d "y

Then [b, Iα]j ( "f ) is defined by

[b, Iα]j ( "f )(x) =
∫
Gm

(b(x)− b(yj ))∏m
i=1 fi(yi)

(
∑m
i=1 ρ(y

−1
i x))

Qm−α d "y
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We say that T is a Calderón–Zygmund operator onG [4] if the following conditions
are satisfied:

(i) T : Lp(G)→ Lp(G) is linear and continuous for every p ∈ (1,∞);
(ii) there exists a measurable function K : G ×G→ R such that for f ∈ D , for

a.e x /∈ supp(f )

T (f )(x) =
∫
G

K(x, y)f (y)dy

(iii) the kernel K satisfies the following pointwise Hörmander condition, namely
there exists positive constant C > 0, β > 0 andM > 1 such that

|K(x0, y)−K(x, y)| ≤ C ρ(x−10 x)β

|B(x0, 2ρ(x−10 y))|ρ(x−10 y)β

holds for every x0 ∈ G, r > 0, x ∈ B(x0, r), y ∈ G\B(x0,Mr).
(iv) the kernel K also satisfies the inequality

|K(x, y)| ≤ C

|B(x, ρ(x−1y))|
Similarly, we define the multilinear Calderón–Zygmundoperator onG. We say
that T is an m-linear Calderón–Zygmund operator onG, if T : Lp1(G)×· · ·×
Lpm(G) −→ Lp(G) for some 1 < p1, · · · , pm < ∞ and 1

p
= ∑m

i=1 1
pi
, and

for all fi ∈ D and all x /∈ ∩mi=1 supp(fi), we have

T ( "f )(x) =
∫
Gm
K(x, y1, · · · , ym)

m∏
i=1
fi(yi)d "y

whereK is a locally integral function defined on (G×Gm)\{(x, y1, · · · , ym) :
x = y1 = · · · = ym} and satisfies the following properties:

|K(y0, y1, · · · , ym)| ≤ C

(
∑m
k,l=0 ρ(y

−1
k yl))

Qm

and

|K(y0, · · · , yj , · · · , ym)−K(y0, · · · , y′j , · · · , ym)| ≤
Cρ(y−1

j
y′
j
)β

(
∑m
k,l=0 ρ(y−1k yl))

Qm+β

where C > 0, β > 0, 0 ≤ j ≤ m and ρ(y−1j y ′j ) ≤ 1
2 max0≤k≤m ρ(y−1j yk).
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Finally, we recall the definition of the space OscexpLr (G) and the definition
of multilinear commutator of the singular integral operator [37]. For r ≥ 1, let
‖b‖oscexpLr (G) = sup

B

‖b − bB‖expLr,B , where

‖b‖expLr,B = inf
B

{
λ > 0 : 1

|B|
∫
B

(exp(|b(x)|/λ)r − 1)dx ≤ 1

}

The space OscexpLr (G) is defined by

OscexpLr (G) = {b ∈ L1
loc : ‖b‖oscexpLr <∞}

It is obvious that OscexpLr (G) coincides with the BMO(G) space if r = 1. For

rj > 0, bj ∈ OscexpLrj (G) for j = 1, 2, · · ·m, let ‖"b‖ =
m∏
j=1

‖bj‖Osc
expL

rj
.

The multilinear commutator of the singular integral operator is defined by

T"b(f )(x) =
∫
G

m∏
i=1
(bj (x)− bj (y))K(x, y)f (y)dy

In this section, we give some basic properties of variable Lebesgue spaces on
stratified groups and some important lemmas we need in the paper.

Lemma 2.1 Suppose q(·), r(·) ≥ 1 and for all x ∈ G, define p(·) by
1

p(x)
= 1

q(x)
+ 1

r(x)

Then for all f ∈ Lq(·) and g ∈ Lr(·), the following inequality holds:

‖fg‖p(·) ≤ C‖f ‖q(·)‖g‖r(·)
Proof Since the proof is similar to the corresponding one in [10], we omit the
proof. �	
Corollary 2.2 Given exponent functions pi(·) ∈ P1(G), i = 1, 2, · · ·m, and for
all x ∈ G, define p(·) by

1

p(x)
=

m∑
i=1

1

pi(x)

Then for all fi ∈ Lpi(·)(G), i = 1, 2, · · ·m, the following inequality holds:
∥∥∥∥∥
m∏
i=1
fi

∥∥∥∥∥
p(·)

≤ C
m∏
i=1

‖fi‖pi (·)
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Lemma 2.3 ([1]) If p ∈ P log
d (G) with p− > 1, then there exists C > 0 depending

on p such that for all f ∈ Lp(·)(G), the following inequality holds:

‖Mf ‖p(·) ≤ C‖f ‖p(·)
Corollary 2.4 If p(·) is log-Hölder and p ∈ P1(G), then there exists C > 0
depending on p such that for all f ∈ Lp(·)(G), the following inequality holds:

‖Mf ‖p(·) ≤ C‖f ‖p(·)
Proof Corollary 2.4 follows immediately from the fact that p(·) is log-Hölder
continuous is equivalent to 1

p(·) is log-Hölder continuous and Lemma 2.3. �	
Lemma 2.5 ([11]) Given 0 ≤ α < Q, let p(·) ∈ P1(G) and be log-Hölder
continuous, for each x ∈ G, define q(·) pointwise by

1

p(x)
− 1

q(x)
= α

Q

Then there exists a constant C such that for all f ∈ Lp(·)(G), the following
inequality holds:

‖Mαf ‖q(·) ≤ C‖f ‖p(·)
Hereafter F will denote a family of ordered pairs of non-negative, measurable
function (f, g).

Lemma 2.6 Given a family F and an open set � ⊂ G, assume that for some p0
and q0, 0 < p0 ≤ q0 <∞ and every weight ω ∈ A1

(∫
�

f (x)q0ω(x)dx

) 1
q0 ≤ C

(∫
�

g(x)p0ω(x)p0/q0dx

) 1
p0

(f, g) ∈ F

Given p(·) ∈ P0(�) such that p0 < p− ≤ p+ < p0q0/(q0 − p0). For ∀x ∈ �,
define the function q(·) by

1

p(x)
− 1

q(x)
= 1

p0
− 1

q0

If (q(x)/q0)′ ∈ B(�), then for all (f, g) ∈ F such that f ∈ Lq(·)(�)

‖f ‖q(·),� ≤ C‖g‖p(·),�
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Proof Fix p(·) ∈P0(�) such that p− > p0 and let p̄(x) = p(x)
p0

. Let q̄(x) = q(x)
q0

,
since q̄ ′ ∈ B(�), then there exists a constant A > 0 such that ‖Mf ‖q̄ ′(·),� ≤
A‖f ‖q̄ ′(·),�. Define a new operator % on Lq̄

′(·)(�) by

%h(x) =
∞∑
k=0

Mkh(x)

2kAk

where for k ≥ 1,Mk = M ◦M ◦ · · · ◦ M denotes k interactions of the maximal
operator, andM0 is the identity operator. From the definition we have:

(i) if h is non-negative, then h(x) ≤ %h(x);
(ii) ‖%h‖q̄ ′(·),� ≤ 2‖h‖q̄ ′(·),�;
(iii) for every x ∈ �,M(%h)(x) ≤ 2A%h(x), so %h ∈ A1 with a constant that

does not depend on h.

Before giving the following proof, we state two facts about variable Lebesgue
spaces.

First, if p(·), q(·) ∈ P0(�) and
p(x)
q(x)

= r , then it follows from the definition of
the norm that

‖f ‖rp(·),� = ‖|f |r‖q(·)
Second, we have the generalized Hölder’s inequality

∫
�

|f (x)g(x)|dx ≤ C‖f ‖p(·),�‖g‖p′(·),�

and

‖f ‖p(·),� ≤ sup
g

∣∣∣∣
∫
�

f (x)g(x)dx

∣∣∣∣ ≤ C‖f ‖p(·),�

where the supremum is taken over all g ∈ Lp′(�) such that ‖g‖p′(·),� = 1.
Thus we have

‖f ‖q0q(·),� = ‖f q0‖q̄(·),� ≤ sup
∫
�

f (x)q0h(x)dx

where the sup is taken over all non-negative h ∈ Lq̄ ′(·) such that ‖h‖q̄ ′(·) = 1.
In order to complete the proof, it will be sufficient to show that

∫
�

f (x)q0h(x)dx ≤ C‖g‖q0p(·)
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Applying (i) above and the hypothesis, we have

∫
�

f (x)q0h(x)dx ≤
∫
�

f (x)q0(%h)(x)dx

≤ C
(∫

�

g(x)p0(%h)(x)p0/q0dx
) q0
p0

≤ C‖gp0‖q0/p0p̄(·) ‖(%h)p0/q0‖q0/p0p̄′(·)

≤ C‖g‖q0p(·)‖(%h)p0/q0‖q0/p0p̄′(·)

So in order to complete the proof, we only need to show that ‖(%h)p0/q0‖
q0
p0
p̄′(·) is

bounded and independent of h. We know that 1
p(x)

− 1
q(x)

= 1
p0
− 1
q0
, it is easy to

verify that p̄′(x) = p(x)
p(x)−p0 =

q0
p0

q(x)
q(x)−q0 =

q0
p0
q̄ ′(x). Therefore

‖(%h)p0/q0‖q0/p0
p̄′(·) = ‖%h‖q̄ ′(·) ≤ C‖h‖q̄ ′(·) ≤ C

�	
Corollary 2.7 Given a family F and an open set � ⊂ G, suppose that for some
p0, 0 < p0 <∞ and for every ω ∈ A1

∫
�

f (x)p0ω(x)dx ≤ C
∫
�

g(x)p0ω(x)dx (f, g) ∈ F

Let p(·) ∈ P0(�) be such that p0 < p−, and (p(·)/p0)′ ∈ B(�). Then for all
(f, g) ∈ F such that f ∈ Lp(·)(�)

‖f ‖p(·),� ≤ C‖g‖p(·),�
Since the proof of the following two lemmas is similar to the corresponding ones on
Euclidean spaces [14, 15], we omit it.

Lemma 2.8 Given a family F and an open set � ⊂ G, assume that for some
p0, 0 < p0 <∞, for everyω ∈ A∞ and for all (f, g) ∈ F , the following inequality
holds:

∫
�

f (x)p0ω(x)dx ≤ C
∫
�

g(x)p0ω(x)dx (2.1)

Then for all 0 < p <∞, ω ∈ A∞ and (f, g) ∈ F , we have

∫
�

f (x)pω(x)dx ≤ C
∫
�

g(x)pω(x)dx (2.2)
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Lemma 2.9 Given a family F and an open set � ⊂ G, assume that for some
p0, 1 < p0 < ∞, for every ω ∈ Ap0 and for all (f, g) ∈ F , (2.1) holds. Then for
all 1 < p <∞, ω ∈ Ap and (f, g) ∈ F , (2.2) holds.

Lemma 2.10 Given a family F and an open set � ⊂ G, assume that for some
p0, 0 < p0 < ∞ and for every ω ∈ A∞, (2.1) holds. Let p(·) ∈ P0(�) be such
that there exists 0 < p1 < p− with (p(·)/p1)′ ∈ B(�). Then for all (f, g) ∈ F ,
we have

‖f ‖p(·),� ≤ C‖g‖p(·),�
Proof Since (2.1) holds for some p0 and every ω ∈ A∞, then by Lemma 2.8, for all
0 < p1 <∞, ω ∈ A∞ and (f, g) ∈ F , we have

∫
�

f (x)p1ω(x)dx ≤ C
∫
�

g(x)p1ω(x)dx

Then applying Corollary 2.7 with p1 in place of p0, we complete the proof. �	
Corollary 2.11 Given a family F and an open set � ⊂ G, assume that for some
p0, 1 < p0 < ∞ and for every ω ∈ Ap0 , (2.1) holds. Let p(·) ∈ P1(�) be such
that there exists 1 < p1 < p− with (p(·)/p1)′ ∈ B(�). Then for all (f, g) ∈ F ,
we have

‖f ‖p(·),� ≤ C‖g‖p(·),�
By Lemma 2.10 with the pairs (Mf,M�f ), we can obtain

Corollary 2.12 Let p(·) ∈ P0(�) be such that there exists 0 < p1 < p− with
(p(·)/p1)′ ∈ B(�). Then for all (Mf,M�f ) ∈ F

‖Mf ‖p(·),� ≤ C‖M�f ‖p(·),�
Lemma 2.13 ([37]) If 1 < p <∞ and ω ∈ Ap, then

‖T"b(f )‖Lp(ω) ≤ C‖"b‖‖f ‖Lp(ω)

3 The Main Results and Proofs

Theorem 3.1 Suppose that b ∈ L1
loc(G), 0 < α < Qm, pi(·) ∈ P1 and is log-

Hölder continuous, i = 1, 2, · · · ,m. Let q(·) satisfy
m∑
i=1

1

pi(x)
− α

Q
= 1

q(x)
< 1



108 D. Liu et al.

For any 1 ≤ j ≤ m, then [b, Iα]j is bounded from Lp1(·)(G) × Lp2(·)(G) × · · · ×
Lpm(·)(G) −→ Lq(·)(G) if b ∈ BMO , namely

‖[b, Iα]j ( "f )‖q(·) ≤ C‖b‖∗
m∏
i=1

‖fi‖pi(·)

Theorem 3.2 Suppose that b ∈ L1
loc(G),pi(·) ∈P1 and is log-Hölder continuous,

i = 1, 2, · · · ,m. T is an m-linear Calderón–Zygmund operator and T : L1× · · ·×
L1 → L1/m,∞. Let p(·) satisfy

m∑
i=1

1

pi(x)
= 1

p(x)
< 1

Then for all 1 ≤ j ≤ m, [b, T ]j is bounded from Lp1(·)(G) × Lp2(·)(G) × · · · ×
Lpm(·)(G) −→ Lp(·)(G) if b ∈ BMO , namely

‖[b, T ]j ( "f )‖p(·) ≤ C‖b‖∗
m∏
i=1

‖fi‖pi(·)

Theorem 3.3 Let bi ∈ OscexpLri and ri ≥ 1, 1 ≤ i ≤ m. Then for p(·) ∈P1 and
is log-Hölder continuous and ω ∈ Ap, we have

‖T"b(f )‖p(·) ≤ C
m∏
j=1

‖bj‖Osc
expL

rj
‖f ‖p(·)

Firstly, we give the proof of Theorem 3.1.

Proof First of all, we prove the following sharp maximal estimate

M�([b, Iα]j ( "f ))(x) ≤ C‖b‖∗
[
(M(|Iα( "f )|r )(x))1/r +

m∏
i=1
(Mαisi (|fi |si )(x))1/si

]

where
m∑
i=1
αi = α, 0 < αi < Q, 1 < si < p−i , 1 < r < q−.
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Fix a ball B, we put fj = f 0
j + f∞j , where f 0

j = fjχ2c0B . Then we divide

[b, Iα]j ( "f )(x) into four parts, namely

[b, Iα]j ( "f )(x) =
∫
Gm

(b(x)− bB + bB − b(yj ))∏m
i=1 fi(yi)

(
∑m
i=1 ρ(y

−1
i x))

Qm−α d "y

= (b(x)− bB)Iα( "f )(x)− Iα(f 0
1 , · · · , (b − bB)f 0

j , · · · , f 0
m)(x)

− Iα(f∞1 , · · · , (b − bB)f∞j , · · · , f∞m )(x)
−
∑

Iα(f
r1
1 , · · · , (b − bB)f

rj
j , · · · , f rmm )(x)

:= A1(x)− A2(x)− A3(x)− A4(x)

where in the last sum each ri = 0 or∞ and in each term there is at least one rj = 0
and rl =∞.

Firstly, we consider A1. By Hölder’s inequality, we get

1

|B|
∫
B

|A1(z)|dz ≤
(

1

|B|
∫
B

|b(z)− bB |r ′dz
)1/r ′ ( 1

|B|
∫
B

|Iα( "f )(z)|rdz
) 1
r

≤ C‖b‖∗(M(|Iα( "f )|r )(x))1/r

According to [19], we know the fact that: if 1 < p < Q
α
, 0 < α < Q, then condition

1
p
− 1

q
= α

Q
is necessary and sufficient for the boundedness of Iα from Lp(G) to

Lq(G). We choose r, βi > 1 such that rβi = si . Thus 1 < βi < p−i . So there exists

u > 1 such that 1
u
=

m∑
i=1

1
βi
− α

Q
. Let 1

u
=

m∑
i=1

1
ui
, then 1

βi
− 1

ui
= αi

Q
. Then by

Hölder’s inequality and the above fact, we have

1

|B|
∫
B

|A2(z)|dz ≤
(

1

|B|
∫
B

|Iα(f 0
1 , · · · , (b − bB)f 0

j , · · · , f 0
m)(z)|udz

)1/u

≤ 1

|B| 1u
∏
i �=j

(∫
B

[Iαi (|f 0
i |)(z)]ui dz

) 1
ui

×
(∫

B

[Iαj (|(b − bB)f 0
j |)(z)]uj dz

) 1
uj

≤ C

|B| 1u
∏
i �=j

(∫
B

|f 0
i |βi dz

) 1
βi

(∫
B

|(b − bB)f 0
j |βj dz

) 1
βj

≤ C‖b‖∗
m∏
i=1
(Mαisi (|fi |si )(x))1/si
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Let x0 be the center of B = B(x0, r0), then for x ∈ B and yi ∈ (2c0B)c, we have
ρ(y−1i x) ∼ ρ(y−1i x0). Applying the Hölder’s inequality with exponent sj and its
conjugate s′j , we get

|Iα(f∞1 , · · · , (b − bB)f∞j , · · · , f∞m )(x)− Iα(f∞1 , · · · , (b − bB)f∞j , · · · , f∞m )(x0)|

≤ C
∫
(G\(2c0B))m

e(x−10 x)

(
∑m
i=1 e(y−1i x0))

Qm−α+1 |b(yj )− bB |
m∏
i=1

|fi(yi )|d "y

≤ C
⎛
⎝
∫
G\(2c0B)

r
1/m
0 |b(yj )− bB |sj ′

e(y−1j x0)
Q+1/m dyj

⎞
⎠

1
s′
j

×
⎛
⎝
∫
G\(2c0B)

r
1/m
0 |fj (yj )|sj

e(y−1j x0)
Q+1/m−αj sj dyj

⎞
⎠

1
sj

×
∫
(G\(2c0B))m−1

r
(m−1)/m
0

∏
i �=j |fi(yi )|

(
∑
i �=j e(y−1i x0))

Q(m−1)−∑i �=j αi+(m−1)/m
∏
i �=j

dyi

≤ C
⎛
⎝ ∞∑
i=1

∫
2i+1c0B

r
1/m
0 |b(yj )− bB |sj ′

(2ic0r0)
Q+1/m dyj

⎞
⎠
1/sj ′

×
⎛
⎝ ∞∑
i=1

∫
2i+1c0B

r
1/m
0 |fj (yj )|sj

(2i c0r0)
Q+1/m−αj sj dyj

⎞
⎠
1/sj

×
∫
(G\(2c0B))m−1

r
(m−1)/m
0

∏
i �=j |fi(yi )|

(
∑
i �=j e(y−1i x0))

Q(m−1)−∑i �=j αi+(m−1)/m
∏
i �=j

dyi

≤ C‖b‖∗
m∏
i=1

(Mαisi (|fi |si )(x))1/si

Now we consider A4. Without loss of generality, we can assume that r1 = r2 =
· · · = rd = 0 and rd+1 = · · · = rm = ∞. When d + 1 ≤ j ≤ m, applying the
Hölder’s inequality, we can obtain

|Iα(f r11 , · · · , (b − bB)f
rj
j
, · · · , f rmm )(x)− Iα(f r11 , · · · , (b − bB)f

rj
j
, · · · , f rmm )(x0)|

≤ C
∫
Gm

r0

(
∑m
i=1e(y−1i x0))

Qm−α+1 |b(yj )− bB |
m∏
i=1

|firi |d "y
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≤ C
d∏
i=1

∫
2c0B

|fi |dyi
∫
(G\(2c0B))m−d

r0|b(yj )− bB |
∏m
i=d+1 |fi |

(
∑m
i=d+1 e(y−1i x0))

Qm−α+1
m∏

i=d+1
dyi

≤ C‖b‖∗
m∏
i=1

(Mαisi (|fi |si )(x))1/si

Repeating the same steps as we deal with the case when d + 1 ≤ j ≤ m, we also
obtain that when 1 ≤ j ≤ d ,

|Iα(f r11 , · · · , (b − bB)f
rj
j , · · · , f rmm )(x)− Iα(f r11 , · · · , (b − bB)f

rj
j , · · · , f rmm )(x0)|

≤ C‖b‖∗
m∏
i=1

(Mαisi (|fi |si )(x))1/si

Then we can easily get the sharp maximal estimate.
Since pi(·) is log-Hölder continuous and the fact that p(·) is log-Hölder

continuous is equivalent to 1
p(·) is log-Hölder continuous, it is easy to see that q(·)

is log-Hölder continuous. Note that 1 < r < q−, then M is of ( q(·)
r
,
q(·)
r
). Thus if

b ∈ BMO , we have

‖[b, Iα]j ( "f )‖q(·) ≤ ‖M[b, Iα]j ( "f )‖q(·) ≤ ‖M�([b, Iα]j ( "f ))‖q(·)

≤ C‖b‖∗

⎛
⎜⎝‖(M(|Iα( "f )|r ))1/r‖q(·) +

∥∥∥∥∥∥
m∏
i=1
(Mαisi (|fi |si ))1/si

∥∥∥∥∥∥
q(·)

⎞
⎟⎠

Now we are in a position to estimate Iα , we consider two cases.

Iα( "f )(x) =
∫
(2c0B)m

∏m
i=1 fi(yi)

(
∑m
i=1 ρ(yi−1x))Qm−α

d "y

+
∫
Gm\(2c0B)m

∏m
i=1 fi(yi)

(
∑m
i=1 ρ(yi−1x))Qm−α

d "y

:= I + II
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Now we want to obtain the estimate of Iα . Fix ε such that ε = ∑m
i=1 εi and 0 <

εi < min{αi,Q− αi}. For I , we have

|I | ≤
∫
(2c0B)m

∏m
i=1 |fi(yi)|

(
∑m
i=1 ρ(yi−1x))Qm−α

d "y

=
∞∑
j=0

∫
(2−j+1c0B)m\(2−j c0B)m

∏m
i=1 |fi(yi)|

(
∑m
i=1 ρ(yi−1x))Qm−α

d "y

≤ C
∞∑
j=0

∫
(2−j+1c0B)m

∏m
i=1 |fi(yi)|

(2−j c0r0)Qm−α
d "y

≤ C|c0B|
ε
Q

m∏
i=1
Mαi−εi fi(x)

Similarly, we get

|II | ≤
∫
Gm\(2c0B)m

∏m
i=1 |fi(yi)|

(
∑m
i=1 ρ(yi−1x))Qm−α

d "y

=
∞∑
j=1

∫
(2j+1c0B)m\(2j c0B)m

∏m
i=1 |fi(yi)|

(
∑m
i=1 ρ(yi−1x))Qm−α

d "y

≤ C
∞∑
j=1

∫
(2j+1c0B)m

∏m
i=1 |fi(yi)|

(2j c0r0)Qm−α
d "y

≤ C|c0B|
−ε
Q

m∏
i=1
Mαi+εi fi(x)

Let |c0B|
2ε
Q =

∏m
i=1Mαi+εi fi (x)∏m
i=1Mαi−εi fi (x)

, then we obtain that

|Iα( "f )(x)| ≤ C
(
m∏
i=1
Mαi+εi fi(x)

)1/2 ( m∏
i=1
Mαi−εi fi(x)

)1/2

Let us now prove that

‖Iα( "f )‖q(·) ≤ C
m∏
i=1

‖fi‖pi(·)
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when 1
q(x)

=
m∑
i=1

1
pi(x)

− α
Q
. Without loss of generality, we can assume ‖fi‖pi (·) = 1.

We recall that ‖f ‖q(·) ≤ C if and only if
∫
G |f (x)|q(x)dx ≤ C. Since q+ < ∞, in

order to prove ‖Iα( "f )‖q(·) ≤ C, it will be sufficient to prove
∫
G
|Iα( "f )(x)|q(x)dx ≤

C. Define r(·) : G→ [1,∞) by r(x) = 2
εq(x)/Q+1 . Then for all x ∈ G, we have

m∑
i=1

1

pi(x)
− 1

r(x)q(x)/2
= α − ε

Q

m∑
i=1

1

pi(x)
− 1

r(x)′q(x)/2
= α + ε

Q

By Hölder’s inequality for variable Lp, we have

∫
G

|Iα( "f )(x)|q(x)dx ≤ C
∫
G

[
m∏
i=1
Mαi+εi fi(x)

] q(x)
2
[
m∏
i=1
Mαi−εi fi(x)

] q(x)
2

dx

≤ C
∥∥∥∥∥∥
[
m∏
i=1
Mαi+εi fi

] q(·)
2

∥∥∥∥∥∥
r ′(·)

∥∥∥∥∥∥
[
m∏
i=1
Mαi−εi fi

] q(·)
2

∥∥∥∥∥∥
r(·)

:= CI1 × II1
Now we will estimate I1 and II1. We can assume that each is greater than 1, since
otherwise nothing need to be proved. It’s easy to verify that ( r

′(·)q(·)
2 )− > 1, then

we can choose exponent function si (x) ≥ s−i > 1 such that
m∑
i=1

1
si (x)

= 1
r′(·)q(·)

2

and

1
pi(x)

− 1
si (x)

= αi+εi
Q

, where i = 1, · · · ,m and x ∈ G.

I1 = inf

⎧⎨
⎩λ > 0 :

∫
G

[
(
∏m
i=1Mαi+εi fi)

q(x)
2

λ

]r ′(x)
dx ≤ 1

⎫⎬
⎭

≤ inf

⎧⎪⎨
⎪⎩λ > 0 :

∫
G

[
(
∏m
i=1Mαi+εi fi)

λ
2
q+

] q(x)r′(x)
2

dx ≤ 1

⎫⎪⎬
⎪⎭

≤ C
m∏
i=1

∥∥Mαi+εi fi∥∥q+/2si (·) ≤ C
m∏
i=1

‖fi‖q
+/2
pi (·) ≤ C
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Then repeating the same step as we deal with I1, we can get II1 ≤ C. Thus

‖Iα( "f )‖q(·) ≤ C
m∏
i=1

‖fi‖pi(·)

Therefore we obtain

∥∥∥∥
[
M(|Iα( "f )|r )

]1/r∥∥∥∥
q(·)

≤ C‖|Iα( "f )|r‖1/rq(·)
r

≤ C‖Iα( "f )‖q(·) ≤ C
m∏
i=1

‖fi‖pi(·)

Then we choose qi(x) > 1 such that 1
q(x)

=
m∑
i=1

1
qi(x)

, and 1
qi(x)

= 1
pi (x)

− αi
Q
. At the

same time, we know 1
qi(x)/si

= 1
pi(x)/si

− αisi
Q

, where 1 ≤ i ≤ m. So we easily get

∥∥∥∥∥
m∏
i=1
(Mαisi (|fi |si ))1/si

∥∥∥∥∥
q(·)

≤ C
m∏
i=1

‖|fi |si‖1/sipi (·)/si ≤ C
m∏
i=1

‖fi‖pi(·)

Thus we obtain

‖[b, Iα]j ( "f )‖q(·) ≤ C‖b‖∗
m∏
i=1

‖fi‖pi(·)

�	
Secondly, we give the proof of Theorem 3.2.

Proof Firstly we can obtain the following sharp maximal estimate

M�([b, T ]j ( "f ))(x) ≤ C‖b‖∗
[
(M(|T ( "f )|s)(x))1/s +

m∏
i=1
(M(|fi |si )(x))1/si

]

where 1
s
=

m∑
i=1

1
si
< 1 and 1 < si < p−i for all 1 ≤ i ≤ m. Fix a ball B, for

1 ≤ j ≤ m, let fj = f 0
j + f∞j , where f 0

j = fjχ4√Qc0B , then

[b, T ]j ( "f )(x) = [b(x)− bB]T ( "f )(x)− T (f1, · · · , (b − bB)fj , · · · , fm)(x)
= (b − bB)T ( "f )(x)− T (f 0

1 , · · · , (b − bB)f 0
j , · · · , f 0

m)(x)

− T (f∞1 , · · · , (b − bB)f∞j , · · · , f∞m )(x)
−
∑

T (f
r1
1 , · · · , (b − bB)f

rj
j , · · · , f rmm )(x)

:= B1 − B2 − B3 − B4
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where in the last sum each ri = 0 or∞ and in each term there is at least one rl = 0
and rk = ∞. According to the Hölder’s inequality, we get

1

|B|
∫
B

|B1(z)|dz ≤
(

1

|B|
∫
B

|b(z)− bB |s ′dz
)1/s ′ ( 1

|B|
∫
B

|T ( "f )(z)|sdz
)1/s

≤ C‖b‖∗
(
M(|T ( "f )|s)(x)

)1/s

Similarly, we choose 1 < u, q , and qi < ∞ such that uqi = si and 1
q
=

m∑
i=1

1
qi
.

Then by applying the boundedness of T and the Hölder’s inequality, we obtain

1

|B|
∫
B

|B2(z)|dz ≤
(

1

|B|
∫
B

|T (f 0
1 , · · · , (b − bB)f 0

j , · · · , f 0
m)|qdz

)1/q

≤ C|B|−1/q
∏
i �=j

‖fiχ4√Qc0B‖qi‖(b − bB)‖qj u′ ‖fjχ4√Qc0B‖qj u

≤ C‖b‖∗
m∏
i=1

(
M(|fi |si )(x)

) 1
si

Let B = B(x0, r0). If yi /∈ 4
√
Qc0B, then ρ(x

−1
0 x) ≤ 1

2 max
1≤i≤mρ(y

−1
i x) for any

x ∈ B. Then we have

|B3(x0)− B3(x)| ≤
∫
Gm
|K(x, "y)−K(x0, "y)||b(yj)− bB |

m∏
i=1

|f∞i (yi)|d "y

≤
∫
G\(4√Qc0B)

Cr
β
m

0 |b(yj )− bB ||fj (yj )|
ρ(y−1j x)

Q+ β
m

dyj

×
∏
i �=j

∫
G\(4√Qc0B)

r
β
m

0 |fi(yi)|
ρ(y−1i x)

Q+ β
m

dyi

≤ C‖b‖∗
m∏
i=1

(
M(|fi |si )(x)

) 1
si

Finally we consider B4. We abbreviate (4
√
Qc0B)

l × (G\(4√Qc0B))m−l to Gl .
Without loss of generality, we can assume r1 = · · · = rl = 0 and rl+1 = · · · =
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rm =∞. When 1 ≤ j ≤ l, we can get
1

|B|
∫
B

|T (f 0
1 , · · · , (b − bB)f 0

j , · · · , f 0
l , f

∞
l+1, · · · , f∞m )(z)|dz

≤ C

|B|
∫
B

∫
Gl

|f 0
1 (y1) · · · (b − bB)f 0

j (yj ) · · ·f 0
l (yl)f

∞
l+1(yl+1) · · · f∞m (ym)|

(
∑m
i=1 ρ(y

−1
i z))

Qm
d "ydz

≤ C

|B|
∫
B

(

∫
4
√
Qc0B

|b(yj )− bB ||fj (yj )|
|4√Qc0B| dyj

l∏
i=1,i �=j

∫
4
√
Qc0B

|fi(yi)|
|4√Qc0B|dyi

× |4√Qc0B|l
m∏

k=l+1

∫
G\(4√Qc0B)

|fk(yk)|
ρ(y−1k z)

Q+ Ql
m−l
dyk ) dz

≤ C‖b‖∗
m∏
i=1

(
M(|fi |si )(x)

) 1
si

In fact, when l + 1 ≤ j ≤ m, we also obtain

1

|B|
∫
B

|T (f 0
1 , · · · , f 0

l , f
∞
l+1, · · · , (b − bB)f∞j , · · · , f∞m )(z)|dz

≤ C‖b‖∗
m∏
i=1

(
M(|fi |si )(x)

) 1
si

In order to complete our proof, we need to prove the following inequality holds for
0 < δ < 1

m

M
�
δ (T (

"f ))(x) ≤ C
m∏
i=1
Mfi(x)

Let B = B(x0, r) be an arbitrary ball containing x. Since 0 < δ < 1 implies that
||a|δ − |c|δ| ≤ |a− c|δ for a, c ∈ R, it is enough to show that for some constant cB ,
there exists constant C such that

(
1

|B|
∫
B

|T ( "f )(z)− cB |δdz
)1/δ

≤ C
m∏
i=1
Mfi(x)

Let fi = f 0
i +f∞i , where f 0

i = fiχ4√Qc0B . Let cB = T (f∞1 , · · · , f∞m )(x0). Then

T ( "f )(z)− cB = T (f∞1 , · · · , f∞m )(z)− T (f∞1 , · · · , f∞m )(x0)
+
∑

T (f
k1
1 , · · · , f kmm )(z)
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where in the last sum each ki = 0 or∞ and in each term there is at least one kj = 0.
Using the Hölder’s inequality and the property of kernelK , we have

(
1

|B|
∫
B

|T (f∞1 , · · · , f∞m )(z)− T (f∞1 , · · · , f∞m )(x0)|δdz
)1/δ

≤ 1

|B|
∫
B

|T (f∞1 , · · · , f∞m )(z)− T (f∞1 , · · · , f∞m )(x0)|dz

≤ C

|B|
∫
B

(|B| βQm )m
m∏
i=1

∫
G\(4√Qc0B)

|fi |
ρ(y−1i x0)Q+β/m

dyidz

≤ C
m∏
i=1
Mfi(x)

Here we note (G\(4√Qc0B))h × (4√Qc0B)m−h = Gh, then we get
(

1

|B|
∫
B

|T (f∞1 , · · · , f∞h , f 0
h+1, · · · , f 0

m)(z)|δdz
)1/δ

≤ 1

|B|
∫
B

|T (f∞1 , · · · , f∞h , f 0
h+1, · · · , f 0

m)(z)|dz

≤ C

|B|
∫
B

(
m∏

i=h+1

∫
4
√
Qc0B

|fi(yi)|
h∏
k=1

∫
G\(4√Qc0B)

|fk(yk)|
ρ(y−1k z)Qm/h

dyk

)
dz

≤ C
m∏
i=1
M(fi)(x)

Using the Kolmogorov’s estimate [30] and the fact T : L1 × · · · × L1 → L1/m,∞,
we can obtain

(
1

|B|
∫
B

|T (f 0
1 , · · · , f 0

m)(z)|δdz
)1/δ

≤ C‖T (f 0
1 , · · · , f 0

m)(z)‖L1/m,∞(B, dz
B
)

≤ C
m∏
i=1

1

|B|
∫
B

|fi(z)|dz

≤ C
m∏
i=1
M(fi)(x)
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Thus for 0 < δ < 1
m
, we have

M
�
δ (T (

"f ))(x) ≤ C
m∏
i=1
Mfi(x)

Therefore

‖T ( "f )‖p(·) ≤ ‖Mδ(T ( "f ))‖p(·) ≤ ‖M�
δ (T (

"f ))‖p(·)

≤ C‖
m∏
i=1
Mfi‖p(·) ≤ C

m∏
i=1

‖Mfi‖pi(·) ≤ C
m∏
i=1

‖fi‖pi (·)

Knowing that 1
s
=

m∑
i=1

1
si
>

m∑
i=1

1
p−i
= 1

p− , we can get

‖[b, T ]j ( "f )‖p(·) ≤ ‖M[b, T ]j ( "f )‖p(·) ≤ C‖M�[b, T ]j ( "f )‖p(·)

≤ C‖b‖∗
⎛
⎝
∥∥∥∥(M(|T ( "f )|s))1/s

∥∥∥∥
p(·)

+
∥∥∥∥∥
m∏
i=1
(M(|fi |si ))1/si

∥∥∥∥∥
p(·)

⎞
⎠

≤ C‖b‖∗
(∥∥∥T ( "f )

∥∥∥
p(·) +

m∏
i=1

∥∥|fi |si∥∥1/sipi (·)
si

)
≤ C‖b‖∗

m∏
i=1

‖fi‖pi (·)

Therefore we obtain

‖[b, T ]j ( "f )‖p(·) ≤ C‖b‖∗
m∏
i=1

‖fi‖pi(·)

�	
Finally, we give the proof of Theorem 3.3.

Proof It follows immediately from Corollary 2.11 and Lemma 2.13. �	
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Volterra Operators with Asymptotics
on Manifolds with Edge

M. Hedayat Mahmoudi and B.-W. Schulze

Abstract We study Volterra property and parabolicity of a class of anisotropic
pseudo-differential operators on a manifold with edge. This exposition belongs to a
more comprehensive approach. In the present consideration we focus on asymptotic
aspects of parametrices or inverses in the subalgebra of anisotropic operators of
Mellin plus Green type. In the zero order case we also add the identity map. The
resulting space constitutes a necessary step for constructing Volterra parametrices
in general.

Keywords Volterra operators of Mellin plus Green type · Anisotropic edge
operators · Invertibility over finite time intervals
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1 Introduction

The analysis on manifolds with singularities has been applied to elliptic problems
in many variants, e.g., Fredholm theory of boundary value problems (BVPs) in
weighted spaces of distributions and subspaces with asymptotics. In the present
exposition we refer to the pseudo-differential algebra on manifolds with edge,
containing parametrices within the calculus, see [26] or [27, 28]. A similar program
forR×X and a closed smooth manifoldX is well-known for Volterra operators and
parabolic equations, cf. the work of Piriou [21], with time-variable t . Its covariable
τ is involved with anisotropy l. There is an operator algebra in the thesis of
Buchholz [4] containing an anisotropic Volterra edge calculus on the level of pairs
of Hilbert spaces with strongly continuous group actions. Another investigation
of Mikayelyan [20] has developed a formalism, partly motivated by Piriou [21]
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and the framework of Boutet de Monvel [3] as well as of the edge calculus,
i.e., more general X, including operators of trace, potential or Green type with
respect to Y . Our final goal will be a modified picture of parabolicity, using a new
Volterra quantization of smoothing Mellin plus Green symbols which is contained
in the present paper and then in another chapter an adequate Volterra quantization
which admits non-smoothing contributions of the edge calculus. In other words
we investigate a necessary aspect for a manifold B with edge Y , concerning the
case of anisotropic Mellin plus Green edge operators which remained open in [4].
Parabolic problems in a specific singular context have been studied by Krainer
[16, 17]. Those are not really touched by our models. Differential operators on
finite time-intervals are more related to the work of Piriou [22] and Agranovich,
Vishik [1] when the respective manifolds are smooth, though with boundary in
these papers. Analogously as in the isotropic edge theory, in L2-based weighted
Sobolev spaces we apply here an anisotropic variant of such a calculus. The new
element compared with [4] is a Volterra quantization of smoothing Mellin plus
Green symbols in this context. Note that Volterra quantization for non-smoothing
contributions requires more tools from the edge calculus. This will be studied in
another part of the program. Other approaches in Lp-spaces have been developed
by Grubb [11], or in a completely different framework by Amann [2], see also the
bibliography there.

Note that there are more investigations on parabolicity in the pseudo-differential
set-up, e.g., Cho Čan and Eskin [6] in Vishik-Eskin’s technique, and in terms
of methods from isotropic degenerate operators, see, in particular, Buchholz [4],
Kapanadze et al. [15], Krainer [17], Hedayat Mahmoudi and Schulze [12] using
method from Egorov and Schulze [8], cf. also Gil et al. [9, 10], Hirschmann [13]
and more general aspects on pseudo-differential operators from Hörmander [14],
Kumano-go [18], Lyu and Schulze [19], Rempel and Schulze [23, 24], Schulze [25],
Schulze and Seiler [29], Seiler [31], Shubin [32] and Sternin [33].

2 Manifolds with Edge

In this section we give a brief account of notions on manifolds with edge. Those will
play the role of spatial configurations of anisotropic manifolds with edge, containing
an extra component, the time.

A manifold B with edge Y is a topological space such that B \ Y and Y are
both smooth manifolds of dimension b and q > 0, respectively, and there is a
neighbourhoodW of Y which is locally close to Y modeled on

X� × R
q (2.1)

for

X� = (R+ ×X)/({0} ×X) (2.2)
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where (2.2) is called the model cone of the wedge (2.1). “Locally modeled” means
that (2.1) admits homeomorphisms

χ : N → X� × R
q (2.3)

for relatively open subsets N ⊆ W which form a covering ofW , and (2.3) restricts
to diffeomorphisms (i.e., charts on Y )

χedge : N ∩ Y → R
q

where the sets U := N ∩ Y form an open covering of Y and (2.3) restricts to
diffeomorphisms

χint : N \ Y → X∧ × R
q . (2.4)

Concerning transition maps under different wedge charts (2.3) we assume that
they induce an X�-bundle over Y . The situation is similar to smooth manifolds
B with boundary Y . In this case W corresponds to a collar neighbourhood of Y
in B and it may be identified with the normal bundle [0, 1) × Y when we fixed
a Riemannian metric on W which induces a Riemannian metric on Y . Then (2.3)
corresponds to a mapN := [0, 1)×U → R+×R

q for a coordinate neighbourhood
U ⊂ Y . It is well-known in this case that W represents a trivial R+-bundle while
the above-mentionedX�-bundle is not necessarily trivial when n := dimX > 0.

There is another equivalent definition of a manifold B with edge. In this case we
replace local wedges X� × R

q by

R+ ×X ×R
q, (2.5)

called stretched wedges. Analysis will take place on open stretched wedges

X∧ × R
q (2.6)

for corresponding open stretched cones X∧ := R+ × X in variables (r, x). Local
models R+ ×X ×R

q allow us in an invariant manner to form a so-called stretched
manifold B which has a smooth boundary ∂B which is an X-bundle over Y . For
B = X� ×R

q we simply have

B = R+ ×X ×R
q , ∂B = {0} ×X ×R

q . (2.7)

We first assume that Y is a smooth manifold with standard charts U → R
q and

develop ideas of the edge calculus for such an isotropic edge. Later on we replace
Y by R × Y with the time axis R � t , and then some part of the analysis will be
formulated in anisotropic form.

Note that for stretched wedges B in (2.5) there are also the doubled spaces

2B = R×X ×R
q
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which are obtained by gluing together two copies of B along the common boundary
to a smooth manifold with empty boundary. A similar construction makes sense for
the original manifold B with edge, i.e., we obtain B in an invariant way. There is
then a canonical surjective map

B→ B,

locally corresponding toR+×X×R
q → X�×R

q for the quotient mapR+×X→
X�. It will be sufficient for our considerations to impose some conditions on the
choice for the above-mentionedX-bundle ∂B over Y . Let us assume that it is trivial
and that transition maps for the associated R+ × X bundle which models B close
to Y are independent of r for 0 ≤ r < ε for some ε > 0. In order to organize
a pseudo-differential calculus on B we first focus on open stretched wedges (2.6).
Suitable coordinate invariance properties, see Dorschfeldt [7] or [28], will lead to
edge operators globally on B.

The compact manifold B with edge Y of dimension q > 0 will be regarded
as the spatial configuration of a corresponding space with an extra time-variable
t ∈ R. Then Y is replaced by R × Y which is the edge of R × B. In this case the
calculus of pseudo-differential operators is formulated in anisotropic terms, locally
in variables (t, y) ∈ R

1+q and covariables. The space B \ Y itself has the variables
x with covariables ξ which split close to Y to variables (y, r, x) ∈ R

q × X∧ and
corresponding covariables (η, ρ, ξ) ∈ R

q+1+n for n = dimX. We systematically
refer to the isotropic edge calculus on B and recall basics from several articles
and textbooks, see [26–28, 30] and then we add variables t and covariables τ in
anisotropic form, motivated by the heat operator ∂t − � for the Laplacian in R

n

with the anisotropic homogeneous principal symbol

iτ + |ξ |2.

The anisotropic extension of the edge pseudo-differential calculus to anisotropic
covariables (τ, η) is more or less straightforward and topic of Buchholz [4], cf. [5]
and works of Krainer [16], in a different context.

3 Weighted Cone Spaces

Let B be a manifold with edge Y . If B is locally modeled on X� × R
q for a

closed smooth manifold X and local coordinates Rq on Y , we formulate spaces
of distributions locally on stretched wedges X∧ × R

q in variables ((r, x), y) ∈
X∧ ×R

q . Together with the time axis R in the variable t we look at the anisotropic
wedge R × B, where R × (B \ Y ) is locally identified with X∧ × R × R

q in the
variables ((r, x), (t, y)). In this section we define Green operators with asymptotic
types P,Q.

From the isotropic edge calculus over B we first recall the definition of Kegel
spaces Ks,γ (X∧) and subspaces Ks,γP (X∧) with asymptotics of type P . Those
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spaces are formulated in terms of the Mellin transform

Mu(w) :=
∫ ∞

0
rw u(r)

dr

r
, (3.1)

first defined for u ∈ C∞0 (R+), where w ∈ C and often restricted to

�β :=
{
w ∈ C : Rew = β} (3.2)

for any real β. Then a simple property is that

Mγu := Mu|� 1
2−γ

∈ S(� 1
2−γ )

extends by continuity to an isomorphism

Mγ : rγ L2(R+)→ L2(� 1
2−γ ) (3.3)

for every weight γ with the inverse

(M−1
γ g)(r) =

∫
� 1

2−γ
r−wg(w)d̄w (3.4)

for d̄w := (2π)−1dw with integration over the respective weight line from Imw =
−∞ to Imw = +∞. We have weighted Mellin Sobolev spaces on the half-axis

Hs,γ (R+) (3.5)

of smoothness s ∈ R and weight γ ∈ R, defined as the completion of C∞0 (R+) with
respect to the norm

‖u‖Hs,γ (R+) :=
{ ∫

� 1
2−γ
〈w〉2s |Mu(w)|2d̄w

}1/2
. (3.6)

Then

Ks,γ (R+) :
{
ωu0 + (1− ω)u∞ : u0 ∈ Hs,γ (R+), u∞ ∈ Hs(R+)

}
(3.7)

for some cut-off function ω with respect to r = 0 (i.e., ω ∈ C∞(R+) is strictly
positive, and ω ≡ 1 for r < ε0, ω ≡ 0 for r > ε1 for some 0 < ε0 < ε1 <∞) and
Hs(R+) = Hs(R)|r>0.

Similar notation will be used for spaces over X∧ = R+ × X for some closed
smooth manifold X of dimension n > 0. The space

Hs,γ (R+ × R
n) (3.8)
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for s, γ ∈ R is defined as the completion of C∞0 (R+×R
n) with respect to the norm

‖u‖Hs,γ (R+×Rn) :=
{ ∫

� 1
2−γ

∫
Rn

〈w, ξ〉2s |MFu(w, ξ)|2d̄wd̄ξ
}1/2

. (3.9)

with F = Fx→ξ being the Fourier transform in R
n and d̄ξ := (2π)−ndξ . Let us

fix on X a finite covering by coordinate neighbourhoods U1, . . . , UN , charts χj :
Uj → R

n, j = 1, . . . , N , a subordinate partition of unity ϕ1, . . . ϕN , and define the
space

Hs,γ (X∧) (3.10)

as the completion of C∞0 (R+ ×X) with respect to the norm

‖u‖Hs,γ (X∧) :=
{ N∑
j=1

‖(idR+ × χ−1j )∗)(ϕju)‖2Hs,γ (R+×Rn)
}1/2

. (3.11)

Recall that we produce equivalent norms if we change the charts or the subordinate
partition of unity. Then we set

Ks,γ (X∧) : {ωu0 + (1− ω)u∞ : u0 ∈ Hs,γ (X∧), u∞ ∈ Hs
cone(X

∧)
}
, (3.12)

where Hs
cone(X

∧) may be interpreted as a modification of Hs(R1+n
x̃
) for x̃ �= 0

with respect to the behaviour of Sobolev distributions when |x̃| → ∞. The precise
definition is as follows:

Let (U1, . . . , UN) be an open covering of X by coordinate neighbourhoods,
choose an open covering of Sn by coordinate neighbourhoods (V1, . . . , VN), and
set

�Vj :=
{
x̃ ∈ R

1+n : x̃/|x̃| ∈ Vj
}
.

Denote points in Uj by x, choose a diffeomorphism κj : Uj → Vj , κj (x) =: xj ,
and define diffeomorphisms

conej : R+ × Uj → �Vj (3.13)

by conej (r, x) := rκj (x). Let (σ1, . . . , σN ) be a partition of unity on Sn subordinate
to (V1, . . . , VN). Set Hs(�Vj ) := Hs(R1+n)|�Vj , and define the space

Hs
cone(X

∧) := ωHs(R×X)|R+×X + (1− ω)Hs
cone(X

∧) (3.14)
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with (1− ω)Hs
cone(X

∧) being the set of all functions

{
(1− ω)

N∑
j=1
(σj vj ) ◦ conej : vj ∈ Hs(�Vj ), j = 1, . . . , N

}
. (3.15)

It may be convenient to refer to another equivalent definition of spaces Hs
cone(X

∧)
by replacing Vj by an open n-dimensional unit ball B in R

n, identified with {x̃ =
((x̃0, x̃

′) ∈ R
1+n : x̃0 = 1, x̃ ′ := (x̃1, . . . , x̃n) ∈ B}. Then replacing (3.13) by

diffeomorphisms

cone∧j : R+ × Uj → B∧, (3.16)

where cone∧j (r, x) := rκj (x) with another diffeomorphism κj : Uj → B and
B∧ identified with the set {(r, rx̃ ′) : r > 0} we have the space Hs(B∧) :=
Hs(R1+n)|B∧ , and we can employ formula (3.14) where the second space has the
meaning

{
(1− ω)

N∑
j=1

σj vj ◦ cone∧j : vj ∈ Hs(B∧), j = 1, . . . , N
}
. (3.17)

In these considerations ω is a cut-off function on the r half-axis. Both Hs
cone(X

∧)
and Ks,γ (X∧) are Hilbert spaces with scalar products coming from the respective
non-direct sums. For s = γ = 0 we normalize the scalar products by taking the
ones from L2-spaces, e.g., we identify K0,0(X∧) with r−n/2L2(R+ ×X).

In order to introduce Green operators we now recall a few notions from the
isotropic edge calculus, namely, asymptotic types. Those make sense in different
variants, e.g., discrete or continuous ones, outlined in [27] or [28]. We focus here
on constant (with respect to edge variables) asymptotic types, indicating subspaces
of Ks,γ (X∧) of elements with such asymptotics. In this context we fix weight data
(γ,�), where γ ∈ R is some weight and � = (ϑ, 0], ϑ < 0 a weight interval
where we control asymptotics or flatness with respect to γ . Let us set

Ks,γ� (X∧) := lim←−
ε>0

Ks,γ−ϑ−ε(X∧) (3.18)

in its natural Fréchet topology, indicating flatness of distributions of order � with
respect to γ near r = 0. In addition we define spaces of singular functions belonging
to discrete asymptotic types P associated with (γ,�). Such a P is defined by a
sequence

P := {(pj ,mj )}j=1,...,N ⊂ C×N (3.19)
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for some N ∈ N, such that πCP := {pj }j=1,...,N is finite when N is finite,
otherwise, for infinite N it satisfies Repj → −∞ for j →∞, and we ask

πCP ⊂ {w ∈ C : n+ 1

2
− γ + ϑ < Rew <

n+ 1

2
− γ }.

Singular functions with asymptotics of type P for finite πCP are elements of spaces

EP (X∧) :=
{
ω

N∑
j=0

mj∑
k=0

cjk r
−pj logk r : cjk ∈ C∞(X)

}
(3.20)

for some cut-off function ω. Those are Fréchet and contained in K∞,γ (X∧), and
they intersect (3.18) only in {0}. Thus

Ks,γP (X∧) := EP(X∧)⊕Ks,γ� (X∧) (3.21)

is Fréchet in the topology of the direct sum. For an infinite discrete asymptotic type
P we form Pb := {(p,m) ∈ P : Rep > (n + 1)/2 − γ − b} for some b ∈
N. According to (3.21) we have the spaces Ks,γPb (X∧) for every b with continuous
embeddings

Ks,γPb+1(X
∧) ↪→ Ks,γPb (X

∧)

for every b, and then we define

Ks,γP (X∧) := lim←−
b∈N

Ks,γPb (X
∧). (3.22)

Throughout this exposition we assume that the occurring asymptotic types P
satisfy the shadow condition, concerning the meaning, see [28]. In the following
considerations we need some modifications of the behaviour of spaces for r →∞,
namely,

Ks,γ ;e(X∧) := [r]−eKs,γ (X∧)

for any e ∈ R where r → [r] is any smooth strictly positive function in r ∈ R

which is ≡ 1 for 0 < r < ε1 and equal to r for ε2 < r for some 0 < ε1 < ε2 <∞.
Analogously we set

Ks,γ ;eP (X∧) := [r]−eKs,γP (X∧).

Another notation in this context is:

SγP (X∧) := lim←−
s,e∈R

Ks,γ ;eP (X∧).
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4 Volterra Symbols and Edge Spaces

In our calculus we specify notions and results of [4, 5] concerning anisotropic
symbols taking values in Hilbert (and later on also Fréchet) spaces with group
action. Let us first recall some general definitions.

Consider a (separable) Hilbert space H with group action κ = {κδ}δ∈R+ , i.e.,
where

κδ : H → H, δ ∈ R+,

is a family of isomorphisms such that κδκδ′ = κδδ′ for all δ, δ′ ∈ R+, κ1 = idH , and
δ→ κδh determines an element in C(R+,H) for every h ∈ H .

Proposition 4.1 There are constants C,M > 0 such that

‖κδ‖L(H) ≤ Cmax{δ, δ−1}M.

This result is standard. Incidentally we write M := M(κ). In this section we
formulate results for the case

H := Ks,γ (X∧) (4.1)

with κ = {κδ}δ∈R+ , defined by

(κδu)(r, x) := δ(n+1)/2u(δr, x). (4.2)

Other choices of Hilbert spaces with the same group action are

H̃ := Ks−μ,γ−μ(X∧). (4.3)

It will be also interesting to admit (Fréchet) subspaces with asymptotics, cf. Sect. 3,
which admit the action of (4.2). In order to formulate anisotropic analogues of
Sobolev spaces and operator-valued symbols with twisted symbolic estimates we
first recall that we fixed an anisotropy l ∈ N \ {0}, and for (τ, η) ∈ R

1+q we set

|τ, η|l := (|τ |2 + |η|2l)1/2l

and

[τ, η]l := ω(τ, η) + (1− ω(τ, η))|τ, η|l
for any fixed real-valued ω ∈ C∞0 (R1+q) such that

ω(τ, η) =
{1 for 0 ≤ |τ, η|l ≤ ε0
0 for |τ, η|l ≥ ε1 (4.4)
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for some 0 < ε0 < ε1. Moreover, we set

〈τ, η〉l := (1+ |τ |2 + |η|2l)1/2l .

Similar expressions will be used for v ∈ C in place of τ ∈ R, i.e.,

|v, η|l , [v, η]l , and 〈v, η〉l .

Note that for some constants c, c1, c2 > 0 and all (v, η) ∈ C × R
q we have an

analogue of Peetre’s inequality

[v, η]sl ≤ c|s|[v − v′, η − η′]|s|l [v′, η′]sl
for every s ∈ R. Note that

‖κ [v,η]l
[v′,η′ ]l

‖L(H) ≤ c[v − v′, η − η′]Ml

for constants c,M > 0. Moreover, we have

c1[v, η]l ≤ (1+ |v|2 + |η|2l)1/2l ≤ c2[v, η]l ,

c1[v, η]l ≤ [v, η]1 ≤ c2[v, η]ll , (4.5)

for suitable constants c1, c2 > 0.
We are now in the position to define abstract anisotropic edge symbols, referring

to pairs of (separable) Hilbert spaces

H and H̃ ,

equipped with strongly continuous groups

κ = {κδ}δ>0 and κ̃ = {κ̃δ}δ>0,

respectively. The space of such symbols

Sμ, l(�×R
1+q;H, H̃) (4.6)

for order μ and anisotropy l is defined as the set of all a(t, y, τ, η) ∈ C∞(� ×
R
1+q,L(H, H̃ )) for

� := (t0, t1)× , (4.7)
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 ⊆ R
q open, such that

‖κ̃(τ, η)−1l {Dαt,yDβτ,ηa(t, y, τ, η)}κ(τ, η)l‖L(H,H̃) ≤ c 〈τ, η〉μ−|β|ll (4.8)

for all α ∈ N
1+q, β ∈ N

1+q and all t ∈ (t ′0, t ′1), [t ′0, t ′1] � (t0, t1) and y ∈  ′ for
 ′ �  , for constants c = c((t ′0, t ′1)× ′) and all (τ, η) ∈ R

1+q . Here

κ(τ, η)l := κ〈τ,η〉l ,

etc. In this formalism we also have the case that the involved spaces are Fréchet
spaces, written as projective limit of Hilbert spaces with group action. In our case
the spaces of symbols refer to

H := K∞,γ ;∞P (X∧),

where

(κδu)(r, x) = δ(n+1)/2u(δr, x),

and for H̃ we may have spaces of the form

SγP (X∧)

for suitable weights and asymptotic types P with the same expressions for κδ in the
scales of spaces which are involved in the projective limits. Recall that we also have
subspaces of classical anisotropic symbols

S
μ, l
cl (�× R

1+q;H, H̃) ⊂ Sμ, l(�× R
1+q;H, H̃), (4.9)

characterized by anisotropic homogeneous components a(μ−j)(t, y, τ, η), satisfy
the homogeneity relations

a(μ−j)(t, y, δlτ, δη) = δμ−j κ̃(τ, η)l a(μ−j)(t, y, τ, η)κ(τ, η)−1l
for all δ > 0 and (τ, η) �= 0.

Definition 4.2 The space of Volterra symbols

S
μ, l
V (�×R

1+q;H, H̃) ⊂ Sμ, l(�× R
1+q;H, H̃), (4.10)

is defined as the set of all a(t, y, τ, η) ∈ C∞(� × R
1+q;H, H̃) which admit an

analytic extension a(t, y, v, η)with respect to v into the lower complex v-half-plane
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C
− := {v = τ + iσ : σ < 0}, such that

a(t, y, v, η) ∈ A(C−, C∞(�× R
q ,L(H, H̃ ))) ∩ C∞(C−, C∞(�× R

q ,L(H, H̃ )))

satisfying the symbolic estimates

‖κ̃(v, η)−1l {Dαt,yDβv,ηa(t, y, v, η)}κ(v, η)l‖L(H,H̃ ) ≤ c 〈v, η〉μ−|β|ll (4.11)

for all α ∈ N
1+q, β ∈ N

1+q and all t ∈ (t ′0, t ′1) for [t ′0, t ′1] � (t0, t1) and y ∈  ′ for
 ′ �  , for constants c = c((t ′0, t ′1) ×  ′) and all (v, η) ∈ C− × R

q, κ(v, η)l :=
κ〈v,η〉l .

Similarly as before we also admit the case that the involved spaces are Fréchet
spaces, written as projective limit of Hilbert spaces with group action. In our case
the spaces of symbols may refer to H̃ := K∞,γ ;∞P (X∧).

Definition 4.3 The space of classical Volterra symbols

S
μ, l
cl,V (�× R

1+q;H, H̃) (4.12)

is defined to be the set of all a(t, y, τ, η) ∈ Sμ, lV (�× R
1+q;H, H̃) such that there

is a sequence of homogeneous components

a(μ−j)(t, y, v, η) ∈ S(μ−j), l(�× ((C− ×R
q) \ {0});H, H̃),

j ∈ N, such that for every N ∈ N there is anM ∈ N satisfying the relation

a(t, y, v, η)−
M∑
j=0

χ(v, η)a(μ−j)(t, y, v, η) ∈ Sμ−N, l(�× (C− × R
q);H, H̃)

for any excision function χ(v, η).

Notation for spaces of homogeneous functions is used here in a similar manner
as for real covariables:

S(ν), l(�× ((C− × R
q) \ {0});H, H̃),

for some real ν denotes the space of all f(ν)(t, y, v, η) ∈ C∞(� × ((C− × R
q) \

{0}),L(H, H̃ )) satisfying relation

f(ν)(t, y, δ
lv, δη) = δν κ̃|v,η|l f(ν)(t, y, v, η)κ−1|v,η|l

for all δ > 0 and all (t, y, v, η) ∈ �× ((C− × R
q) \ {0}).
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5 Anisotropic Green Symbols

We now turn to Green symbols and Green operators in the anisotropic edge calculus.

Definition 5.1 An element

g(t, y, τ, η) ∈ Sν, lcl (�× R
1+q;H, H̃)

for H := Ks,γ ;e(X∧), H̃ := K∞,γ−μ;e(X∧) for some s, e ∈ R is called a Green
symbol of order ν, belonging to the weight data g = (γ, γ − μ,�) if it has the
properties

g(t, y, τ, η) ∈ Sν, lcl (�× R
1+q;Ks,γ ;e(X∧),K∞,γ−μ;∞P (X∧)) (5.1)

and

g∗(t, y, τ, η) ∈ Sν, lcl (�×R
1+q;Ks,−γ+μ;e(X∧),K∞,−γ ;∞Q (X∧)) (5.2)

for all s, e ∈ R, where g∗ denotes the point wise formal adjoint of g with respect to
the scalar product of K0,0;0(X∧) and g-dependent asymptotic types P,Q.

Let

R
ν,l
G (�×R

1+q,g) (5.3)

denote the space of all Green symbols of that kind. If we want to indicate subspaces
for fixed P,Q we write

R
ν,l
G (�×R

1+q,g)P,Q.

Applying Definition 4.2 we obtain the space of Volterra Green symbols

R
ν,l
G,V (�× R

1+q,g). (5.4)

6 Mellin Operators with Asymptotics

Another necessary class are Volterra symbols of Mellin type. Let us first formulate
some ingredients of the anisotropic edge calculus. First we need smoothing Mellin
symbols with asymptotics. By a Mellin asymptotic type we understand a sequence

R := {(pj , nj )}j∈I ⊂ C×N (6.1)
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for some index set I ⊆ Z such that πCR := {pj }j∈I intersects {w ∈ C : |Rew| ≤
N} in a finite set for every N ∈ N.

The spaceM−∞
R (X) of smoothingMellin symbols with asymptotics of typeR is

defined to be the space of all f (w) ∈ A(C\πCR, L−∞(X))which are meromorphic
with poles at the points pj ∈ πCR of multiplicity nj + 1 for all j . Moreover,
for every πCR-excision function χ , (i.e., χ ∈ C∞(C) such that χ(w) ≡ 0 for
dist (w, πCR) < ε0, χ(w) ≡ 1 for dist (w, πCR) > ε1 for some 0 < ε0 < ε1 <

∞), we ask

χ(w)f (w)|�β ∈ S(�β,L−∞(X))

for every real β, uniformly in compact β-intervals, and moreover, the Laurent
coefficients of f (w) at the points w = pj are operators of finite rank in L−∞(X)
for all j .

We now form operator functions

m(t, y, τ, η) = ω(τ,η)
N∑
j=0

rj
∑
|α|l≤j

Op
γjα−n/2
M (fjα)(t, y)pα(τ, η)ω

′
(τ,η) (6.2)

for

ω(τ,η)(r) := ω(r)e−rl(iτ+|η|l )

and, analogously, ω′(τ,η), for cut-off functions ω(r), ω
′(r). Note that

e−rl(i(τ+iσ )+|η|l )

behaves like a Schwartz function for r →+∞ and σ ≤ 0. In addition, in the region
{Im τ ≤ 0} this function is homogeneous in the sense

e−rl(iδl(τ+iσ )+|δη|l ) = e−(δr)l(i(τ+iσ )+|η|l )

for δ > 0.
In (6.2) we assume fjα(t, y,w) ∈ C∞(�,M−∞

Rjα
(X)) such that

γ − j ≤ γjα ≤ γ, πCRjα ∩ �(n+1)/2−γjα = ∅

for all j, α. The functions pα(τ, η) in (6.2) are polynomials in (τ, η) of anisotropic
homogeneity |α|l .

We form the space of anisotropic smoothing Mellin plus Green symbols

R
μ,l
M+G(�× R

1+q,g) (6.3)
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for g = (γ, γ − μ,�) as the set of all m(t, y, τ, η) + g(t, y, τ, η) such that
m(t, y, τ, η) is of the form (6.2) and g(t, y, τ, η) ∈ Rμ,l(�× R

1+q,g). We have

R
μ,l
M+G(�× R

1+q,g) ⊂ Sμ,lcl (�×R
1+q;H, H̃)

for

H = Ks,γ (X∧), H̃ = K∞,γ−μ(X∧), (6.4)

and

H = Ks,γP (X∧), H̃ = K∞,γ−μQ (X∧), (6.5)

for any asymptotic type P and some resultingQ.
The space of Volterra Mellin plus Green symbols

R
μ,l
M+G,V (�×R

1+q,g) (6.6)

for g = (γ, γ − μ,�) is defined to be the set of all families of operators
m(t, y, τ, η) + g(t, y, τ, η) for m(t, y, τ, η) of the form (6.2) and g(t, y, τ, η) ∈
R
μ,l
G,V (�×R

1+q,g).

Proposition 6.1 We have

R
μ,l
M+G,V (�×R

1+q,g) ⊂ Sμ,lcl,V (�× R
1+q;H, H̃) (6.7)

for (6.4), (6.5).

Let us set

L−∞(�,g) = {Opt,y(c) : c(t, y, t ′, y ′, τ, η) ∈ R−∞G (�×�× R
1+q,g)}

for R−∞G (� × � × R
1+q,g) := ⋂

ν∈RR
ν,l
G (� × � × R

1+q,g), where Rν,lG (� ×
�×R

1+q,g) is a natural generalization of (5.3) to double symbols.
Moreover, L−∞V (�,g) is defined to be the space of integral operators with

kernels c(t, y, t ′, y ′) ∈ C∞(� × �,L(Ks,γ ;e(X∧),K∞,γ ;∞P (X∧))) for some
asymptotic type P such that c(t, y, t ′, y ′) ≡ 0 for t < t ′.

Definition 6.2

(i) Let

L
μ,l
M+G(�,g) (6.8)

for g = (γ, γ − μ,�) defined to be the set of operators

A = Opt,y(a)+ C (6.9)
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for arbitrary

a(t, y, τ, η) ∈ Rμ,lM+G(�× R
1+q,g),

and C ∈ L−∞(�,g). The class of those operators (6.9) such that a(t, y, τ, η) ∈
R
ν,l
G (�×R

1+q,g) will be denoted by

L
ν,l
G (�,g).

(ii) By

L
μ,l
M+G,V (�,g) (6.10)

we denote the set of operators (6.9) for arbitrary

a(t, y, τ, η) ∈ Rμ,lM+G,V (�×R
1+q,g), (6.11)

and

C ∈ L−∞V (�,g). (6.12)

The class of those operators (6.9) such that a(t, y, τ, η) ∈ Rν,lG,V (� × R
1+q,g)

and (6.12) will be denoted by

L
ν,l
G,V (�,g). (6.13)

7 Anisotropic Weighted Spaces

Definition 7.1 We define the spaces Ws,l(R × R
q,H) for a Hilbert space H with

group action κ = {κδ}δ∈R+ as closure of S(R× R
q,H) with respect to the norm

‖u‖W s,l (R×Rq ,H) =
{ ∫∫ 〈τ, η〉2sl ‖κ−1〈τ,η〉l (Fu)(τ, η)‖2H d̄τ d̄η

}1/2
, (7.1)

with F = Ft→τ,y→η being the Fourier transform in R×R
q , also indicated by “hat”.

Remark 7.2 It will be convenient to replace (7.1) by

‖u‖W s,l (R×Rq ,H) =
{ ∫∫

[τ, η]2sl ‖κ−1[τ,η]l (Fu)(τ, η)‖2H d̄τ d̄η
}1/2

, (7.2)

which defines an equivalent norm.
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If we point out thatWs,l(R× R
q,H) is a Hilbert space, then the corresponding

scalar product will depend on the choice of the norm, in the case (7.2) we can set

(f, g)W s,l (R×Rq,H) =
∫∫

[τ, η]2sl (κ−1[τ,η]l f̂ , κ−1[τ,η]l ĝ)H d̄τ d̄η.

Example 7.3 The space

H = Hs(R1+n
x̃
)

for s ∈ R admits the group action

(κδu)(x̃) := δ n+12 u(δx̃), δ ∈ R+.

Then we have

Ws,l(R1+q,H s(R1+n)) = Hs,l(R1+q+1+n),

where the space on the right-hand side just coincides with

Ws,l(R1+(q+1+n),C)

for the complex plane, endowed with the action idC for all δ ∈ R+.

Proposition 7.4 There is a canonical embeddingWs,l(R1+q,H) ↪→ S ′(R1+q,H),
defined by

〈u, ϕ〉 = lim
k→∞

∫
ϕ(t, y)uk(t, y)dtdy (7.3)

for any ϕ ∈ S(R1+q) and a sequence (uk)k=1,...,∞ ⊂ S(R1+q ,H) converging to u
in the spaceWs,l(R1+q,H).

Those observations allow us to introduce the space

Ws,l
K (�,H) := {u ∈Ws,l(R1+q,H) : suppu ⊆ K}

for any open � ⊆ R
1+q,K � � which gives us Ws,l

comp(�,H) =
lim−→K��Ws,l

K (�,H) which is equal to
⋃
K��Ws,l

K (�,H), and

Ws,l
loc(�,H) :=

{
u ∈ S ′(R1+q,H) : ϕu ∈Ws,l(R1+q,H) for everyϕ ∈ C∞0 (�)

}
.
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Remark 7.5 The spaces

W∞
comp/loc(�,H) =

⋂
s∈R

Ws,l
comp/loc(�,H)

as well as

W∞(R1+q,H) =
⋂
s∈R

Ws,l(R1+q,H)

are independent of the involved group action and also of l, cf. the estimates (4.5).

Proposition 7.6 The operator Mϕ of multiplication by ϕ(t, y) ∈ S(R1+q), first
acting in C∞0 (R1+q,H) extends to a continuous operator

Mϕ :Ws,l(R1+q,H)→Ws,l(R1+q,H). (7.4)

In other words the operator norm ‖Mϕ‖ is finite and ϕ → Mϕ represents a
continuous operator

S(R1+q )→ L(Ws,l(R1+q,H)) (7.5)

for any s ∈ R.

This gives us (7.4) on the anisotropic abstract edge spaces. Moreover the above
relations show Cϕ → 0 as ϕ→ 0 in S(R1+q) which implies the continuity of (7.5).

Let t0 ∈ R and set

Ws,l
0 ([t0,∞)×R

q,H) := {
u ∈Ws,l(R× R

q,H) : suppu ⊆ [t0,∞)×R
q
}
.

(7.6)

Note that the space C∞0 ((t0,∞)×R
q,H) is dense in (7.6) for every s ∈ R. Clearly

Ws,l
0 ([t0,∞) × R

q,H) is a closed subspace of Ws,l(R × R
q,H). Analogously

we can form the space Ws,l
0 ((−∞, t0] × R

q,H). By virtue of Ws,l(R1+q,H) ⊂
S ′(R1+q,H) it makes sense to pass to restrictions Ws,l(R1+q,H)|(t0,∞)×Rq =:
Ws,l((t0,∞) × R

q,H), Ws,l(R1+q,H)|(−∞,t0)×Rq =: Ws,l((−∞, t0) × R
q,H)

in the space of H -valued distributions over the respective open sets. This gives rise
to linear maps

r+(t0) :Ws,l(R1+q,H)→Ws,l((t0,∞)×R
q,H), (7.7)

r−(t0) :Ws,l(R1+q,H)→Ws,l((−∞, t0)× R
q,H). (7.8)

Observe that there are canonical isomorphisms

Ws,l((t0,∞)× R
q,H) ∼=Ws,l(R1+q,H)/Ws,l

0 ((−∞, t0] ×R
q,H) (7.9)
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and

Ws,l((−∞, t0)× R
q,H) ∼=Ws,l(R1+q,H)/Ws,l

0 ([t0,∞)×R
q ,H) (7.10)

for every s ∈ R.

Lemma 7.7 The space C∞0 ((t0,∞)× R
q,H) is dense in Ws,l

0 ([t0,∞)× R
q,H).

For the following considerations it makes sense to employ translation operators
in the time variable t , defined by

(Tcu)(t, y) := u(t + c, y).

Clearly those define isomorphisms

Tc :Ws,l(R1+q,H)→Ws,l(R1+q,H)

for any real s. Combined with restriction operators we obtain isomorphisms

Tc :Ws,l
0 ([t0,∞)× R

q,H)→Ws,l
0 ([t0 − c,∞)×R

q,H)

and

Tc :Ws,l
0 ((−∞, t0] × R

q,H)→Ws,l
0 ((−∞, t0 − c] × R

q,H)

and also by factorization

Tc :Ws,l((t0,∞)× R
q,H)→Ws,l((t0 − c,∞)×R

q ,H)

and

Tc :Ws,l((−∞, t0)×R
q ,H)→Ws,l((−∞, t0 − c)× R

q,H).

Remark 7.8 For any a(τ, η) ∈ Sμ,l (R1+q;H, H̃) and Op(a) : Ws,l(R1+q,H)→
Ws−μ,l(R1+q, H̃ ) we have T−cOp(a)Tc = Op(a) for every c ∈ R.

Proposition 7.9 For every s ∈ R and any t0 ∈ R there exist continuous operators

es−(t0) :Ws,l((t0,∞)×R
q,H)→Ws,l(R1+q,H)

and

es+(t0) :Ws,l((−∞, t0)× R
q,H)→Ws,l(R1+q,H)

such that

r+(t0)es−(t0) = id and r−(t0)es+(t0) = id,
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respectively. In that way es±(t0) have the meaning of corresponding extension
operators.

Proof Let H and L be Hilbert spaces and T : H → L a continuous surjective
operator. Then its adjoint T ∗ : L → H is injective and T T ∗ : L → L

is an isomorphism. Thus we can form T ∗(T T ∗)−1 : L → H and we have
T (T ∗(T T ∗)−1) = idL, i.e., T has a right inverse. Now for

T = r+(t0),H =Ws,l(R1+q,H),

L =Ws,l((t0,∞)× R
q,H)

we can set es−(t0) = T ∗(T T ∗)−1. In an analogous manner we can show the
existence of es+(t0). �	
Theorem 7.10 ([4, Section 1.4.2, Theorem 5]) For any a(τ, η) ∈ S

μ,l
V (R1+q;

H, H̃) the operator Op(a) induces continuous operators

Op(a) :Ws,l
0 ([t0,∞)× R

q,H)→Ws−μ,l
0 ([t0,∞)× R

q, H̃ )

for all s ∈ R, and t0 ∈ R.

Theorem 7.11 Consider a(τ, η) ∈ Sμ,lV (R1+q;H, H̃); then Op(a) induces contin-
uous operators

Op+(a) := r−(t1)Op(a)es+(t1) :Ws,l((−∞, t1)× R
q ,H)→Ws−μ,l((−∞, t1)× R

q , H̃ )

(7.11)

for every t1 ∈ R, s ∈ R, which are independent of the choice of the extension
operator es+(t1).

Proof The continuity is an immediate consequence of the mapping properties of
es+(t1) of Proposition 7.9 and of (7.8), and of continuity of

Op(a) :Ws,l(R1+q,H)→Ws−μ,l(R1+q, H̃ ).

In order to see the independence on the specific choice of the extension oper-
ator es+(t1) we choose another one ẽs+(t1). Then we have u+ := ẽs+(t1)u −
es+(t1)u ∈ Ws,l

0 ([t1,∞) × R
q,H) and because of Theorem 7.10 also Op(a)u+ ∈

Ws−μ,l
0 ([t1,∞) × R

q,H). This entails r−(t1)Op(a)u+ = 0 and hence for every
u ∈Ws,l((−∞, t1)×R

q,H)

r−(t1)Op(a)ẽs+(t1)u = r−(t1)Op(a)es+(t1)u

which shows the claimed independence. �	
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Let us set

Ws,l
0 ([t0, t1)× R

q,H) := r−(t1)Ws,l([t0,∞)× R
q,H), (7.12)

forH = Ks,γ (X∧) orH = K∞,γ−μ(X∧). Then for t0 < t1 we obtain the following
mapping property which is essential for the parabolic theory, namely

Theorem 7.12 For every a(τ, η) ∈ Rμ,lM+G,V (R
1+q,g) for g = (γ, γ − μ,�) and

any t0 < t1, the operator (7.11) induces continuous operators

Op+(a) :Ws,l
0 ([t0, t1)× R

q,Ks,γ (X∧))→Ws−μ,l
0 ([t0, t1)×R

q,K∞,γ−μ(X∧))

for all s ∈ R.

Proof The proof is a consequence of Theorems 7.10 and 7.11. �	
Corollary 7.13 Since Volterra symbols are specific symbols in the sense of (4.6)
from the resulting continuity of associated operators in anisotropic edge spaces and
the continuity of

Sμ,l(R1+q
τ,η ;H, H̃)→ L(Ws,l(R1+q,H),Ws−μ,l(R1+q, H̃ ))

we conclude that the map Op+ induces continuous operators

Op+ :Rμ,lM+G,V (R
1+q,g)

→ L(Ws,l
0 ([t0, t1)× R

q,Ks,γ (X∧)),Ws−μ,l
0 ([t0, t1)× R

q,K∞,γ−μ(X∧)))
(7.13)

for every s ∈ R. The preceding discussion concerned the case of Volterra symbols
with constant coefficients. By virtue of relation

R
μ,l
M+G,V (R

1+q
t,y × R

1+q
τ,η ,g) = C∞(R1+q

t,y )⊗̂πRμ,lM+G,V (R
1+q
τ,η ,g),

the assertions of Theorems 7.10, 7.11 and 7.12 extend to Volterra symbols with
variable coefficients, by tensor product arguments. In an analogous manner we can
argue for double symbols

a(t, y, t ′, y ′, τ, η) ∈ Rμ,lM+G,V (R
1+q
t,y × R

1+q
t ′,y ′ ×R

1+q
τ,η ,g). (7.14)

Thus we have altogether

Theorem 7.14 For every symbol (7.14) and t0 < t1, the operator

Op+(a) = r−(t1)Op(a)es+(t1)
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induces continuous maps

Op+ :Ws,l
0 ([t0, t1)×R

q,Ks,γ (X∧))→Ws−μ,l
0 ([t0, t1)× R

q,K∞,γ−μ(X∧))

for all s ∈ R. Those are independent of the specific choice of es+(t1).

The straightforward proof is left to the reader.

8 Global Operators on R× Y and R× B

There are also variants of the assertions of the preceding Sect. 7, first with respect to
symbols which have not necessarily constant coefficients and then globalized with
respect to operators between spaces

Ws,l(R× Y,Ks,γ (X∧))

obtained by gluing together Ws,l(R × R
q,Ks,γ (X∧)) by means of a partition of

unity on Y and applying push forwards of Ws,l(R × R
q,Ks,γ (X∧)) to Y via

corresponding charts. This also gives us derived spaces

Ws,l
0 ([t0, t1)× Y,Ks,γ (X∧))

and other spaces of similar kind as in (7.9), (7.10) for Y rather than R
q , etc. Those

in turn generate spaces

Hs,γ,l([t0, t1)× B) (8.1)

which are contained in Hs,l
loc((t̃0, t̃1)× (B \ Y )) for any t̃0 < t0, t̃1 > t1. Anisotropic

pseudo-differential operators and also operators of Volterra type exist over the open
manifold (t̃0, t̃1)× (B \Y ), namely, Lμ,l((t̃0, t̃1)× (B \Y )) for any μ ∈ R, and also
Volterra subspaces

L
μ,l
V ((t̃0, t̃1)× (B \ Y )),

as well as classical operators

L
μ,l
cl,V ((t̃0, t̃1)× (B \ Y )).

This material partly belongs to the calculus of non-smoothingVolterra and parabolic
operators onR×B which is not yet studied here in detail. The corresponding general
classes of Volterra operators over R× B themselves are denoted by

L
μ,l
V (R× B,g)
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or with subscript “cl, V ”, for weight data g = (γ, γ − μ,�). Subspaces of
smoothing Mellin plus Green operators, indicated by subscripts “M + G” over
R × B will be formulated below, and then we come back to the corresponding
anisotropic Sobolev spaces over R × B, cf. formula (8.1). The anisotropic version
of edge calculus gives us, in particular, global operators on R × Y of smoothing
Mellin plus Green type, namely, global analogues of operators in Definition 6.2 (i),
denoted by

L
μ,l
M+G(R× Y,g) (8.2)

and

L
ν,l
G (R× Y,g), (8.3)

respectively. In particular, we have spaces

L−∞(R× Y,g) (8.4)

of smoothing operators over R× Y . Recall that the spaces (8.2) belong to

Lμ,l(R× Y ;H, H̃)

for

H = Ks,γ (X∧), H̃ = Ks−μ,γ−μ(X∧).

The latter consist of operators of the form

A =
N∑
j=1

ϕj((1× χj )−1∗ Opt,y(aj ))ϕ
′
j + C (8.5)

for arbitrary aj (t, y, τ, η) ∈ Sμ,l(R × R
q × R

1+q;H, H̃) and C ∈ L−∞(R ×
Y ;H, H̃). In order to prepare constructions for parabolicity globally with respect
to Y we study a Volterra variant of Lμ,lM+G(R× Y,g). Without loss of generality we
assume that the local symbols aj are invariant under symbol push forwards with
respect to χj .

Definition 8.1 Let Y be a closed smooth Riemannian manifold, q = dimY . Then

L−∞V (R× Y,g)
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for g = (γ, γ − μ,�) is defined as the set of all integral operators with kernels

c(t, y, t ′, y ′) ∈ C∞((R× Y )× (R× Y ),L(Ks,γ ;e(X∧),K∞,γ−μ;∞P (X∧)))

for all s, e ∈ R and some asymptotic type P , such that

c(t, y, t ′, y ′)|{(t,y,t ′,y ′)∈(R×Y )2:t<t ′} = 0

and its formal adjoint c∗(t ′, y ′, t, y) belongs to

C∞((R× Y )× (R× Y ),L(Ks,−γ+μ;e(X∧),K∞,−γ ;∞Q (X∧))),

for all s, e ∈ R and an asymptotic typeQ. The Volterra subspace

L
μ,l
M+G,V (R× Y,g) (8.6)

of Lμ,lM+G(R × Y,g) is defined as the set of all operators (8.5) for arbitrary

aj (t, y, τ, η) ∈ Rμ,lM+G,V (�×R
1+q,g), cf. formula (6.11), and

C ∈ L−∞V (R× Y,g).

Moreover, Lν,lG,V (R × Y,g) is the space of those (8.5) for arbitrary aj (t, y, τ, η) ∈
R
ν,l
G,V (�×R

1+q,g) and C ∈ L−∞V (R× Y,g), cf. formula (6.13).

Theorem 8.2 Let

A ∈ Lμ,lM+G,V (R× Y,g0), B ∈ Lμ,lM+G,V (R× Y,g1)

for g1 := (γ, γ − ν,�),g0 := (γ − ν, γ − (μ+ ν),�) and let A or B be properly
supported. Then we haveAB ∈ Lμ+ν,lM+G,V (R× Y,g) for g = (γ, γ − (μ+ ν),�). In
addition if A and B are represented analogously as (8.5) where the involved charts
are the same for A,B and with the same set of functions ϕj ≺ ϕ′j , then AB can be
written in a similar manner with symbols aj �bj , j = 1, . . . , N .

The proof is a special case of corresponding relations in [4, Subsections 1.2.3,
1.2.4].

Remark 8.3 From [4, Theorem 15, page 56 and Definition 1, page 47] we see that
for every

A ∈ Lμ,lM+G,V (R× Y,g) for g = (γ, γ − μ,�)

it follows that Au(t, y)|t<t0 ≡ 0 for every u ∈ C∞0 (R × Y,Ks,γ (X∧)) satisfying
u(t ′, y ′)|t ′<t0 ≡ 0 for any t0 ∈ R.
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We now consider global Sobolev spaces over R × Y and observe that Volterra
pseudo-differential operators act in the expected way. We may refer to Kegel spaces
with group action, and arguments on coordinate invariance under different charts
on Y are similar to the isotropic edge calculus. The case of Fréchet subspaces is
analogous. Remember that on H̃ := K0,0(X∧) the group κ0δ is unitary and for every
fixed s, γ ∈ R there is an isomorphism a : Ks,γ (X∧) → K0,0(X∧) such that
δ→ κ0δ aκ

−1
δ belongs to C∞(R+,L(Ks,γ (X∧),K0,0(X∧))), cf. [28].

Because of

L
μ,l
M+G,V (R× Y ;g) ⊂ Lμ,l(R× Y ;H, H̃)

where the space of operators Lμ,l(R × Y ;H, H̃) is known from [5] an operator
A ∈ Lμ,lM+G,V (R× Y ;g) induces continuous operators

A :Ws,l
comp(R× Y,Ks,γ (X∧))→Ws−μ,l

loc (R× Y, H̃ ),

both for H̃ = K∞,γ−μ(X∧) and H̃ = K∞,γ−μP (X∧) for asymptotic types P . For a

t0 ∈ Rwe denote byWs,l
0 ([t0,∞)×Y,H) the subspace of allH -valued distributions

supported by [0,∞)× Y . Analogously as the local versions of those spaces we set

Ws,l((−∞, t0)×Y,Ks,γ (X∧)) :=Ws,l(R×Y,Ks,γ (X∧))/Ws,l
0 ([t0,∞)×Y,Ks,γ (X∧))

and for any t0, t1 with t0 < t1

Ws,l
0 ([t0, t1)× Y,Ks,γ (X∧)) := r−(t1)Ws,l

0 ([t0,∞)× Y,Ks,γ (X∧)),

with r−(t1) being the restriction operator to (−∞, t1) × Y . There is then again an
extension operator

es+(t1) :Ws,l
0 ([t0, t1)× Y,Ks,γ (X∧))→Ws,l

0 ([t0,∞)× Y,Ks,γ (X∧))

which is a right inverse of r−(t1). The corresponding local mapping behaviour gives
us the following property.

Theorem 8.4 Every Ã ∈ L
μ,l
M+G,V (R × Y,g) induces through r−(t1)Ães+(t1)

continuous operators

A :Ws,l
0 ([t0, t1)× Y,H)→Ws−μ,l

0 ([t0, t1)× Y, H̃ )

for every s ∈ R which are independent of the specific choice of extension operators
es+, where H = Ks,γ (X∧), H̃ = K∞,γ−μP (X∧).

In the proof we could ignore comp/loc aspects in the Sobolev space since Y is a
closed manifold.
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Theorem 8.5 Let A ∈ Lμ,lM+G,V (R×Y,g0) and B ∈ Lν,lM+G,V (R×Y,g1) for g0,g1
as in Theorem 8.2, and let A or B be properly supported. Then for every s ∈ R and
t0 < t1 we have

r−(t1)Aes−ν+ (t1)r−(t1)Bes+(t1) = r−(t1)ABes+(t1),

for AB ∈ Lμ+ν,lM+G,V (R× Y,g),g = (γ, γ − (μ+ ν),�).
Proof For u(t, y) ∈ C∞0 ((t0, t1) × Y,Ks,γ (X∧)) and r := r−(t1), es := es+(t1) in
local coordinates on Y the difference

rABesu(t, y)− rAes−νrBesu(t, y) = (rA(I − es−νr)Bes)u(t, y)

vanishes for t < t0 because of the Volterra property of the involved operators and
for t ∈ [t0, t1] since es−νr = id in [t0, t1] × Y and for t > t1 because of the factor r
on the right-hand side. �	

Let us now extend the operator classes over R × Y to the case R × B for a
manifold B with edge, cf. notation in Sect. 2. By ωglob we denote global cut-off
functions on B, i.e., elements ωglob ≡ 1 in the collar neighbourhood, ωglob ≡ 0 off
some other collar neighbourhood of ∂B. Let ω′glob , ωglob be another such global
cut-off function. Then we define the spaces of Mellin plus Green operators

L
μ,l
M+G(R× B,g) (8.7)

consisting of all

ωglobAω
′
glob + C

for any A ∈ Lμ,lM+G(R×Y,g), C ∈ L−∞(R× (R×B,g)). Because of ϕLμ,lM+G(R×
Y,g)ϕ′ ⊆ L−∞(R × (B \ Y )) for every ϕ, ϕ′ in C∞0 (R × Y ) the space (8.7) is a
subspace of L−∞(R × (B \ Y )) and (8.7) is independent of the specific choice of
ωglob, ω

′
glob. The space (8.7) contains subspaces

L
μ,l
G (R× B,g) (8.8)

of Green operators and also

L−∞(R× B,g)

consisting of the intersection of spaces (8.7) over μ ∈ R where as in (8.4) the
dependence on l disappears. In a similar manner we can define Volterra subspaces
L
μ,l
M+G,V (R × B,g), L

μ,l
G,V (R × B,g) and L−∞V (R × B,g), respectively, with
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L−∞V (R×B,g) being the set of all elements in L−∞(R×B,g) which are integral
operators with kernels

c(t, t ′) ∈
⋂
s∈R

C∞
(
R×R,L(H s,γ,l(B),H

∞,γ−μ,l
P (B))

)

for some asymptotic type P , such that

c(t, t ′)|{(t,t ′)∈R2:t<t ′} = 0.

The above material on

L−∞V (R× Y,g) and Lμ,lM+G,V (R× Y,g)

in spaces W0,l
0 ([t0, t1)× Y,Ks,γ (X∧)) extend in a straightforward manner to

L−∞V (R× B,g) and Lμ,lM+G,V (R× B,g),

respectively, in spaces Hs,γ,l([t0, t1) × B). In particular, there are analogues of
Theorem 8.2, Remark 8.3 and Theorems 8.4, 8.5 in spaces globally over R× B.

9 Inversion of 1+M+G in Anisotropic Edge Spaces

In this section we specify the consideration to anisotropic smoothing Mellin plus
Green operators of order zero and weight data g = (γ, γ,�), and we focus on
operators of the form

1+M +G. (9.1)

Those have an interior symbol which is ≡ 1, and in the parabolic theory for
more general non-smoothing terms rather than 1 the subclass of operators (9.1) is
reached in the process of constructing Volterra parametrices and parabolic inverses
in the general case. This step will be carried out in a forthcoming chapter which
is postponed for the moment, but the idea is quite simple. If A ∈ L

μ,l
V (B,g) is

parabolic on a manifold B with edge Y then we have, in particular, a Volterra
parametrix A(−1)0 , and A(−1)0 A as well as AA(−1)0 is just of the form (9.1). Then
the inverse (1 +M +G)−1 of (9.1) can be composed to A−10 and this composition
gives rise the parabolic inverseA−1 of A. In this step we will employ Theorem 9.10
below.
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Definition 9.1 A Volterra symbol

a(t, y, τ, η) ∈ 1+ R0,l
M+G,V (R

1+q × R
1+q,g)

for g = (γ, γ,�) is called parabolic if for every compact subset K ⊂ R
1+q there

is a constant R = R(K) > 0 such that the analytic extension a(t, y, v, η) ∈ 1 +
R
0,l
M+G,V (R

1+q × C− ×R
q,g) has the following properties:

(i) The operators a(t, y, v, η) : H → H forH = K0,γ (X∧) are isomorphisms for
all (t, y) ∈ K, (v, η) ∈ C− × R

q where [v, η]l ≥ R(K),
(ii) There are constants c = c(K) > 0 such that

‖κ−1[v,η]l a(t, y, v, η)κ[v,η]l‖L(K0,γ (X∧)) ≥ c

for all (t, y) ∈ K, (v, η) ∈ C− ×R
q , for [v, η]l ≥ R(K).

An A = Op(a) + C for a(t, y, v, η) ∈ 1 + R0,l
M+G,V (R

1+q × C− × R
q,g), C ∈

L−∞V (R1+q,g) is called parabolic if a(t, y, τ, η) is parabolic.

Lemma 9.2 Let

a(t, y, v, η) ∈ 1+ R0,l
M+G,V (R

1+q ×C− × R
q,g).

Then for every R ≥ 0 we have

(a − T−iRa)|R1+q×R1+q ∈ R−l,lM+G,V (R
1+q ×R

1+q,g)

where (T−iRa)(t, y, v, η) = a(t, y, v − iR, η).
Proposition 9.3 Let

a(t, y, τ, η) ∈ 1+ R0,l
M+G,V (R

1+q × R
1+q,g) (9.2)

for g = (γ, γ,�) be parabolic, cf. Definition 9.1. Then there exists a symbol

b(t, y, τ, η) ∈ 1+ R0,l
M+G,V (R

1+q × R
1+q,g) (9.3)

such that

b(t, y, τ, η)a(t, y, τ, η)− 1 ∈ R−1,lM+G,V (R
1+q ×R

1+q,g) (9.4)
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and

a(t, y, τ, η)b(t, y, τ, η)− 1 ∈ R−1,lM+G,V (R
1+q ×R

1+q,g) (9.5)

with 1 being the symbol representing the identity operator in Ks,γ (X∧) for any
fixed s.

Proof For the proof we employ symbols which follow from translations in the com-
plex v-variable and take into account Lemma 9.2. We set ã(t, y, v, η) := a(t, y, v−
iR, η) for the constant R from Definition 9.1. By virtue of Lemma 9.2 we have
ã(t, y, v, η) ∈ 1+R0,l

M+G,V (R
1+q×R

1+q,g) and a−ã ∈ R−l,lM+G,V (R
1+q×R

1+q,g).
Because of condition (i) in Definition 9.1 the symbol ã(t, y, v, η) : Ks,γ (X∧) →
Ks,γ (X∧) is (t, y, v, η)-wise invertible over compact subsets with respect to
y ∈ R

q when R is sufficiently large. This allows us to form b(t, y, v, η) :=
(ã(t, y, v, η))−1. Holomorphy of ã in v yields holomorphy of b in v ∈ C

− and
a standard conclusion shows that b satisfies relation (9.3). The symbolic estimates
for b follow from those for ã. For a itself we obtain (9.4) for

ba = b(ã + (a − ã)) = bã + b(a − ã).

Concerning multiplication ab we can argue in a similar manner. �	
Theorem 9.4 Assume that for a symbol a satisfying (9.2) there is a symbol b
satisfying (9.3) such that relations (9.4), (9.5) hold. Then a(t, y, τ, η) is parabolic.

Proof The arguments are completely analogous to the proof of [4, Theorem 4]. �	
Corollary 9.5 Let a symbol a satisfying (9.2) be decomposed as a = a0 + a−1,
where a0 ∈ 1+R0,l

M+G,V (R
1+q ×R

1+q,g) is parabolic and a−1 ∈ R−1,lM+G,V (R
1+q ×

R
1+q,g). Then a is parabolic if and only if a0 is parabolic.

Because of

1+ R0,l
M+G,V (R

1+q × R
1+q,g) ⊂ S0,lcl,V (R

1+q ×R
1+q;H, H̃)

for H = H̃ = Ks,γ (X∧) the observations on general classical parabolic symbols
from [4] are valid also for symbols of Definition 9.1. In particular, we have the
following remark.

Remark 9.6 An element a(t, y, τ, η) ∈ 1+R0,l
M+G,V (R

1+q ×R
1+q,g) is parabolic

if and only if its anisotropic homogeneous principal symbol

a(0)(t, y, v, η) : Ks,γ (X∧)→ Ks,γ (X∧)

is invertible for all (t, y) and all (v, η) ∈ (C− × R
q) \ {0}.
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Theorem 9.7 For every parabolic operator A ∈ 1 + L0,l
M+G,V (R × R

q,g) there

exists a parametrix B ∈ 1 + L0,l
M+G,V (R × R

q,g) such that BA − 1, AB − 1 ∈
L−∞V (R× R

q,g).

Proof The assertion is an immediate consequence of Proposition 9.3, using the
Leibniz rule expressing symbols of compositions of anisotropic pseudo-differential
operators which preserves the Volterra property, cf. Theorem 8.2. �	

Let us now pass to global parabolicity. Similarly as the preliminary assumptions
before Definition 8.1, now in terms of Volterra symbols, we assume compatibility
of local symbols under coordinate changes.

Definition 9.8 An A = 1+M +G ∈ 1+ L0,l
M+G,V (R× Y,g),g = (γ, γ,�), for

M +G =
N∑
j=1

ϕj ((1× χj )−1∗ Op(aj ))ϕ′j + C ∈ L0,l
M+G,V (R× Y,g) (9.6)

for some C ∈ L−∞V (R× Y,g) is called parabolic if the symbols aj , j = 1, . . . , N ,
are parabolic in the sense of Definition 9.1.

We then have

Theorem 9.9 Every parabolicA ∈ 1+L0,l
M+G,V (R×Y,g) for g = (γ, γ,�), has a

parametrixB ∈ 1+L0,l
M+G,V (R×Y,g) such thatBA−1, AB−1 ∈ L−∞V (R×Y,g).

In Definition 9.1 we established the space of parabolic operators

A ∈ 1+ L0,l
V (R× Y,g). (9.7)

Because of the Volterra property they induce continuous operators

A :Ws,l
0 ([0, T )× Y,Ks,γ (X∧))→Ws,l

0 ([0, T )× Y,Ks,γ (X∧)) (9.8)

for

A := r−(T )Ães+(T ) (9.9)

with the operators r−(T ), es+(T ) for any fixed T > 0, cf. Theorem 8.4. As it
has been explained the operator (9.8) does not depend on the specific choice of
r−(T ), es+(T ). An operator (9.9) is called parabolic if (9.7) is parabolic.

Theorem 9.10 A parabolic operator (9.9) induces isomorphisms (9.8) between the
respective anisotropic Sobolev spaces for every s ∈ R and any finite T > 0, and the
inverse is of analogous structure for a Volterra parametrix B̃ of Ã.

The proof will refer to
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Lemma 9.11 Consider a cylinder Z := [T0, T1] × Y, T1 > T0, for a compact
Riemannian manifold Y of dimension q . Let

k(t, y, t ′, y ′) ∈ CN(Z2,L(K0,γ (X∧)),

for N ∈ N a kernel satisfying for every α ∈ N
2(1+q), |α| ≤ N , the relations

k(t, y, t ′, y ′) = 0 for T0 ≤ t < t ′ ≤ T1, (9.10)

and

‖∂αt,y,t ′,y ′k(t, y, t ′, y ′)‖L(K0,γ (X∧)) ≤ C for T0 ≤ t < t ′ ≤ T1. (9.11)

Then for

k1(t, y, t
′, y ′) := k(t, y, t ′, y ′),

kj+1(t, y, t ′, y ′) :=
∫
Y

∫ T1

T0

kj (t, y, s, ỹ)k1(s, ỹ, t
′, y ′)dsdy

the series K(t, y, t ′, y ′) =∑∞
j=1(−1)jkj (t, y, t ′, y ′) of iterated kernels absolutely

converges in CN(Z2,L(K0,γ (X∧))), and we have

K(t, y, t ′, y ′) = 0 for T0 ≤ t < t ′ ≤ T1.

Proof By induction we show that for every j ≥ 1 and all summands of the series

kj (t, y, t
′, y ′) = 0 for T0 ≤ t < t ′ ≤ T1,

‖kj (t, y, t ′, y ′)‖L(H,H̃) ≤ C
(MC)j−1

(j − 1)! (t − t
′)j−1 for T0 ≤ t < t ′ ≤ T1,

andM := ∫
Y
1dy. For j = 1 these are just the properties (9.10), (9.11). For j > 1

and T0 ≤ t < t ′ ≤ T1 we have

kj+1(t, y, t ′, y′) :=
∫
Y

∫ T1

T0

kj (t, y, s, ỹ)k(s, ỹ, t
′, y′)dsdy

=
∫
Y

{
∫ t ′

T0

kj (t, y, s, ỹ)k(s, ỹ, t
′, y′)ds +

∫ T1

t ′
kj (t, y, s, ỹ)k(s, ỹ, t

′, y′)ds}dy = 0

(9.12)

which entails the first identity. In fact, relation (9.10) for k(s, ỹ, t ′, y ′) shows that the
first integral vanishes, since by induction assumption on k the first integral vanishes.
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The second integral vanishes as well, because s < t ′ over the integration interval,
where k(s, ỹ, t ′, y ′) vanishes. This also gives us

K(t, y, t ′, y ′) = 0 for T0 ≤ t < t ′ ≤ T1.

For T0 ≤ t < t ′ ≤ T1 we obtain for ‖ · ‖ := ‖ · ‖L(H,H̃), for H = H̃ = K0,γ (X∧)

‖kj (t, y, t ′, y′)‖ = ‖
∫
Y

∫ T1

T0

kj (t, y, s, ỹ)k(s, ỹ, t
′, y′)dsdy‖

= ‖
∫
Y

{
∫ t ′

T0

kj (t, y, s, ỹ)k(s, ỹ, t
′, y′)ds +

∫ t

t ′
kj (t, y, s, ỹ)k(s, ỹ, t

′, y′)ds

+
∫ T1

t

kj (t, y, s, ỹ)k(s, ỹ, t
′, y′)ds}dy‖ = ‖

∫
Y

∫ t

t ′
kj (t, y, s, ỹ)k(s, ỹ, t

′, y′)dsdy‖

≤
∫
Y

∫ t

t ′
‖kj (t, y, s, ỹ)‖‖k(s, ỹ, t ′, y′)‖dsdy ≤

∫
Y

∫ t

t ′
C
(MC)j−1

(j − 1)! (t − s)
j−1Cdsdy

= CC(MC)
j−1

(j − 1)!
∫ t

t ′
(t − s)j−1ds

∫
Y

1dy = C (MC)
j

j ! (t − t ′)j ,
(9.13)

such that also the second condition is satisfied. This implies for T0 ≤ t < t ′ ≤ T1
the relation

∞∑
j=1

‖(−1)j kj (t, y, t ′, y′)‖ ≤ C
∞∑
j=1

(MC)j−1
(j − 1)! (t−t

′)j−1 = CeMC(t−t ′) ≤ CeMC(T1−T0),

which implies together with K(t, y, t ′, y ′) = 0 for T0 ≤ t < t ′ ≤ T1 the absolute
convergence of the series in question in the space C(Z2,L(K0,γ (X∧))).

For N > 0, according to the assumptions on the corresponding derivatives we
also have absolute convergence of the series

∑∞
j=1(−1)j∂αkj (t, y, t ′, y ′) for any|α| ≤ N , which gives us the assertion also for N > 0. �	

Proposition 9.12 For any fixed 0 < T ∈ R and every C ∈ L−∞V (R × Y,g) there
exists a G ∈ L−∞V (R× Y,g) such that

r−(T )(1+ C)(1−G)es+(T )u = u

for every u ∈W0,l
0 ([0, T )× Y, H̃ ).

Proof We construct an elementG ∈ L−∞V (R× Y,g) such that

(1+ C)(1−G)u(t, y) = u(t, y)
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for t ≤ T . Taking into account the fact that

C∞0 ((t0,∞)× R
q,K0,γ (X∧)) ⊂Ws,l

0 ([t0,∞)×R
q ,K0,γ (X∧))

is a dense embedding, cf. Lemma 7.7, the assertion will follow, since in view of the
Volterra property the map does not depend on the values of the function for t > T .

We first observe that the kernel k(t, y, t ′, y ′) of C ∈ L−∞V (R × Y,g) for
T0 = −T , T1 = 2T satisfies the assumptions of Lemma 9.11 for any N ∈ N.
We then form an integral operator K̃ with the resulting kernel k̃(t, y, t ′, y ′) ∈
C∞(([−T , 2T ] × Y )2,L(K0,γ (X∧))), and applying a formal Neumann series
argument for −T ≤ T0 < T1 ≤ 2T we obtain the equation

(1+ C)(1− K̃)|[T0,T1]×Y = Id|[T0,T1]×Y .

Next we fix a cut-off function ω(r) ∈ C∞0 (R) with ω(r) ≡ 1 for |r| ≤ 1, ω(r) ≡ 0
for |r| ≥ 2, and form

g(t, y, t ′, y ′) := ω(2t
T
− 1)k̃(t, y, t ′, y ′)ω(2t

′

T
− 1).

Then the associated integral operator G belongs to L−∞(R × Y,g) and has the
Volterra property. Moreover, we have

g|([0,T ]×Y )2 = k̃|([0,T ]×Y )2

such that (1+ C)(1−G) has the desired mapping property. �	
Proof of Theorem 9.10 By definition, the operator A = r−(T )Ães+(T ) is parabolic
if Ã ∈ 1+L0,l

M+G,V (R× Y,g) is parabolic. Then, according to Theorem 9.9 there is

a global parametrix B̃ ∈ 1+ L0,l
M+G,V (R× Y,g). In particular, it follows that

C := ÃB̃ − 1 ∈ L−∞V (R× Y,g).

Let for abbreviation r := r−(T ), e := es+(T ). Then, by virtue of Proposition 9.12
there is a G ∈ L−∞V (R× Y,g) such that

1 = r(1+ C)(1−G)e = r(1+ C)(e r)(1−G)e
= rÃB̃e r(1−G)e = rÃe rB̃(1−G)e.

(9.14)

This gives us a right inverse of A which belongs to our class of pseudo-differential
operators. In an analogous manner we can construct a left inverse of A, i.e.,
we altogether obtain, under the assumption of parabolicity, the operator A is
invertible. �	
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Bismut’s Way of the Malliavin Calculus
for Non-Markovian Semi-groups: An
Introduction

Rémi Léandre

Abstract We give a review of our recent works related to the Malliavin calculus of
Bismut type for non-Markovian generators. Part IV is new and relates the Malliavin
calculus and the general theory of elliptic pseudo-differential operators.

Keywords Malliavin calculus · Large deviations estimates · Higher-order
parabolic equation · Pseudo-differential operators

Mathematics Subject Classification (2000) Primary 60H07; Secondary 35K05,
35K25

1 Introduction

Let M be a compact Riemannian manifold endowed with its natural Riemannian
measure dx (x is the generic element of M). In local coordinates, we can think at
the linear space R

d endowed with the metric gi,j (x)dxi ⊗ dxj where x are the
local coordinates and x → (g.,.(x)) is a smooth function from R

d into the space of
symmetric strictly positive matrix. The Riemannian measure associated is

dx = det (g.,.)−1/2dx1..⊗ dxd (1.1)

We consider a linear symmetric positive operator densely defined onL2(dx) acting
on a space which separates the point on M . This means if f and g belong to this
space,

∫
M

g(x)Lh(x)ds =
∫
M

h(x)Lg(x)dx (1.2)
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∫
M

h(x)Lh(x)dx ≥ 0 (1.3)

It has by abstract theory a self-adjoint extension on L2(dx), which generates a
contraction semi-group Pt on L2(dx) which solves the heat equation for t > 0

∂

∂t
Pth = −LPth (1.4)

with initial condition

P0h = h (1.5)

It is a natural question to know if there is a heat kernel:

Pth(x) =
∫
M

pt (x, y)h(y)dy (1.6)

There are several ways to solve this problem:

– The microlocal analysis [12, 18, 19], which uses as basic tool the Fourier
transform and some regularity on the coefficients of L. In the case of a partial

differential operator on R
d , this means that L = ∑

a(α)(x)
∂(α)

∂x(α)
where (α) is a

multiindex and x → a(α)(x) is smooth.
– The harmonic analysis, which uses as basic tools functional inequalities and does

not need any regularity on the coefficients of L [3, 13, 51].
– The Malliavin calculus [20, 44, 49], which works for Markov semi-groups:
Ptf ≥ 0 if f ≥ 0. The Malliavin calculus requires moreover that the semi-group
is represented by a stochastic differential equation.

More precisely, the Malliavin calculus needs a probabilistic representation of the
semi-group Pt by using the theory of stochastic differential equations where a flat
Brownian motion or a Poisson process plays a fundamental role.

Let us recall the main idea of the Malliavin calculus in the case of the flat
Brownian motion. Let us consider the Hilbert spaceH of finite energy maps starting
from 0 from [0, 1] into Rm t → rt = (rit ) endowed with the Hilbert norm

‖r‖2 =
m∑
i=1

∫ 1

0
|d/dtrit |2dt (1.7)

We consider the formal Gaussian measure on H (written in the heuristic way of
Feynman path integral)

dμ(r) = 1/Z exp | − ‖r‖2/2]dD(r) (1.8)
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where dD(r) is the formal Lebesgue measure on H. Haar measure satisfying all
the axioms of measure theory on a group exists if and only if the group is locally
compact. (We refer to [2] and [30] to define Haar measure in infinite dimension in a
generalized way). This explains that we need to construct this measure on a bigger
space, the space of continuous function C([0, 1],Rm)t → Bt issued from 0 from
[0, 1] into R

m. There are a lot of Gaussian measures on C([0, 1],Rm) [48] but the
law of the Brownian motion is related to the heat equation on Rm

∂

∂t
Ptf (x) = 1/2

m∑
i=1

∂2

∂x2i
Ptf (x) (1.9)

We have, namely,

Pth(x) = E[h(Bt + x)] (1.10)

if f is a bounded continuous function on R
m. In such a case we have a semi-group

operating on continuous function on Rm.
We consider m smooth vector fields on R

d with bounded derivatives at each
order. Vector fields here are considered as first order partial differential operators.
We consider the operator

L = 1/2
m∑
i=1
X2
i (1.11)

We introduce the Stratonovich differential equation [20, 49] starting from x (vector
fields here are considered as vectors which depend smoothly on x).:

dxt(x) =
m∑
i=1
Xi(xt (x))dB

i
t (1.12)

This is (and not the Itô equation) the correct equation associated to

dxt(r)(x) =
m∑
i=1
Xi(xt (h)(x))dr

i
t (1.13)

for r ∈ H endowed with the formal Gaussian measure dμ(r).
By Itô Calculus [20, 49], we can show that the semi-group Pt generated by L =

1/2
∑m
i=1X2

i is related to the diffusion xt (x) by the formula

Pt(h)(x) = E[h(xt (x))] (1.14)

if h is a continuous function on R
d (in such a case, the semi-group acts on

continuous bounded functions on Rd ).
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Malliavin idea is the following [44]: he differentiates in a generalized sense the
Itô map B. → xt (x) . If this Itô map is a submersion in a generalized sense (the
inverse of the Malliavin matrix belongs to all the Lp), the law of xt (x) has a smooth
density and therefore the semi-group has a heat kernel. Malliavin for that uses a
heavy apparatus of differential operations on the Wiener space. Let us recall that
there are several pioneering works of the Malliavin calculus [1, 6, 16] motivated
by mathematical physics, but only Malliavin calculus is adapted to the study of
stochastic differential equations and fits very well to the study of all measures of
stochastic analysis.

Bismut [7] don’t use this heavy apparatus of differential operations on theWiener
space, by using a suitable Girsanov transformation and a system of convenient
stochastic differential equations in cascade associated to the original stochastic
differential equation. This allows Bismut’s way to get in a simpler way theMalliavin
integration by parts for diffusions: if (α) is a multiindex, if t > 0,

E[h(α)xt (x))] = E[h(xt (x))Q(α)t ] (1.15)

where Q(α)t is a polynomial in the extra components of the system of stochastic
differential equations in cascade and in the inverse of the Malliavin matrix.

The fact that only stochastic differential equations in cascade (therefore a system
of semi-groups in cascade) appear in Bismut’s approach of the Malliavin calculus
allows us to interpret Bismut’s way of the Malliavin calculus in the theory of semi-
group by expulsating the probabilistic language in [31]. We refer to [32, 33] for
reviews with some applications.

Léandre [31] uses an elementary integration by parts, which has to be optimized.
The main remark is that we can adapt this elementary integration by parts for
non-Markovian semi-groups. It is possible to adapt Bismut’s way of the Malliavin
calculus for non-Markovian semi-groups.

It is divided into two steps:

– An algebra on the semi-group. Only existences on the semi-group are required.
– Estimates on the enlarged semi-group, which are necessary because polynomial

function appears in the Malliavin integration by parts which are not bounded, but
are performed in the non-Markovian case by the Davies gauge transform (in the
Markovian case, they were done by an adaptation in semi-group on the classic
Burkholder-Davies-Gundy inequalities of stochastic analysis).

Moreover, Bismut in his seminal work [9] has done an intrinsic integration by
part formula for the Brownian motion on a manifold, which overcame the problem
that in the standard Malliavin calculus there are a lot of stochastic differential
equations which represent the same semi-group. In Part IV we perform an intrinsic
Malliavin calculus associated to a wide class of pseudo-differential elliptic operator,
by performing a variation of the original pseudo-differential operator by a fractional
power of it intrinsically associated to the original operator. We exhibit the relation
between the Malliavin calculus of Bismut type and the general theory of elliptic
pseudo-differential operators.
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Bismut in his seminal work [9] pointed out the relation between the Malliavin
calculus and the large deviation theory for the study of short time asymptotics of the
heat-kernel associated to diffusion semi-groups.We refer to the reviews [26, 29, 53],
the book [5], and the seminal work [47] for probabilistic methods in short time
asymptotics of semi-groups.

Let us recall quickly the main goal of large deviation theory, here of Wentzel-
Freidlin type [4, 52] and [54]. We introduce a small parameter and consider the
stochastic differential equation with a small parameter starting from x:

dxεt (x) = ε
m∑
i=1
Xi(x

ε
t )(x)dB

i
t (1.16)

Wentzel-Freidlin theory allows to get estimates of the type, when ε → 0

lim 2ε2Log[P [xε. (x) ∈ 0] = − inf
x.(h)(x)∈O

‖r‖2 (1.17)

if O is an open subset of C([0, 1],Rd) equipped with the uniform norm. We don’t
give details of the lot of technicalities in this estimate.

It is possible to adapt [35, 37–40] Wentzel-Freidlin estimates to the case of
non-Markovian semi-groups with the normalization of W.K.B. analysis of Maslov
school [45] (see [17, 27] for seminal works on W.K.B. analysis). The main remark
is that we can get only upper-bounds, because the semi-group does not preserve the
positivity in this case. The second remark is that these estimates are valid only for
the semi-group, because in this case path space functional integrals are not defined
(see [36] for a review and the work [11, 25, 46]). The normalizations are standard in
semi-classical analysis but the type of estimates is different. They work for the heat
equation and not for the Schrodinger equation.

This allows to fulfill in this non-Markovian context the beautiful request of
Bismut’s book [5] and to do the marriage between the Malliavin calculus and
Wentzel-Freidlin estimates. The main difference is that we have to consider the
absolute value of the heat-kernel because in such a case the semi-group does not
preserve the positivity such that we get only upper-bound in the studied Varadhan
type estimates (Wentzel-Freidlin estimates are still valid for the heat-kernel).

This work is a review paper of several of our works. The main novelty is part IV,
which is new.

2 The Case of a Formal Stochastic Differential Equation

Let us consider an elliptic differential operator of order l on a compact manifoldM
of dimension d . If we perturb it by a strictly lower order operator Lp, it results by
the theory of pseudo-differential operator (which is given by the role of the principal
symbol of an elliptic operator) that the qualitative behavior (hypoellipticity..) is the
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same than the qualitative behavior of L+Lp. See [12, 18, 19] for various textbooks
in analysis about this problem.

Recently, we have introduced an elliptic operator of order 2k L0 =∑
f 2k
i where

fi is an orthonormal basis of the Lie algebra of a compact Lie groupG of dimension
m with generic element g. fi are considered as right invariant vector fields. We have
established the Malliavin calculus of Bismut type for L0. We consider a polynomial
Q of degree strictly smaller than 2k in the vector fieldsfi with constant components.
We consider the total operator

L = L0 +Q (2.1)

The goal of this part by using a small interpretation of [41] and [42] is to adapt
in this present situation the strategy of [41] for diffusions. (Léandre [41, 42]
used the machinery of the Malliavin calculus [7] translated in semi-group theory
for diffusions in [31].) Malliavin matrix plays here a fundamental role in the
optimization of the integration by parts in order to arrive to full Malliavin integration
by parts. All formulas are formally the same if we add or do not add the
perturbation of the main operator.

We consider the elliptic operator on G×R

Q+
∑
i

f 2k
i +

∑
ri,t fi

∂

∂u
+ ∂2k

∂u2k
= L̃rt (2.2)

It generates by elliptic theory a semi-group on Cb(G × R), the space of bounded
continuous function on G×R endowed with the uniform norm.

Theorem 2.1 (Elementary Integration by Parts Formula) We have if h is
smooth with compact support

∫ t

0
Pt−s

∑
hs,ifiPs [h]ds = P̃ ht [uh](., 0) (2.3)

Proof It is the same proof than the proof of Theorem 3 of [42]. �	
Let V = G×Md .Md is the space of symmetric matrices on LieG. (x, v) ∈ V .

v is called the Malliavin matrix. We consider

X̂0 = (0,
∑

< g−1fi, . >2) (2.4)

We consider the Malliavin generator (we skip the problems of signs)

L̂ =
∑

f 2k
i − X̂0 (2.5)

Theorem 2.2 L̂ spans a semi-group. P̂t called the Malliavin semi-group onCb(M).
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Proof It is the same proof of theorem 4 of [42] sinceQ is a polynomialwith constant
components in the fi and L generates a Cb(G) semi-group. The proof leads to
some difficulties because the Malliavin operator is not the perturbation of an elliptic
operator and uses the Volterra expansion. �	

The Malliavin semi-group will allow us to get suitable integration by parts
formulas 2. We have the main theorem of this paper:

Theorem 2.3 (Malliavin) If the Malliavin condition holds

|P̂t ][v−p](g, 0) <∞ (2.6)

for all integer positive integer p, Pt has a heat-kernel.

Proof It is the same proof as in the beginning of the proof of theorem 6 of [42].
Under Malliavin assumption, we can optimize the elementary integration by part of
Theorem 2, in order to get, according to the framework of the Malliavin calculus,
the inequality for any smooth function h onG

|Pt [< dh, fi >]| ≤ C‖f ‖∞ (2.7)

�	
Remark Let us explain quickly the philosophy of this theorem, when there is no
perturbation term. We consider a set of path in R

m denoted rit which represent the

semi-group associated to
∑
i
∂2k

∂u2ki
. We don’t enter into the problem of signs. We

consider the formal stochastic differential equation

dxt(r)(e) =
∑
i

fidr
i
t (2.8)

issued from e. Formally, this represents the semi-group Pt without the perturbation
term

Pt [h](e) = “E”[f (xt (e)] (2.9)

Malliavin assumption expresses in some sense that the “Itô” map r.. → xt (e) is a
submersion.

By this inequality, we deduce according to the framework of the Malliavin
calculus that

Pt [h](e) =
∫
G

h(g)pt (e, g)dg (2.10)

for a nonstrictly positive heat-kernel pt (dg) denotes the normalized Haar measure
on G), if the Malliavin assumption is satisfied.
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Theorem 2.4 Under the previous elliptic assumptions,

|P̂t |[|v−p|]](g0, 0) <∞ (2.11)

if t > 0

Proof It is the same proof than the proof of theorem 8 of [42]. It is based upon the
initial strategy to invert the Malliavin matrix in stochastic analysis by slicing the
time interval in small time intervals. Only the main part of the generator plays the
main role in this strategy because we are in an elliptic case. �	

We can iterate the integration by parts formulas, by introducing a system of semi-
groups in cascade. We deduce the theorem:

Theorem 2.5 If t > 0, the semi-group Pt has a smooth heat kernel

Pt ([h](g) =
∫
G

pt (g, g
′)h(g′)dg′ (2.12)

We remark that the heat kernel can change of sign. This theorem is classical in
analysis [51] but it enters in our general strategy to implement stochastic tools in
the general theory of linear semi-groups.

In order to simplify the computation, we have used the symmetry of the group.
In the next part, we will use fully the symmetry of the group to simplify the
computations.

3 The Full Use of the Symmetry of the Group

Let us recall what is a pseudo-differential operator on R
d [12, 17, 18]. Let be a

smooth function a(x, ξ) from R
d ×R

d with values in C. We suppose that

sup
x∈Rd

|DrxDlξ a(x, ξ)| ≤ C|ξ |m−l + C (3.1)

We suppose that

inf
x∈Rd

|a(x, ξ)| ≥ C|ξ |m′ (3.2)

for |ξ | > C for a suitable m′ > 0. Let ĥ be the Fourier transform of the continuous
function h. We consider the operator L defines on smooth function h by :

L̂h(x) =
∫
Rd

a(x, ξ)ĥ(ξ)dξ (3.3)
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L is said to be a pesudodifferential operator elliptic of order larger than m′ with
symbol a. This property is invariant if we do a diffeomorphism onRd with bounded
derivatives at each order. This remark allows to define by using charts a pseudo-
differential operator elliptic of order larger than m′ on a compact manifoldM .

Let f i be a basis of TeG. We can consider rightinvariant vector fields. This means
that if we consider the action Rg0 h→ (g → h(gg0)) on smooth function h on G,
we have

Rg0(f
ih) = f i(Rg0h). (3.4)

We consider a rightinvariant elliptic pseudo-differential positive operator L of
order larger than 2k on G . It generates by elliptic theory a semi-group Pt on
L2(dg) and even on Cb(G) the space of continuous functions on G endowed with
the uniform norm.

Theorem 3.1 If t > 0,

Pth(g0) =
∫
G

pt (g0, g)h(g)dg (3.5)

where g→ pt (g0, g) is smooth if h is continuous.

This theorem is classical in analysis , but it enters in our general program to
implement stochastic analysis tool in the theory of non-Markovian semi-group. See
the review [36] for that. See [41, 42] for another presentation where the Malliavin
matrix plays a key role. Here we don’t use the Malliavin matrix. See [43] for the
case of rightinvariant differential operators. The proof is divided into two steps.

3.1 Algebraic Scheme of the Proof: Malliavin Integration
by Parts

We consider the family of operators on C∞(G×R
n):

L̃nt = L+
n∑
i=1
f ji

∂

∂ui
αit +

n∑
i=1

∂2k

∂u2ki

(3.6)

αit are smooth function from R
+ into R. By elliptic theory, L̃nt generates a semi-

group P̃ nt on Cb(G×R
n). This semi-group is time inhomogeneous.

P̃ n+1t [h(g)hn(u)v](., ., 0) =
∫ t

0
P̃ nt,s [f j+1αn+1s P̃ ns [h(g)hn(u)](., .) (3.7)
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Moreover

P̃ n+1t [uh(.)hn(.)](., ., un+1) = P̃ n+1t [uh(.)hn(.)](., ., 0)+ P̃ nt [h(.)hn(.)](., .)un+1
(3.8)

h is a function of g, hn a function of u1, . . . , un. This comes from the fact that ∂
∂un+1

commute with the considered operator.
Therefore the two sides of (3.8) satisfy the same parabolic equation with second

member. We deduce that

P̃ n+1t [un+1
n∏
j=1

ujh(.)](., ., 0) =
∫ t

0
dsP̃ nt,s[f jn+1αn+1s P̃ ns [h

n∏
j=1

uj ]](., .) (3.9)

This is an integration by parts formula. We would like to present this formula in a
more appropriate way for our object.

We consider the operator

L
n = L+

n∑
j=1

∂2k

∂u2kj

(3.10)

It generates a semi-groupP
n

t . In the sequel we will skip the problem of sign coming
if k is even or not.

We introduce a suitable generator

R̃n+1t = Ln + Fs (3.11)

by taking care of the relation [f i, f j ] = ∑
k λ
i,j
k f

k . It is an operator of the type
studied. It generates therefore a time inhomogeneous semi-group Q̃nt . Therefore the
integration by parts formula (3.9) can be written in a more suitable way

P̃ n+1t [un+1
n∏
j=1

ujh(.)](., ., 0) =
∫ t

0
αn+1s dsP̃ nt [f jn+1h

n∏
i=1
ui](., .)+

∫ t

0
αn+1s dsP̃ nt,sQ̃

n
s [h

n∏
i=1
ui](., .) (3.12)

We do the following recursion hypothesis on l:

Hypothesis (l) There exists a positive real rl such that if (α) is a multiindex of
length smaller than l

|P̃ nt [f (α)h
n∏
i=n
ui ](g, v.)| ≤ Ct−rl‖h‖∞(1+

n∏
i=n

|vi |) (3.13)
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where ‖.‖∞ is the uniform norm of h.
It is true for l = 1 by (3.9) and the estimates which follow.
If it is true for l, it is still true for l + 1, by using (3.12) for f (α)h and taking

αn+1s = srl .
By choosing suitable αjt , we have according to the framework of the Malliavin

calculus for any multiindex (α)

|Pt [f (α)h](g0)| ≤ C(α)‖h‖∞ (3.14)

in order to conclude.

3.2 Estimates: The Davies Gauge Transform

We do as in [43] (26). The problem is that in P̃ nt [h
∏n
j=1 uj ](., .) the test function

uj are not bounded and that P̃ nt acts only on Cb(G×R
n). We do as in [3] the Davies

gauge transform
∏n
I g(ui) where

g(u) = (|u|) (3.15)

if u is big and g is smooth strictly positive.
This gauge transform acts on the original operator by the simple formula

(
∏n
i=1 g(ui))−1L̃n1((

∏n
i=1 g(ui).). On the semi-group it acts as

(

n∏
i=1
g(.))−1P̃ nt [(

n∏
i=1
g(ui)h(.)h

n(.)](., .) (3.16)

But

(g(ui))
−1 ∂
∂ui

(g(ui).) = ∂

∂ui
+ C(ui) (3.17)

where the potential C(ui) is smooth with bounded derivatives at each order.
Therefore the transformed semi-group acts on Cb(G× Rn).
Remark We can consider a particular case [43] Let G be a compact connected Lie
group, with generic element g endowed with its bi-invariant Riemannian structure
and with its normalized Haar measure dg. e is the unit element of G.

Let f i be a basis of TeG. We can consider rightinvariant vector fields. This means
that if we consider the action Rg0 h→ (g → h(gg0)) on smooth function h on G,
we have

Rg0(f
ih) = f i(Rg0h). (3.18)
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Let be ξ(α) = ξα1 . . . .ξα|α| and let be f (α) = f α1 ..f α|α| . (α) is a multi-index of
length |α|.

We consider a matrix aα,β for multiindices of length k, which is supposedly
symmetric strictly positive.

We consider the operator

L =
∑
(α),(β)

f (α)a(α),(β)f
(β) (3.19)

According to [51], (−1)kL is a positive symmetric densely elliptic defined operator
on L2(G), which generates by elliptic theory a semi-group acting on Cb(G), the
space of continuous function onG. In such a case, we have a heat-kernel associated
to the semi-group (See [43]). The case of a rightinvariant differential operator
has exactly the same proof than the case of theorem 6, where the details will be
presented elsewhere. See [14] for the general case.

4 The Case of an Intrinsic Variation

Let L be a strictly positive self-adjoint operator on a compact manifold M . We
suppose thatL is a pseudo-differential elliptic operator of order l ≥ 2k for an integer
k ≥ 1. It generates a contraction semi-group on L2(M) and by ellipticity a semi-
group on Cb(M). See [8] and [23, 24] in the Markovian case.

Theorem 4.1 There is a heat-kernel pt (x, y) associated to Pt . If t > 0

Pt (h)(x) =
∫
M

pt (x, y)h(y)dy (4.1)

where y → pt (x, y) is smooth.

The proof is divided into two steps:

4.1 Algebraic Scheme of the Proof: Malliavin Integration by
Parts

Let α belong to ]0, 1[. The fractional power [50]Lα is still a strictly positive pseudo-
differential operator elliptic of order αl, which commutes with L. We skip up later
the problem if k is even or not. We consider the operator on C∞(M × R

n)

L̃ns = L+ srLα
∂

∂un
+

n∑
i=1

∂2k

∂u2ki

(4.2)
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It is an elliptic operator of order 2k onM × R
n. The main part

L
n = L+

n∑
i=1

∂2k

∂u2ki

(4.3)

is positive and is essentially self-adjoint. Therefore the main part generates a semi-
group on Cb(M ×R

n). This remains true for L̃n because L̃n is a perturbation of L
n

by a strictly lower operator. We call this semi-group P̃ nt .
The main remark is that Lα commutes with L̃n such that

LαP̃ nt = P̃ nt Lα (4.4)

According to the beginning of the previous part, we get the elementary integration
by part

P̃ n+1t [h
n∏
i=1
uiu](x, vi, 0) =

∫ t

0
Pnt−s[srLαP̃ ns [h

n∏
i=1
ui ]](x, vi) =

P̃ nt [Lαh
n∏
i=1
ui](x, ui)

∫ t

0
srds (4.5)

Suppose by induction on l that

|P̃ nt [(Lα)lh
n∏
i=1
ui ](x, vi)| ≤ Ct−r(l)‖h‖∞(1+

n∏
i=1

|vi |) (4.6)

By applying the elementary integration by parts (4.5) to (Lα)l)f , and choosing
r = r(l), we deduce our result. Therefore we have the inequality

|Pt [(Lα)lh](x)| ≤ Ct−r(l)‖h‖∞ (4.7)

The result follows from the fact that Lα is an elliptic operator.

4.2 Estimates: The Davies Gauge Transform

We do as in [43] (26). The problem is that in P̃ nt [h
∏n
j=1 uj ](., .) the test function

uj are not bounded and that P̃ nt acts only on Cb(G × R
n). We do as in [35] the

Davies gauge transform
∏n
I g(ui) where

g(u) = (|u|) (4.8)

if u is big and g is smooth strictly positive.
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This gauge transform acts on the original operator by the simple formula
(
∏n
i=1 g(ui))−1L̃n1((

∏n
i=1 g(ui).). On the semi-group it acts as

(

n∏
i=1
g(.))−1P̃ nt [(

n∏
i=1
g(ui)h(.)h

n(.)](., .) (4.9)

But

(g(ui))
−1 ∂
∂ui

(g(ui).) = ∂

∂ui
+ C(ui) (4.10)

where the potential C(ui) is smooth with bounded derivatives at each order.
Therefore the transformed semi-group acts on Cb(G× Rn). It remains to choose

hn(u.) =
n∏
j=1

uj

g(uj )
(4.11)

in order to conclude. We deduce the bound:

|P̃ nt |[h
n∏
j=1

|uj |](.; v.) ≤ C(‖h‖∞(1+
n∏
i=n

|vi |) (4.12)

where |P̃ nt | is the absolute value of the semi-group P̃ nt .

Remark We could show that (x, y) → pt(x, y) is smooth if t > 0 by the same
argument.

Remark We can replace the hypothesis L strictly positive by the hypothesis L
positive by replacing Lα by (L+ CId)α where C > 0.

5 Wentzel-Freidlin Estimates for the Semi-Group Only

We consider a differential operator of order 2k on the compact manifoldM which is
supposedly elliptic of order 2k and strictly positive. We suppose we can write it as

L =
2k∑
j=0

r(j)∑
i=0
(Xi,j )

j (5.1)

where Xi,j are smooth vector fields onM . The ellipticity assumption states that

r(2k)∑
i=0

< Xi,2k, ξ >
2k= H(x, ξ) ≥ C|ξ |2k (5.2)
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To the HamiltonianH , we introduce the Lagrangian

L(x, p) = sup
ξ

(< p, ξ > −H(x, ξ)) (5.3)

We get the estimate

− C + C|p| 2k
2k−1 ≤ L(x, p) ≤ C + |p| 2k

2k−1 (5.4)

for some strictly positive constants C.
If φ is a continuous piecewise differentiable path onM , we put:

S(φ) =
∫ 1

0
L(φ(t), d/dtφ(t))dt (5.5)

and we put

l(x, y) = inf
φ(0)=x,φ(1)=y S(φ) (5.6)

By Ascoli theorem, (x, y)→ l(x, y) is a continuous function onM ×M .

Theorem 5.1 (Wentzel-Freidlin) IfO is an open ball ofM , we have when t → 0

limt
1

2k−1 log |Pt |(1O](x) ≤ − inf
y∈O l(x, y) (5.7)

Proof We put ε = t 1
2k−1 . According to the normalization of Maslov school [37], we

consider the semi-group Pεs associated to Lε = ε2k−1L. Moreover

Pt = P t1 (5.8)

where P ts is associated to tL ([10]). The result will arise if we show when ε → 0

limε log |Pε1 |(1O](x) ≤ − inf
y∈O l(x, y) (5.9)

The main ingredient is: �	
Lemma 5.2 For all δ > 0, all C, there exists sδ such that if s < sδ

|Pεs |[1B(x,δ)c](x) ≤ exp[−C/ε] (5.10)

where B(x, δ) is the ball of radius δ and center x.
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Proof We imbedM in a linear space. We consider the semi-group

Qεs (h)(x) = exp[− < x, ξ > /ε]Pεs [exp[< x ′, ξ > /ε]h(x ′)](x) (5.11)

Its generator is

Lε +H(x, ξ)/ε (5.12)

Lε = Lε + Rε (5.13)

In the perturbation term Rε , there are only differential operators of order l, l ∈
]0, 2k[. When a differential operator of degree l appears, there is a power of at least
l − 1 of ε which appears and a power of ξ at most 2k which appears.

Let us consider in a small neighborhood of x the diffeomorphism

�ε : y → x + y − x
ε

2k−1
2k

(5.14)

Outside a big neighborhood of x, �ε is the identity.
We consider the measure με

f → Pε1 [F(�ε(x))](x) (5.15)

Under the transformation �ε , the vector fields ε
2k−1
2k Xi,j are transformed in the

vector field Xi,j (x + ε 2k−1
2k (y − x)). Therefore we can apply the machinery of the

previous part in order to show that the measure με has a bounded density qε(x, .)
when ε → 0.

Let R be a differential operator of order l. We have

∫
M

g(x)RP ε1 [h](x)dx =
∫
M×M

g(x)h(y)Rxp
ε
1(x, y)dxdy (5.16)

By symmetry

pε1(x, y) = pε1(y, x) (5.17)

Then
∫
M

g(x)RP ε1 [h](x)dx =
∫
M

h(y)P ε1 [Rg](y)dy (5.18)

By the previous remark

|Pε1 [Rh](y)| ≤
C

εl
2k−1
2k

‖h‖∞ (5.19)
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Therefore

|
∫
M

g(x)RP ε1 [h](x)dx| ≤
C

εl
2k−1
2k

‖g‖∞‖h‖∞ (5.20)

We deduce that

|RPε1 [h](x)| ≤
C

εl
2k−1
2k

‖h‖∞ (5.21)

We deduce a bound of RεP εs

|RεP εs h(x)| ≤
|ξ |2k−1
s
l
2k

ε−1+1/k‖h‖∞ (5.22)

We apply Volterra expansion to Qεs . We get

|Qεsh| ≤ |Pεs h| +
∞∑
i=1

|
∫
�l(s)

Is1,..,sl ds1 . . . dsl | (5.23)

where�l(s) is the simplex 0 < s1 < .. < sl < s and

Is1,..,sl = Pεs1(Rε +H/ε) . . . P εsl−sl−1(Rε +H/ε)P εs−sl−1h (5.24)

We deduce a bound of | ∫�l(s) Is1,..,sl ds1 . . . dsl | by
|ξ |2lk
εl

∫
�l(s)

∏
(si+1 − si)− 2k−1

2k ds1..dsl = |ξ |2lk
εl

Il(s) (5.25)

We suppose by induction that

Il(s) = αlsl(1+βk) (5.26)

where βk ∈] − 1, 0[. It is still true by the recursion formula

Il+1(s) =
∫ s

0
Il(u)(s − u)− 2k−1

2k du (5.27)

We deduce the bound

αl ≤ Cl

l! (5.28)

Therefore

|Qεsh(x)| ≤ exp[Cs|ξ |2k/ε]‖h‖∞ (5.29)
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It remains to remark that we have the bound

|Pξs |[1B(x,δ)c](x) ≤ exp[−Cδ|ξ |
ε

+ Cs|ξ |2k/ε] (5.30)

and to extremize in |ξ | to conclude. �	
End of the Proof of Theorem 5.1 We operate as in Freidlin-Wentzel book [54] and
as in [35, 38] and [39]. We slice the time interval [0, , 1] in a finite number of
time intervals [si, si+1] where we can apply the previous lemma. We deduce a
positive measure on the set of polygonal paths, where we can repeat exactly the
considerations of [35].♦
Remark This estimate is a semi-classical estimate with different type of estimates
of W.K.B. estimates a la Maslov and with a different method. We consider in
W.K.B. estimate a symbol of an operator a(x, ξ) and we consider the generator Lε
associated with the normalized symbol (a la Maslov) 1/εa(x, εξ). Let us suppose
that Lε generates a semi-group Pεt . The object of WKB method is to get precise
estimates of the semi-group Pε1 when ε → 0. For that people look at a formal
asymptotic expansion (we omit to write the initial conditions) of Pε1 of the type

ε−r exp[−l(y)/ε]
∑

εiCi(y) (5.31)

The function l satisfy a highly non-linear equation (the Hamilton-Jacobi-Belman
equation) and ci(y) satisfy formally a system of linear partial differential equation
in cascade. The cost function in theorem l(x, y) is the solution of the highly non-
linear Hamilton-Jacobi-Belman equation, which is difficult to solve. We don’t have
precise asymptotics, we are interested by logarithmic estimates which are totally
different with a method totally different. On the other hand, generally semi-classical
asymptotics considers the case of the Schrodinger equation.

On Rd we can speak without any difficulty of the symbol of an operator. Poisson
processes, Lévy processes, and jump processes are more or less generated by
pseudo-differential operators whose generator satisfy the maximum principle (See
[10, 13, 21, 22, 24, 28]). We will present pseudo-differential operators with a type
of compensation of stochastic analysis which do not satisfy the maximum principle.
The end of this part is extracted from [35] and [40]. Let us consider the generator
on C∞(Rd )

Lf (x) = (−)l+1
∫
Rd

(f (x + y)− f (x))−
2l∑
i=1

< y⊗i , h⊗i (x) >) h(x, y)|y|2l+d+α dy
(5.32)

α ∈] − 1, 0[ h(x, y) = 0 if |y| > C and h ≥ 0. The measure h(x,y)

|y|2l+d+α dy is called
the Lévy measure.
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Theorem 5.2 If h(x, 0) = 1, L is an elliptic pseudo-differential generator.

Definition 5.3 If h(x, y) = h(y), we will say that L is a generalized Lévy
generator.

Theorem 5.4 Suppose that L is of Lévy type and that h(y) = h(−y). L is positive
symmetric, and therefore admits by ellipticity a self-adjoint extension on L2(Rd),
which generates a contraction semi-group on L2(Rd ) which is still a semi-group on
Cb(R

d).

Remark The symbol a(x, ξ) of the generator is given by

(−)l+1
∫
Rd

(exp[√−1 < y, ξ > −
2l∑
i=1
(
(
√−1 < ξ, y >i)

i!
h(x, y)

|y|2l+d+α dy (5.33)

The Hamiltonian associated is the symbol in real phase. Let us consider a generator
of Lévy type of the previous theorem: it is

(−)l+1
∫
Rd

(exp[< y, ξ > −
l∑
i=1
(
< ξ, y >2i

2i! )
h(x, y)

|y|2l+d+α dy (5.34)

The Hamiltonian is smooth, convex, equal to 1 in 0. Associated to it, we consider
the Lagrangian:

L(p) = sup
ξ

(< ξ, p > −H(ξ)) (5.35)

If t → φt is a piecewise differentiable continuous curve in R
d , we consider its

action
∫ 1
0 dtL(φt , d/dtφt ) = S(φ.)We introduce the control function

l(x, y) = inf
φ0=x;φ1=y

S(φ) (5.36)

Let us recall that (x, y)→ l(x, y) is positive finite continuous.

We consider the generator associated to 1/εa(εξ). This corresponds in the
classical case of jump process where the compensation is only of one term to the
case of a jump process with more and more jumps which are more and more small
[54]. We consider the generator Lε associated to 1/εa(εξ). It generates a semi-
group Pεt . We get:

Theorem 5.5 [Wentzel-Freidlin [35, 40]] When ε → 0, we get ifO is an open ball
of Rd if l + 1 is even:

limε log |Pε1 |[1O](x) ≤ − inf
y∈O l(x, y) (5.37)

Remark For this type of operator,Wentzel-Freidlin estimates are not related to short
time asymptotics.
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6 Application: Some Varadhan Estimates

This part follows closely [43]. Only the mechanism of the integration by part is dif-
ferent from [39]. For large deviation estimates with respect to W.K.B normalization
in the manner of Maslov [45] for non-Markovian operators, we refer to [38] for
instance.

Let us consider the Hamiltonian function from T ∗(G) into R+

H(g, ξ)=
∑

|α|=k,|β|=k
< f (α)1, ξ > · · · < f (α)k , ξ > a(α),(β) < f (β)1, ξ > · · · < f (β)k , ξ >

(6.1)

H(g, p) is positive convex in p. According to the theory of large deviation, we
consider the associated Lagrangian

L(g, ξ) = sup
p
(< ξ, p > −H(g, ξ)) (6.2)

If t → φt is a curve in the group, we consider its action
∫ 1
0 dtL(φt , d/dtφt ) = S(φ.)

We introduce the control function

l(g0, g1) = inf
φ0=g0;φ1=g1

S(φ) (6.3)

Let us recall that (g0, g1)→ l(g0, g1) is positive finite continuous.
We have shown in the previous part that if we consider a small parameter ε and

if we consider the generator ε2k−1L and the semi-group Pεt associated and if g0 and
g1 are not closed , we get for any small ball centered in g1 uniformly:

Limε→0εLog|Pε1 |[1O](g0) ≤ − inf
g1∈O

l(g0, g1) (6.4)

where|Pε1 | is the absolute value of the semi-group (See [38]). See for that the
previous part.

But Pt = P t1 where P ts is the semi-group associated to tL (See [15]). We put
ε = t1/2k−1 such that

Limt→0t
1/2k−1Log|Pt |[1O](g0) ≤ − inf

g1∈O
l(g0, g1) (6.5)

We consider a smooth positive function χ equal to 0 outside O and equal to 1 on a
small open ball centered in g1 smaller than 1.

We would like to apply the mechanism of Malliavin integration by parts to the
measure

h→ Pt [hχ](g0) (6.6)
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such that

|Pt [χf (α)h](g0)| ≤ Ct(−r(α)) exp[−l(g0, g1)+ δ
t1/2k−1

]‖h‖∞ (6.7)

for a small δ. Since (6.7) is true, we have:

Theorem 6.1 When t → 0

Limt→0t
1/2k−1Log|pt (g0, g1)| ≤ −l(g0, g1) (6.8)
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Operator Transformation of Probability
Densities

Leon Cohen

Abstract We describe an operator relation that relates two arbitrary probability
densities. The relation may be thought of as a generalization of the Edgeworth and
Gram–Charlier series of probability theory. We apply the relation to a number of
issues. We generalize to relate a probability distribution with itself but at different
times and show that it can be used to obtain approximate solutions. We apply the
scale operator to the case of the product of two independent random variables, and
generalize the concept of cumulants for that case. An operator relation between the
energy density of a signal and the energy density of the spectrum is obtained. In
addition, we show that the spectral moments of a signal may be expressed in terms
of the Bell polynomials.
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1 Introduction

This paper is based on the following result: Any two probability densities, P1(x) and
P2(x), may be related by

P2(x) = �(A)P1(x) (1)
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where A is any self-adjoint (Hermitian) operator and where � is a function that
will be explicitly given. We call Eq. (1) an operator transformation equation and we
will show that it generalizes the classical Edgeworth and Gram–Charlier methods
of probability theory [18]. It is the aim of this paper to review the issues associated
with Eq. (1) and give a number of new consequences and applications [5–7].

We also generalize the above to the same probability distribution but at different
times,

P(x, t) = �(A(t))P (x, 0) (2)

where P(x, t) is a time dependent probability distribution that is usually obtained
by solving a partial differential equation that governs it. We will show that Eq. (2)
can sometimes be used to circumvent solving the governing equation and to obtain
an approximation.

Notation Operators will be designated by boldface, an exception being the differ-
entiation operator

D = d

dx
(3)

as that is the standard notation. Also, to indicate differentiation with a different
variable we use, for example,

Dy = d

dy
(4)

All integrals go from −∞ to∞ unless otherwise indicated.

A number of our results will involve the so-called complete Bell polynomials,
Bn, which may be defined by the expansion

exp

( ∞∑
i=1
ai
xi

i!

)
=

∞∑
n=0

Bn(a1, . . . , an)
xn

n! (5)

We review the Bell polynomials in the Appendix. The nth Bell polynomial is a
function of n numbers a1, . . . , an.We will often abbreviate the notation and write

Bn(a) = Bn(a1, . . . , an) (6)

No confusion arises because the subscript in Bn(a) indicates the number of a’s,
namely, n of them.
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2 Operator Transformation

The eigenvalue problem for a Hermitian operator, A,

A uθ (x) = θ uθ (x) (7)

results in real eigenvalues, θ , and eigenfunctions, uθ (x), that are complete and
orthogonal

∫
u∗θ ′(x) uθ (x) dx = δ(θ − θ ′) (8)

∫
u∗θ (x ′) uθ (x) dθ = δ(x − x ′) (9)

Any function, f (x), can be expanded as

f (x) =
∫
F(θ) uθ (x) dθ (10)

where

F(θ) =
∫
f (x) u∗θ (x) dx (11)

The function F(θ) is called the transform of f (x) in the domain of the operator A.
Now consider any two densities P1 and P2 and expand them as per Eqs. (10) and

(11)

P1(x) =
∫
N1(θ)uθ(x) dθ (12)

P2(x) =
∫
N2(θ) uθ(x) dθ (13)

where N1 and N2 are given by

N1(θ)=
∫
P1(x)u

∗
θ (x) dx (14)

N2(θ)=
∫
P2(x)u

∗
θ (x) dx (15)
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Starting with P2(x) as given by Eq. (13), we have

P2(x) =
∫
N2(θ)uθ (x)dθ (16)

=
∫
N2(θ)

N1(θ)
N1(θ)uθ(x)dθ (17)

=
∫
�(θ)N1(θ)uθ (x)dθ (18)

where we have defined

�(θ) = N2(θ)

N1(θ)
(19)

In general for any function�(θ), we have that

�(θ)uθ(x) = �(A)uθ(x) (20)

and therefore

P2(x) =
∫
�(A)N1(θ)uθ (x)dθ (21)

= �(A)
∫
N1(θ)uθ (x)dθ (22)

= �(A)P1(x) (23)

which is Eq. (1). We also have that

P1(x) = �−1(A)P2(x) (24)

where

�−1(θ) = N1(θ)

N2(θ)
(25)

2.1 Expectation Values

In certain fields, like time-frequency analysis [2, 4] and the phase-space formulation
of quantum mechanics [11], we also want functions to transform in a manner that
keeps expectation values the same. In particular, suppose we have a real function
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g1(x) whose expectation value with P1(x) is given by

〈g1(x)〉 =
∫
g1(x)P1(x)dx (26)

then we seek a function g2(x) so that its expectation value with P2(x) also gives
〈g1(x)〉 . That is, we want

∫
g2(x)P2(x)dx =

∫
g1(x)P1(x)dx (27)

We emphasize though that this is not usually required for our considerations, but
it is the case in the field of time-frequency distributions such as when we want to
transform from the Wigner distribution to the Margenau–Hill distribution and keep
the expectation values the same. The result we now derive is the one-dimensional
analogue but where the operator is general.

In the left-hand side of Eq. (27) substitute Eq. (1) to obtain

∫
g2(x)P2(x)dx =

∫
g2(x)�(A)P1(x)dx (28)

=
∫ [

�†(A)g2(x)
]∗
P1(x)dx (29)

where�† is the adjoint of �(A). Hence the relation between g1 and g2 is

g1(x) =
[
�†(A)g2(x)

]∗
(30)

Also

g2(x) =
[
�−1†(A)g1(x)

]∗
(31)

Since A is Hermitian Eq. (30) simplifies to

g1(x) = �(A)g2(x) = F2(A)
F1(A)

g2(x) (32)

This is the case even if �(θ) is a complex function.

3 Edgeworth and Gram–Charlier Cases

In standard probability theory, the Edgeworth and Gram–Charlier series are methods
for “correcting” probability distributions [18]. We now show that they are special
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cases of our formulation. For the operator A take

A = iD (33)

We note that iD is Hermitian and the eigenvalue problem

i
d

dx
u(θ, x) = θu(θ, x) (34)

results in the Fourier basis

u(θ, x) = 1√
2π
e−iθx (35)

Expanding the probability in terms if the eigenfunctions

P(x)= 1

2π

∫
M(θ)e−iθx dθ (36)

where

M(θ)=
∫
P(x)eiθx dx (37)

which is the standard characteristic function [13] and where we have used M(θ)
instead of N(θ) to stay with the conventional notation for characteristic functions.

Applying Eq. (1) and (19), we have

P2(x) = �(iD)P1(x) (38)

with

�(θ) = M2(θ)

M1(θ)
(39)

If we write the characteristic functions in the cumulant form [18]

M1(θ) = exp

[ ∞∑
n=1

κ(1)n
in

n! θ
n

]
(40)

M2(θ) = exp

[ ∞∑
n=1

κ(2)n
in

n! θ
n

]
(41)
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where κ(1)n and κ(2)n are the respective cumulants of P1(x) and P2(x), then

�(θ) = M2(θ)

M1(θ)
=

exp
[∑∞

n=1 κ
(2)
n

in

n! θ
n
]

exp
[∑∞

n=1 κ
(1)
n

in

n! θn
] (42)

= exp

[ ∞∑
n=1

(
κ(2)n − κ(1)n

) in
n! θ

n

]
(43)

Therefore, Eq. (1) gives

P2(x) = exp

[ ∞∑
n=1
(κ(2)n − κ(1)n )

in

n! (iD)
n

]
P1(x) (44)

and

P2(x) = exp

[ ∞∑
n=1
(κ(2)n − κ(1)n )

(−1)n
n! Dn

]
P1(x) (45)

Equation (45) holds for any two densities, while historically P1(x) is taken to be
Gaussian distribution,

N(m, σ 2) =
√

1

2πσ 2
exp

[
− (x −m)

2

2σ 2

]
(46)

In that case

P2(x) = exp

[
−(κ(2)1 −m)D + 1

2
(κ
(2)
2 − σ 2)D2 +

∞∑
n=3

κ(2)n
(−i)n
n! Dn

]
N(m, σ 2)

(47)

since for the Gaussian distribution there are only two cumulants. Equation (47) is the
standard formulation of the Edgeworth series [18] while our formulation involves
any two distributions.

3.1 Approximation

One of the standard uses of the Edgeworth series is the approximation of probability
distributions [10]. We now derive an approximation which is somewhat more
general.
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Applying Eq. (5) to Eq. (45) we have that

exp

[ ∞∑
n=1
(κ(2)n − κ(1)n )

(−1)n
n! Dn

]
=

∞∑
n=0

Bn(η1, . . . , ηn)
(−1)n
n! Dn (48)

where

ηn = κ(2)n − κ(1)n (49)

Truncating the series gives an approximation. For example, if one keeps terms up to
D4, one obtains that

P2(x) ∼
[
1− B1D + 1

2
B2D

2 − 1

6
B3D

3 + 1

24
B4D

4 + · · ·
]
P1(x) (50)

The first few Bell polynomials are

B1(η1) = η1 (51)

B2(η1, η2) = η2 + η21 (52)

B3(η1, . . . , η3) = η3 + 3η2η1 + η31 (53)

B4(η1, . . . , η4) = η4 + 4η3η1 + 3η22 + 6η2η21 + η41 (54)

Also, since ηn = κ(2)n − κ(1)n we have, using Eq. (269) of the Appendix

Bn(κ
(2)
1 − κ(1)1 , . . . , κ(2)n − κ(1)n ) =

n∑
i=0

(
n

i

)
Bn−i(κ(2)1 , . . . , κ

(2)
n−i )Bi(−κ(1)1 , . . . ,−κ(2)i )

(55)

3.2 Gram–Charlier Series

Suppose we expand �(θ) in a power series

�(θ) =
∞∑
n=0

anθ
n (56)

in which case

an = 1

n! D
n�(θ)

∣∣
θ=0 =

1

n! D
nM2(θ)

M1(θ)

∣∣∣∣
θ=0

(57)



Operator Transformation of Probability Densities 189

For Eq. (1) with A = iD we have

P2(x) =
∞∑
n=0

ani
nDnP1(x) (58)

One can show that for the case where P1(x) is Gaussian, one obtains the standard
Gram–Charlier series [18].

4 Cumulants

We make some well-known remarks regarding cumulants and characteristic func-
tions as we will generalize the concept for the case of the scale operator [13, 18].
For a random variable, Z, which is the sum of two independent random variables,
X and Y ,

Z = X + Y (59)

the characteristic function of Z, MZ(θ), is

MZ(θ)=
∫∫

PX(x)PY (y)e
iθ(x+y) dxdy =

〈
eiθZ

〉
=
〈
eiθ(X+Y )

〉
=
〈
eiθX

〉 〈
eiθY

〉

(60)

where PX(x) is the probability of x and similarly for y. Hence, the characteristic
function of Z is the product of the characteristic functions of X and Y

MZ(θ) =MX(θ)MY (θ) (61)

Furthermore

lnMZ(θ) = lnMX(θ)+ lnMY(θ) (62)

Now, the characteristic function is expanded in terms of cumulants

MZ(θ) = exp

[ ∞∑
n=1

κ(Z)n

in

n! θ
n

]
(63)

where κ(Z)n are the cumulants of Z. Taking the logarithm

lnMZ(θ) =
∞∑
n=1

κ(Z)n

in

n! θ
n (64)



190 L. Cohen

and using Eq. (62) we have that

lnMZ(θ) =
∞∑
n=1

κ(X)n

in

n! θ
n +

∞∑
n=1

κ(Y )n

in

n! θ
n (65)

and therefore

κ(Z)n = κ(X)n + κ(Y )n (66)

Hence cumulants add while the moments do not, which is one of the fundamental
reasons for the use of cumulants.

The other important issue with cumulants is that they characterize the Gaussian
distribution

P(x)= 1√
2πσ 2

exp

[
− (x −m)

2

2σ 2

]
(67)

in a simple way. In particular, while the Gaussian has an infinite number of moments
it only has two cumulants. That is the case since the characteristic function is
calculated to be

M(θ) = eimθ−σ 2θ2/2 (68)

and hence

lnM(θ) = imθ − σ 2θ2/2 (69)

giving

κ1 = m; κ2 = σ 2 (70)

and all other cumulants are zero. We have reviewed these standard points about
cumulants because we will show how one can have the same type of formulation for
the case where we have a product of independent random variables.

5 Scale Operator and the Product of Random Variables

We now develop the above formulation for the scale operator and show that it can
be used in the consideration of the product of two independent random variables.
The scale operator, C, is [3]

C = 1

2i
(xD +Dx) = 1

i

(
xD + 1

2

)
= 1

i

(
Dx − 1

2

)
(71)
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A basic property of the scale operator is the operation of eiθC on an arbitrary
function, f (x),

eiθC f (x) = eθ/2f (eθx) (72)

That is, eiθC scales the argument of the function by eθ . This is analogous to

eiθK f (x) = f (x + θ) (73)

where K is the frequency operator

K = 1

i

d

dx
(74)

That is, eiθK translates while eiθC scales arguments of a function.
The eigenvalue problem for the scale operator

C γ (θ, x) = θ γ (θ, x) (75)

produces the eigenfunctions

γ (θ, x) = 1√
2π

eiθ lnx√
x
, x ≥ 0 (76)

which are complete and orthogonal,

∫ ∞

0
γ ∗(θ ′, x) γ (θ, x)dx=δ(θ − θ ′) (77)

∫
γ ∗(θ, x ′) γ (θ, x)dθ=δ(x − x ′) x, x ′ ≥ 0 (78)

For a one-sided probability density we define the generalized scale characteristic
function,N(θ), by

N(θ) =
∫ ∞

0

eiθ ln x√
x
P(x)dx =

∫ ∞

0
P(x)x−iθ−1/2dx (79)

with

P(x) = 1

2π

∫
e−iθ ln x√

x
N(θ)dθ (80)

We note that N(θ) is a simply invertible Mellin transform with the complex
argument−iθ + 1/2.
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5.1 Product of Random Variables

Consider a random variable which is the product of two independent random
variables

Z = XY (81)

Then

NZ(θ) = 1√
2π

∫ ∞

0
PX(x)PY (y)

e−iθ ln z√
z
dxdy (82)

= 1√
2π

∫ ∞

0
PX(x)PY (y)

e−iθ ln xy√
xy

dxdy (83)

from which it follows that

NZ(θ) = NX(θ)NY (θ) (84)

and

lnNZ(θ) = lnNX(θ)+ lnNY (θ) (85)

This is analogous to Eq. (62) but note that this would not be the case if we considered
the standard characteristic function instead of N(θ). Expanding NX(θ) and NY (θ)
as

NX(θ) = exp

[ ∞∑
n=0

λ(X)n

in

n! θ
n

]
(86)

NY (θ) = exp

[ ∞∑
n=0

λ(Y )n
in

n! θ
n

]
(87)

where λ(1)n and λ(2)n are the analogues to cumulants, we have

lnNZ(θ) =
∞∑
n=1

λ(X)n

in

n! θ
n +

∞∑
n=1

λ(Y )n
in

n! θ
n (88)

Hence

λ(Z)n = λ(X)n + λ(Y )n (89)



Operator Transformation of Probability Densities 193

In addition we have

�(θ) = N2(θ)

N1(θ)
=

exp
[∑∞

n=1 λ
(Y )
n

in

n! θ
n
]

exp
[∑∞

n=1 λ
(X)
n

in

n! θn
] (90)

= exp

[ ∞∑
n=1

(
λ(Y )n − λ(X)n

) in
n! θ

n

]
(91)

giving

�(C) = exp

[ ∞∑
n=1

(
λ(Y )n − λ(X)n

) in
n!C

n

]
(92)

Therefore any two one-sided densities may be related by

P2(x) = exp

[ ∞∑
n=1

(
λ(Y )n − λ(X)n

) 1

2nn! (xD +Dx)n
]
P1(x) (93)

5.2 Log-Normal Distribution

Suppose we take the log-normal distribution for P1(x),

P1(x) = 1

x
√
2πb2

exp

[
− (lnx − a)

2

2b2

]
(94)

The moments are given by

〈
xn
〉 = ena+n2b2/2 (95)

and we note that there are an finite number of them. The first and second moments
and standard deviation are

〈x〉 = ea+b2/2 (96)〈
x2
〉
= e2a+2b2 (97)

σ 2 = e2a+b2(eb2 − 1) (98)
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Straightforward calculation gives that

N(θ) = exp

[
b2/4− a + iθ(b2 − 2α)− b2θ2

2

]
(99)

and hence

lnN(θ) = b2/4− a + i(b2 − 2α)θ − b2θ2
2

(100)

We see that lnN(θ) has only three terms, that is there are only three λn’s while it
has an infinite number of moments and cumulants. Using Eqs. (96)–(98), one can
express these λn in terms of the moments.

6 Time Dependent Operator Transformation

We now consider applying Eq. (1) to the same distribution but at different times.
That is, we take

P(x, t) = �(A, t)P (x, 0) (101)

where now the generalized characteristic functions are time dependent given by

N(θ, 0)=
∫
P(x, 0)u∗θ (x) dx (102)

N(θ, t)=
∫
P(x, t)u∗θ (x) dx (103)

and where

�(θ, t) = N(θ, t)

N(θ, 0)
(104)

The transformation operator is therefore time dependent

�(A, t) = N(A, t)
N(A, 0)

(105)

We explore the possibility of using Eq. (101) to approximate P(x, t) given
P(x, 0).We consider here the case where A = iD.We rewrite Eqs. (1) - (2) taking
into account that we are dealing with the same distribution but at different times.
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For Eq. (45) we have

P(x, t) = exp

[ ∞∑
n=1
(κn(t)− κn(0) (−1)

n

n! Dn

]
P(x, 0) (106)

where now κn are the time dependent cumulants. For Eq. (48) we have

exp

[ ∞∑
n=1
(κn(t)− κn(0) (−1)

n

n! Dn

]
=

∞∑
n=0

Bn(η1, . . . , ηn)
(−1)n
n! Dn (107)

where

ηn(t) = κn(t)− κn(0) (108)

and the Bell polynomials are time dependent by virtue of the time dependence of
ηn(t). In particular, for example,

B1(η1) = η1 = κ1(t)− κ1(0) (109)

B2(η1, η2) = η2 + η21 =κ2(t)− κ2(0)+ (κ1(t)− κ1(0))2 (110)

and so forth. We note that since the first cumulant is the mean of a distribution and
the second is the square of the standard deviation we can write

η1(t) = 〈x〉t − 〈x〉0 (111)

η2(t) = σ 2t − σ 20 (112)

For the scheme to work, one must be able to obtain the moments without solving
the governing evolution equation for P(x, t). To illustrate the method we give two
examples.

6.1 Example 1

Consider the standard diffusion equation for the probability density, P(x, t),

∂P

∂t
= α∂

2P

∂x2
(113)
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where α is the diffusion constant [1, 19]. Multiply Eq. (113) by x and integrate

∫
x
∂P

∂t
dx = α

∫
x
∂2P

∂x2
dx (114)

The left-hand side gives

∫
x
∂P

∂t
dx = d

dt

∫
xPdx = d

dt
〈x〉t (115)

and for the right-hand side we have, by integration by parts,

α

∫
x
∂2P

∂x2
dx = α

∫
P
∂2

∂x2
xdx = 0 (116)

Therefore

d

dt
〈x〉t = 0 (117)

and

〈x〉t = 〈x〉0 (118)

Now, multiply Eq. (113) by x2 and integrate

∫
x2
∂P

∂t
dx = α

∫
x2
∂2P

∂x2
dx (119)

Following the procedure above, we have

∫
x2
∂P

∂t
dx = d

dt

∫
x2Pdx = d

dt

〈
x2
〉
t

(120)

and

α

∫
x2
∂2P

∂x2
dx = α

∫
P
∂2

∂x2
x2dx = 2α

∫
Pdx = 2α (121)

Therefore

d

dt

〈
x2
〉
t
= 2α (122)
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giving

〈
x2
〉
t
= 2αt +

〈
x2
〉
0

(123)

The standard deviation is given by

σ 2t =
〈
x2
〉
t
− 〈x〉2t = 2αt + σ 20 (124)

Now

B1 = η1 = κ(2)1 − κ(1)1 = 〈x〉t − 〈x〉0 = 0 (125)

B2= η2 + η21 =σ 2t − σ 20 + 〈x〉t − 〈x〉20 = 2αt (126)

Suppose in Eq. (45) we truncate after two terms, then

P(x, t) = exp
[
αtD2

]
P(x, 0) (127)

Further if we approximate by way of Eq. (50) then

P(x, t) ∼
[
1− B1D + 1

2
B2D

2
]
P(x, t) (128)

=
[
1+ atD2

]
P(x, t) (129)

which is seen to be the first two terms of the expansion in Eq. (127).
We now show that in fact Eq. (127) is the exact solution. Let

P(x, 0) = 1

2π

∫
M(θ)e−ixθdθ (130)

and substitute into the right-hand side of Eq. (127)

P(x, t) = exp
[
αtD2

] 1

2π

∫
M(θ, 0)e−ixθdθ (131)

= 1

2π

∫
M(θ, 0)e−ixθ−αtθ2dθ (132)

= 1

2π

∫∫
P(x ′, 0)eix ′θ e−ixθ−αtθ2dθdx ′ (133)

=
√

1

4παt

∫
e−

(x−x′)2
4αt P (x ′, 0)dx ′ (134)
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which we write as

P(x, t) =
√

1

4παt

∫
K(x − x ′, t)P (x ′, 0)dx ′ (135)

where

K(x − x ′, t) =
√

1

4παt

∫
e−

(x−x′)2
4αt (136)

Now, it is well known that K(x, t) is indeed the exact propagator for diffusion
equation (113).

6.2 Example 2

Suppose a probability distribution, P(x, t), satisfies the following differential
equation

∂2P

∂t2
= (v + at)2 ∂

2P

∂x2
− a ∂P

∂x
(137)

where v and a are constants. The basic idea is to solve this differential equation for
P(x, t) given the density, P(x, 0)at time zero. This equation can be solved exactly
but our aim here is to show how the methods developed in the previous section can
be used to approximate the solution. From the differential equations we can obtain
〈x〉t .Multiply Eq. (137) by x and integrate with respect to x

∫
x
∂2P

∂t2
dx = (v + at)2

∫
x
∂2P

∂x2
dx − a

∫
x
∂P

∂x
dx (138)

The first term gives

∫
x
∂2P

∂t2
dx = d2

dt2

∫
xP(x, t) = d2

dt2
〈x〉t (139)

Integration by parts gives zero for the first term on the right-hand side and for the
second term we have

∫
x
∂P

∂x
dx = −

∫
P
∂x

∂x
dx = −

∫
Pdx = −1 (140)
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since P is a probability density. Therefore we have

d2

dt2
〈x〉t = a (141)

whose solution is

〈x〉t = 〈x〉0 + vt + at2/2 (142)

Substituting these values into Eq. (50), and keeping only the first term we have

P(x, t) ∼ [1− B1Dx ]P(x, 0) (143)

=
(
1− η1(t) d

dx

)
P(x, 0) (144)

and therefore

P(x, t) ∼
(
1− (vt + at2/2) d

dx

)
P(x, 0) (145)

Now the exact solution of Eq. (137) is

P(x, t) = P(x − vt − at2/2, 0) (146)

and we can see that the approximate solution is a Taylor expansion in power of
(vt + at2/2) but of course, that would not be known if the exact solution is not
known.

6.3 Example 3

We consider Schrödinger type equations of evolution [14]

i
∂u(x, t)

∂t
= Hu(x, t) (147)

where

P(x, t) = |u(x, t)|2 (148)

In Eq. (147), H is a Hermitian operator that is a function of x and D

H = H(x,D) (149)
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If we solve the differential equation, Eq. (147), then the expected value of an
operator A is given by

〈
An

〉 =
∫
u∗(x, t)Anu(x, t)dx (150)

but of course, the purpose of the method is to circumvent solving Eq. (147). It is
possible to get the moments without solving the equation for u(x, t). That is done
by solving Heisenberg’s equation of motion [14]

i
dA
dt

= [A,H] = AH−HA (151)

The formal solution of this equation is

A(t) = eitHA0e
−itH (152)

which can be expanded in a power series

A(t) =
∞∑
n=0

1

n! [A,H ]n
(
t

ih̄

)n
(153)

= A(0)+ [A,H] t
ih̄
+ 1

2! [[A,H],H]
(
t

ih̄

)2

+ · · · (154)

where [A,H]n is the repeated commutator, evaluated at time zero. Therefore, in
general,

〈A(t)〉 =
∞∑
n=0

1

n! 〈[A,H ]n〉
(
t

ih̄

)n
(155)

Specializing to the case of position and momentum we have

x(t) = eitHx0e−itH (156)

=
∞∑
n=0

1

n! [x,H]n
(
t

ih̄

)n
(157)

= x0 + [x,H] t
ih̄
+ 1

2! [[x,H],H]
(
t

ih̄

)2

+ · · · (158)
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and

p(t) = eitHp0e
−itH (159)

=
∞∑
n=0

1

n! [p,H]n
(
t

ih̄

)n
(160)

= p0 + [p,H] t
ih̄
+ 1

2! [[p,H],H]
(
t

ih̄

)2

+ · · · (161)

where x0 and p0 are the operators at time zero.
Consider the example where we take

H = −D
2

2m
− Fx (162)

where F is a real constant and m is the mass. The exact solution to the Heisenberg
equation of motion are

p(t) = p0 + F t (163)

x(t) = x0 + p0

m
t + F

2m
t2 (164)

Therefore, the position and momentum time-dependent moments are

〈
pn(t)

〉 = 〈
(p0 + F t)n

〉
(165)

〈
xn(t)

〉 =
〈(

x0 + p0

m
t + F

2m
t2
)n〉

(166)

Before continuing we note that the exact solution to Eq. (147) in momentum
space is

û(p, t) = û(p − F t, 0) exp
[
i
(p − F t)3 − p3

6mF

]
(167)

= û(p − F t, 0) exp
[
−i

(
p2t

2m
− pF t

2

2m
+ F 2t3

6m

)]
(168)

where

û(p, t) = 1√
2π

∫
u(x, t)e−ixpdx (169)
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The solution in position space, u(x, t), is given by

u(x, t) = 1√
2π

∫
û(p, t)eixpdp (170)

and can be expressed in terms of Airy functions but we do not do so here.
The momentum probability density at time t , P(p, t), is

P(p, t) = |̂u(p, t)|2 = P(p − F t, 0) (171)

and the position probability density is

P(x, t) = |u(x, t)|2 =
∣∣∣∣ 1√

2π

∫
û(p, t)eixpdp

∣∣∣∣
2

(172)

We now examine the application of our method.We first consider the momentum
distribution. For the Bell polynomials we find that

B1 = η1 = κ(2)1 − κ(1)1 = μ1(t)− μ1(0) = 〈p0〉 + F t − 〈p0〉 = F t (173)

B2 = η2 + η21 = κ2(t)− κ2(0)+ (F t)2 = (F t)2 (174)

Bn = (F t)n (175)

Substituting these values into Eq. (50), we have

P(p, t) ∼
[
1− B1Dp + 1

2
B2D

2
p + · · ·

]
P(p, 0) (176)

=
[
1− F tDp + 1

2
(F t)2D2

p + · · ·
]
P(p, 0) (177)

which is a Taylor series of the exact solution, Eq. (171). Note that we have avoided
solving the equation of motion, Eq. (147).

We now consider the same problem in position space. We just keep the first and
second moments

x2(t) = x20 +
t

m
(x0p0 + p0x0)+

(
x0
F

m
+ p2

0

m2

)
t2 + p0

F

m2 t
3 + F 2

4m2 t
4

(178)

〈
x2(t)

〉
=
〈
x20
〉
+ t

m
〈(x0p0 + p0x0)〉 +

(
〈x0〉 F

m
+

〈
p2
0

〉
m2

)
t2

+ 〈p0〉 F
m2 t

3 + F 2

4m2 t
4 (179)
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to obtain

B1 = η1 = κ(2)1 − κ(1)1 = μ1(t)− μ1(0) (180)

= 〈x0〉 + 〈p0〉
m
t + F

2m
t2 − 〈x0〉 = 〈p0〉

m
t + F

2m
t2 (181)

B2 = η2 + η21 = κ2(t)− κ2(0)+
( 〈p0〉
m
t + F

2m
t2
)2

(182)

= σ 2x (t)− σ 2x (0)+
( 〈p0〉
m
t + F

2m
t2
)2

(183)

= t

m

{
〈(x0p0 + p0x0)〉 − 2 〈x0〉 〈p0〉

m

}
+ σ 2p

m2 t
2 +

( 〈p0〉
m
t + F

2m
t2
)2

(184)

Thus, the probability density of position at time t goes as

P(x, t) ∼

⎡
⎢⎢⎢⎣

1−
( 〈p0〉
m
t + F

2mt
2
)
D

+ 1
2

⎛
⎝

t
m

{
〈(x0p0 + p0x0)〉 − 2 〈x0〉 〈p0〉m

}

+ σ 2p

m2 t
2 +

( 〈p0〉
m
t + F

2mt
2
)2

⎞
⎠

2

D2 + · · ·

⎤
⎥⎥⎥⎦P(x, 0)

where we have terms up to D2. We have not examined the accuracy of the
approximation.

7 Signal Processing Case

One of the remarkable aspects of signal analysis and quantum mechanics is that
while they deal with densities and expectation values, the method of calcula-
tion is strange as they deal with wave functions and signals. Our aim in this
section is to explore the application of Eq. (1) to wave functions and signals
and their corresponding densities. The quantum case and the signal analysis case
are similar, and for the sake of concreteness we deal with the signal analysis
case.

First, we point that the steps leading to Eq. (1) did not use any particular aspects
of a probability density, and therefore we can write that for any two functions, f2(x)
and f1(x), we have

f2(x) = �(A)f1(x) (185)
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where

f1(x) =
∫
N1(θ)uθ (x) dθ (186)

f2(x) =
∫
N2(θ) uθ(x) dθ (187)

and where N1 and N2 are given by

N1(θ)=
∫
f1(x)u

∗
θ (x) dx (188)

N2(θ)=
∫
f2(x)u

∗
θ (x) dx (189)

We now take f1(x) to be a time signal and call it s(t). Instead of writing f (x)
we write f (k) since we are now dealing with physical quantities and naming with a
different letter namely, k, is helpful and makes the variables clearer. Hence we write
the above as

f (k) = �(A)s(t) (190)

where

�(θ) = Nf (θ)

Ns(θ)
(191)

and where

s(t) =
∫
Ns(θ)uθ (t) dθ (192)

f (k) =
∫
Nf (θ) uθ (k) dθ (193)

N1 and N2 are given by

Ns(θ)=
∫
s(t)u∗θ (t) dt (194)

Nf (θ)=
∫
f (k)u∗θ (k) dk (195)
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7.1 Operator Relation Between the Energy Density and Energy
Density Spectrum

For a signal s(t) whose spectrum is defined by

S(ω) = 1√
2π

∫
s(t) e−iωt dt (196)

the energy density |s(t) |2 and the energy density spectrum is | S(ω) |2. Since they
are both proper densities we have

| S(ω) |2 = �(iDt) |s(t) |2 (197)

where now

�(θ) = Mω(θ)

Mt (θ)
(198)

and where one has to substitute ω for t after the operation in the left-hand side of
Eq. (197) is carried out. The characteristic functions are

Mt(θ)=
∫
|s(t) |2 eiθt dt (199)

Mω(θ)=
∫
| S(ω) |2eiθω dω (200)

Notational Issue In the usual formulation as per Eq. (1), the variable x appears on
both sides, and of course the mathematics does not care what symbols are used. On
the other hand, Eq. (197) seemingly does not make sense because it mixes time and
frequency which of course are not the same from a physical point of view. However,
we can write

| S(ω) |2 = �(iDω) |s(ω) |2 (201)

keeping in mind that we have substituted ω for t in Eq. (197) only for notational
consistency.

Example Consider the signal

s(t) = (α/π)1/4 e−αt2/2+iβt2/2+iω0t (202)
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whose spectrum is

S(ω)= (α/π)1/4√
α − iβ exp

[
−α(ω − ω0)

2

2(α2 + β2) − i
β(ω − ω0)2
2(α2 + β2)

]
(203)

The energy density and the energy density spectrum are, respectively,

|s(t) |2 = (α/π)1/2 e−αt2 (204)

and

| S(ω) |2=
√

α

π(α2 + β2) e
−α(ω−ω0)2/(α2+β2) (205)

The corresponding characteristic functions are calculated to be

Mt(θ) = (α/π)1/2
∫
e−αt2+iθ t dt = e−θ2/(4α) (206)

and

Mω(θ) =
√

α

π(α2 + β2)
∫
e−α(ω−ω0)2/(α2+β2)eiθωdω (207)

= eiθω0e−(α2+β2)θ2/(4a) (208)

giving that

M2(θ)

M1(θ)
= eiθω0e−(α2+β2−1)θ2/(4a) (209)

Hence

�(iD) = e−Dω0+(α2+β2−1)D2/(4a) (210)

We therefore have that

| S(ω) |2= e−Dω0+(α2+β2−1)D2/(4a) |s(ω) |2 (211)

or explicitly

√
α

π(α2 + β2) e
−α(ω−ω0)2/(α2+β2) = (α/π)1/2e−Dω0+(α2+β2−1)D2/(4a) e−αω2

(212)
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7.2 Operator Relation Between a Signal and Spectrum

In this section we explore the possibility of connecting the spectrum with the signal
by way of

S(ω) = �(iDt)s(t) (213)

where

S(ω) = 1√
2π

∫
s(t) e−iωt dt (214)

For this case

�(θ) = Nf (θ)

Ns(θ)
(215)

where N1 and N2 are given by

Ns(θ)=
∫
s(t)eiθt dt = √

2πS(−θ) (216)

Nf (θ)=
∫
S(ω)eiθω dω = √2πs(θ) (217)

Therefore we have that

S(ω) = �(iD)s(t) (218)

or

S(ω) = �(iD)s(t) = Nf (iDt)

Ns(iDt)
s(t) (219)

Using the notation indicated in the previous section

S(ω) = S(−iDω)
s(iDω)

s(ω) (220)

Another interesting operational formula derived by Ben-Benjamin (private com-
munication, 2018) is to start with

S(ω) = 1√
2π

∫
s(t) e−iωt dt (221)
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and write

S(ω) = 1√
2π

∫
s(iDω) e

−iωt dt (222)

= 1√
2π
s(iDω)

∫
e−iωt dt (223)

and therefore

S(ω) = √2πs(iDω)δ(ω) (224)

where δ(ω) is the Dirac delta function.
Suppose now

N1(θ) = exp

[ ∞∑
n=0

δ(1)n
in

n! θ
n

]
(225)

N2(θ) = exp

[ ∞∑
n=0

δ(2)n
in

n! θ
n

]
(226)

where δ(1)n and δ(2)n are physical quantities that characterize the signal and spectrum.
Using Eq. (215) we have

�(θ) = N2(θ)

N1(θ)
= exp

[ ∞∑
n=0

(
δ(2)n − δ(1)n

) in
n! θ

n

]
(227)

and

�(iD) = exp

[ ∞∑
n=0

(
δ(2)n − δ(1)n

) (−1)n
n! Dnt

]
(228)

Therefore

S(ω) = exp

[ ∞∑
n=0
(δ(2)n − δ(1)n )

(−1)n
n! Dnω

]
s(ω) (229)

This relates the spectrum with the signal by way of an operator relation. We
emphasize that λn are not cumulants or moments and their meaning will be
discussed in another paper.
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8 Relation Between Spectral Moments and Phase
and Amplitude

One of the strange aspects of signal analysis is that one cannot relate the spectral
moments directly to the time moments. That is the same situation in quantum
mechanics where one cannot simply connect the momentum moments with the
spatial moments. We consider here relating the spectral moments to the phase and
amplitude of the signal. In this section

D = d

dt
(230)

The spectral moments are given by

〈
ωn

〉 =
∫
ωn |ϕ(ω)|2 dω = 1

in

∫
s∗(t)Dns(t)dt (231)

We want to express the spectral moments in terms of the amplitude, a(t),and phase,
ϕ(t), of the signal

s(t) = a(t)eiϕ(t) (232)

This problem has been considered previously [8, 9, 12, 16, 17], but here we give a
formulation that involves the Bell polynomials. Starting with

〈
ωn

〉 = 1

in

∫
a(t)e−iϕ(t)Dna(t)eiϕ(t)dt (233)

we have

〈
ωn

〉 = 1

in

∫
a(t)

n∑
k=0

(
n

k

)(
Dn−ka(t)

)
e−iϕ(t)Dkeiϕ(t) (234)

Using Eq. (271) of the appendix we have

e−iϕ(t)Dkeiϕ(t) = Bk(iϕ′, iϕ′′, . . . , iϕ(k)) (235)

and therefore

〈
ωn

〉 = 1

in

∫
a(t)

n∑
k=0

(
n

k

)(
Dn−ka(t)

)
Bk(iϕ

′, iϕ′′, . . . , iϕ(k))dt (236)
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Also,

〈
ωn

〉 = 1

in

∫
elna

n∑
k=0

(
n

k

)(
Dn−kelna

)
Bk(iϕ

′, iϕ′′, . . . , iϕ(k))dt (237)

If we call

μ(t) = ln a(t) (238)

then
(
Dn−kelna

)
= elnaBn−k(μ′, μ′′, . . . , μ(n−k)) (239)

and we have that

〈
ωn

〉 = 1

in

∫
a2(t)

n∑
k=0

(
n

k

)
Bn−k(μ′, μ′′, . . . , μ(n−k))Bk(iϕ′, iϕ′′, . . . , iϕ(k))dt =

(240)

1

in

n∑
k=0

(
n

k

) 〈
Bn−k(μ′, μ′′, . . . , μ(n−k))Bk(iϕ′, iϕ′′, . . . , iϕ(k))

〉
(241)

In addition, depending on whether n is odd or even, further simplification is
possible. For even n = 2N , Eq. (236) becomes

〈
ω2N

〉
= (−1)N

∫
a(t)

2N∑
k=0

(
2N

k

)(
D2N−ka(t)

)
Bk(iϕ

′, iϕ′′, . . . , iϕ(k))dt

(242)

However, since the expectation value is real we have that

〈
ω2N

〉
= (−1)N

∫
a(t)

2N∑
k=0

(
2N

k

)(
D2N−ka(t)

)
ReBk(iϕ

′, iϕ′′, . . . , iϕ(k))dt

(243)

0 = (−1)N
∫
a(t)

2N∑
k=0

(
2N

k

)(
D2N−ka(t)

)
ImBk(iϕ′, iϕ′′, . . . , iϕ(k))dt (244)

Also, for this case we can start with

〈
ω2N

〉
=
∫ ∣∣∣DNs(t)

∣∣∣2 dt (245)
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which leads to

〈
ω2N

〉
=
∫ ⎧⎨

⎩
(
N∑
k=0

(
N

k

)(
DN−ka(t)

)
ReBk)

)2

+
(
N∑
k=0

(
N

k

)(
DN−ka(t)

)
ImBk)

)2
⎫⎬
⎭ dt
(246)

If n is odd and equal to 2N + 1

〈
ω2N+1〉 = (−1)N

i

∫
a(t)

n∑
k=0

(
n

k

)(
Dn−ka(t)

)
Bk(iϕ

′, iϕ′′, . . . , iϕ(k))dt

(247)

which gives

〈
ω2N+1〉 = (−1)N+1

∫
a(t)

2N+1∑
k=0

(
2N + 1

k

)(
D2N+1−ka(t)

)
Re iBk(iϕ

′, iϕ′′, . . . , iϕ(k))

(248)

= (−1)N
∫
a(t)

2N+1∑
k=0

(
2N + 1

k

)(
D2N+1−ka(t)

)
ImBk(iϕ

′, iϕ′′, . . . , iϕ(k))

(249)

In addition, by writing

〈
ω2N+1〉 = 1

i2N+1

∫
s∗(t)D2N+1s(t)dt (250)

=
∫ {(

1

iN
DNs(t)

)(
1

iN+1
DN+1s(t)

)}
dt (251)

=
∫ {(

1

iN
DNa(t)e−iϕ(t)

)(
1

iN+1
DN+1a(t)eiϕ(t)

)}
(252)

one obtains

〈
ω2N+1〉 = 1

i2N+1

∫ (
N∑
k=0

(
N

k

)(
DN−ka

)
Bk(−iϕ′,−iϕ′′ . . .)

)

×
(
N+1∑
k=0

(
N + 1

k

)(
DN+1−ka

)
Bk(iϕ

′, iϕ′′ . . .)
)
dt (253)
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Polleti Formulation Another formulation is to define, following Polleti [16, 17],
the dynamical signal β(t) by

β(t) = a′

a
+ iϕ′ = d

dt
(ln a + iϕ) (254)

which gives that

Ds(t) = β(t)s(t) (255)

and furthermore

Dns(t) = βn(t)s(t) (256)

where the βn(t) may be calculated recursively [16, 17]

βn(t) = βn(t) (β1(t)+D lnβn(t)) (257)

This formulation was used by Poletti in his study of conditional moments.
Writing

s(t) = elna+iϕ(t) (258)

then

〈
ωn

〉 = 1

in

∫
elna−iϕ(t)Dneln a+iϕ(t)dt (259)

= 1

in

∫
e2 lnae− lna−iϕ(t)Dnelna+iϕ(t)dt (260)

which gives

〈
ωn

〉 = 1

in

∫
elna−iϕ(t)Dnelna+iϕ(t)dt (261)

= 1

in

∫
a2(t)Bk(β1(t)s(t), β2(t)s(t) . . . βn(t)s(t))dt (262)

= 1

in
〈Bk(β1(t)s(t), β2(t)s(t) . . . βn(t)s(t))〉 (263)

That is,

〈
ωn

〉 = 1

in
〈Bk(β1(t)s(t), β2(t)s(t) . . . βn(t)s(t))〉 (264)
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Appendix: Bell Polynomials

The complete Bell polynomials, Bn, may be defined by the expansion [15]

exp

( ∞∑
k=1

ai
xi

k!

)
=

∞∑
n=0

Bn(a1, . . . , an)
xn

n! (265)

where

Bn(a1, . . . , an) = dn

dxn
exp

( ∞∑
k=1

ai
xi

k!

)∣∣∣∣∣
x=0

. (266)

They satisfy the following recurrence relation

Bn+1(a1, . . . , an+1) =
n∑
i=0

(
n

i

)
Bn−i (a1, . . . , an−i )ai+1, (267)

with

B0 = 1 (268)

also,

Bn(a1 + b1, . . . , an + bn) =
n∑
i=0

(
n

i

)
Bn−i (a1, . . . , an−i )Bi(b1, . . . , bi).

(269)

For a function f (x), the nth derivative of ef (x) may be expressed in terms of the
Bell polynomials

Dnef (x) = ef (x)Bn(f ′, f ′′, . . . , f (n)) (270)

and

e−f (x)Dnef (x) = Bn(f ′, f ′′, . . . , f (n)) (271)

The first few polynomials are

B0 = 1, (272)

B1(x1) = x1 (273)
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B2(x1, x2) = x21 + x2 (274)

B3(x1, x2, x3) = x31 + 3x1x2 + x3 (275)

B4(x1, x2, x3, x4) = x41 + 6x21x2 + 4x1x3 + 3x22 + x4 (276)
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The Time-Frequency Interference Terms
of the Green’s Function for the Harmonic
Oscillator

Lorenzo Galleani

Abstract The harmonic oscillator is a fundamental prototype for all types of
resonances, and hence plays a key role in the study of physical systems governed
by differential equations. The time-frequency representation of its Green’s function,
obtained through the Wigner distribution, reveals the time-varying frequency struc-
ture of resonances. Unfortunately, the Wigner distribution of the Green’s function
is affected by strong interference terms with a highly oscillatory structure. We
characterize these interference terms by evaluating the ambiguity function of the
Green’s function. The obtained result shows that, in the ambiguity domain, the
interference terms are localized and separate from the resonance component, and
hence they can be reduced by a proper filtering.

Keywords Time-frequency analysis · Interference terms · Green’s function ·
Harmonic oscillator

Mathematics Subject Classification (2000) 60H10

1 Introduction

Differential equations model a wide variety of deterministic and random physical
phenomena. A common approach to study them are transformation techniques, such
as frequency analysis (the Fourier transform) [1] and the Laplace transform [2].
An effective approach is also time-frequency analysis [3, 4], a body of techniques
for the characterization of signals whose frequency content changes with time.
Conversely from frequency analysis, where the Fourier transform connects the time
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and frequency domains, in time-frequency analysis there are infinite time-frequency
representations, or distributions, such as the Wigner distribution [3, 5, 6]

Wx(t, ω) = 1

2π

∫ +∞

−∞
x∗(t − τ/2)x(t + τ/2)e−iτωdτ. (1)

In [7] we have obtained the Wigner distribution of the Green’s function for the
harmonic oscillator, a fundamental model for resonant phenomena defined as

d2x(t)

dt2
+ 2μ

dx(t)

dt
+ ω2

0x(t) = f (t), (2)

where f (t) is the forcing term, or input, x(t) is the solution, also referred to as output
or response, and we consider the case μ < ω0, which gives rise to a resonance at
the frequency

ωc =
√
ω2
0 − μ2. (3)

The Green’s function is defined as the solution h(t) when the forcing term is a Dirac
delta function [8]. Since the delta function is the ideal impulse, the Green’s function
is also referred to as the impulse response. The advantage of the Green’s function is
that, for any forcing term, the solution of (2) can be written through the convolution
integral

x(t) =
∫ +∞

−∞
h(t − t ′)f (t ′)dt ′. (4)

The convolution property holds also in the time-frequency domain [3]

Wx(t, ω) =
∫ +∞

−∞
Wh(t − t ′, ω)Wf (t ′, ω)dt ′. (5)

The Green’s function is a cornerstone for the analysis and design of physical systems
and devices, and it can be used for any ordinary differential equation with constant
coefficients [1], as well as for partial differential equations.

The Wigner distribution of the Green’s function for the harmonic oscillator is
given by [7]

Wh(t, ω)= 1

4ω2
c

WhL(t, ω − ωc)+
1

4ω2
c

WhL(t, ω + ωc)−
1

2ω2
c

WhL(t, ω) cos 2ωct,

(6)

where

WhL(t, ω) = u(t)e−2μt
sin 2ωt

πω
(7)
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is the Wigner distribution of the Green’s function hL(t) corresponding to the first-
order differential equation

dx(t)

dt
+ μx(t) = f (t), (8)

and u(t) is the Heaviside step function defined as u(t) = 1 for t ≥ 0, and u(t) = 0
for t < 0. When f (t) is white Gaussian noise, (8) is the Langevin equation [9],
a fundamental model for random phenomena. The quantity μ > 0 is referred to
as the damping coefficient. Unfortunately, due to its quadratic nature, the Wigner
distribution is affected by interference terms, highly oscillatory components which
make the understanding and interpretation of the time-frequency structure of signals
a difficult problem [10–12]. A common approach to reduce the interference terms is
to Fourier transform the Wigner distribution, thus obtaining the ambiguity function
[3]. Because of their oscillatory behavior, in the ambiguity domain the interference
terms are mostly located away from the origin, and they can be therefore reduced
by a proper lowpass filtering [4].

We obtain the ambiguity function of the Green’s function for the harmonic
oscillator, and we show that, similarly to the Wigner distribution Wh(t, ω), it can
be written with respect to the ambiguity function of the Langevin equation. The
time-frequency interference terms of the Green’s function have a simple structure in
the ambiguity domain, which we discuss in detail. Our results can pave the way for
the design of interference mitigation filters which take advantage of the structure of
the differential equation defining the signal x(t).

We note that an alternative approach for the time-frequency study of differential
equations is to transform the differential equation in the time domain to an
equivalent differential equation in the time-frequency domain, whose structure is
often more complicated than the original equation, but whose solution is often easier
to get and more revealing than in the time-domain [13–16].

The article is organized as follows. In Sect. 2 we define the ambiguity function
and give some of its properties. In Sect. 3 we obtain the ambiguity function for
the Langevin equation and for the harmonic oscillator, and we use it to discuss the
structure of the interference terms of these differential equations. Finally, Sect. 4
summarizes the obtained results.

2 The Ambiguity Function

The ambiguity function of a signal x(t), also referred to as the characteristic
function, is defined as [3]

Ax(θ, τ ) =
∫ +∞

−∞
x∗(t − τ/2)x(t + τ/2)eiθtdt, (9)



218 L. Galleani

and it plays a fundamental role in radars, where θ is the Doppler frequency and τ
the time delay. This definition is known as the symmetric ambiguity function, and it
is connected through a Fourier transformation to the Wigner distribution,

Ax(θ, τ ) =
+∞∫

−∞

+∞∫

−∞
W(t, ω)eiθt+iτωdtdω. (10)

Therefore, the magnitude |Ax(θ, τ )| describes the oscillatory structure of the time-
frequency representation of x(t). Actually, (10) is an inverse Fourier transform, but
since the Wigner distribution is real, then |Ax(θ, τ )| is even with respect to θ and
τ , and therefore adopting a definition for Ax(θ, τ ) which connects it to the Wigner
distribution through a direct Fourier transformation would not change |Ax(θ, τ )|.
The cross-ambiguity function of two signals x(t) and y(t) is defined as

Ax,y(θ, τ ) =
∫ +∞

−∞
x∗(t − τ/2)y(t + τ/2)eiθtdt. (11)

We now give some properties of the ambiguity function which are useful for our
analysis. These properties can be easily proved from definition (9) and from (10).

Multiplication by a Constant If

y(t) = cx(t), (12)

then

Ay(θ, τ ) = |c|2 Ax(θ, τ ). (13)

Multiplication by Constants (Cross-Ambiguity Function) If

y1(t) = c1x1(t), (14)

y2(t) = c2x2(t), (15)

then

Ay1,y2(θ, τ ) = c∗1c2Ax1,x2(θ, τ ). (16)

Complex Frequency Modulation When

y(t) = x(t)eiω0t , (17)

it is

Ay(θ, τ ) = Ax(θ, τ )eiω0τ . (18)
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Complex Frequency Modulation (Cross-Ambiguity Function) When

x1(t) = x(t)eiω0t , (19)

x2(t) = x(t)e−iω0t , (20)

it is

Ax1,x2(θ, τ ) = Ax(θ − 2ω0, τ ). (21)

Sum of Two Signals If

y(t) = x1(t)+ x2(t), (22)

then

Ay(θ, τ ) = Ax1(θ, τ )+ Ax2(θ, τ )+ Ax1,x2(θ, τ )+ Ax2,x1(θ, τ ). (23)

Real Frequency Modulation From the previous properties, if

y(t) = x(t) sinω0t, (24)

then

Ay(θ, τ ) = 1

2
Ax(θ, τ ) cosω0τ − 1

4
Ax(θ − 2ω0, τ )− 1

4
Ax(θ + 2ω0, τ ). (25)

Sum of Two Wigner Distributions If

Wy(t, ω) = c1Wx1(t, ω)+ c2Wx2(t, ω), (26)

then

Ay(θ, τ ) = c1Ax1(θ, τ )+ c2Ax2(θ, τ ). (27)

Frequency Translation of the Wigner Distribution If

Wy(t, ω) = Wx(t, ω − ω0), (28)

then

Ay(θ, τ ) = Ax(θ, τ )eiω0τ . (29)

Complex Frequency Modulation of the Wigner Distribution If

Wy(t, ω) = Wx(t, ω)eiω0t , (30)
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then

Ay(θ, τ ) = Ax(θ + ω0, τ ). (31)

Real Frequency Modulation of the Wigner Distribution By using the previous
properties, if

Wy(t, ω) = Wx(t, ω) cosω0t, (32)

then

Ay(θ, τ ) = 1

2
Ax(θ + ω0, τ )+ 1

2
Ax(θ − ω0, τ ). (33)

3 The Interference Terms of the Harmonic Oscillator

We first obtain the ambiguity function AhL(θ, τ ) of the Green’s function for the
Langevin equation (8), and then we use it to obtain the ambiguity functionAh(θ, τ )
of the Green’s function for the harmonic oscillator (2).

3.1 The Ambiguity Function for the Langevin Equation

The Green’s function of the Langevin equation (8) is given by [1]

hL(t) = u(t)e−μt . (34)

The corresponding ambiguity function is given by

AhL(θ, τ ) =
∫ +∞

−∞
h∗L(t − τ/2)hL(t + τ/2)eiθtdt, (35)

=
∫ +∞

−∞
u(t − τ/2)u(t + τ/2)e(−2μ+iθ)tdt. (36)

We note that

u(t − τ/2)u(t + τ/2) = u(t − τ/2), for τ ≥ 0, (37)

u(t − τ/2)u(t + τ/2) = u(t + τ/2), for τ < 0. (38)

Therefore

u(t − τ/2)u(t + τ/2) = u(t − |τ | /2). (39)
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Substituting,

AhL(θ, τ ) =
∫ +∞

−∞
u(t − |τ | /2)e(−2μ+iθ)tdt, (40)

=
∫ +∞

|τ |/2
e(−2μ+iθ)t dt. (41)

Finally,

AhL(θ, τ ) =
e(−μ+iθ/2)|τ |

2μ− iθ . (42)

In the appendix we confirm this result by (inverse) Fourier transforming the
Wigner distribution WhL(t, ω) in (7), whose oscillatory structure is described by
the magnitude

∣∣AhL(θ, τ )∣∣ = e−μ|τ |√
4μ2 + θ2 . (43)

To illustrate our result, we show WhL(t, ω) in Fig. 1, and
∣∣AhL(θ, τ )

∣∣ in Fig. 2,
for the case μ = 5. From Fig. 1 we see that, at t = 0, the delta function at the
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Fig. 1 Wigner distribution of the Green’s function for the Langevin equation. The delta function
at the input generates a time-frequency response made by an initial spread over all frequencies,
which then concentrates on the zero frequency. This first-order equation can be interpreted as a
system with a resonance at the zero frequency. The arc-shaped waves propagating from the origin
are interference terms
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Fig. 2 Magnitude of the ambiguity function of the Green’s function for the Langevin equation.
This function has a peak at the origin of the ambiguity plane, and has tails on the θ and τ axes.
These tails are mainly due to the interference terms of the Wigner distributionWhL(t, ω) in Fig. 1

input generates an initial spread over all frequencies, which then concentrates on the
zero frequency. Therefore, this first-order equation can be interpreted as a resonant
system whose resonance frequency is zero. The arc-shaped waves propagating from
the origin of the ambiguity plane are interference terms. As Fig. 2 shows, the
frequency spectrum of the Wigner distribution WhL(t, ω) is mainly concentrated
on the origin, an expected result since

∣∣AhL(θ, τ )∣∣ is made by the product of

the Cauchy-like distribution 1/
√
4μ2 + θ2 and the symmetric exponential function

e−μ|τ |. The tails of the ambiguity function are mainly due to the interference terms
of WhL(t, ω), which oscillates more than the resonant component at ω = 0. The
component at t = 0 contributes also to the tails of the ambiguity function.

3.2 The Ambiguity Function for the Harmonic Oscillator

The Green’s function for the harmonic oscillator can be written as [7]

h(t) = 1

ωc
hL(t) sinωct. (44)

By using the properties (13) and (25) we immediately obtain

Ah(θ, τ )= 1

2ω2
c

AhL(θ, τ ) cosωcτ−
1

4ω2
c

AhL(θ − 2ωc, τ )− 1

4ω2
c

AhL(θ + 2ωc, τ ).

(45)



Interference Terms of the Time-Frequency Green’s Function 223

An alternative way to derive this result is to apply the properties (27), (29), and (33)
toWh(t, ω) in (6), obtaining

Ah(θ, τ ) = 1

4ω2
c

AhL(θ, τ )e
iωcτ + 1

4ω2
c

AhL(θ, τ )e
−iωcτ (46)

− 1

4ω2
c

AhL(θ + 2ωc, τ )− 1

4ω2
c

AhL(θ − 2ωc, τ ). (47)

Combining the first two terms returns (45).
To illustrate our result, we show Wh(t, ω) in Fig. 3 and |Ah(θ, τ )| in Fig. 4,

for μ = 5 and ωc = 60. From Fig. 3 we see that the input delta function
at t = 0 generates an initial spread over all frequencies, which eventually
concentrates on the resonance frequency ωc, and on its symmetric counterpart at
−ωc. The oscillating components between these two resonances are interference
terms. From (6), aside from the constants, the resonance at frequencyωc is described
by the term WhL(t, ω − ωc) (its negative counterpart byWhL(t, ω + ωc)), whereas
the interference terms between the two resonances are described by the oscillating
term WhL(t, ω) cos 2ωct . Figure 4 shows that the ambiguity function is made by
three components. The component centered about the origin represents the resonant
components at ωc and −ωc, which are merged in the single term AhL(θ, τ ) cosωcτ
in (45). In the ambiguity domain, the interference terms are instead split up in the
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Fig. 3 Wigner distribution of the Green’s function for the harmonic oscillator. The delta function
at the input generates a time-frequency response made by an initial spread over all frequencies,
which then concentrates on the resonant frequency ωc, as well as on its symmetric counterpart at
−ωc. The oscillating components centered about the time axis are interference terms
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Fig. 4 Magnitude of the ambiguity function of the Green’s function for the harmonic oscillator.
This function is made by three components. The first has a peak at the origin, and it represents the
resonances at ωc and −ωc, merged together in the ambiguity domain. The other two components
are located on the τ = 0 axis, at θ = 2ωc and θ = −2ωc , and they represent the interference
terms of the Wigner distributionWh(t, ω) in Fig. 3. These interference terms can be filtered out by
a proper masking of the ambiguity function

two termsAhL(θ−2ωc, τ ) andAhL(θ+2ωc, τ ) in (45), which, in Fig. 4, correspond
to the two components centered about θ = 2ωc, τ = 0, and θ = −2ωc, τ = 0.

The interference terms can be reduced by filtering the ambiguity function through
the product

Mh(θ, τ ) = G(θ, τ )Ah(θ, τ ), (48)

where G(θ, τ ) is the filter and Mh(θ, τ ) is the filtered ambiguity function. Since,
as previously discussed, the interference terms are located on the τ = 0 axis and
centered about the frequencies ±2ωc, an effective choice for the cut-off frequency
θc of the filter can be θc < ωc. Therefore, the specifications for the lowpass filter
are |G(θ, τ )| = 1 for θ ≤ θc, and |G(θ, τ )| = 0 for θ > θc, whereas no
filtering is needed on the τ axis. Because of (3), the parameters of the interference
mitigation filter are linked to the coefficients μ and ω0 of the differential equation
governing the harmonic oscillator. We also note that, in the time-frequency domain,
the filtering (48) corresponds to the smoothing [3]

Ch(t, ω) =
∫ +∞

−∞

∫ +∞

−∞
g(t − t ′, ω − ω′)Wh(t ′, ω′)dt ′dω′, (49)
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where

g(t, ω) = 1

4π2

∫ +∞

−∞

∫ +∞

−∞
G(θ, τ )e−iθ t−iτωdθdτ. (50)

Note that, in general, the filtering (48) does not produce a proper Wigner
distribution, because not every real function of time and frequency is a Wigner dis-
tribution. This fact is known as the representability problem [3]. Anyway, filtering is
advantageous because the resulting smoothedWigner distribution clearly highlights
the time-frequency spectrum of systemsmodeled by differential equations, as shown
in [14].

Furthermore, for an arbitrary input f (t), the Wigner distributionWx(t, ω) of the
output of the harmonic oscillator is given by the convolution (5) between theWigner
distributionWh(t, ω) of the impulse response and the Wigner distributionWf (t, ω)
of the input. Clearly, Wf (t, ω) is, in general, affected by interference terms, which
can be strong, and, consequently, the resulting outputWx(t, ω) can also have strong
interference terms. In general, the structure of such interference terms depends on
the type of input signal. Nevertheless, they will have a highly oscillatory nature,
therefore the common countermeasure of smoothing them can still be applied.

4 Summary of Results

The Langevin equation defined as

dx(t)

dt
+ μx(t) = f (t), (51)

with damping coefficient μ > 0 has a Green’s function given by

hL(t) = u(t)e−μt , (52)

whose corresponding ambiguity function is

AhL(θ, τ ) =
e(−μ+iθ/2)|τ |

2μ− iθ . (53)

The harmonic oscillator defined as

d2x(t)

dt2
+ 2μ

dx(t)

dt
+ ω2

0x(t) = f (t), (54)
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where μ < ω0, has a Green’s function given by

h(t) = 1

ωc
hL(t) sinωct, (55)

where

ωc =
√
ω2
0 − μ2. (56)

The corresponding ambiguity function is given by

Ah(θ, τ )= 1

2ω2
c

AhL(θ, τ ) cosωcτ−
1

4ω2
c

AhL(θ − 2ωc, τ )− 1

4ω2
c

AhL(θ + 2ωc, τ ).

(57)

5 Conclusions

We have obtained the ambiguity function of the Green’s function for the harmonic
oscillator. The obtained result has a simple connection to the ambiguity function
of the Green’s function for the Langevin equation. The ambiguity function for the
harmonic oscillator is made by three terms. The first, centered about the origin of
the ambiguity domain, describes the resonant behavior of the harmonic oscillator.
The second and third terms, located away from the origin of the ambiguity domain,
represent the interference terms of the Wigner distribution of the Green’s function.
These interference terms can be filtered out by masking the ambiguity function, an
operation corresponding to smoothing theWigner distribution in the time-frequency
domain.

Appendix

By using the property (10), the ambiguity function of the Green’s function for the
Langevin equation can be obtained from

AhL(θ, τ ) =
+∞∫

−∞

+∞∫

−∞
WhL(t, ω)e

iθt+iτωdtdω. (58)
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SubstitutingWhL(t, ω) from (7) gives

AhL(θ, τ ) =
+∞∫

−∞

+∞∫

−∞
u(t)e−2μt sin 2ωt

πω
eiθt+iτωdtdω, (59)

=
∫ +∞

−∞
1

πω

[
1

2i

∫ +∞

0
e(−2μ+i(θ+2ω))tdt

− 1

2i

∫ +∞

0
e(−2μ+i(θ−2ω))tdt

]
eiτωdω, (60)

=
∫ +∞

−∞
1

πω

[
1

2i

1

2μ−i(θ + 2ω)
− 1

2i

1

2μ−i(θ−2ω)

]
eiτωdω, (61)

= 2

π

∫ +∞

−∞
1

(2μ− iθ)2 + 4ω2
eiτωdω, (62)

= e(−μ+iθ/2)|τ |

2μ− iθ . (63)

which is (42).
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On the Solvability in the Sense
of Sequences for Some Non-Fredholm
Operators Related to the Anomalous
Diffusion

Vitali Vougalter and Vitaly Volpert

Abstract We study solvability of some linear nonhomogeneous elliptic problems
and prove that under reasonable technical conditions the convergence in L2(Rd )

of their right sides implies the existence and the convergence in H 2s(Rd) of
the solutions. The equations involve the second order non-Fredholm differential
operators raised to certain fractional powers s and we use the methods of spectral
and scattering theory for Schrödinger type operators developed in our preceding
work (Volpert and Vougalter, Electron J Differ Equ 160:16 pp, 2013).

Keywords Solvability conditions · Non-Fredholm operators · Sobolev spaces
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1 Introduction

Consider the equation

(−�+ V (x))u− au = f, (1.1)

where u ∈ E = H 2(Rd ) and f ∈ F = L2(Rd), d ∈ N, a is a constant and V (x)
is a function decaying to 0 at infinity. If a ≥ 0, then the essential spectrum of the
operator A : E → F corresponding to the left side of equation (1.1) contains the
origin. As a consequence, such operator does not satisfy the Fredholm property. Its

V. Vougalter (�)
Department of Mathematics, University of Toronto, Toronto, ON, Canada
e-mail: vitali@math.toronto.edu

V. Volpert
Institute Camille Jordan, CNRS, UMR 5208, University Lyon 1, Villeurbanne, France
e-mail: volpert@math.univ-lyon1.fr

© Springer Nature Switzerland AG 2019
S. Molahajloo, M. W. Wong (eds.), Analysis of Pseudo-Differential Operators,
Trends in Mathematics, https://doi.org/10.1007/978-3-030-05168-6_10

229

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05168-6_10&domain=pdf
mailto:vitali@math.toronto.edu
mailto:volpert@math.univ-lyon1.fr
https://doi.org/10.1007/978-3-030-05168-6_10


230 V. Vougalter and V. Volpert

image is not closed, for d > 1 the dimension of its kernel and the codimension
of its image are not finite. The present article is devoted to the studies of some
properties of the operators of this kind raised to a fractional power. We recall that
elliptic problems with non-Fredholm operators were treated extensively in recent
years (see [17, 19–25], also [3]) along with their potential applications to the theory
of reaction-diffusion equations (see [7, 8]). In the particular case when a = 0 the
operatorA satisfies the Fredholm property in some properly chosen weighted spaces
(see [1–5]). However, the case with a �= 0 is significantly different and the method
developed in these articles cannot be applied.

One of the important questions concerning problems with non-Fredholm opera-
tors is their solvability. We address it in the following setting. Let fn be a sequence
of functions in the image of the operatorA, such that fn → f in L2(Rd) as n→∞.
Denote by un a sequence of functions fromH 2(Rd) such that

Aun = fn, n ∈ N.

Because the operator A does not satisfy the Fredholm property, the sequence un
may not be convergent. We call a sequence un such that Aun → f a solution in
the sense of sequences of equation Au = f (see [16]). If such sequence converges
to a function u0 in the norm of the space E, then u0 is a solution of this problem.
Solution in the sense of sequences is equivalent in this sense to the usual solution.
However, in the case of the non-Fredholm operators, this convergencemay not hold
or it can occur in some weaker sense. In this case, solution in the sense of sequences
may not imply the existence of the usual solution. In the present article we will
find sufficient conditions of equivalence of solutions in the sense of sequences
and the usual solutions. In the other words, we will determine the conditions on
sequences fn under which the corresponding sequences un are strongly convergent.
Solvability in the sense of sequences for the sums of non-Fredholm Schrödinger
type operators was studied in [26]. In this work we deal with the situation when a
second order differential operator without Fredholm property is raised to a certain
fractional power. The resulting operator will be defined via the spectral calculus.

Let us consider the equation

(−�)su− au = f (x), x ∈ R
d , d ∈ N, (1.2)

where s ∈ (0, 1), a ≥ 0 is a constant and the right side is square integrable.
The operator (−�)s is actively used, for instance in the studies of the anomalous
diffusion problems (see, e.g., [27] and the references therein). Anomalous diffusion
can be described as a random process of particle motion characterized by the
probability density distribution of jump length. The moments of this density
distribution are finite in the case of normal diffusion, but this is not the case for
the anomalous diffusion. Asymptotic behavior at infinity of the probability density
function determines the value of the power of the Laplacian (see [13]). The problem
analogous to (1.2) but with the standard Laplacian in the context of the solvability
in the sense of sequences was studied in [18]. The case when the power of the
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negative Laplace operator s = 1

2
was treated recently in [29]. Evidently, for the

operator (−�)s−a : H 2s(Rd)→ L2(Rd ) the essential spectrum fills the semi-axis
[−a, ∞) such that its inverse from L2(Rd) to H 2s(Rd ) is not bounded.

Let us write down the corresponding sequence of equations with n ∈ N as

(−�)sun − aun = fn(x), x ∈ R
d , d ∈ N, (1.3)

where the right sides converge to the right side of (1.2) in L2(Rd) as n→ ∞. The
inner product of two functions

(f (x), g(x))L2(Rd) :=
∫
Rd

f (x)ḡ(x)dx, (1.4)

with a slight abuse of notations when these functions are not square integrable.
Indeed, if f (x) ∈ L1(Rd) and g(x) is bounded, then clearly the integral in the right
side of (1.4) makes sense, like in the case of functions involved in the orthogonality
relations of Theorems 1.1 and 1.2 below. Let us use the space H 2s(Rd ) equipped
with the norm

‖u‖2
H 2s (Rd)

:= ‖u‖2
L2(Rd)

+ ‖(−�)su‖2
L2(Rd)

. (1.5)

Throughout the article, the sphere of radius r > 0 in R
d centered at the origin will

be designated by Sdr . When r = 1, such unit sphere will be denoted by Sd and |Sd |
will stand for its Lebesguemeasure. The unit ball inRd centered at the origin will be
designated by Bd and |Bd | will denote its Lebesgue measure. Let us first formulate
the solvability conditions for problem (1.2).

Theorem 1.1 Let f (x) ∈ L2(Rd), d ∈ N, and s ∈ (0, 1).
a) Let a = 0, d = 1. If s ∈

(
0, 14

)
and in addition f (x) ∈ L1(R), then Eq. (1.2)

has a unique solution u(x) ∈ H 2s(R).

Suppose that s ∈
[
1
4 ,

3
4

)
and in addition xf (x) ∈ L1(R). Then problem (1.2)

admits a unique solution u(x) ∈ H 2s(R) if and only if the equality

(f (x), 1)L2(R) = 0 (1.6)

holds.
Suppose that s ∈

[
3
4 , 1

)
and in addition x2f (x) ∈ L1(R). Then Eq. (1.2) has

a unique solution u(x) ∈ H 2s(R) if and only if orthogonality conditions (1.6)
along with

(f (x), x)L2(R) = 0 (1.7)

hold.
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b) Let a = 0, d = 2. Then when s ∈
(
0, 12

)
and additionally f (x) ∈ L1(R2),

Eq. (1.2) admits a unique solution u(x) ∈ H 2s(R2).

Suppose that s ∈
[
1
2 , 1

)
and additionally xf (x) ∈ L1(R2). Then Eq. (1.2)

has a unique solution u(x) ∈ H 2s(R2) if and only if

(f (x), 1)L2(R2) = 0 (1.8)

holds.
c) Let a = 0, d = 3. If s ∈

(
0, 34

)
and in addition f (x) ∈ L1(R3), then

problem (1.2) has a unique solution u(x) ∈ H 2s(R3).

Suppose that s ∈
[
3
4 , 1

)
and in addition xf (x) ∈ L1(R3). Then Eq. (1.2)

admits a unique solution u(x) ∈ H 2s(R3) if and only if

(f (x), 1)L2(R3) = 0 (1.9)

holds.
d) If a = 0, d ≥ 4 with s ∈ (0, 1) and additionally f (x) ∈ L1(Rd), then

problem (1.2) possesses a unique solution u(x) ∈ H 2s(Rd).
e) Suppose that a > 0, d = 1 with s ∈ (0, 1) and in addition xf (x) ∈ L1(R).

Then Eq. (1.2) admits a unique solution u(x) ∈ H 2s(R) if and only if

(
f (x),

e±ia
1
2s x

√
2π

)
L2(R)

= 0 (1.10)

holds.
f) Suppose that a > 0, d ≥ 2 with s ∈ (0, 1) and additionally xf (x) ∈ L1(Rd).

Then problem (1.2) has a unique solution u(x) ∈ H 2s(Rd ) if and only if

(
f (x),

eipx

(2π)
d
2

)
L2(Rd)

= 0, p ∈ Sd
a

1
2s

(1.11)

holds.

Then we turn our attention to the issue of the solvability in the sense of sequences
for our problem.

Theorem 1.2 Let n ∈ N and fn(x) ∈ L2(Rd), d ∈ N, such that fn(x)→ f (x) in
L2(Rd) as n→∞.

a) Let a = 0, d = 1. If s ∈
(
0, 14

)
and additionally fn(x) ∈ L1(R), n ∈ N,

such that fn(x) → f (x) in L1(R) as n → ∞, then Eqs. (1.2) and (1.3) admit
unique solutions u(x) ∈ H 2s(R) and un(x) ∈ H 2s(R), respectively, such that
un(x)→ u(x) in H 2s(R) as n→∞.



On the Solvability in the Sense of Sequences 233

Suppose that s ∈
[
1
4 ,

3
4

)
. Let in addition xfn(x) ∈ L1(R), n ∈ N, such that

xfn(x)→ xf (x) in L1(R) as n→∞ and the orthogonality conditions

(fn(x), 1)L2(R) = 0 (1.12)

hold for all n ∈ N. Then Eqs. (1.2) and (1.3) admit unique solutions u(x) ∈
H 2s(R) and un(x) ∈ H 2s(R), respectively, such that un(x)→ u(x) in H 2s(R)

as n→∞.
Suppose that s ∈

[
3
4 , 1

)
. Let in addition x2fn(x) ∈ L1(R), n ∈ N, such that

x2fn(x)→ x2f (x) in L1(R) as n→∞ and the orthogonality conditions

(fn(x), 1)L2(R) = 0, (fn(x), x)L2(R) = 0 (1.13)

hold for all n ∈ N. Then Eqs. (1.2) and (1.3) have unique solutions u(x) ∈
H 2s(R) and un(x) ∈ H 2s(R), respectively, such that un(x)→ u(x) in H 2s(R)

as n→∞.
b) Let a = 0, d = 2. If s ∈

(
0, 12

)
and additionally fn(x) ∈ L1(R2), n ∈ N,

such that fn(x)→ f (x) in L1(R2) as n→∞, then Eqs. (1.2) and (1.3) possess
unique solutions u(x) ∈ H 2s(R2) and un(x) ∈ H 2s(R2), respectively, such that
un(x)→ u(x) in H 2s(R2) as n→∞.

Suppose that s ∈
[
1
2 , 1

)
. Let in addition xfn(x) ∈ L1(R2), n ∈ N, such that

xfn(x)→ xf (x) in L1(R2) as n→∞ and the orthogonality relations

(fn(x), 1)L2(R2) = 0 (1.14)

hold for all n ∈ N. Then Eqs. (1.2) and (1.3) admit unique solutions u(x) ∈
H 2s(R2) and un(x) ∈ H 2s(R2), respectively, such that un(x) → u(x) in
H 2s(R2) as n→∞.

c) Let a = 0, d = 3. Suppose that s ∈
(
0, 34

)
and additionally fn(x) ∈

L1(R3), n ∈ N, such that fn(x) → f (x) in L1(R3) as n → ∞. Then
problems (1.2) and (1.3) possess unique solutions u(x) ∈ H 2s(R3) and un(x) ∈
H 2s(R3), respectively, such that un(x)→ u(x) in H 2s(R3) as n→∞.

Suppose that s ∈
[
3
4 , 1

)
. Let in addition xfn(x) ∈ L1(R3), n ∈ N, such that

xfn(x)→ xf (x) in L1(R3) as n→∞ and

(fn(x), 1)L2(R3) = 0 (1.15)

holds for all n ∈ N. Then Eqs. (1.2) and (1.3) have unique solutions u(x) ∈
H 2s(R3) and un(x) ∈ H 2s(R3), respectively, such that un(x) → u(x) in
H 2s(R3) as n→∞.

d) Let a = 0, d ≥ 4 with s ∈ (0, 1) and additionally fn(x) ∈ L1(Rd ), n ∈ N,
such that fn(x)→ f (x) in L1(Rd) as n → ∞. Then problems (1.2) and (1.3)
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possess unique solutions u(x) ∈ H 2s(Rd) and un(x) ∈ H 2s(Rd), respectively,
such that un(x)→ u(x) in H 2s(Rd ) as n→∞.

e) Let a > 0, d = 1 with s ∈ (0, 1) and in addition xfn(x) ∈ L1(R), n ∈ N, such
that xfn(x)→ xf (x) in L1(R) as n→∞. Let

(
fn(x),

e±ia
1
2s x

√
2π

)
L2(R)

= 0 (1.16)

hold for all n ∈ N. Then Eqs. (1.2) and (1.3) admit unique solutions u(x) ∈
H 2s(R) and un(x) ∈ H 2s(R), respectively, such that un(x)→ u(x) in H 2s(R)

as n→∞.
f) Let a > 0, d ≥ 2 with s ∈ (0, 1) and additionally xfn(x) ∈ L1(Rd), n ∈ N,

such that xfn(x)→ xf (x) in L1(Rd ) as n→∞. Let

(
fn(x),

eipx

(2π)
d
2

)
L2(Rd)

= 0, p ∈ Sd
a

1
2s

(1.17)

hold for all n ∈ N. Then problems (1.2) and (1.3) have unique solutions
u(x) ∈ H 2s(Rd) and un(x) ∈ H 2s(Rd ), respectively, such that un(x) → u(x)

in H 2s(Rd ) as n→∞.

Let us note that when a = 0 each of the cases a)−d) above contains the situation
when orthogonality conditions are not required.

We use the hat symbol to denote the standard Fourier transform

f̂ (p) := 1

(2π)
d
2

∫
Rd

f (x)e−ipxdx, p ∈ R
d , d ∈ N, (1.18)

such that

‖f̂ (p)‖L∞(Rd) ≤
1

(2π)
d
2

‖f (x)‖L1(Rd). (1.19)

In the second part of the article we consider the equation

(−�+ V (x))su− au = f (x), x ∈ R
3, a ≥ 0, s ∈ (0, 1), (1.20)

with the square integrable right side. The corresponding sequence of equations for
n ∈ N will be

(−�+ V (x))sun − aun = fn(x), x ∈ R
3, a ≥ 0, (1.21)

with s ∈ (0, 1) and the right sides converging to the right side of (1.20) in L2(R3)

as n→∞. Note that the situation when the power s = 1

2
was studied in the recent

work [29]. Let us make the following technical assumptions on the scalar potential
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involved in the problems above. Note that the conditions on V (x), which is shallow
and short-range will be analogous to those stated in Assumption 1.1 of [22] (see
also [20, 23]). The essential spectrum of such a Schrödinger operator −� + V (x)
fills the nonnegative semi-axis (see, e.g., [10]).

Assumption 1.3 The potential function V (x) : R3 → R satisfies the estimate

|V (x)| ≤ C

1+ |x|3.5+δ

with some δ > 0 and x = (x1, x2, x3) ∈ R
3 a.e. such that

4
1
9
9

8
(4π)−

2
3 ‖V ‖

1
9
L∞(R3)

‖V ‖
8
9

L
4
3 (R3)

< 1 and
√
cHLS‖V ‖

L
3
2 (R3)

< 4π.

(1.22)

Here and further down C will stand for a finite positive constant and cHLS given on
p.98 of [12] is the constant in the Hardy-Littlewood-Sobolev inequality

∣∣∣
∫
R3

∫
R3

f1(x)f1(y)

|x − y|2 dxdy

∣∣∣ ≤ cHLS‖f1‖2
L

3
2 (R3)

, f1 ∈ L 3
2 (R3).

By virtue of Lemma 2.3 of [22], under Assumption 1.3 above on the potential
function, the operator−�+V (x) on L2(R3) is self-adjoint and unitarily equivalent
to −� via the wave operators (see [11, 15])

�± := s − limt→∓∞eit (−�+V )eit�,

where the limit is understood in the strong L2 sense (see, e.g., [14] p.34, [6] p.90).
Hence (−� + V (x))s on L2(R3) defined via the spectral calculus has only the
essential spectrum

σess((−�+ V (x))s − a) = [−a, ∞)

and no nontrivial L2(R3) eigenfunctions. By means of the spectral theorem, its
functions of the continuous spectrum satisfy

(−�+ V (x))sϕk(x) = |k|2sϕk(x), k ∈ R
3, (1.23)

in the integral formulation the Lippmann-Schwinger equation for the perturbed
plane waves (see, e.g., [14] p.98)

ϕk(x) = eikx

(2π)
3
2

− 1

4π

∫
R3

ei|k||x−y|

|x − y| (V ϕk)(y)dy (1.24)
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and the orthogonality relations

(ϕk(x), ϕq(x))L2(R3) = δ(k − q), k, q ∈ R
3. (1.25)

Particularly, when the vector k = 0, we have ϕ0(x). Let us denote the generalized
Fourier transform with respect to these functions using the tilde symbol as

f̃ (k) := (f (x), ϕk(x))L2(R3), k ∈ R
3. (1.26)

(1.26) is a unitary transform on L2(R3). The integral operator involved in (1.24) is
being denoted as

(Qϕ)(x) := − 1

4π

∫
R3

ei|k||x−y|

|x − y| (V ϕ)(y)dy, ϕ ∈ L∞(R3).

We consider Q : L∞(R3) → L∞(R3). Under Assumption 1.3, via Lemma 2.1
of [22] the operator norm ‖Q‖∞ is bounded above by the quantity I (V ), which
is the left side of the first inequality in (1.22), such that I (V ) < 1. Corollary 2.2
of [22] under our assumptions gives us the bound

|f̃ (k)| ≤ 1

(2π)
3
2

1

1− I (V )‖f (x)‖L1(R3). (1.27)

We have the following result concerning the solvability of equation (1.20).

Theorem 1.4 Let Assumption 1.3 hold and f (x) ∈ L2(R3).

a) Let a = 0, s ∈
(
0, 34

)
and additionally f (x) ∈ L1(R3). Then Eq. (1.20) possess

a unique solution u(x) ∈ L2(R3).

Let a = 0, s ∈
[
3
4 , 1

)
and in addition xf (x) ∈ L1(R3). Then problem (1.20)

admits a unique solution u(x) ∈ L2(R3) if and only if

(f (x), ϕ0(x))L2(R3) = 0 (1.28)

holds.
b) Let a > 0, s ∈ (0, 1) and in addition xf (x) ∈ L1(R3). Then Eq. (1.20) has a

unique solution u(x) ∈ L2(R3) if and only if

(f (x), ϕk(x))L2(R3) = 0, k ∈ S3
a

1
2s

(1.29)

holds.

Our final main statement is devoted to the solvability in the sense of sequences
of problem (1.20).
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Theorem 1.5 Let Assumption 1.3 hold, n ∈ N and fn(x) ∈ L2(R3), such that
fn(x)→ f (x) in L2(R3) as n→∞.

a) Let a = 0. If s ∈
(
0, 34

)
and additionally fn(x) ∈ L1(R3), n ∈ N, such

that fn(x) → f (x) in L1(R3) as n → ∞, then Eqs. (1.20) and (1.21) possess
unique solutions u(x) ∈ L2(R3) and un(x) ∈ L2(R3), respectively, such that
un(x)→ u(x) in L2(R3) as n→∞.

Suppose that s ∈
[
3
4 , 1

)
. Let in addition xfn(x) ∈ L1(R3), n ∈ N, such that

xfn(x)→ xf (x) in L1(R3) as n→∞ and

(fn(x), ϕ0(x))L2(R3) = 0 (1.30)

holds for all n ∈ N. Then Eqs. (1.20) and (1.21) admit unique solutions u(x) ∈
L2(R3) and un(x) ∈ L2(R3), respectively, such that un(x) → u(x) in L2(R3)

as n→∞.
b) Suppose that a > 0, s ∈ (0, 1). Let in addition xfn(x) ∈ L1(R3), n ∈ N, such

that xfn(x)→ xf (x) in L1(R3) as n→∞ and

(fn(x), ϕk(x))L2(R3) = 0, k ∈ S3
a

1
2s

(1.31)

holds for all n ∈ N. Then problems (1.20) and (1.21) have unique solutions
u(x) ∈ L2(R3) and un(x) ∈ L2(R3), respectively, such that un(x) → u(x) in
L2(R3) as n→∞.

Let us note that (1.28) and (1.29) are the orthogonality relations to the functions
of the continuous spectrum of our Schrödinger operator, as distinct from the
Limiting Absorption Principle in which one needs to orthogonalize to the standard
Fourier harmonics (see, e.g., Lemma 2.3 and Proposition 2.4 of [9]).

2 Solvability in the Sense of Sequences in the Free
Laplacian Case

Proof of Theorem 1.1 Let us note that the case a) of the theorem was stated in
Lemma 4.1 of [28] and the case c) in Lemma 5 of [27].

Clearly, if u(x) ∈ L2(Rd) is a solution of (1.2) with a square integrable right
side, it belongs toH 2s(Rd) as well. Indeed, in this case from (1.2) we easily deduce
(−�)su(x) ∈ L2(Rd ), such that via norm definition (1.5) we have u(x) ∈ H 2s(Rd).

To prove the uniqueness of solutions for our equation, let us suppose that (1.2)
has two square integrable solutions u1(x) and u2(x). Then their differencew(x) :=
u1(x)− u2(x) ∈ L2(Rd) as well. Obviously, it is a solution of the equation

(−�)sw = aw.
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Since the operator (−�)s has no nontrivial square integrable eigenfunctions in the
whole space, we have w(x) = 0 a.e. in Rd .

We apply the standard Fourier transform (1.18) to both sides of problem (1.2)
with a = 0. This gives us

û(p) = f̂ (p)

|p|2s χ{|p|≤1} +
f̂ (p)

|p|2s χ{|p|>1}. (2.1)

Here and further down χA will denote the characteristic function of a set A ⊆ R
d .

Clearly, the second term in the right side of (2.1) can be bounded from above in the
absolute value by |f̂ (p)| ∈ L2(Rd) due to one of our assumptions.

First we consider the case b) of the theorem when the dimension of the problem
d = 2. Let us estimate the first term in the right side of (2.1) from above in the

absolute value using (1.19) by
‖f (x)‖L1(R2)

2π |p|2s χ{|p|≤1}. It can be easily verified that

such expression is square integrable when s ∈
(
0, 12

)
.

To treat the case when s ∈
(
1
2 , 1

)
, we use the formula

f̂ (p) = f̂ (0)+
∫ |p|

0

∂f̂ (s, σ )

∂s
ds.

Here and throughout the article σ will denote the angle variables on the sphere. This
enables us to express the first term in the right side of (2.1) as

f̂ (0)

|p|2s χ{|p|≤1} +
∫ |p|
0

∂f̂ (s,σ )
∂s

ds

|p|2s χ{|p|≤1}. (2.2)

Note that by means of the definition of the Fourier transform (1.18), we easily derive
for the space of an arbitrary dimension

∣∣∣∣∂f̂ (p)∂|p|
∣∣∣∣ ≤

‖xf (x)‖L1(Rd)

(2π)
d
2

, d ∈ N. (2.3)

Therefore, the second term in (2.2) can be bounded from above in the absolute value
by

‖xf (x)‖L1(R2)

2π
|p|1−2sχ{|p|≤1} ∈ L2(R2).

It can be easily verified that the first term in (2.2) is square integrable if and only if
f̂ (0) vanishes, which is equivalent to orthogonality relation (1.8).

Then we turn our attention to the case d) of the theorem. Let us estimate the
first term in the right side of (2.1) from above in the absolute value via (1.19) by
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‖f (x)‖L1(Rd)

(2π)
d
2 |p|2s

χ{|p|≤1}, d ≥ 4. It can be easily checked that this expression is square

integrable for s ∈ (0, 1).
Let us apply the standard Fourier transform (1.18) to both sides of Eq. (1.2) when

a > 0. This yields

û(p) = f̂ (p)

|p|2s − a .

First of all we consider the case e) of the theorem, namely when the dimension of
the problem d = 1. For s ∈ (0, 1) we define the following sets on the real line

I+δ := [a 1
2s −δ, a 1

2s +δ], I−δ := [−a 1
2s −δ,−a 1

2s +δ], 0 < δ < a
1
2s , (2.4)

such that

Iδ := I+δ ∪ I−δ , R = Iδ ∪ I cδ .

Here and further downAc ⊆ R
d stands for the complement of the set A ⊆ R

d . This
allows us to express û(p) as the sum

f̂ (p)

|p|2s − aχIcδ +
f̂ (p)

p2s − aχI+δ +
f̂ (p)

(−p)2s − aχI−δ . (2.5)

Evidently, we have I cδ = I c+δ ∪ I c−δ , where

I c+δ := I cδ ∩ R
+, I c−δ := I cδ ∩R

−. (2.6)

Here R
+ and R

− are the nonnegative and the negative semi-axes of the real line,
respectively. Clearly,

∣∣∣∣ f̂ (p)p2s − a χIc+δ
∣∣∣∣ ≤ C|f̂ (p)| ∈ L2(R)

due to one of our assumptions. Analogously,

∣∣∣∣ f̂ (p)

(−p)2s − a χIc−δ
∣∣∣∣ ≤ C|f̂ (p)| ∈ L2(R).

We express

f̂ (p) = f̂ (a 1
2s )+

∫ p

a
1
2s

df̂ (s)

ds
ds.
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(2.3) easily gives us the upper bound

∣∣∣∣
∫ p
a

1
2s

df̂ (s)
ds
ds

p2s − a χI+δ

∣∣∣∣ ≤ 1√
2π
‖xf (x)‖L1(R)

∣∣∣∣p − a
1
2s

p2s − a
∣∣∣∣χI+δ ≤

≤ C‖xf (x)‖L1(R)χI+δ
∈ L2(R).

Apparently,

f̂ (a
1
2s )

p2s − aχI+δ ∈ L
2(R)

if and only if f̂ (a
1
2s ) vanishes, which is equivalent to the orthogonality condition

(
f (x),

eia
1
2s x

√
2π

)
L2(R)

= 0, s ∈ (0, 1).

To study the singularity of the problem on the negative semi-axis, we apply the
formula

f̂ (p) = f̂ (−a 1
2s )+

∫ p

−a 1
2s

df̂ (s)

ds
ds.

Via (2.3) we have the upper bound

∣∣∣∣
∫ p
−a 1

2s

df̂ (s)
ds
ds

(−p)2s − a χI−δ

∣∣∣∣ ≤ 1√
2π
‖xf (x)‖L1(R)

∣∣∣∣ p + a 1
2s

(−p)2s − a
∣∣∣∣χI−δ ≤

≤ C‖xf (x)‖L1(R)χI−δ
∈ L2(R).

Evidently,

f̂ (−a 1
2s )

(−p)2s − aχI−δ ∈ L
2(R)

if and only if f̂ (−a 1
2s ) = 0, which is equivalent to the orthogonality relation

(
f (x),

e−ia
1
2s x

√
2π

)
L2(R)

= 0, s ∈ (0, 1).
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We complete the proof of the theorem with establishing the part f). When the
dimension d ≥ 2, we define the set

Aδ := {p ∈ R
d | a 1

2s − δ ≤ |p| ≤ a 1
2s + δ}, 0 < δ < a

1
2s (2.7)

and express

û(p) = f̂ (p)

|p|2s − aχAδ +
f̂ (p)

|p|2s − aχAcδ . (2.8)

Obviously, we have the estimate from above

∣∣∣∣ f̂ (p)

|p|2s − aχAcδ
∣∣∣∣ ≤ C|f̂ (p)| ∈ L2(Rd)

via one of our assumptions. To treat the first term in the right side of (2.8), we will
use the representation formula

f̂ (p) = f̂ (a 1
2s , σ )+

∫ |p|

a
1
2s

∂f̂ (s, σ )

∂s
ds.

Inequality (2.3) enables us to estimate

∣∣∣∣
∫ |p|
a

1
2s

∂f̂ (s,σ )
∂s

ds

|p|2s − a χAδ

∣∣∣∣ ≤
‖xf (x)‖L1(Rd)

(2π)
d
2

∣∣∣∣ |p| − a
1
2s

|p|2s − a
∣∣∣∣χAδ ≤

≤ C‖xf (x)‖L1(Rd)χAδ ∈ L2(Rd ).

It can be easily verified that the remaining term

f̂ (a
1
2s , σ )

|p|2s − a χAδ ∈ L
2(Rd )

if and only if f̂ (a
1
2s , σ ) vanishes, which is equivalent to orthogonality relation (1.11)

for the dimensions d ≥ 2.

Then we proceed to establishing the solvability in the sense of sequences for our
equation in the no potential case.

Proof of Theorem 1.2 Suppose u(x) and un(x), n ∈ N are the unique solutions of
equations (1.2) and (1.3) in H 2s(Rd), d ∈ N with a ≥ 0, respectively, s ∈ (0, 1)
and it is known that un(x)→ u(x) in L2(Rd ) as n → ∞. Then un(x) → u(x) in
H 2s(Rd ) as n→∞ as well. Indeed,

(−�)s(un(x)− u(x)) = a(un(x)− u(x))+ fn(x)− f (x),
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which clearly gives us

‖(−�)s(un(x)−u(x))‖L2(Rd ) ≤ a‖un(x)−u(x)‖L2(Rd )+‖fn(x)−f (x)‖L2(Rd ) → 0

as n → ∞ via our assumptions. Norm definition (1.5) yields un(x) → u(x) in
H 2s(Rd ) as n→∞.

If u(x) and un(x), n ∈ N are the unique solutions of equations (1.2) and (1.3) in
H 2s(Rd ), d ∈ N, respectively with a = 0 as in the cases a)-d) of the theorem, by
applying the standard Fourier transform (1.18) we easily derive

ûn(p)− û(p) = f̂n(p)− f̂ (p)
|p|2s χ{|p|≤1} + f̂n(p)− f̂ (p)|p|2s χ{|p|>1}. (2.9)

Evidently, the second term in the right side of equality (2.9) can be estimated from
above in the absolute value in the space of any dimension by |f̂n(p) − f̂ (p)|, such
that

∥∥∥∥ f̂n(p)− f̂ (p)|p|2s χ{|p|>1}
∥∥∥∥
L2(Rd)

≤ ‖fn(x)− f (x)‖L2(Rd) → 0, n→∞

due to one of our assumptions.
First we treat the case a) of the theorem when the dimension d = 1. Then, when

s ∈
(
0, 14

)
via the part a) of Theorem 1.1, Eq. (1.2) and each of equations (1.3)

admit unique solutions u(x) ∈ H 2s(R) and un(x) ∈ H 2s(R), n ∈ N, respectively.
Clearly, the first term in the right side of equality (2.9) can be bounded from above
in the absolute value via (1.19) by

1√
2π
‖fn(x)− f (x)‖L1(R)

χ{|p|≤1}
|p|2s ,

such that its L2(R) norm can be estimated from above by

1√
π
‖fn(x)− f (x)‖L1(R)

1√
1− 4s

→ 0, n→∞

due to one of our assumptions and with s ∈
(
0, 14

)
. This shows that in this case

un(x)→ u(x) in L2(R) as n→∞.

Then we turn our attention to the case of s ∈
[
1
4 ,

3
4

)
. Note that by means of

the parts a) and b) of Lemma 4.1 below, under our assumptions we have fn(x) ∈
L1(R), n ∈ N, such that fn(x)→ f (x) in L1(R) as n→∞. Then, via (1.12) we
obtain

|(f (x), 1)L2(R)| = |(f (x)− fn(x), 1)L2(R)| ≤ ‖fn(x)− f (x)‖L1(R)→ 0
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as n→∞. Thus,

(f (x), 1)L2(R) = 0 (2.10)

holds. By means of the part a) of Theorem 1.1, when s ∈
[
1
4 ,

3
4

)
, Eqs. (1.2) and (1.3)

admit unique solutions u(x), un(x) ∈ H 2s(R), n ∈ N, respectively. Orthogonality
relations (2.10) and (1.12) yield

f̂ (0) = 0, f̂n(0) = 0, n ∈ N

in this case. This allows us to use the expressions

f̂ (p) =
∫ p

0

df̂ (s)

ds
ds, f̂n(p) =

∫ p

0

df̂n(s)

ds
ds, n ∈ N,

which enables us to write the first term in the right side of equality (2.9) as

∫ p
0

(
df̂n(s)
ds

− df̂ (s)
ds

)
ds

|p|2s χ{|p|≤1}. (2.11)

Using inequality (2.3), we easily estimate

∣∣∣∣df̂n(p)dp
− df̂ (p)

dp

∣∣∣∣ ≤ 1√
2π
‖xfn(x)− xf (x)‖L1(R), (2.12)

such that expression (2.11) can be bounded from above in the absolute value by

1√
2π
‖xfn(x)− xf (x)‖L1(R)|p|1−2sχ{|p|≤1}.

Hence, we arrive at

∥∥∥∥
∫ p
0

(
df̂n(s)
ds

− df̂ (s)
ds

)
ds

|p|2s χ{|p|≤1}
∥∥∥∥
L2(R)

≤ 1√
π
‖xfn(x)− xf (x)‖L1(R)→ 0

as n→∞ due to one of our assumptions. This implies that

un(x)→ u(x) in L2(R), n→∞

when the dimension d = 1 and a = 0 with s ∈
[
1
4 ,

3
4

)
.

Then we proceed to the proof of the theorem when the power of the negative

Laplacian s ∈
[
3
4 , 1

)
in dimension d = 1 with a = 0. By means of the parts c) and
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d) of Lemma 4.1 below under our assumptions we have xfn(x) ∈ L1(R), n ∈ N,
such that xfn(x) → xf (x) in L1(R) as n → ∞. Then via the parts a) and b) of
Lemma 4.1 we have fn(x) ∈ L1(R), n ∈ N, such that fn(x)→ f (x) in L1(R) as
n→∞. Orthogonality condition (2.10) here can be easily obtained via the limiting
argument as above. By means of the second orthogonality relation in (1.13), we
derive

|(f (x), x)L2(R)| = |(f (x)− fn(x), x)L2(R)| ≤ ‖xfn(x)− xf (x)‖L1(R)→ 0

as n→∞. Hence

(f (x), x)L2(R) = 0 (2.13)

holds. By virtue of the part a) of Theorem 1.1, when s ∈
[
3
4 , 1

)
, Eqs. (1.2) and (1.3)

possess unique solutions u(x), un(x) ∈ H 2s(R), n ∈ N, respectively. Via the defini-
tion of the standard Fourier transform (1.18), orthogonality relations (2.10), (1.13),
and (2.13) give us for n ∈ N

f̂ (0) = 0, f̂n(0) = 0,
df̂

dp
(0) = 0,

df̂ n

dp
(0) = 0,

such that

f̂ (p) =
∫ p

0

(∫ s

0

d2f̂ (q)

dq2
dq

)
ds, f̂n(p) =

∫ p

0

(∫ s

0

d2f̂n(q)

dq2
dq

)
ds, n ∈ N.

By means of definition (1.18), we easily estimate

∣∣∣∣d
2f̂ n(p)

dp2
− d

2f̂ (p)

dp2

∣∣∣∣ ≤ 1√
2π
‖x2fn(x)− x2f (x)‖L1(R).

This yields the inequality

|f̂n(p)− f̂ (p)| ≤ 1√
2π
‖x2fn(x)− x2f (x)‖L1(R)

p2

2
,

which allows us to obtain the upper bound on the absolute value of the first term in
the right side of identity (2.9) by

1

2
√
2π
‖x2fn(x)− x2f (x)‖L1(R)|p|2−2sχ{|p|≤1}.
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Therefore,

∥∥∥∥ f̂n(p)− f̂ (p)|p|2s χ{|p|≤1}
∥∥∥∥
L2(R)

≤ 1

2
√
π(5− 4s)

‖x2fn(x)− x2f (x)‖L1(R)→ 0

when n→∞ as assumed. Thus

un(x)→ u(x) in L2(R), n→∞

when the dimension d = 1 and a = 0 with s ∈
[
3
4 , 1

)
.

In the case of the dimension d = 2 and a = 0, let us first treat the situation
when s ∈

(
0, 12

)
. Due to the part b) of Theorem 1.1, problem (1.2) and each of

problems (1.3) have unique solutions u(x) ∈ H 2s(R) and un(x) ∈ H 2s(R), n ∈
N, respectively. Obviously, the first term in the right side of (2.9) can be estimated
from above in the absolute value via (1.19) by

1

2π
‖fn(x)− f (x)‖L1(R2)

χ{|p|≤1}
|p|2s ,

such that its L2(R2) norm can be bounded from above by

1

2
√
π(1− 2s)

‖fn(x)− f (x)‖L1(R2) → 0, n→∞

by means of one of our assumptions and with s ∈
(
0, 12

)
.

For the higher values of the power of the two-dimensional negative Laplacian

s ∈
(
1
2 , 1

)
, the orthogonality relation

(f (x), 1)L2(R2) = 0 (2.14)

can be derived via the easy limiting argument, analogously to (2.10). By virtue of
the part b) of Theorem 1.1, problems (1.2) and (1.3) possess unique solutions u(x) ∈
H 2s(R2) and un(x) ∈ H 2s(R2), n ∈ N, respectively. Orthogonality relations (2.14)
and (1.12) imply

f̂ (0) = 0, f̂n(0) = 0, n ∈ N

when the dimension d = 2 and a = 0 with s ∈
(
1
2 , 1

)
. This enables us to express

f̂ (p) =
∫ |p|

0

∂f̂ (s, σ )

∂s
ds, f̂n(p) =

∫ |p|

0

∂f̂n(s, σ )

∂s
ds, n ∈ N (2.15)
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and to write the first term in the right side of identity (2.9) as

∫ |p|
0

(
∂f̂n(s,σ )
∂s

− ∂f̂ (s,σ )
∂s

)
ds

|p|2s χ{|p|≤1}. (2.16)

Inequality (2.3) gives us

∣∣∣∣∂f̂n(p)∂|p| − ∂f̂ (p)
∂|p|

∣∣∣∣ ≤ 1

2π
‖xfn(x)− xf (x)‖L1(R2). (2.17)

Thus, expression (2.16) can be bounded from above in the absolute value by

1

2π
‖xfn(x)− xf (x)‖L1(R2)|p|1−2sχ{|p|≤1}.

Hence

∥∥∥∥
∫ |p|
0

(
∂f̂n(s,σ )
∂s

− ∂f̂ (s,σ )
∂s

)
ds

|p|2s χ{|p|≤1}
∥∥∥∥
L2(R2)

≤ ‖xfn(x)− xf (x)‖L1(R2)

2
√
2π(1− s) → 0

as n→∞ via one of our assumptions. Therefore,

un(x)→ u(x) in L2(R2), n→∞

when the dimension d = 2 and a = 0 with s ∈
(
1
2 , 1

)
.

Let us proceed to the proof of the part c) of the theorem, when the dimension

d = 3 and a = 0 with s ∈
(
0, 34

)
. In such case, by virtue of the part c) of

Theorem 1.1, problems (1.2) and (1.3) admit unique solutions u(x) and un(x), n ∈
N, respectively, belonging to H 2s(R3). Using (1.19), we obtain the upper bound on
the first term in the right side of (2.9) in the absolute value by

‖fn(x)− f (x)‖L1(R3)

(2π)
3
2 |p|2s

χ{|p|≤1},

such that its L2(R3) norm can be estimated from above by

1

π
√
2(3− 4s)

‖fn(x)− f (x)‖L1(R3) → 0, n→∞

via one of our assumptions. Thus,

un(x)→ u(x) in L2(R3), n→∞

in the case of the dimension d = 3 and a = 0 with s ∈
(
0, 34

)
.
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For the higher values of the power of the three-dimensional negative Laplacian

s ∈
[
3
4 , 1

)
, the orthogonality condition

(f (x), 1)L2(R3) = 0 (2.18)

can be obtained via the trivial limiting argument, similarly to (2.10). By means of the
part c) of Theorem 1.1, Eqs. (1.2) and (1.3) have unique solutions u(x) ∈ H 2s(R3)

and un(x) ∈ H 2s(R3), n ∈ N, respectively. Orthogonality conditions (2.18)
and (1.15) yield

f̂ (0) = 0, f̂n(0) = 0, n ∈ N

when the dimension d = 3 and a = 0 with s ∈
[
3
4 , 1

)
. This allows us to obtain

here the expressions analogous to (2.15). Let us use the three-dimensional analog of
inequality (2.17) to derive the upper bound on the first term in the right side of (2.9)
in the absolute value by

‖xfn(x)− xf (x)‖L1(R3)

(2π)
3
2

|p|1−2sχ{|p|≤1},

such that its L2(R3) norm can be estimated from above by

1

π
√
2(5− 4s)

‖xfn(x)− xf (x)‖L1(R3)→ 0, n→∞

due to one of our assumptions. Therefore,

un(x)→ u(x) in L2(R3), n→∞

in the case of the dimension d = 3 and a = 0 with s ∈
[
3
4 , 1

)
.

Then we turn our attention to the case d) of the theorem. By virtue of the part
d) of Theorem 1.1 Eqs. (1.2) and (1.3) admit unique solutions u(x) ∈ H 2s(R3) and
un(x) ∈ H 2s(R3), n ∈ N, respectively. Using inequality (1.19), we estimate the
first term in the right side of (2.9) in the absolute value by

‖fn(x)− f (x)‖L1(Rd)

(2π)
d
2 |p|2s

χ{|p|≤1}, d ≥ 4,

such that its L2(Rd ) norm can be bounded from above by

1

(2π)
d
2

√
|Sd |
d − 4s

‖fn(x)− f (x)‖L1(Rd) → 0, n→∞
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by virtue of the one of our assumptions. Hence,

un(x)→ u(x) in L2(Rd ), d ≥ 4, n→∞

when a = 0 and s ∈ (0, 1).
If u(x) and un(x), n ∈ N are the unique solutions of equations (1.2) and (1.3) in

H 2s(Rd ), d ∈ N, respectively with a > 0 as in the cases e) and f) of the theorem,
by applying the standard Fourier transform (1.18) we easily obtain

û(p) = f̂ (p)

|p|2s − a , ûn(p) = f̂n(p)

|p|2s − a , n ∈ N. (2.19)

First of all, we consider the case e) of the theorem, when the dimension d = 1 and
a > 0. Thus, due to the result of the part e) of Theorem 1.1, Eq. (1.3) has a unique
solution un(x) ∈ H 2s(R), n ∈ N. Clearly, fn(x) ∈ L1(R), n ∈ N, such that
fn(x) → f (x) in L1(R) as n → ∞ via the parts a) and b) of Lemma 4.1 below.
By means of the limiting argument, analogously to the proof of (2.10) we obtain the
orthogonality relations

(
f (x),

e±ia
1
2s x

√
2π

)
L2(R)

= 0, s ∈ (0, 1). (2.20)

Then by virtue of the result of the part e) of Theorem 1.1, problem (1.2) admits a
unique solution u(x) ∈ H 2s(R). Using (2.19), we express ûn(p)− û(p) as

f̂n(p)− f̂ (p)
p2s − a χI+δ

+ f̂n(p)− f̂ (p)
p2s − a χIc+δ

+

+ f̂n(p)− f̂ (p)
(−p)2s − a χI−δ

+ f̂n(p)− f̂ (p)
(−p)2s − a χIc−δ

, (2.21)

with I+δ , I
−
δ are given by (2.4) and I c+δ , I c−δ are defined in (2.6). Evidently,

the second term in (2.21) can be estimated from above in the absolute value by
C|f̂n(p)− f̂ (p)|, such that

∥∥∥∥ f̂n(p)− f̂ (p)p2s − a χIc+δ

∥∥∥∥
L2(R)

≤ C‖fn(x)− f (x)‖L2(R)→ 0, n→∞

as assumed. Analogously, the last term in (2.21) can be bounded from above in the
absolute value by C|f̂n(p)− f̂ (p)|. Thus

∥∥∥∥ f̂n(p)− f̂ (p)(−p)2s − a χIc−δ

∥∥∥∥
L2(R)

≤ C‖fn(x)− f (x)‖L2(R)→ 0, n→∞
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due to one of our assumptions. Orthogonality relations (2.20) and (1.16) give us

f̂ (a
1
2s ) = 0, f̂n(a

1
2s ) = 0, n ∈ N,

such that

f̂ (p) =
∫ p

a
1
2s

df̂ (s)

ds
ds, f̂n(p) =

∫ p

a
1
2s

df̂n(s)

ds
ds, n ∈ N,

which enables us to express the first term in (2.21) as

∫ p
a

1
2s

[
df̂n(s)
ds

− df̂ (s)
ds

]
ds

p2s − a χI+δ
. (2.22)

By means of (2.12), we obtain the upper bound on (2.22) in the absolute value by

1√
2π
‖xfn(x)− xf (x)‖L1(R)

∣∣∣∣p − a
1
2s

p2s − a
∣∣∣∣χI+δ ≤ C‖xfn(x)− xf (x)‖L1(R)χI+δ

.

Thus, the L2(R) norm of (2.22) can be estimated from above by

C‖xfn(x)− xf (x)‖L1(R)→ 0, n→∞

due to one of our assumptions. Orthogonality conditions (2.20) and (1.16) yield

f̂ (−a 1
2s ) = 0, f̂n(−a 1

2s ) = 0, n ∈ N

with s ∈ (0, 1). Therefore, at the negative singularity

f̂ (p) =
∫ p

−a 1
2s

df̂ (s)

ds
ds, f̂n(p) =

∫ p

−a 1
2s

df̂n(s)

ds
ds, n ∈ N.

This gives us the upper bound on the third term in (2.21) in the absolute value by

1√
2π
‖xfn(x)− xf (x)‖L1(R)

∣∣∣∣ p + a 1
2s

(−p)2s − a
∣∣∣∣χI−δ ≤ C‖xfn(x)− xf (x)‖L1(R)χI−δ

.

Thus, its L2(R) norm can be estimated from above by

C‖xfn(x)− xf (x)‖L1(R)→ 0, n→∞



250 V. Vougalter and V. Volpert

as assumed. This shows that in dimension d = 1, when a > 0 and s ∈ (0, 1) we
have

un(x)→ u(x) in L2(R), n→∞.

We conclude the proof of the theorem with treating the case f) when the dimension
d ≥ 2 and a > 0 with s ∈ (0, 1). Then under our assumptions, by virtue of the part
f) of Theorem 1.1, problem (1.3) has a unique solution un(x) ∈ H 2s(Rd), n ∈ N.
A trivial limiting argument analogous to the proof of (2.10) gives us

(
f (x),

eipx

(2π)
d
2

)
L2(Rd)

= 0, p ∈ Sd
a

1
2s
. (2.23)

Then by means of the part f) of Theorem 1.1, problem (1.2) admits a unique solution
u(x) ∈ H 2s(Rd). Using (2.19), we easily arrive at

ûn(p)− û(p) = f̂n(p)− f̂ (p)
|p|2s − a χAδ +

f̂n(p)− f̂ (p)
|p|2s − a χAcδ , (2.24)

with the set Aδ defined in (2.7). Evidently, the second term in the right side of (2.24)
can be estimated from above in the absolute value by C|f̂n(p)− f̂ (p)|. Thus,

∥∥∥∥ f̂n(p)− f̂ (p)|p|2s − a χAcδ

∥∥∥∥
L2(Rd)

≤ C‖fn(x)− f (x)‖L2(Rd) → 0

as n → ∞ via one of our assumptions. Orthogonality relations (2.23) and (1.17)
imply that

f̂ (a
1
2s , σ ) = 0, f̂n(a

1
2s , σ ) = 0, n ∈ N,

such that

f̂ (p) =
∫ |p|

a
1
2s

∂f̂ (s, σ )

∂s
ds, f̂n(p) =

∫ |p|

a
1
2s

∂f̂n(s, σ )

∂s
ds, n ∈ N.

By means of the definition of the Fourier transform (1.18), analogously to inequali-
ties (2.12) and (2.17) in lower dimensions, we easily obtain

∣∣∣∣∂f̂n(p)∂|p| − ∂f̂ (p)
∂|p|

∣∣∣∣ ≤ 1

(2π)
d
2

‖xfn(x)− xf (x)‖L1(Rd).
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We derive the upper bound in the absolute value on the first term in the right side
of (2.24) by

1

(2π)
d
2

‖xfn(x)− xf (x)‖L1(Rd)

∣∣∣∣ |p| − a
1
2s

|p|2s − a
∣∣∣∣χAδ ≤ C‖xfn(x)− xf (x)‖L1(Rd)χAδ .

This implies that

∥∥∥∥ f̂n(p)− f̂ (p)|p|2s − a χAδ

∥∥∥∥
L2(Rd)

≤ C‖xfn(x)− xf (x)‖L1(Rd) → 0, n→∞

as assumed. Therefore, in dimensions d ≥ 2, when a > 0 and s ∈ (0, 1), we have

un(x)→ u(x) in L2(Rd )

as n→∞.

3 Solvability in the Sense of Sequences with a Scalar
Potential

Proof of Theorem 1.4 Note that the case a) of the theorem is the result of Lemma 7
of [27]. Then we proceed to proving the case of a > 0.

To prove the uniqueness of solutions of our equation, let us suppose that there
exist both u1(x) and u2(x) which are square integrable in R3 and solve (1.20). Then
their differencew(x) := u1(x)− u2(x) ∈ L2(R3) is a solution of the problem

(−�+ V (x))sw = aw, s ∈ (0, 1).

The fact that the operator (−� + V (x))s has no nontrivial L2(R3) eigenfunctions
as discussed above yields that w(x) vanishes a.e. in R3.

Let us apply the generalized Fourier transform (1.26) with the functions of the
continuous spectrum of the Schrödinger operator to both sides of problem (1.20),
which yields

ũ(k) = f̃ (k)

|k|2s − a , s ∈ (0, 1).

We introduce the spherical layer in the space of three dimensions as

Bδ := {k ∈ R
3 | a 1

2s − δ ≤ |k| ≤ a 1
2s + δ}, 0 < δ < a 1

2s . (3.1)
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This allows us to express

ũ(k) = f̃ (k)

|k|2s − aχBδ +
f̃ (k)

|k|2s − a χBcδ . (3.2)

The second term in the right side of (3.2) can be trivially bounded from above in the
absolute value by

C|f̃ (k)| ∈ L2(R3),

because f (x) is square integrable as assumed. We express

f̃ (k) = f̃ (a 1
2s , σ )+

∫ |k|

a
1
2s

∂f̃ (q, σ )

∂q
dq.

Therefore, the first term in the right side of (3.2) can be written as

f̃ (a
1
2s , σ )

|k|2s − a χBδ +
∫ |k|
a

1
2s

∂f̃ (q,σ )
∂q

dq

|k|2s − a χBδ . (3.3)

The second term in sum (3.3) can be easily bounded above in the absolute value by

‖∇kf̃ (k)‖L∞(R3)

∣∣∣∣ |k| − a
1
2s

|k|2s − a
∣∣∣∣χBδ ≤ C‖∇kf̃ (k)‖L∞(R3)χBδ ∈ L2(R3).

Note that under the stated assumptions ∇kf̃ (k) ∈ L∞(R3) due to Lemma 2.4
of [22]. Apparently, the first term in (3.3) is square integrable if and only if

f̃ (a
1
2s , σ ) vanishes, which yields orthogonality relation (1.29).

Then we proceed to the establishing of our last main statement dealing with the
solvability in the sense of sequences.

Proof of Theorem 1.5 In the case a) when s ∈
(
0, 34

)
problems (1.20) and (1.21)

have unique solutions u(x), un(x) ∈ L2(R3), n ∈ N, respectively due to the part
a) of Theorem 1.4 above. Let us apply the generalized Fourier transform (1.26) to
both sides of equations (1.20) and (1.21). We obtain

ũ(k) = f̃ (k)

|k|2s , ũn(k) = f̃n(k)

|k|2s , n ∈ N.

Therefore

ũn(k)− ũ(k) = f̃n(k)− f̃ (k)
|k|2s χ{|k|≤1} + f̃n(k)− f̃ (k)|k|2s χ{|k|>1}. (3.4)
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Obviously, the second term in the right side of (3.4) can be easily estimated from
above in the absolute value by |f̃n(k)− f̃ (k)|. Hence

∥∥∥∥ f̃n(k)− f̃ (k)|k|2s χ{|k|>1}
∥∥∥∥
L2(R3)

≤ ‖fn(x)− f (x)‖L2(R3) → 0, n→∞

via one of our assumptions. Using (1.27) we obtain the upper bound for the first
term in the right side of (3.4) in the absolute value by

1

(2π)
3
2

1

1− I (V )‖fn(x)− f (x)‖L1(R3)

χ{|k|≤1}
|k|2s .

Apparently, this yields

∥∥∥∥ f̃n(k)− f̃ (k)|k|2s χ{|k|≤1}
∥∥∥∥
L2(R3)

≤

≤ 1√
2(3− 4s)π

1

1− I (V )‖fn(x)− f (x)‖L1(R3) → 0, n→∞

due to one of our assumptions. Therefore, un(x) → u(x) in L2(R3) as n → ∞ in

the case when the parameter a = 0 and s ∈
(
0, 34

)
.

Then we turn our attention to the situation when a = 0 and s ∈
[
3
4 , 1

)
. By means

of orthogonality relation (1.30) along with the Corollary 2.2 of [22] and the part b)
of Lemma 4.1 below we obtain

|(f (x), ϕ0(x))L2(R3)| = |(f (x)− fn(x), ϕ0(x))L2(R3)| ≤

≤ 1

(2π)
3
2

1

1− I (V )‖fn(x)− f (x)‖L1(R3)→ 0, n→∞.

Therefore,

(f (x), ϕ0(x))L2(R3) = 0 (3.5)

holds. Hence Eqs. (1.20) and (1.21) admit unique solutions u(x), un(x) ∈
L2(R3), n ∈ N, respectively, via the part a) of Theorem 1.4. As discussed above,
it is sufficient to consider the first term in the right side of (3.4). Orthogonality
relations (3.5) and (1.30) yield

f̃ (0) = 0, f̃n(0) = 0, n ∈ N,
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such that

f̃ (k) =
∫ |k|

0

∂f̃ (s, σ )

∂s
ds, f̃n(k) =

∫ |k|

0

∂f̃n(s, σ )

∂s
ds, n ∈ N.

This enables us to estimate the first term in the right side of (3.4) from above in the
absolute value by ‖∇k[f̃n(k)− f̃ (k)]‖L∞(R3)|k|1−2sχ{|k|≤1}. Therefore
∥∥∥∥ f̃n(k)− f̃ (k)|k|2s χ{|k|≤1}

∥∥∥∥
L2(R3)

≤ C‖∇k[f̃n(k)− f̃ (k)]‖L∞(R3) → 0, n→∞

due to Lemma 3.4 of [18] under the given assumptions. This shows that un(x) →
u(x) in L2(R3) as n→∞ when a = 0 and s ∈

[
3
4 , 1

)
.

We complete the proof of the theorem by establishing the result of the part b).
By virtue of the limiting argument similar to the proof of relation (3.5), we have

(f (x), ϕk(x))L2(R3) = 0, k ∈ S3
a

1
2s
, s ∈ (0, 1). (3.6)

Thus by means of the result the part b) of Theorem 1.4, Eqs. (1.20) and (1.21)
possesses unique solutions u(x), un(x) ∈ L2(R3). We apply the generalized Fourier
transform (1.26) to both sides of problems (1.20) and (1.21). Hence, we obtain

ũn(k)− ũ(k) = f̃n(k)− f̃ (k)
|k|2s − a χBδ +

f̃n(k)− f̃ (k)
|k|2s − a χBcδ

(3.7)

with Bδ defined in (3.1). Obviously, the second term in the right side of (3.7) can be
estimated from above in the absolute value by C|f̃n(k)− f̃ (k)|, such that

∥∥∥∥ f̃n(k)− f̃ (k)|k|2s − a χBcδ

∥∥∥∥
L2(R3)

≤ C‖fn(x)− f (x)‖L2(R3)→ 0, n→∞

due to one of our assumptions. By means of orthogonality conditions (3.6)
and (1.31), we have

f̃ (a
1
2s , σ ) = 0, f̃n(a

1
2s , σ ) = 0, n ∈ N.

This gives us the representations

f̃ (k) =
∫ |k|

a
1
2s

∂f̃ (s, σ )

∂s
ds, f̃n(k) =

∫ |k|

a
1
2s

∂f̃n(s, σ )

∂s
ds, n ∈ N,
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such that the first term in the right side of (3.7) can be expressed as

∫ |k|
a

1
2s

[
∂f̃n(s,σ )
∂s

− ∂f̃ (s,σ )
∂s

]
ds

|k|2s − a χBδ . (3.8)

Clearly, (3.8) can be trivially estimated from above in the absolute value by

‖∇k[f̃n(k)− f̃ (k)]‖L∞(R3)

∣∣∣∣ |k| − a
1
2s

|k|2s − a
∣∣∣∣χBδ ≤ C‖∇k[f̃n(k)− f̃ (k)]‖L∞(R3)χBδ .

Therefore, the L2(R3) norm of (3.8) can be bounded from above by

C‖∇k[f̃n(k)− f̃ (k)]‖L∞(R3)→ 0, n→∞

by virtue of Lemma 3.4 of [18] under the given assumptions. This yields that
un(x)→ u(x) in L2(R3) as n→∞ when a > 0 with s ∈ (0, 1).

4 Auxiliary Results

The following technical lemma is useful for proving the solvability in the sense of
sequences in our theorems. Note that its parts a) and b) were established in Lemma 6
of [29].

Lemma 4.1

a) Let f (x) ∈ L2(Rd), d ∈ N and xf (x) ∈ L1(Rd ). Then f (x) ∈ L1(Rd ).
b) Let n ∈ N, fn(x) ∈ L2(Rd), d ∈ N, such that fn(x) → f (x) in L2(Rd )

as n → ∞. Let xfn(x) ∈ L1(Rd ), such that xfn(x) → xf (x) in L1(Rd ) as
n→∞. Then fn(x)→ f (x) in L1(Rd ) as n→∞.

c) Let f (x) ∈ L2(Rd), d ∈ N and x2f (x) ∈ L1(Rd). Then xf (x) ∈ L1(Rd ).
d) Let n ∈ N, fn(x) ∈ L2(Rd), d ∈ N, such that fn(x) → f (x) in L2(Rd ) as
n → ∞. Let x2fn(x) ∈ L1(Rd), such that x2fn(x) → x2f (x) in L1(Rd) as
n→∞. Then xfn(x)→ xf (x) in L1(Rd ) as n→∞.

Proof To prove the part c) of the lemma, we express the norm ‖xf (x)‖L1(Rd) as

∫
|x|≤1

|x||f (x)|dx +
∫
|x|>1

|x||f (x)|dx ≤
∫
|x|≤1

|f (x)|dx +
∫
|x|>1

|x|2|f (x)|dx.

This sum can be easily bounded from above via the Schwarz inequality by

‖f (x)‖L2(Rd)

√
|Bd | + ‖x2f (x)‖L1(Rd) <∞
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as assumed. Let us complete the proof of the lemma with establishing its part d).
Clearly, the norm ‖xfn(x)− xf (x)‖L1(Rd) can be written as

∫
|x|≤1

|x||fn(x)− f (x)|dx +
∫
|x|>1

|x||fn(x)− f (x)|dx ≤

≤
∫
|x|≤1

|fn(x)− f (x)|dx +
∫
|x|>1

|x|2|fn(x)− f (x)|dx.

By means of the Schwarz inequality this sum can be trivially estimated from above
by

‖fn(x)− f (x)‖L2(Rd)

√
|Bd | + ‖x2fn(x)− x2f (x)‖L1(Rd) → 0, n→∞

due to our assumptions.
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