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Abstract We review recent results and present new ones on one-dimensional
conservation laws with point constraints on the flux. Their application is, for
instance, the modeling of traffic flow through bottlenecks, such as exits in the
context of pedestrians’ traffic and tollgates in vehicular traffic. In particular, we
consider nonlocal constraints, which allow to model, e.g., the irrational behavior
(“panic”) near the exits observed in dense crowds and the capacity drop at tollbooths
in vehicular traffic. Numerical schemes for the considered applications, based
on finite volume methods, are designed, their convergence is proved, and their
validations are done with explicit solutions. Finally, we complement our results
with numerical examples, which show that constrained models are able to reproduce
important features in traffic flow, such as capacity drop and self-organization.

1 Introduction

This chapter deals with macroscopic modeling of traffic flows, both for pedestrians
and vehicles, below referred to as agents. The literature on macroscopic models for
traffic flows is already vast and characterized by contributions covering statement
of problems, modeling aspects, qualitative analysis, and numerical simulations
motivated by their real-life applications. Macroscopic models of traffic flows

B. Andreianov
LMPT, CNRS UMR 7350, Université de Tours, Tours, France
e-mail: boris.andreianov@lmpt.univ-tours.fr

C. Donadello · U. Razafison
Laboratoire de Mathématiques CNRS UMR 6623, Université Bourgogne Franche-Comté,
Besançon, France
e-mail: carlotta.donadello@univ-fcomte.fr; ulrich.razafison@univ-fcomte.fr

M. D. Rosini (�)
Department of Mathematics and Computer Science, University of Ferrara, Ferrara, Italy
e-mail: rsnmsm@unife.it

© Springer Nature Switzerland AG 2018
L. Gibelli, N. Bellomo (eds.), Crowd Dynamics, Volume 1, Modeling
and Simulation in Science, Engineering and Technology,
https://doi.org/10.1007/978-3-030-05129-7_5

103

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05129-7_5&domain=pdf
mailto:boris.andreianov@lmpt.univ-tours.fr
mailto:carlotta.donadello@univ-fcomte.fr
mailto:ulrich.razafison@univ-fcomte.fr
mailto:rsnmsm@unife.it
https://doi.org/10.1007/978-3-030-05129-7_5


104 B. Andreianov et al.

are nowadays a consolidated and nonetheless continuously expanding field of
mathematical research from both the theoretical and applied point of view, as the
surveys [9, 38, 42, 46] and the books [29, 44] demonstrate.

The macroscopic variables (that translate the discrete nature of traffic into
continuous variables) are the density of agents ρ, the velocity v, and the density
flow f . By definition

f = ρ v. (1)

Furthermore, the conservation of the number of agents is expressed by the scalar
conservation law (CL)

ρt + fx = 0. (2)

We have to impose a further condition to close system (1), and (2) of two equations
and three unknowns. However, (1), and (2) are the only accurate physical laws
in traffic flow theory and any other assumption results from an approximation of
empirical observations. In fact, traffic modeling cannot be an exact science, e.g.,
Newtonian physics, because traffic flows are influenced by psychological effects.
Nevertheless, good macroscopic models help to understand nontrivial properties of
traffic flows, to predict and optimize them.

There are two approaches to close system (1), and (2), which correspond to first-
and second-order models. First-order models close system (1), and (2) by expressing
one of the three variables in terms of the remaining two. The prototype of the first-
order models is the Lighthill, Whitham [35], and Richards [43] (LWR) model, which
assumes that the velocity depends on the density alone, namely, v = V (ρ). The
function V belongs to C1([0, ρmax]; [0, vmax]) and is non-increasing with V (0) =
vmax and V (ρmax) = 0, where vmax is the maximal speed and ρmax is the maximal
density. As a result, LWR is expressed by the scalar CL

ρt + [ρ V (ρ)]x = 0. (3)

Second-order models close system (1), and (2) by adding a CL as third constitutive
equation. The most celebrated second-order model is the Aw, Rascle [8], and
Zhang [48] model (ARZ). Away from the vacuum ρ = 0, ARZ writes

(
ρ

y

)
t

+
[(

y

ρ
− p(ρ)

)(
ρ

y

)]
x

=
(

0
0

)
, (4)

where y = (v + p(ρ)) ρ is called generalized momentum. The “pressure” function
p : R+ → R+ plays the role of an anticipation factor, taking into account agents’
reactions to the traffic in front of them.

From the modeling point of view, the main drawback of LWR is the fact that
agents adjust instantaneously their velocities according to the density they are
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experiencing (which implies infinite acceleration) and take into account the slightest
change in the density. This behavior contradicts the empirical observations. Also,
experimental data show that the fundamental diagram (ρ, f ) is given by a cloud of
points rather than being the support of a map ρ �→ [ρ V (ρ)], see [20, Figure 1.1] or
[14, Figure 3.1]. ARZ can be interpreted as a generalization of LWR, possessing a
family of fundamental diagram curves, rather than a single one. For this reason ARZ
avoids the drawbacks of LWR listed above. Moreover, the empirical tests in [26]
show that in many cases, ARZ is significantly more accurate than LWR.

From the mathematical point of view, however, the analysis of ARZ requires a
higher degree of technicalities because system (4) degenerates into just one equation
at the vacuum. As observed in [31], taking initial data away from the vacuum does
not forbid the emergence of vacuum in the solutions; in this case the solutions do
not depend continuously on the initial data and experience a sudden increase of the
total variation as the vacuum appears.

Goatin [30] bypasses these drawbacks of LWR and ARZ by coupling the two
models. The resulting phase transition model (PT) describes the free-flow phase
�f with LWR and the congested phase �c with ARZ. This PT model has been
generalized in [10–12, 24].

An underlying assumption of all the models considered above (LWR, ARZ, PT)
is that agents move in a homogeneous environment. However, in real life, agents
typically move in inhomogeneous spaces characterized by “obstacles” that hinder
the density flow, such as bottlenecks and traffic lights. The effect of such obstacles
can be represented by introducing point constraints on the density flow

f (t, xi) ≤ Qi (5)

at the locations xi of obstacles, where Qi are their capacities, namely, the maximal
density flows allowed through them. The concept of point constraints was first
introduced in the framework of crowd dynamics in [23] and in [21] for vehicular
traffic. The point constraint (5) is called nonlocal if Qi depends in a nonlocal way on
the density and local otherwise. We briefly summarize the literature on conservation
laws with point constraints recalling that:

• LWR with a local point constraint is studied analytically in [21, 23] and
numerically in [7, 16, 19, 22];

• LWR with a nonlocal point constraint is studied analytically in [2, 5] and
numerically in [3];

• ARZ with a local point constraint is studied analytically in [6, 25, 28] and
numerically in [1];

• PT with a local point constraint is analytically studied in [10, 12, 24].

In the present chapter, we shortly review the above results. For simplicity in the
exposition, we consider below only the case of one obstacle placed at x = 0.

Despite the theory of point constraints is stated in a general mathematical
framework (see, for instance, [44, Chapter 6]), according to the authors’ knowledge,
it is so far applied only in two frameworks: crowd dynamics [2, 3, 5, 18, 19, 23] and
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vehicular traffic [1, 6, 7, 10, 12, 16, 21, 22, 24, 25, 28]. However, it is easy to envisage
its application in other fields of research, such as biology (e.g., to model flows of
biological substances across cell membranes), biomedicine (e.g., to model blood
flows in vessels through thromboses), Internet traffic engineering (e.g., to model
flows of data through routers or proxies), etc.

This chapter is organized as follows. Section 2 deals with the Cauchy problem
for constrained LWR (3), and (5) in case the constraint is a function of the
density, nonlocally both in time and space. The resulting problem is investigated
analytically in Sect. 2.1 and numerically in Sect. 2.2. In Sect. 2.3, we construct exact
and approximate solutions to some explicit cases. Section 3 deals with the Cauchy
problem for constrained ARZ (4), and (5) in case the constraint is a function of time.
The well-posedness is then considered in Sect. 3.1. In Sect. 3.2 we construct an exact
solution to an explicit case. Section 4 deals with the Cauchy problem for constrained
PT (3), (4), and (5) in case the constraint is constant. The well-posedness is then
considered in Sect. 4.1. In Sect. 4.2 we construct an exact solution to an explicit
case.

2 Nonlocally Constrained LWR

In this section we study the Cauchy problem for LWR (3) subject to a point
constraint on the density flow (5)

ρt + f (ρ)x = 0, x ∈ R, t ∈ (0, T ] , (6a)

f (ρ)(t, 0±) ≤ Q(t), ∈ R, t ∈ (0, T ] , (6b)

ρ(0, x) = ρ0(x), x ∈ R. (6c)

Above T > 0 is the time horizon, ρ0 is the initial datum, and f (ρ) = ρ V (ρ) is the
flux. Moreover Q is the maximal density flow allowed through x = 0 and has the
form

Q(t) = Q[ρ](t) for a.e. t ∈ [0, T ], (7)

where the operator

Q : C0(0, T ; L1) −→ L1(0, T )

may be nonlocal both in time and space. Above

C0(0, T ; L1) = C0([0, T ]; L1(R; [0, ρmax])
)

and

L1(0, T ) = L1((0, T ); [0, fmax]
)
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are, respectively, endowed with the distances induced by the norms

‖ρ‖C0(0,T ;L1) = max
t∈[0,T ]

∫
R

|ρ(t, x)| dx and ‖Q‖L1(0,T ) =
∫ T

0
|Q(t)| dt.

2.1 Existence and Uniqueness Results

We split the definition of solution to (6), and (7) into two points in the following.

Definition 1 A couple (ρ,Q) ∈ C0([0, T ]; L1
loc(R; [0, ρmax])) × L∞(0, T ) is an

entropy solution to (6), and (7) if the following conditions hold:

(i) The function ρ is an entropy solution of constrained Cauchy problem (6), i.e.,
for every test function φ ∈ C∞

c ([0, T ) × R;R+) and constant k ∈ [0, ρmax]

∫
R

[∫
R+

[
|ρ − k|φt + sign(ρ − k)

(
f (ρ) − f (k)

)
φx

]
dt + |ρ0(x) − k| φ(0, x)

]
dx

(8a)

+2
∫
R+

[
1 − Q (t)

max[0,ρmax] f

]
f (k) φ(t, 0) dt ≥ 0,

(8b)

and the left and right traces t �→ γ ±f (ρ)(t) of f (ρ) at x = 0 fulfill

γ ±f (ρ)(t) ≤ Q (t) for a.e. t ∈ [0, T ] . (8c)

(ii) The function Q is linked to ρ by relation (7).

Item (i) is precisely [7, Definition 2.1], which is a minor generalization of [21,
Definition 3.2]. Line (8a) constitutes the classical Kruzhkov entropy condition
(see [33]) suitable for a conservation law without any constraint condition, namely,
for (6a), and (6c). Lines (8b) and (8c) account for constraint (6b). Recall that
assumption (GNL) given below ensures that the strong traces t �→ γ ±ρ(t) exist;
hence f (ρ)(t, 0±) coincides with f (ρ(t, 0±)) (see [40]). In the sequel, we write
f (ρ)(t, 0±) for γ ±f (ρ)(t) and ρ(t, 0±) for γ ±ρ(t).

Definition 2 Two constraint operators Q1 and Q2 are equivalent if Q1[ρ] = Q2[ρ]
for any entropy solution ρ of (6), and (7) corresponding to Q1 or Q2.

The existence results for (6), and (7) obtained in [5, 19, 21] rely on the wave-front
tracking (WFT) method; see [15, 32] and the references therein. Such method is
tailored to the specific expressions of Q and can be hardly generalized to even slight
modification of Q. For this reason, as in [4], we provide below a rigorous set of
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general hypotheses, which guarantee existence and uniqueness of entropy solutions
for wide classes of constraint operators, via the application of splitting or fixed-
point methods. More precisely, we assume that ρ0 is in L1(R; [0, ρmax]) (due to the
finite speed of propagation, property for (3), the extension to L∞(R; [0, ρmax]) is
straightforward; see [5, Theorem 2.1]). On the flux f , we always assume that

f belongs to Lip ([0, ρmax];R+) and is bell − shaped, that is, f (0) = 0 =
f (ρmax) and there exists ρc ∈ (0, ρmax) such that f ′(ρ) (ρc − ρ) > 0
for a.e. ρ ∈ [0, ρmax];

(f)

some of our results require the additional assumption

for anyρ1, ρ2 ∈ [0, ρmax] such that ρ1 < ρ2, the restriction of f to
[ρ1, ρ2] is not affine.

(GNL)

By (f) we have that fmax = max[0,ρmax] f satisfies fmax = f (ρc). On Q we assume
that it is “history dependent,” that is

if ρ1, ρ2 ∈ C0(0, T ; L1) coincide on [0, t] × R, then Q[ρ1] and Q[ρ2]
coincide on [0, t], (Qhd)

and that for any t ∈ [0, T ] the restriction Qt : C0(0, t; L1) → L1(0, t) of Q to
C0(0, t; L1) is such that

Qt is Lipschitz continuous, and there exists a non − decreasing map ω ∈
C0(R+;R+) such that ω(0) = 0 and for any ρ1, ρ2 ∈ C0(0, T ; L1)

‖Qt [ρ1] − Qt [ρ2]‖L1(0,t) − ω(t − τ) ‖ρ1 − ρ2‖C0(0,t;L1) ≤ 0,

where τ = max{s ∈ [0, t] : ρ1 = ρ2 in C0(0, s; L1)}.
(QLip)

By (Qhd) we have that Qt , t ∈ [0, T ], can be defined by letting Qt [ρ] as the
restriction to [0, t] of Q[E [ρ]], where E [ρ] ∈ C0(0, T ; L1) is an arbitrary extension
of ρ ∈ C0(0, t; L1).

Before stating our main results, let us recall the uniform Lipschitz continuity
estimate obtained in [7, Proposition 2.10].

Lemma 1 For any Q1,Q2 ∈ L∞(0, T ) and t ∈ [0, T ], the corresponding entropy
solutions ρ1, ρ2 ∈ C0(0, t; L1) to (6) with time horizon t satisfy

‖ρ1 − ρ2‖C0(0,t;L1) ≤ 2 ‖Q1 − Q2‖L1(0,t).

We have the following well-posedness result.
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Theorem 1

1. If Q verifies (QLip), then constrained Cauchy problem (6), and (7) admits one
and only one entropy solution.

2. The conclusion of 1 still holds true if Q is equivalent to a constraint that
verifies (QLip).

Proof By (QLip) and Lemma 1, the Banach-Picard fixed-point argument yields
both existence and uniqueness of solutions on a sufficiently small time interval.
Bootstrapping the construction, we achieve the global existence result.

In practice, verification of assumption (QLip) may be tedious; for this reason we
provide the following.

Proposition 1 A constraint operator Q satisfies (QLip) if there exists a constant
C > 0 such that one of the following conditions is satisfied:

1. for all t ∈ [0, T ], Qt verifies ‖Q[ρ1] − Q[ρ2]‖L1(0,t) ≤ C ‖ρ1 − ρ2‖L1(0,t;L1);
2. for all t ∈ [0, T ], Qt verifies ‖Q[ρ1] − Q[ρ2]‖L∞(0,t) ≤ C ‖ρ1 − ρ2‖C0(0,t;L1).

While uniqueness seems to require some kind of Lipschitz continuity of Q,
existence results can be obtained in much more generality. In fact, under assump-
tion (GNL), it is enough to require that

Q can be extended to a continuous map from L1(0, T ; L1) to L1(0, T ), (Qcont)

whereas if (GNL) does not hold, then it is enough to require that

Q is continuous and compact from C0(0, T ; L1) to L1(0, T ). (Qcomp)

Above

L1(0, T ; L1) = L1((0, T ) × R; [0, ρmax]
)

and L∞(0, T ) = L∞((0, T ); [0, fmax]
)

are, respectively, endowed with the distances induced by the norms

‖ρ‖L1(0,T ;L1) =
∫ T

0

∫
R

|ρ(t, x)| dx dt and ‖Q‖L∞(0,T ) = ess sup t∈(0,T )|Q(t)|.

More precisely, we have the following existence result.

Theorem 2 Constrained Cauchy problem (6), and (7) admits at least one entropy
solution if one of the following conditions is satisfied:

(a) Q satisfies (Qcomp).
(b) f satisfies (GNL) and Q satisfies (Qcont).

The same conclusion holds if Q is equivalent to a constraint operator that
satisfies (a) or (b).
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Proof In case (b), compactness of families of functions (ρ�) solving (6a) in x 
= 0 is
obtained by using the results in [39]. In case (a), compactness of the corresponding
(Q�) (and consequently that of (ρ�)) is straightforward. In both cases, the Schauder
fixed-point argument can be used to resolve the coupling between ρ and Q in (6),
and (7).

Notice that the embeddings L1(0, T ; L1) ⊃ C0(0, T ; L1) and L∞(0, T ) ⊂
L1(0, T ) are continuous. Moreover, since the topology of L1(0, T ; L1) is weaker
than that of C0(0, T ; L1), (Qcont) and (Qcomp) are not directly comparable.

In the spirit of Proposition 1, let us point out that the compactness assumption on
Q can follow from the stronger assumption of compactness of Q as operator from
C0(0, T ; L1) to L∞(0, T ).

2.2 Finite Volume Approximation

In this section we describe the numerical scheme [4] based on finite volume method
that we use to solve (6), and (7) and prove its convergence to entropy solutions under
the general assumptions (Qcons

� ) and (Qcomp
� ) given below.

Let �x and �t be the constant space and time steps, respectively. Introduce
the points xj+1/2 = j�x, the cells Kj = [xj−1/2, xj+1/2) and the cell centers
xj = (j − 1/2)�x for j ∈ Z. Let jc be the index such that xjc+1/2 is
the location of the constraint. Define N = T/�t� and for n ∈ N ∩ [0, N ]
introduce the time discretization tn = n�t . For n ∈ N ∩ [0, N ] and j ∈ Z,
we denote by ρn

j the approximation of the average of ρ(tn, ·) on the cell Kj ,
namely

ρ0
j = 1

�x

∫
Kj

ρ0(x) dx and ρn
j � 1

�x

∫
Kj

ρ(tn, x) dx if n > 0.

The discretized initial datum ρ0
� is defined by

ρ0
�(x) = ρ0

j for x ∈ Kj, (9)

convergences to ρ0 in L1(R) and obeys the same L∞ bounds as ρ0.
Let (ρ�,Q�) : [0, T ] × R → [0, ρmax] × [0, fmax] be an approximate solution

with

ρ�(t, x) =
N∑

n=1

ρn
�(x) χ

(tn−1,tn](t), Q�(t) =
N∑

n=1

Qn
� χ

(tn−1,tn](t),

where (ρn
�,Qn

�) is a discrete function computed by executing the following
algorithm, based on a suitable discretization Q� of Q that satisfies (Qhd).
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0. Initialization. We start with ρ0
� given in (9) and Q0

� = Q�[ρ0
�](0).

1. For each n ∈ [0, N − 1] ∩ N,

A. A finite volume method [7] for constrained Cauchy problem (6) is

ρn+1
j = ρn

j − �t

�x

(
F n

j+1/2 − F n
j−1/2

)
, (10)

where

F n
j+1/2 =

⎧⎨
⎩
F
(
ρn

j , ρn
j+1

)
if j 
= jc,

min
{
F
(
ρn

j , ρn
j+1

)
,Qn

�

}
if j = jc,

(11)

is a monotone, consistent numerical flux, namely

• F ∈ Lip([0, ρmax]2;R) with Lipschitz constant Lip(F),
• F(a, a) = f (a) for any a ∈ [0, ρmax],
• [0, ρmax]2 � (a, b) �→ F(a, b) ∈ [0, fmax] is non-decreasing with respect

to a and non-increasing with respect to b,

and Qn
� is an approximation of Q(tn).

B. Given (ρk
�)k=1,...,n with ρn

�(x) = ρn
j for x ∈ Kj , we compute Qn

� ∈
[0, fmax] by discretizing relation (7):

Qn
� = Q�

[
E n[ρn

�]](tn), (12)

where E n[ρn
�](t, x) = ∑n

k=1 ρk
�(t − tk−1, x) 1

(tk−1, tk](t).

We use the L1(0, T )-norm for Q� and with the L∞(0, T ; L1)-norm for ρ�, both
norms being computed from the above expressions of Q� and ρ� as functions of t

and (t, x), respectively.
In the following we assume that the approximations of Q given by Q� are

consistent

‖Q� − Q‖L1(0,T ) → 0
‖ρ� − ρ‖L1(0,T ;L1) → 0

Q� = Q�[ρ�]

⎫⎪⎬
⎪⎭ =⇒ Q = Q[ρ] (Qcons

� )

and the following asymptotic compactness property

(ρ�) is bounded in L∞(0, T ; L1)

Q� = Q�[ρ�]

}
=⇒ (Q�) is compact in L1(0, T ). (Qcomp

� )
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Here and in the sequel, by compactness of (Q�), we mean the possibility to extract
a convergent subsequence in L1(0, T ), i.e., the relative compactness.

As in [7, Proposition 4.2], under the CFL condition

Lip(F)
�t

�x
≤ 1

2
,

we have the L∞-stability of the scheme (10), (11), and (12), that is

0 ≤ ρ�(t, x) ≤ ρmax for a.e. (t, x) ∈ (0, T ) × R.

We have the following convergence results of our scheme.

Theorem 3 Let Q verify (QLip) and (ρ,Q) be the unique entropy solution of (6),
and (7).

1. If Q admits an approximation QΔ that satisfies (Qcons
Δ ) and (Qcomp

Δ ). Then
(ρΔ,QΔ) constructed by the scheme (10), (11), and (12) converges to (ρ,Q)

as Δt, Δx → 0.
2. The conclusion of 1. still holds true if Q is equivalent to a constraint that

verifies (QLip) and admits an approximation that satisfies (Qcons
Δ ) and (Qcomp

Δ ),
then the approximate solution constructed by the corresponding scheme (10),
(11), and (12) converges to (ρ,Q) as Δt, Δx → 0.

2.3 Examples

In this section we give some examples of constraint operators satisfying the
hypothesis of Theorem 1. This means that the associated constrained Cauchy
problems are well-posed. Below q ∈ Lip([0, ρmax]; (0, fmax]) is non-increasing,
w ∈ L∞(R−;R+) is non-decreasing with ‖w‖L1(R−) = 1 and supp(w) =
[−iw, 0], iw > 0, κ ∈ Lip(R+;R+) is non-increasing with ‖κ‖L1(R+) = 1 and
supp(κ) = [0, τ ], τ > 0, which express the dependence of the constraint level on
the subjective density, the space non-locality, and the time non-locality (memory),
respectively. We also assume that w belongs to Lip((−∞, 0);R+) but can be/is dis-
continuous at x = 0. The numerical simulations are performed using the Ruzanov
fux [45]:

F(a, b) = f (a) + f (b)

2
− b − a

2
max(|f ′(a)|, |f ′(b)|).

Example 1 If w ∈ C1
c(R;R+) and K ∈ C2(R+;R+) is the primitive of κ such that

K(0) = 0, then the nonlocal (both in time and space) constraint operators

Q1[ρ](t) = q

(∫
R−

∫ t

0
w(x) κ(t − s) ρ(s, x) ds dx

)
, (13)
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Q2[ρ](t) = q

(∫
R−

[
w(x)K(t) ρ0(x) + w′(x)

∫ t

0
K(t − s) f (ρ)(s, x) ds

]
dx

− w(0−)

∫ t

0
K(t − s) f (ρ)(s, 0−) ds

)
, (14)

are well defined and equivalent. Such operators correspond to the case of a maximal
density flow at x = 0 which depends on the values of ρ in supp(κ(t −·))×supp(w).
The monotonicity assumption on w (on κ) implies that the capacity is more affected
by the “closest” (“more recent”) values of ρ. Let also

Q3[ρ](t) = q

⎛
⎝ ∑

0<ti≤t

[ti − ti−1] κ(t − ti−1)

[∫
R−

w(x) ρ(ti , x) dx

]⎞⎠ , (15)

Q4[ρ](t) = q

(∑
yi<0

[yi+1 − yi] w(yi)

[∫ t

0
κ(t − s) ρ(s, yi+1) ds

])
, (16)

which are discretized versions of Q1, with ti < ti+1 and y0 ≤ yi < yi+1 ≤ yM+1
= 0.

Such operators can model, for instance, the traffic through tollbooths if the
number of open gates is decided according to online data. One might think that
both Q1 and Q2 correspond to data collected by a video camera registering the area
given by supp(w), Q3 corresponds to data collected by a photo camera that shoots
photos at times ti of the area given by supp(w), and Q4 corresponds to data collected
by local sensors located at yi . In each of these cases, supp(κ) is the period of time
the data are taken into account.

In Fig. 1 we represent the exact solution ρ corresponding to the constraint
operator Q1, f (ρ) = (1 − ρ) ρ (hence vmax = 1 and ρmax = 1), w(x) =
2(1 + x) χ[−1,0](x), κ(t) = 2(1 − t) χ[0,1](t), ρ0(x) = χ[−6,−1.2](x) and

Fig. 1 The solution ρ described in Example 1
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Fig. 2 The approximate solution x �→ ρ�(t, x) at different times for �x = 10−3 and �t =
4 × 10−4. (a) ρ�(0, x). (b) ρ�(5.878, x). (c) ρ�(10, x). (d) ρ�(100, x)

Table 1 Relative L1-error at time t = 10, for the constraints Q1 and Q2

Q1 defined in (13) Q2 defined in (14)

Space step L1-error Rate of convergence L1-error Rate of convergence

600 9.68 × 10−3 – 1.07 × 10−2 –

1200 5.06 × 10−3 0.935 5.64 × 10−3 0.923

2400 2.73 × 10−3 0.913 3.03 × 10−3 0.91

6000 1.24 × 10−3 0.891 1.37 × 10−3 0.892

12000 6.56 × 10−4 0.892 7.28 × 10−4 0.892

24000 3.36 × 10−4 0.902 3.8 × 10−4 0.898

q(ξ) =

⎧⎪⎪⎨
⎪⎪⎩

q0 if 0 ≤ ξ < ξ1,

q1 if ξ1 ≤ ξ < ξ2,

q2 if ξ2 ≤ ξ ≤ 1,

(17)

with q0 = 0.16, q1 = 0.1056, q2 = 0.0384, ξ1 ∼ 0.508, ξ2 ∼ 0.6911. The
approximate solution x �→ ρ�(t, x) is represented at different fixed times t in Fig. 2.
Table 1 lists the relative L1-errors

⎡
⎣∑

j

∣∣∣ρ(tn, xj ) − ρn
j

∣∣∣
⎤
⎦ /

⎡
⎣∑

j

∣∣ρ(tn, xj )
∣∣
⎤
⎦

at time tn = 10 between the exact and approximate solutions computed with the
constraint operators Q1 and Q2 for different numbers of space cells and for a
fixed time step �t = 10−4. The relative L1-errors are similar; hence the solutions
corresponding to Q1 and Q2 are essentially the same, and in fact Q1 and Q2 are
very close to one another. This is not surprising, indeed, the constraint operators
Q1 and Q2 are equivalent in the sense of Definition 2. We recall that equivalent
constraints lead to the same solutions. Thus, the schemes based on the respective
discretizations of Q1 and Q2 should be seen as different approximations of one and
the same continuous problem.
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Fig. 3 Solutions x �→ ρ�(10, x) corresponding to Q3 and Q4 for �x = 10−3 and �t = 4 × 10−4.
(a) x �→ ρ�(5.878, x) for t0 = 0, t1 = 2 and t3 = 5. (b) x �→ ρ�(5.878, x) for all ti = i�t ,
i = 0, . . ., 14695. (c) x �→ ρ�(5.878, x) for y0 = −1.1 and y1 = 0. (d) x �→ ρ�(5.878, x) for all
yi = −6 + i�x, i = 1, . . . , 7000

We focus on the constraint operators Q3 and Q4. For each of them, we perform
two types of simulations: one by taking a small number of discretized times or
positions (see Fig. 3a, c) and one by taking all the times and positions of the
discretization (see Fig. 3b, d). Notice a good agreement between Fig. 3b, d, and
Fig. 2c. As expected, the constraint operator that corresponds to the case where
data are collected by a video camera is the more efficient since the two other may
underestimate the importance of the congestion before the exit.

Example 2 The capacity drop of a bottleneck when a high density accumulates
upstream is reproduced in [5] by the constraint operator

Q1[ρ](t) = q
(
1(t)

)
, 1(t) =

∫
R−

w(x) ρ(t, x) dx, (18)

where 1 is subjective density at the bottleneck. Existence and uniqueness results
for this model are proved in [5, Theorem 3.1]. Since (Qhd) is obvious and (QLip)
follows from Proposition 1, thanks to Theorem 1 we can give a shorter alternative
proof, which requires weaker hypotheses on q and w. However this proof does not
give any hint on the behavior of the entropy solution nor a priori bounds of its total
variation, unlike to the (much longer) arguments of [5]. Observe that we do not need
to assume (GNL).

According to this model, even a small density may form a queue provided a
sufficiently high density is approaching from behind. This drawback is tempered by
considering a memory effect and choosing Q2[ρ](t) = q

(
2(t)

)
with

2(t) = min

{∫
R−

w(x) ρ(t, x) dx, αf −1−
(∫ t

0
κ(t − s) f (ρ)(s, 0−) ds

)}
, (19)

being α ∈ (0, ρmax/ρc] a constant and f− the restriction of f to [0, ρc]. Indeed,
if, for instance, α = √

5, the numerical domain is [−6, 1], f (ρ) = (1 − ρ2)2 ρ,
ρ0(x) = χ[−1,−0.1](x) and
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Fig. 4 The fluxes at the exit
F n,1

jc+1/2 and F n,2
jc+1/2

corresponding to the
constraints (18) and (19),
respectively, for �x = 10−3

and �t = 4 × 10−4
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q(ξ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q0 if 0 ≤ ξ < ξ1,

(q0 − q1)ξ + q1ξ1 − q0ξ2

ξ1 − ξ2
if ξ1 ≤ ξ < ξ2,

q1 if ξ2 ≤ ξ ≤ 1,

with q0 = 0.21, q1 = 0.07, ξ1 = 0.3, ξ2 = 0.7, then, at least in this case, the
constraint operator (19) does not present the drawback pointed out for the constraint
operator (18); see Fig. 4. Moreover, Fig. 4 shows that the constraint operator (19)
qualitatively reproduces also the self-organization. Indeed, the flux in red first
increases until it reaches the maximum level of the efficiency of the exit, and then it
falls down, and after a very short period, it increases without reaching the maximum
level of the efficiency: this is the effect of self-organization [17, 47].

A further drawback of (18) is that it does not take into account memory effects
of inertia kind; in fact 1 is the solution of the ordinary differential equation (ODE)

̇(t) =
∫
R−

w′(x)
[
f (ρ)(t, x) − f (ρ)(t, 0−)

]
dx,

hence 1 uniquely depends on the instantaneous values of ρ. This drawback is
tempered by choosing 3 or 4 solutions in D ′([0, T )) of the Cauchy problems for
ODEs

3 :
⎧⎨
⎩

̇(t) = max
{∫

R− w′(x)
[
f (ρ)(t, x) − f (ρ)(t, 0−)

]
dx,−δ (t)

}
,

(0) = 0[ρ0],
(20)

4 :
⎧⎨
⎩

̇(t) = max
{∫

R− w′(x)
[
f (ρ)(t, x) − f (ρ)(t, 0−)

]
dx,−δ

}
,

(0) = 0[ρ0],
(21)
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Fig. 5 The approximate
functions 1
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3, 4 defined in (18), (20),
and (21) for �x = 10−3 and
�t = 4 × 10−4
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where 0 : L1(R) → R and δ > 0 is a constant. Indeed, if δ = 8 × 10−3, the
numerical domain is [−6, 1], f (ρ) = (1 − ρ2)2 ρ, ρ0(x) = χ[−5.75,−2](x), q is

given by (17) with q0 = 0.21, q1 = 0.168, q2 = 0.021, ξ1 = 0.566, ξ2 = 0.731,
then, at least in this case, the constraint operators associated to (20) and (21) do not
present the drawback pointed out for the constraint operator (18); see Fig. 5.

3 Locally Constrained ARZ

This section is devoted to the study of ARZ (4)

(
ρ

y

)
t

+
[(

y

ρ
− p(ρ)

)(
ρ

y

)]
x

=
(

0
0

)
, (22)

where the density ρ and the generalized momentum y are such that (ρ, y) belongs
to Y = {(ρ, y) ∈ R

2+ : 0 ≤ ρ p(ρ) ≤ y}. Recall that p : R+ → R+ accounts
agents’ reactions to the state of traffic in front of them. We assume that p belongs
to C0(R+;R+) ∩ C2 ((0,∞);R+) and satisfies

p(0) = 0, p′(ρ) > 0 and p′(ρ) + ρ p′′(ρ) > 0 for every ρ > 0,

lim
ρ↓0

[
ρ2p′(ρ)

]
= 0, lim

ρ↓0

∣∣∣∣ρ p′′ (ρ)

p′ (ρ)

∣∣∣∣ < ∞.

Typical choice is p(ρ) = ργ , γ > 0; see [8].
ARZ can be interpreted as a generalization of LWR, possessing a fundamental

diagram (ρ, f ) which is a two-dimensional manifold rather than a one-dimensional
manifold as for LWR. This is consistent with experimental data (see, for instance,
[20, Figure 1.1] or [14, Figure 3.1]), according to which the fundamental diagram
(ρ, f ) is given by a cloud of points rather than being the support of a map ρ �→
V (ρ) ρ.
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To any Lagrangian marker w = y/ρ, we can associate the fundamental diagram
curve ρ �→ (w − p(ρ)) ρ, which has maximal slope w and intersects f = 0 at the
vacuum ρ = 0 and at ρ = p−1(w). Since w = w(t, x) satisfies the equation wt +
v wx = 0, the vehicle initially at x0 ∈ R is characterized at any time t > 0 by the
Lagrangian marker w(0, x0) and has, therefore, maximal speed w(0, x0) and length
1/p−1(w(0, x0)). For this reason, ARZ can also be interpreted as a generalization
of LWR to the case of a multi-population traffic.

Away from the vacuum, system (22) is strictly hyperbolic, λ1 < λ2, the
first characteristic field is genuinely nonlinear, ∇λ1 · R1 < 0, and the second
characteristic field is linearly degenerate, ∇λ2 · R2 = 0, where λ1 = y

ρ
− p(ρ) −

ρ p′(ρ), λ2 = y
ρ

− p(ρ) are the eigenvalues of the Jacobian matrix of the flux and

R1 = (ρ, y), R2 = (ρ, y + ρ2p′(ρ)) are the corresponding eigenvectors.
At the vacuum, system (22) degenerates into just one equation. In particular, the

solutions to (22) fail to depend continuously on the initial data in any neighborhood
of ρ = 0 (see [8]); moreover, the solutions may experience a sudden increase of the
total variation as the vacuum appears (see [31]).

A theory for traffic flow away from the vacuum is not of practical interest. Indeed,
a trivial example of vacuum formation is downstream of a traffic light when it is
red. Moreover, vacuum might appear even without the action of a traffic light when,
for instance, slow and fast vehicles initially in (−∞, 0] and (0,∞), respectively,
move at their maximal speed. For this reason we extend the flux to the vacuum by
introducing F : Y → R+ defined by

F(ρ, y) =
⎧⎨
⎩

(0, 0) if ρ = 0,[
y
ρ

− p(ρ)
]
(ρ, y) if ρ 
= 0.

Moreover, we introduce the change of variables

ρ = r(v,w), y = r(v,w)w,

where the components of (v,w) are the Riemann invariant coordinates (velocity and
Lagrangian marker, respectively) and r(v,w) = p−1(w − v). The main motivation
for this change of variables stems from the fact that the total variation of the
solutions in these coordinates does not increase; see [27, 31, 37] where this property
is exploited to prove existence results for ARZ. Furthermore, at the vacuum, the
entropy pairs defined below in (24) are well defined in the (v,w) coordinates and
multivalued in the (ρ, y) coordinates.

In the new variables, Y becomes W = {(v,w) ∈ R
2+ : v ≤ w}. Notice that the

vacuum ρ = 0 corresponds in the (ρ, y) variables to the point (ρ, y) = (0, 0) and in
the (v,w) variables to the half line W0 = {(v,w) ∈ W : v = w}. Let W c

0 = W \W0
be the set of the non-vacuum states.
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The Cauchy problem for ARZ (22) subject to a point constraint on the density
flow (5) writes in the new variables

Y (v,w)t + F
(
Y (v,w)

)
x

= (0, 0), x ∈ R, t ∈ (0, T ] , (23a)

f (v,w)(t, 0±) ≤ Q(t), ∈ R, t ∈ (0, T ] , (23b)

(v,w)(0, x) = (v0, w0)(x), x ∈ R, (23c)

where T > 0 is the time horizon, Y (v,w) = (r(v,w), r(v,w)w), (v0, w0) ∈
L∞ (R;W ) is the initial datum, Q(t) is the maximal density flow allowed at x = 0
at time t > 0, and f (v,w) = r(v,w) v.

3.1 Existence and Uniqueness Results

Before stating the definition of entropy solution to (23), we introduce the family of
entropy-entropy flux pairs

Ek(v,w) =
{

0 if v ≤ k,

1 − p−1(w−v)

p−1(w−k)
if v > k,

Fk(v,w) =
{

0 if v ≤ k,

k − f (v,w)

p−1(w−k)
if v > k,

(24)
and the “compensation term”

Nk(v,w,Q) =
⎧⎨
⎩

f (v,w)(t, 0)
[

k
Q(t)

− 1
p−1([w(t,0)−k]+)

]+
if Q(t) 
= 0,

k otherwise .

Definition 3 We say that (v,w) ∈ L∞(R+; BV(R;W )) ∩ C0(R+; L1
loc(R;W )) is

a constrained entropy solution to (23) if the following conditions hold:

(i) (v,w) is a weak solution of Cauchy problem (23a), and (23c), i.e.,
(v,w)(0, x) = (v0, w0)(x) for a.e. x ∈ R and for any test function
φ ∈ C∞

c ((0,∞) × R;R)

∫∫
R+×R

r(v,w)
[
φt + v φx

]
(1, w) dx dt = (0, 0).

(ii) (v,w) satisfies constraint (23b), namely, f (v,w)(t, 0±) ≤ Q(t) for a.e. t > 0
and for any test function φ ∈ C∞

c ((0,∞) × R;R+) and constant k > 0

∫∫
R+×R

[
Ek(v,w) φt + Fk(v,w) φx

]
dx dt +

∫
R+

Nk(v,w,Q) φ(t, 0) dt ≥ 0.

(25)
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Conditions (25) originate from the classical definition of entropy solutions to
hyperbolic systems of conservation laws, [34, 36]. The entropies Ek are not convex
with respect to the variables (v,w) (they are convex only with respect to the
conservative variable ρ); however, given any Riemann datum not involving the
vacuum state, the entropy inequalities (25) select precisely the solutions prescribed
by the Aw-Rascle and Zhang Riemann solver.

We recall the existence results for unconstrained Cauchy problem (23a), and
(23c) obtained in [27] away from the vacuum and in [31, 37] for solutions attaining
also the vacuum state.

Some remarks on Nk are in order. First, Nk compensates the possible additional
entropy dissipation at x = 0 due to the constraint. Second, it makes sense to
consider the traces f (v,w)(t, 0±) and w(t, 0±). This is obvious as we assume that
the solution (v,w) is in L∞(R+; BV(R;W )); therefore we can introduce both the
left measure theoretic trace (v,w)(t, 0−), implicitly defined by

lim
ε↓0

1

ε

∫
R+

∫ 0

−ε

∥∥v(t, x) − v(t, 0−)
∥∥ φ(t, x) dx dt = 0 for all φ ∈ C∞

c (R2;R),

lim
ε↓0

1

ε

∫
R+

∫ 0

−ε

∥∥w(t, x) − w(t, 0−)
∥∥ φ(t, x) dx dt = 0 for all φ ∈ C∞

c (R2;R),

and the right measure theoretic trace (v,w)(t, 0+), which is defined analogously.
Moreover, if w(t, 0−) and w(t, 0+) differ then x �→ (v,w)(t, x) has a station-
ary contact discontinuity at x = 0 and therefore Nk(v,w,Q) = 0 because
f (v,w)(t, 0±) = 0.

Condition (25) does not ensure uniqueness of solutions involving a vacuum state.
For this reason at vacuum, we adopt the selection criterion for BV-entropy solutions
requiring that for any t > 0 and x ∈ R

⎛
⎜⎜⎝

v(t, x−)

w(t, x−)

v(t, x+)

w(t, x+)

⎞
⎟⎟⎠ ∈

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝

v�

w�

vr

wr

⎞
⎟⎟⎠ ∈ W 2 :

(v�, w�) ∈ W0

(vr , wr) ∈ W0

}
⇒
(

v�

w�

)
=
(

vr

wr

)

(v�, w�) ∈ W c
0

(vr , wr) ∈ W0

}
⇒
(

vr

wr

)
=
(

w�

w�

)
⎫⎪⎪⎬
⎪⎪⎭

. (26)

Remark 1 The solutions we consider in this section, and in general all solutions
associated to constant or piecewise constant in time constraints and BV-regular
initial conditions, are in L∞(R+; BV(R;W )); see [6]. However since Nk can be
written as the product of f (v,w) by a function of w and Q, and w enjoys the
renormalization property, [41], the weak traces at x = 0 of Nk = Nk(v,w,Q)

exist; see [1, 6] for details. This property gives hope to extend the existence results
presented here to general time-variable constraints and then to nonlocal constraints,
in the spirit of the LWR-based models discussed in Sect. 2.
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We collect the basic properties of constrained entropy solutions in the following.

Proposition 2 If (v,w) is a constrained entropy solution of (23), then:

1. Any discontinuity of Y (v,w) satisfies the Rankine-Hugoniot jump conditions.
2. Any discontinuity of Y (v,w) away from x = 0 satisfies the classical Lax entropy

inequalities.
3. If x �→ Y (v,w)(t0, x), t0 > 0, has a nonclassical shock discontinuity, then

f (v,w)(t0, 0±) = Q(t0).

Denote by PC the set of piecewise constant functions with a finite number of
jumps. Let (̃v(Q), w̃(Q)) be the point of the curve f (v,w) = Q with the lowest w

coordinate, J : (0,∞) × R+ → R+ be defined by

J (Q,w) =
{

v̌(Q,w) − v̂(Q,w) if w ∈ [w̃(Q),∞)
,

0 if w ∈ [0, w̃(Q)
)
,

and for any w ≥ w̃(Q), let

v̂(Q,w) = min {v ∈ (0, w) : r(v,w) v = Q} ,

v̌(Q,w) = max {v ∈ (0, w) : r(v,w) v = Q} .

Notice that ṽ(Q)2/Q = p′ (Q/̃v(Q)) and w̃(Q) = ṽ(Q) + p (Q/̃v(Q)).

Theorem 4 Let (v0, w0) ∈ BV(R;W ) satisfy (26) and Q ∈ PC (R+;R+) be such
that x �→ J (Q(0), w0(x)) has bounded total variation in R− and

K0 =
∑

t>0 s.t.
Q(t−) 
=Q(t+)

sup
y∈R−

∣∣TV
(
J
(
Q(t−), w0

) ;(−∞, y])−TV
(
J
(
Q(t+), w0

) ;(−∞, y])∣∣

is bounded. Then constrained Cauchy problem (23) admits a constrained entropy
solution (v,w) ∈ C0 (R+; BV (R;W )) and for all t, s ∈ R+

TV
(
(v,w)(t)

)≤ C, ‖(v,w)(t)− (v,w)(s)‖L1 ≤ L |t − s| , ‖(v,w)(t)‖L∞ ≤ V0,

where

V0 = ‖(v0, w0)‖L∞(R), L = C max
{
V0, p

−1(V0) p′ (p−1(V0)
)}

C = TV(v0, w0) + 3TV
(
J
(
Q(0), w0

);R−
)

+ 2V0 + 3 (K1 + K2) .

Above, K1 and K2 are constants that may depend on K0.
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The proof is based on the WFT algorithm restarted at every time Q has a jump. The
main obstacle for generalizing the existence result to general time-dependent Q is
the dependence of the Temple functional on Q via J (Q, ·).

3.2 Example

In this section we apply model (23) to simulate the traffic on a road in the presence
of a traffic light placed at x = 0. More specifically, let w2 > w1 > 0, and consider
two types of vehicles, the “slow vehicles” characterized by the Lagrangian marker
w1 and the “fast vehicles” characterized by the Lagrangian marker w2. Observe that
the maximum speed of the fast vehicles is w2 and that one of the slow vehicles is
w1. Moreover, the length of the fast vehicles, 1/p−1(w2), is lower than that one of
the slow vehicles, 1/p−1(w1); see Fig. 6.

Place at x = 0 a traffic light that turns from red to green at time t = 0. Assume
that at time t = 0 all the vehicles are at rest in [x1, 0); more precisely, assume
that the slow vehicles are uniformly distributed in [x1, x2) with density p−1(w1)

and the fast vehicles are uniformly distributed in [x2, 0) with density p−1(w2). The
resulting problem is (23) with initial datum

v0(x) =

⎧⎪⎪⎨
⎪⎪⎩

w1 if x ≤ x1,

0 if x1 ≤ x < 0,

w2 if x > 0,

w0(x) =
{

w1 if x ≤ x2,

w2 if x > x2,

Fig. 6 Left: The fundamental diagrams ρ �→ f (w1 − p(ρ),w1) and ρ �→ f (w2 − p(ρ),w2)

corresponding to the slow and fast vehicles, respectively. Right: The solution constructed in
Sect. 3.2. Above “0” stands for the vacuum
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and constraint

Q(t) =
(

max
ρ∈[0,p−1(w2)]

f (w2 − p(ρ),w2)

)
χ

(0,tD)∪(tH ,tP )
(t).

The above expression for Q means that the traffic light is green for t ∈ (0, tD) ∪
(tH , tP ); otherwise it is red.

Below we furnish a detailed construction of the resulting solution; see Figs. 6 and
7. We first consider three Riemann problems at (t, x) ∈ {0} × {x1, x2, 0} and obtain
that from x = x1 starts a stationary discontinuity D = D1 from the vacuum state
(w1, w1) to (0, w1), from x = x2 starts a stationary contact discontinuity C = C1
from (0, w1) to (0, w2), and from x = 0 starts a rarefaction R centered in (t, x) =
(0, 0) and taking values

R : ρR
(
x
/
t
)=R

(
w2 − x

/
t
)
, wR

(
x
/
t
)=w2, for x

/
t ∈ [λ1 (0, w2) , w2] ,

Fig. 7 The solution constructed in Sect. 3.2. (a) (t, x) �→ v(t, x). (b) (t, x) �→ w(t, x). (c)
(t, x) �→ ρ(t, x). (d) (t, x) �→ f (t, x)



124 B. Andreianov et al.

where R is the inverse function of ρ �→ p(ρ) + ρ p′(ρ). Let then

D = D1 : xD1(t) = x1,

C = C1 : xC1(t) = x2.

We prolong then the solution by considering the Riemann problems at each
interaction as follows:

• The contact discontinuity C starts to interact with the rarefaction R from
A = (tA, xA) = (x2/λ1(0, w2), x2); as a result, C accelerates according to the
following ordinary differential equation

C = C2 : ẋC2(t) = vR
(
xC2(t)

/
t
)
, xC2(tA) = xA. (27)

The contact discontinuity C stops to interact with the rarefaction R at B =
(tB, xB) implicitly given by xB = xC2(tB) and vR (xB/tB) = w1; then the
vacuum state (w1, w1) appears in {(t, x) : xB + (t − tB)w1 < x < xC2(t)}.
Observe that (27) still holds after time t = tB because the speed of propagation
of any discontinuity from any vacuum state to (v∗, w∗) ∈ W c

0 is v∗. Notice that
C is not a contact discontinuity after time t = tB .

• Each point of C (t), tA ≤ t ≤ tB , is the center of a rarefaction appearing on its
left. Denote by R ′ the juxtaposition of these rarefactions. In order to compute
the values attained by R ′, it is sufficient to recall that the velocity v is conserved
across the contact discontinuity C (t), tA ≤ t ≤ tB , and that the density ρ in R ′
is constant along

P : x = xC2(t0) + λ1
(
vR
(
xC2(t0)

/
t0
)
, w1

)
(t − t0). (28)

Hence, the value of ρR ′ at any point (t, x) of the rarefaction R ′ is equal to
r(vR , w1) computed at the point (t0, xC2(t0)), with t0 = P(t, x), obtained by
projecting (t, x) to a point of C along (28):

R ′ : ρR ′(t, x) = p−1 (w1 − vR
(
xC2 (P(t, x))

/
P(t, x)

))
, wR ′(t, x) = w1.

Observe that by definition P(t, x) ∈ [tA, tB ] for all (t, x) in R ′.
• The rarefaction R ′ reaches the stationary discontinuity D in C = (tC, xC) =

(tA + (x1 − x2)
/
λ1(0, w1), x1). As a result of its interaction with R ′, the

discontinuity D starts to accelerate

D = D2 : ẋD2(t) = vR ′
(
t, xD2(t)

)
, xD2(tC) = xC.

• At time t = tD , such that tD > tB and C2(tD) < 0, the traffic light turns to
red. Hence, at D = (tD, 0), the solution has a shock S −

0 with negative speed, a
stationary nonclassical shock N from (0, w2) to the vacuum state (w2, w2), and
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a shock S +
0 with positive speed. Since S −

0 and S +
0 interact with the rarefaction

R, we have that

S −
0 : ẋS −

0
(t) =

qR

(
xS −

0
(t)
/
t
)

ρR

(
xS −

0
(t)
/
t
)

− p−1(w2)
, xS −

0
(tD) = 0,

S +
0 : ẋS +

0
(t) = vR

(
xS +

0
(t)
/
t
)

, xS +
0

(tD) = 0.

• The discontinuity C and the shock S −
0 meet in E, which is implicitly given by

xC2(tE) = xE = xS −
0

(tE). Observe that

xE = x2 + tD

p−1(w2)
max

{
f
(
w2 − p(ρ),w2

) : ρ ∈ [0, p−1(w2)]
}
.

As a result of this interaction, S −
0 disappears and C becomes stationary

C = C3 : xC3(t) = xE.

• The discontinuity C meets again the rarefaction R ′ in F = (tF , xF ) = (tB +
(xE − xB)

/
w1, xE). As a result of this interaction, from F starts a backward

shock SF , while C becomes a stationary contact discontinuity. Since SF

interacts with R ′, we have that

SF : ẋSF
(t)=fR ′

(
t, xSF

(t)
)/(

ρR ′
(
t, xSF

(t)
)−p−1(w1)

)
, xSF

(tF )=xF .

• The discontinuity D and the shock SF meet in G, which is implicitly given by
xD2(tG) = xG = SF (tG). Observe that xG = (x1 − x2) + xE . As a result of this
interaction, SF disappears and D becomes stationary

D = D3 : xD3(t) = xG.

• If at time t = tH , with tH > tG, the traffic light turns to green. Then we have a
rarefaction R� centered in H = (tH , 0) and taking values

R� :
{

ρR�
(t, x) = R

(
w2−x

/
(t−tH )

)
,

wR�
(t, x) = w2,

for x
/
t−tH ∈ [λ1 (0, w2) , w2] ,

• The contact discontinuity C starts to interact with the rarefaction R� in I =
(tI , xI ) = (tH + α tA, α x2), where α = xE/x2. As a result, analogously to the
interaction in A, C accelerates and a rarefaction R ′

� appears on its left. Hence

C = C4 : xC4(t) = α xC2

(
(t − tH )

/
α
)
, (29)
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P� : P�(t, x) = αP
(
(t − tH )

/
α, x

/
α
)+ tH ,

R ′
� :

⎧⎨
⎩

ρR ′
�
(t, x) = p−1

(
w1 − vR

(
xC4

(
P�(t, x)

)/(
P�(t, x) − tH

)))
,

wR ′
�
(t, x) = w1.

• The contact discontinuity C stops to interact with the rarefaction R� from
L = (tL, xL) = (tH + α tB, α xB) and the vacuum state (w1, w1) appears in
{(t, x) : xL + (t − tL)w1 < x < xC4(t)}. Observe that (29) still holds after time
t = tL. Notice that C is not a contact discontinuity after time t = tL.

• The rarefaction R ′
� reaches the stationary discontinuity D in M = (tM, xM) =

(tI + (xG − xE)/λ1(0, w1), xG). As a result of its interaction with R ′
�, the

discontinuity D starts to accelerate

D = D4 : ẋD4(t) = vR ′
�

(
t, xD4

(t)
)

, xD4
(tM) = xM. (30)

• The discontinuity D reaches x = 0 in P implicitly given by xD4
(tP ) = xP = 0.

At time t = tP no vehicles are present in R−, and the construction of the solution
in the left half-plane is concluded. In Figs. 6 and 7, we represent the solution
corresponding to

p(ρ) = ρ2, w1 = 2, w2 = 10, x1 = −15, x2 = −12, tD = 2, tH = 8.

Notice that we have the following expressions for D and C :

xD (t) = x1 χ[0,tC ](t) + xD2
(t) χ]tC ,tG[(t) + xG χ[tG,tM ](t) + xD4

(t) χ]tM ,+∞[(t),

xC (t) = x2 χ[0,tA](t) + xC2
(t) χ]tA,tF [(t) + xE χ[tF ,tI ](t) + xC4

(t) χ]tI ,+∞[(t).

In order to compute time tP , we can exploit the equation

∫ 0

xD4
(t)

ρ
R ′

�

(t, y) dy +
∫ t

tO

f
R ′

�

(s, 0) ds = p−1(w1)(x2 − x1), t ∈ [tO, tP ] ,

to obtain an alternative way to compute tP given by solving the following equation:

tP :
∫ tP

tO

f
R ′

�

(t, 0) dt = p−1(w1)(x2 − x1).

The above equation allows to compute tP by solving (29) for times t ∈ [tI , tL]
instead of (30) for times t ∈ [tM, tP ], that is computationally much more expensive.
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4 Locally Constrained PT

In this section we study the Cauchy problem for PT (3), and (4) subject to a point
constraint on the density flow (5). More precisely, with the same notations used
in the previous sections, we describe the traffic in the free-flow phase �f with
constrained LWR (6) and the traffic in the congested phase �c with constrained
ARZ (23). The coupling is achieved via phase transitions, namely, discontinuities
that separate two states belonging to different phases and that satisfy the Rankine-
Hugoniot conditions.

We point out that in [11, 12, 20, 30], it is assumed that �f ∩ �c = ∅,
while in [13, 14], it is assumed that �f ∩ �c 
= ∅. Moreover, in [13, 14], it is
assumed that the flux function vanishes at a maximal density, namely, that the
vehicles have (almost) the same length, while in [11, 12, 30], this requirement
is not assumed. Here we assume that �f ∩ �c 
= ∅ and, in order to ensure
the well-posedness of the Cauchy problems, see [20, Remark 2], we also assume
that �f is characterized by a unique value of the velocity, V ≡ Vmax. At last,
we consider a heterogeneous traffic with vehicles having different lengths. As a
consequence

�f = �−
f ∪ �+

f , �c = {(
r(v,w), v

) ∈ R+ × [0, Vmax] : w ∈ [W−,W+]} ,

where

�−
f = [0, σ−) × {Vmax} , �+

f = [σ−, σ+] × {Vmax} ,

with σ± = r
(
Vmax,W

±) and 0 < Vmax < W− < W+ are such that

Vmax < p−1 (W− − Vmax
)
p′(p−1(W− − Vmax)

)
.

Notice that �+
f = �f ∩ �c is the metastable phase and is not empty.

This two-phase approach is motivated by experimental observations, according
to which for low densities the flow of vehicles is approximable by a one-dimensional
manifold as �f, while at high densities, the flow covers a two-dimensional manifold
as �c; see [20, Figure 1.1] or [14, Figure 3.1].

We introduce the following functions:

w : � → [
0,W+] , w(ρ, v) =

{
p(ρ) + v if (ρ, v) ∈ �c,

W− ρ/σ− if (ρ, v) ∈ �−
f ,

W : � → [
W−,W+] , W(ρ, v) = max{W−,w(ρ, v)},

f : � → R+, f (ρ, v) = ρ v.
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We consider the Cauchy problem for PT (3), and (4)

Free flow⎧⎪⎪⎨
⎪⎪⎩

u=(ρ, v) ∈ �f,

ρt + f (ρ, v)x = 0,

v=Vmax,

Congested flow⎧⎪⎪⎨
⎪⎪⎩

u=(ρ, v) ∈ �c,

ρt + f (ρ, v)x=0,

[ρ w(ρ, v)]t + [f (ρ, v)w(ρ, v)]x =0,

u(0, x)=u0(x),

(31)
subject to a point constraint on the density flow (5)

f (ρ, v)(t, 0±) ≤ Q, (32)

where u0 ∈ L∞(R;�) is the initial datum and Q is the constant maximal density
flow allowed at x = 0. Clearly, as in [11, 12, 24, 30], the traffic is described by LWR
in the free-flow phase and ARZ in the congested phase.

Let f ±
c = σ± Vmax. Introduce V ±

Q ∈ [0, Vmax] and WQ ∈ [0,W+] defined by the
following conditions:

if Q = f +
c :

V +
Q = Vmax, V −

Q = Vmax, WQ = W+,

if Q∈ [f −
c , f +

c ) :

V +
Q =Vmax, V −

Q +p

(
Q

V −
Q

)
=W+, WQ=p

(
Q

Vmax

)
+Vmax,

if Q ∈ (0, f −
c ) :

V +
Q + p

(
Q

V +
Q

)
= W−, V −

Q + p

(
Q

V −
Q

)
= W+, WQ = Q

f −
c

,

if Q = 0 :
V +

Q = 0, V −
Q = 0, WQ = 0.

For any Q ∈ (0, f +
c ), let Q : [V −

Q , V +
Q ] → [W−,W+] be given by Q(v) =

v + p(Q/v). Notice that Q is strictly decreasing and strictly convex.

4.1 Existence Result

Before stating the definition of entropy solution to (31), we introduce the family of
entropy-entropy flux pairs

Ek(ρ, v)=
⎧⎨
⎩

0 if v≥k,
ρ

p−1
(
W(ρ,v)−k

) − 1 if v<k,
Fk(ρ, v)=

⎧⎨
⎩

0 if v≥k,
f (ρ,v)

p−1
(
W(ρ,v)−k

)−k if v<k.
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Definition 4 We say that (ρ, v) ∈ L∞ (R+; BV(R;�)) ∩ C0
(
R+; L1

loc(R;�)
)

is a constrained entropy solution to (31), and (32) if the following conditions
holds:

(i) (ρ, v) is a weak solution to Cauchy problem (31), i.e., (ρ, v)(0, x) =
(ρ0, v0)(x) for a.e. x ∈ R, and for any test function φ ∈ C∞

c ((0,∞) × R;R),
we have ∫∫

R+×R

(
ρ φt + f (ρ, v) φx

)
dx dt = 0 (33)

and if φ(·, 0) ≡ 0, then
∫∫

R+×R

(
ρ φt + f (ρ, v) φx

)
W(ρ, v) dx dt = 0. (34)

(ii) (ρ, v) satisfies constraint (32), namely, f (ρ, v)(t, 0±) ≤ Q for a.e. t > 0 and
for any test function φ ∈ C∞

c ((0,∞) × R;R+) such that φ(·, 0) ≡ 0 and
constant k ∈ [0, Vmax]

∫∫
R+×R

(
Ek(ρ, v) φt + Qk(ρ, v) φx

)
dx dt ≥ 0. (35)

In the following proposition, we state which discontinuities are admissible for
constrained entropy solutions.

Proposition 3 If (ρ, v) is a constrained entropy solution of (31), and (32), then:

• Any discontinuity δ(t) of x �→ (ρ, v)(t, x) satisfies the first Rankine-Hugoniot
jump condition

[
ρ
(
t, δ(t)+

)−ρ
(
t, δ(t)−

)]
δ̇(t) = f (ρ, v)

(
t, δ(t)+

)−f (ρ, v)
(
t, δ(t)−

)
, (36)

and if δ(t) 
= 0, then it satisfies also the second Rankine-Hugoniot jump condition

[
ρ
(
t, δ(t)+

)
W(ρ, v)

(
t, δ(t)+

)− ρ
(
t, δ(t)−

)
W(ρ, v)

(
t, δ(t)−

)]
δ̇(t)

= f (ρ, v)
(
t, δ(t)+

)
W(ρ, v)

(
t, δ(t)+

)− f (ρ, v)
(
t, δ(t)−

)
W(ρ, v)

(
t, δ(t)−

)
.

(37)

• Any discontinuity of (ρ, v) away from the constraint satisfies the Lax entropy
inequalities.

• Nonclassical discontinuities of (ρ, v) may occur only at the constraint location
x = 0, and in this case, the density flux at x = 0 does not exceed the maximal
flux Q allowed by the constraint.
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Remark 2 In (34) and (35), we consider test functions φ such that φ(·, 0) ≡ 0.
Indeed a constrained entropy solution (ρ, v) to constrained Cauchy problem (31),
and (32) does not satisfy in general second Rankine-Hugoniot condition (37) along
x = 0

f (ρ, v)(t, 0−)W(ρ, v)(t, 0−) = f (ρ, v)(t, 0+)W(ρ, v)(t, 0+) for a.e. t > 0.

Therefore, even if (ρ, v) takes values in �c, it may not be a weak solution to
ARZ (23).

This is in the same spirit of the solutions considered in [12, 24, 28] for
traffic through locations with reduced capacity. This choice for the test func-
tions in (34) and (35) does not allow us to better characterize the (density)
flux at x = 0 associated to nonclassical shocks. In particular, different from
what is proved in Sect. 2 for constrained LWR and Sect. 3 for constrained ARZ,
we cannot ensure that the flux of the nonclassical shocks of (ρ, v) is equal
to Q.

Let the maps [0,W+] � w �→ û(w) = (ρ̂(w), v̂(w)) ∈ �c and [0, Vmax] � v �→
ǔ(v) = (ρ̌(v), v̌(v)) ∈ � be defined in the (v,w) coordinates by

v̂(w) =

⎧⎪⎪⎨
⎪⎪⎩

−1
Q (w) if w > max{W−,WQ},

V +
Q if WQ < w ≤ W−,

V if w ≤ WQ,

v̌(v) =

⎧⎪⎪⎨
⎪⎪⎩

V if v > V +
Q ,

v if v ∈ [V −
Q , V +

Q ],
V −

Q if v < V −
Q ,

ŵ(w) =

⎧⎪⎪⎨
⎪⎪⎩

w if w > max{W−,WQ},
W− if WQ < w ≤ W−,

WQ if w ≤ WQ,

w̌(v) =

⎧⎪⎪⎨
⎪⎪⎩

WQ if v > V +
Q ,

Q(v) if v ∈ [V −
Q , V +

Q ],
W+ if v < V −

Q .

Notice that

f
(
û(w)

) = f
(
ǔ(v)

) = Q.

Denote by TV+ and TV− are the positive and negative total variations, respec-
tively. For any u = (ρ, v) : R → �, let

ϒ̂(u) = TV+
(
v̂
(
w(u)

); (−∞, 0)
)

+ TV−
(
ŵ
(
w(u)

); (−∞, 0)
)
,

ϒ̌(u) = TV+
(
v̌(v); (0,∞)

)
+ TV−

(
w̌(v); (0,∞)

)
.

We are now in the position to state the main result of the paper.

Theorem 5 Let (ρ0, v0) ∈ L1 ∩ BV(R;Ω) and Q ∈ [0, f +
c ] satisfy one of the

following conditions:
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(i) Q ∈ [f −
c , f +

c ];
(ii) Q ∈ [0, f −

c ) and Υ̂ (ρ0, v0) + Υ̌ (ρ0, v0) is bounded.

Then constrained Cauchy problem (31), and (32) admits a constrained entropy
solution (ρ, v) ∈ L∞ (R+; BV(R;Ω))∩C0

(
R+; L1

loc(R;Ω)
)

and for all t , s ∈ R+

TV
(
u(t)

) ≤ C, ‖u(t) − u(s)‖L1 ≤ L |t − s|, ‖u(t)‖L∞ ≤ p−1(W+) + Vmax,

where C and L are constants that depend on (ρ0, v0) and Q.

The proof is based on the WFT algorithm; see [10] for the details. Let us just
underline that if Q ∈ [f −

c , f +
c ], then w �→ û(w) and v �→ ǔ(v) are Lipschitz

continuous, and therefore ϒ̂(ρ0, v0)+ ϒ̂(ρ0, v0) is bounded if (ρ0, v0) has bounded
total variation. On the other hand, if Q < f −

c , then w �→ û(w) and v �→ ǔ(v) are
only left-continuous. This motivates the differences between the hypotheses (i) and
(ii) of Theorem 5.

4.2 Example

In this section we apply model (31), and (32) to simulate the traffic on a road in the
presence of an obstacle, such as a construction site, with capacity Q and placed at
x = 0; see Fig. 8. More specifically, let w2 ∈ (W−,W+] be the Lagrangian marker
corresponding to vehicles that are initially at rest in [x2, 0). We place in [x1, x2)

vehicles with density ρ1 ∈ (0, σ−); these vehicles clearly move with speed Vmax.
The resulting initial condition is

Fig. 8 Left: The fundamental diagrams ρ �→ f (W− − p(ρ),w1) and ρ �→ f (w2 − p(ρ),w2).
Right: The solution constructed in Sect. 4.2
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u(0, x) =

⎧⎪⎪⎨
⎪⎪⎩

u0 if x ∈ R \ [x1, 0),

u1 if x ∈ [x1, x2),

u2 if x ∈ [x2, 0)

where u0 = (0, Vmax), u1 = (ρ1, Vmax) and u2 = (p−1(w2), 0). For times
sufficiently small, the solution is the juxtaposition of the solutions to three Riemann
problems at (t, x) ∈ {0} × {x1, x2, 0} that are

R [u0, u1]

(
x − x1

t

)
, R [u1, u2]

(
x − x2

t

)
, RQ [u2, u0]

(x

t

)
.

More precisely, from x = x1 starts a contact discontinuity from the vacuum state
u0 to u1, from x = x2 starts a phase transition from u1 to (p−1(W−), 0) and a

Fig. 9 The solution constructed in Sect. 4.2. (a) (t, x) �→ v(t, x). (b) (t, x) �→ w(t, x). (c)
(t, x) �→ ρ(t, x). (d) (t, x) �→ f (t, x)
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stationary contact discontinuity from (p−1(W−), 0) to u2, and from x = 0 starts
a rarefaction ranging values from u2 to û(w2,Q), a (stationary) nonclassical shock
from û(w2,Q) to ǔ(Vmax,Q), and a contact discontinuity from ǔ(Vmax,Q) to u0.
The remaining construction of the solution is then similar to that described in
Sect. 3.2 for the constrained ARZ. In Fig. 9 we represent the solution corresponding
to

x1 = −11

2
, x2 = −5, p(ρ) = ρ2, Vmax = 2

25
,

W− = 7

50
, w2 = 1

4
, ρ1 =

√
6

20
, Q =

7
(

31
√

17 − 15
)

31250
.
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