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Abstract. Sentiment analysis of micro-blog topic aims to explore people’s
attitudes towards a topic or event on social networks. Most existing research
analyzed the micro-blog sentiment by traditional algorithms such as Naive
Bayes and SVM based on the manually labelled data. They do not consider
timeliness of data and inwardness of the topics. Meanwhile, few Chinese micro-
blog sentiment analysis based on large-scale corpus is investigated. This paper
focuses on the analysis of sequential sentiment based on a million-level Chinese
micro-blog corpora to mine the features of sequential sentiment precisely.
Distant supervised learning method based on micro-blog expressions and sen-
timent lexicon is proposed and fastText is used to train word vectors and
classification model. The timeliness of analysis is guaranteed on the premise of
ensuring the accuracy of classifier. The experiment shows that the accuracy of
the classifier reaches 92.2%, and the sequential sentiment analysis based on this
classifier can accurately reflect the emotional trend of micro-blog topics.
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1 Introduction

Sina Weibo, the largest social network platform in China, has more than 150 million
daily active users and an average of two hundred million micro-blogs published daily.
People can push their life and opinion to Weibo, or comment on hot events. These
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subjective data bring great convenience to the study of sentiment analysis. The real-
time sentiment information mining of micro-blog can accurately reflect the trend of
micro-blog topics and provide early warnings, which has positive significance for
individuals, businesses and governments.

At present, most work about sentiment analysis focus on improving the perfor-
mance of classification algorithms [1] based on existing datasets, especially the sen-
timent analysis of Chinese micro-blog, which lacks sound sentiment lexicons and
large-scale training corpus. This paper mainly discusses the sequential sentiment
analysis based on large-scale Chinese micro-blog corpus. The popular micro-blog topic
of “ZTE Denial Order” was selected for detailed sequential analysis, which fully
excavated the timeliness of micro-blog data. Main work of this paper are as follows:

(1) We designed a micro-blog general crawler and collected 35 million Sina Weibo
data. A training set and test set for a Chinese micro-blog sentiment analysis was
constructed by using a method of distant supervision based on Emoji. Meanwhile,
we use the Sentiment Lexicon to further filter the training set.

(2) fastText [2] is used to train word vector and generate classification models.
Experiment shows that based on the classification model trained by the training set,
the accuracy reaches 92.2% on the test set.

(3) We designed a micro-blog specialized crawler, which collects data on a vertical
topic on Weibo and performs dynamic sentiment analysis on timeline. The
experiments have proved that the sequential sentiment analysis can accurately
reflect the micro-blog user’s attitude toward a topic or event and the trend of the
incident.

The rest of the paper is organized as follows: Sect. 2 introduces the related work of
sentiment analysis and Chinese micro-blog sentiment analysis. Section 3 introduces the
collection and cleaning of data and proves the validity of data. Section 4 introduces the
algorithm of the construction of corpus and the training of classifier. Section 5 intro-
duces the vertical and sequential sentiment analysis of micro-blog topics. Section 6
concludes the whole paper.

2 Related Works

Research on the sentiment classification of micro-blog can be divided into two cate-
gories: sentiment classification based on sentiment dictionary and sentiment classifi-
cation based on feature selection and corpus.

The research based on sentiment dictionary focuses on the creation and expansion
of sentiment dictionaries. Ku et al. [3] conducted emotional mining of news and micro-
blogs and generated the NTUSD sentiment dictionary. Zhu et al. [4] calculated the
similarity of words based on HowNet. Sentiment analysis based on feature selection
and corpus mostly use machine learning methods to train classifiers. The most repre-
sentative research is Pang et al. [5] using Naive Bayes, SVM and Maximum Entropy
classifier to classify sentiment in English movie reviews. The earliest research on
sentiment analysis based on micro-blog short text is distant supervision method pro-
posed by Go [6] in 2009. The method of distant supervision, which applied the method
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proposed by Read [7] to construct classified datasets using Emoji, constructed a sen-
timent dataset containing 1.6 million tweets and achieved a classification accuracy of
83%. Based on this, Pak et al. [8] proposed a method for building a sentiment analysis
corpus automatically. Iosifidis et al. [9] built a larger dataset on this basis and applied
self-learning and collaborative training methods to expand the dataset.

In recent years, the machine learning method has gradually become the mainstream
sentiment classification method. The proposed word2vec [10] for distributed word
vector training implements automatic extraction of text features. Especially in the study
of micro-blog short text with an average length of only 70, the distributed word vector
has the edge over the traditional methods. fastText [11], open-sourced by facebook, can
implement unsupervised word vector training and supervised classifier training to train
word vector and classifier comparable to deep learning methods in time. As far as we
know, there is no precedent for applying fastText to large-scale Chinese micro-blog
datasets for training and classification.

The dataflow of micro-blogs is of real-time and timeliness, only by grasping the
timeliness of micro-blog information and analyzing the latest topic data can we make
even greater use of the value of the data. Culotta et al. [12] monitored the influenza
epidemic by analyzing real-time Twitter data. Nahar et al. [13] realized real-time
monitoring of cyber bullying based on the Twitter platform. Paul [14] exploited Twitter
to construct a spatio-temporal sentiment analysis system to analyze the sentiment trends
of voters during the US election. However, most of the researches on analysis of micro-
blog focus on the deep learning method to improve the classification performance and
apply the typical Stanford Twitter sentiment analysis datasets1 to train, and there is no
vertical and sequential analysis for a particular topic or field in micro-blog. This paper
focuses on the sequential study of micro-blog data, seize the timeliness of the data to
maximize the value of micro-blog.

3 Data Acquisition and Cleaning

This section will introduce the acquisition and cleaning of Sina Weibo data, concen-
trate on the design of the general crawler and specialized crawler, the process of data
cleaning, and the validity of the micro-blog dataset.

3.1 Data Acquisition

The first way to request micro-blog data is the public interface2 provided by Sina
Weibo. The interface can only obtain the latest 200 micro-blogs of related topics, in this
paper, the data of Sina weibo are collected by web crawler.

We designed two different crawler programs. The general crawler, which applies
multi-thread and proxy to achieve the concurrent crawl of 580 thousand micro-blogs
per day, is used to collect a large amount of weibo data. The specialized crawler

1 https://www.kaggle.com/kazanova/sentiment140.
2 http://open.weibo.com/wiki/2/search/topics.
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focuses on a certain topic and achieves the micro-blog text within a specific period on
the specific topic. From December 1, 2017 to January 31, 2018, the general crawler
crawled 35 million micro-blogs in two months, with a total size of 6.34 GB. At the
same time, specialized crawler collected micro-blog topic texts from several famous
companies from January 2018 to May 2018 for dynamic and sequential sentiment
analysis as shown in Table 1.

3.2 Data Cleaning

This section conducts micro-blog cleaning of datasets, including the cleaning of unique
attributes of Weibo, the cleaning of links, mailboxes, special characters and short
micro-blogs. The size of the dataset after each step of cleaning is shown in Fig. 1.

First, special symbols like @ and ## are filtered from dataset. Second, statistics
show that 0.67 million texts in the micro-blog dataset contain url links or email address,
that is, for every 100 micro-blogs, there are two micro-blogs that contain links and
email address. We use regular expressions to match and filter url links and email
address. Thirdly, special and meaningless characters are filtered in the preprocessing
stage. The last step is the filter of short micro-blogs. We stipulate that the micro-blog
with length of less than 5 is an invalid micro-blog, in which one Chinese character is
counted as one character. After the cleaning of short micro-blogs, 2.28 million invalid
short micro-blogs were filtered out, and finally there were 33.48 million valid micro-
blogs left in the dataset.

3.3 Validity of Data

After the data cleaning, the jieba3 word segmentation tool was used to segment each
micro-blog and generate a dictionary with the size of 649,334. The distribution of word
frequency in the dictionary is shown in Fig. 2. We can see from the picture that the
number of words that appear once are more than that of twice, and the number of words
that appear twice are more than that of third, and so on. This indicates that the dis-
tribution of word frequency follows Zipf’s Law, which proves the validity of the
dataset from the perspective of word frequency distribution.

We also test the validity of the data collected by specialized crawler according to
chronological order. Taking “ZTE Topic” as an example, the daily micro-blog statistics
from March 21, 2018 to April 27, 2018 are shown in Fig. 3. On April 16th, the number
of micro-blogs on ZTE’s topic has soared, which corresponds to the incident that ZTE
sanctioned by the US Department of Commerce. The validity of the hourly data has
also been tested, as shown in Fig. 4. We selected ZTE topic’s micro-blogs on March

Table 1. Number of microblogs collected on each topic

ZTE MI MEIZU HUAWEI LeEco Apple

38,000 34,000 59,000 58,000 73,000 47,000

3 https://github.com/fxsjy/jieba.
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13, 15 and April 16 for statistics. The number of micro-blogs on March 13, 15 is
normal, however, the curves at noon, afternoon and evening with three peaks, which
correspond to the three peak periods of people’s landing of Sina weibo. The number of
micro-blogs in April 16 was not unusual at noon and afternoon, however, after
9:00 pm, the news that ZTE was sanctioned became a hot spot and the number of
micro-blogs increased rapidly. In summary, the data collected by specialized crawler is
time-sensitive, which can reflect the public’s attitude towards a topic and can be used
for sequential analysis.

4 Corpus Construction and Classifier Training

Section 3 introduces data collection and cleaning and verifies the validity of the data in
the end. This section will mainly introduce the construction of corpus and the training
of classifiers.

4.1 Corpus Construction

In this paper, we divide people’s sentiments into positive sentiment and negative
sentiment. Correspondingly, micro-blogs are divided into positive and negative micro-

Fig. 1. Cleaning steps of dataset Fig. 2. Word frequency distribution

Fig. 3. Number of ZTE weibo from
March 21 to April 27

Fig. 4. The 24-hour weibo number of ZTE
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blogs, and sentiment-neutral micro-blogs will not be discussed. Chinese characters are
extensive and profound, in many cases, it is difficult to tell whether a micro-blog’s
sentiment is neutral or not. The third law of Weibo Arguing Laws [15] also points out
that people only have positive and negative parties when they quarrel.

The accuracy of manual classification is difficult to control, especially in the
condition of big data of 33.48 million micro-blogs. Therefore, we adopt the method of
distant supervision learning, using micro-blog Emoji and Sentiment Lexicon to extract
positive and negative micro-blogs.

Emoji can be used to express the user’s emotion in micro-blog, to a large extent, it
represents the sentiment tendencies of micro-blog text. If a micro-blog contains emojis
such as [angry] and [sad], then this micro-blog has a negative tendency. After statistics
of dataset, we found that 11.79 million micro-blogs have emojis, accounting for 33.5%.
That is, one out of every three micro-blogs have emojis.

Xie et al. [16] first apply emojis for Chinese weibo sentiment classification,
however, they did not consider the ambiguity of certain emojis and mapped all Weibo
emojis into positive emojis and negative emojis. Taking the common emoji [smile] as
an example, two micro-blogs with [smile] emoji were selected from the Weibo dataset.
As shown in Table 2, the sentiments of two micro-blogs are converse. In fact, the emoji
[smile] is more often used in young people’s groups to express negative sentiment, so
this emoji is ambiguous and cannot be used as a positive flag.

We manually selected feature emojis with strong sentiment, including 18 typical
negative emojis and 37 typical positive emojis. Table 3 lists part of selected emojis.
The NTUSD sentiment dictionary is also used as a double filter for Weibo. The detailed
filtering process of sentiment micro-blog is shown in Algorithm 1.

Table 2. Examples of Chinese micro-blog containing ambiguous emoji

Table 3. Typical examples of feature emojis

Positive emojis Negative emojis
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The corpus generation algorithm extracts 4.2 million positive micro-blogs and
680,000 negative micro-blogs from the dataset. To prevent the classifier from assigning
a bigger priori probability of positive sentiment to the micro-blog in the process of
training, we randomly select the same number of micro-blogs as the negative micro-
blogs from the positive micro-blogs set, which constitute a corpus of Chinese micro-
blog for sentiment analysis.

4.2 Sentiment Classifier Training

In this section, we will apply fastText to train distributed word vectors and sentiment
classifiers and introduce some tricks for training sentiment classifier.

Statistics show that the average length of Sina Weibo text is 70, and the short text
Weibo with a length of less than 30 accounts for 26%. Short text has the characteristics
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of large amount of information and close context. fastText considers context and N-
gram features at the input layer and can quickly train and classify short texts. fastText
has two efficient word vector training models: CBOW and Skip-gram. Both are three-
layer shallow neural network models. The difference is that the CBOW model predicts
the current word wt on the premise of context wt−2, wt−1, wt+1, wt+2, Skip-gram model
predicts its context wt−2, wt−1, wt+1, wt+2 on the premise of the current word wt, and its
maximum likelihood function is shown in formula (1). This paper adopts a better Skip-
gram model to train word vectors and classifiers.

LSkip�gram ¼
X

w2C
log p Context wð Þ wjð Þ ð1Þ

Where C is the corpus and Context is the set of context words for word w.
Considering that stopwords will affect the training of word vectors, we trained the

word vectors in two kinds of training sets: training set with stopwords and training set
without stopwords. The training of the distributed word vector model considers the
context of the words, so we speculate that there is no need to eliminate stopwords in the
Chinese text word vector training. We also stripped off the emojis from each micro-
blog to prevent fastText from using emojis as a feature in the process of training the
classifier.

The experiment results are shown in Fig. 5. When training datasets with 34 million
vocabularies and a dictionary size of 360,000, fastText took less than 100 s to
implement the training of each word’s 100-dimension word vector. The classifier
achieved more than 90% accuracy on the test set, and the classifier based on the
training set with stopwords was 0.4% higher than the classifier trained without stop-
words, which proved that the stopwords play an important role in the training of
distributed word vectors. We also conducted 200-dimension and 300-dimension word
vector training, as the training time doubled, the accuracy of classifier only increased
by 0.1%. The classifier with the highest accuracy is the 300-dimension classifier trained
with stopwords, which achieves an accuracy of 92.2% compared to the 83% achieved
by Alec Go’s maximum entropy method.

Fig. 5. Accuracy of word vector classifier
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5 Experiments

In this section, we apply sentiment classifier trained in Sect. 4 to perform dynamic and
sequential sentiment analysis of micro-blog topic data collected in Sect. 3.

Considering that ZTE has a hot topic in the first four months of 2018, this section
focuses on a detailed analysis of ZTE’s topic. In Sect. 3, we collected 38,000 micro-
blogs of ZTE, with an average of 310 micro-blogs per day and 13 micro-blogs per
hour. Micro-blog with a probability greater than 0.7 is marked as corresponding pos-
itive or negative micro-blog, which can be used to further filter the noise micro-blogs.
Finally, the sentiment classification results of each micro-blog are obtained in
chronological order. As shown in Fig. 6, a sequential sentiment analysis of ZTE Topics
from March 21 to April 27, 2018 was conducted in units of days. From the diagram, we
can intuitively see that the topic sentiment from March 21 to April 15 are all positive.
Until the incident in which ZTE was sanctioned by the US Department of Commerce
on April 16, negative micro-blogs increased sharply and exceeded positive micro-
blogs, reflecting the huge crisis faced by ZTE. We also conducted the more vertical
analysis of the 24 h on April 16th. It can be seen from Fig. 7 that the number of
positive micro-blogs exceeds the negative micro-blogs in most of the time. After 21
o’clock, negative micro-blogs rose suddenly and continued to increase, which corre-
sponds exactly to the “ZTE Denial Order” at 9:00 a.m. in US.

The analysis above proves the validity of the vertical and sequential analysis of
Sina Weibo topics. Different from the degree of heat provided by Baidu index and
Weibo micro index, the analysis method realized in this paper not only considers the
popularity of topic, but also realizes the dynamic sequential analysis of positive
emotions and negative emotions, which can quickly and intuitively reflect the senti-
ment changes of the topic.

Fig. 6. Number of positive weibo and neg-
ative weibo from 3/21 to 4/16 about ZTE

Fig. 7. Number of positive weibo and nega-
tive weibo in 4/16 about ZTE
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6 Conclusion

The vertical and sequential sentiment analysis of micro-blog has broad application
prospects. This paper collects data from Sina Weibo and proposes a distant supervision
learning method based on Emojis and Sentiment Lexicon. A large-scale Chinese micro-
blog sentiment analysis corpus is constructed, and fastText is used to train word vectors
and sentiment classifiers. Experiments show that the classifier surpasses traditional
classifier in performance and can accurately reflect the sentiment trend of a topic in
practical applications. Limited by the length of the article, the results of other Weibo
topics, manually selected emojis and ZTE topics’ Weibo data will be shared on
Github4. Next, we will focus on the classification of neutral emotion micro-blog and
apply the research results to the public opinion analysis and early warning of public
sentiment.
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