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Preface

Welcome to the proceedings of the 18th International Conference on Algorithms and
Architectures for Parallel Processing (ICA3PP 2018), which was organized by
Guangzhou University and held in Guangzhou, China, during November 15-17, 2018.

ICA3PP 2018 was the 18th event in a series of conferences devoted to research on
algorithms and architectures for parallel processing. Previous iterations of the confer-
ence include ICA3PP 2017 (Helsinki, Finland, November 2017), ICA3PP 2016
(Granada, Spain, December 2016), ICA3PP 2015 (Zhangjiajie, China, November
2015), ICA3PP 2014 (Dalian, China, August 2014), ICA3PP 2013 (Vietri sul Mare,
Italy, December 2013), ICA3PP 2012 (Fukuoka, Japan, September 2012), ICA3PP
2011 (Melbourne, Australia, October 2011), ICA3PP 2010 (Busan, Korea, May 2010),
ICA3PP 2009 (Taipei, Taiwan, June 2009), ICA3PP 2008 (Cyprus, June 2008),
ICA3PP 2007 (Hangzhou, China, June 2007), ICA3PP 2005 (Melbourne, Australia,
October 2005), ICA3PP 2002 (Beijing, China, October 2002), ICA3PP 2000 (Hong
Kong, China, December 2000), ICA3PP 1997 (Melbourne, Australia, December 1997),
ICA3PP 1996 (Singapore, June 1996), and ICA3PP 1995 (Brisbane, Australia, April
1995).

ICA3PP is now recognized as the main regular event in the area of parallel algo-
rithms and architectures, which covers many dimensions including fundamental the-
oretical approaches, practical experimental projects, and commercial and industry
applications. This conference provides a forum for academics and practitioners from
countries and regions around the world to exchange ideas for improving the efficiency,
performance, reliability, security, and interoperability of computing systems and
applications.

ICA3PP 2018 attracted over 400 high-quality research papers highlighting the
foundational work that strives to push beyond the limits of existing technologies,
including experimental efforts, innovative systems, and investigations that identify
weaknesses in existing parallel processing technology. Each submission was reviewed
by at least two experts in the relevant areas, on the basis of their significance, novelty,
technical quality, presentation, and practical impact. According to the review results,
141 full papers were selected to be presented at the conference, giving an acceptance
rate of 35%. Besides, we also accepted 50 short papers and 24 workshop papers. In
addition to the paper presentations, the program of the conference included four key-
note speeches and two invited talks from esteemed scholars in the area, namely: Prof.
Xuemin (Sherman) Shen, University of Waterloo, Canada; Prof. Wenjing Lou, Virginia
Tech, USA; Prof. Witold Pedrycz, University of Alberta, Canada; Prof. Xiaohua Jia,
City University of Hong Kong, Hong Kong; Prof. Xiaofeng Chen, Xidian University,
China; Prof. Xinyi Huang, Fujian Normal University, China. We were extremely
honored to have them as the conference keynote speakers and invited speakers.

ICA3PP 2018 was made possible by the behind-the-scene effort of selfless indi-
viduals and organizations who volunteered their time and energy to ensure the success
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of this conference. We would like to express our special appreciation to Prof. Yang
Xiang, Prof. Weijia Jia, Prof. Yi Pan, Prof. Laurence T. Yang, and Prof. Wanlei Zhou,
the Steering Committee members, for giving us the opportunity to host this prestigious
conference and for their guidance with the conference organization. We would like to
emphasize our gratitude to the general chairs, Prof. Albert Zomaya and Prof. Minyi
Guo, for their outstanding support in organizing the event. Thanks also to the publicity
chairs, Prof. Zheli Liu and Dr Weizhi Meng, for the great job in publicizing this event.
We would like to give our thanks to all the members of the Organizing Committee and
Program Committee for their efforts and support.

The ICA3PP 2018 program included two workshops, namely, the ICA3PP 2018
Workshop on Intelligent Algorithms for Large-Scale Complex Optimization Problems
and the ICA3PP 2018 Workshop on Security and Privacy in Data Processing. We
would like to express our sincere appreciation to the workshop chairs: Prof. Ting Hu,
Prof. Feng Wang, Prof. Hongwei Li and Prof. Qian Wang.

Last but not least, we would like to thank all the contributing authors and all
conference attendees, as well as the great team at Springer that assisted in producing the
conference proceedings, and the developers and maintainers of EasyChair.

November 2018 Jaideep Vaidya
Jin Li
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Embedding Exchanged Hypercubes
into Rings and Ladders

Weibei Fan!, Jianxi Fan'®™) | Cheng-Kuan Lin!, Zhijie Han?, Peng Li?,
and Ruchuan Wang?
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2 Jiangsu High Technology Research Key Laboratory for Wireless Sensor Networks,
Nanjing 210003, Jiangsu Province, China
{hanzj,lipeng,wangrc}@njupt.edu.cn

Abstract. Graph embeddings are not only used to study the simula-
tion capabilities of a parallel architecture but also to design its VLSI
layout. The n-dimensional hypercube is one of the most popular topo-
logical structure for interconnection networks in parallel computing and
communication systems. The exchanged hypercube EH;; (where s > 1
and ¢ > 1) is obtained by systematically deleting edges from a hyper-
cube Qs+¢+1, which retains several valuable and desirable properties of
the hypercube such as a small diameter, bipancyclicity, and super con-
nectivity. In this paper, we identify maximum induced subgraph of EFH, +
and study embeddings of EH, ; into a ring and a ladder with minimum
wirelength.

Keywords: Interconnection networks + EH,: - Graph embedding
Rings - Ladders

1 Introduction

Interconnection network is an important component in parallel computing sys-
tems. One of the constraints in VLSI routing problems is minimizing wire-
length, and efficient layouts for several interconnection networks can be found in
[13,24,30]. The minimum linear layout problem is first stated by Harper in 1964
and is proved to be NP-complete [10]. Nakano [22] proposed a linear layout of
generalized hypercube. Rostami et al. [23] solved the minimum linear arrange-
ment problem for chord graphs in polynomial time. Miller et al. [21] studied the
minimum linear arrangement of incomplete hypercubes. Recently, Arockiaraj
et al. [1] proved that the minimum linear layout of locally twisted cubes is equal
to the minimum linear layout of hypercubes. Interconnection networks can also
layout into optical linear arrays. In [5], Chen et al. discussed embeddings of
bidirectional and unidirectional hypercubes on a class of optical networks which
included rings. Liu et al. [15] studied the embedding of exchanged hypercube

© Springer Nature Switzerland AG 2018
J. Vaidya and J. Li (Eds.): ICA3PP 2018, LNCS 11335, pp. 3-17, 2018.
https://doi.org/10.1007/978-3-030-05054-2_1
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into optical ring network with optimal congestion. Yu et al. [31] proposed
an embedding of ternary m-cube into an optical ring network with minimum
congestion.

The problem of efficiently laying out VLSI can be formulated as the graph
embedding problem. Embeddability is a critical metric to evaluate the perfor-
mance of an interconnection network. Many applications, such as architecture
simulation, processor allocation, can be modeled as a graph embedding prob-
lem. Graph embedding is an important issue that maps a guest graph into a
host graph. Most researches on graph embedding consider paths, cycles and
meshes as guest graphs because they are the architectures widely used in paral-
lel computing systems [9,12,26-28]. In [8], Fan et al. proved that the cycles of
all possible lengths can be embedded into twisted cube, and Fan et al. [7] also
studied the embedding of paths with all possible lengths between any two ver-
tices into crossed cube. Wang et al. [12] studied the embedding of three different
types of special meshes into twisted-cubes.

The hypercube is one of the most popular interconnection network structures
in parallel computing and communication systems [14]. As a variant of the n-
dimensional hypercube, the exchanged hypercube EFH,; was proposed by Loh
et al. [16]. An exchanged hypercube is formed by removing edges from an n-
dimensional hypercube Q,, where n = s+t + 1. This is evident in the fact that
even though the number of edges of an exchanged hypercube is nearly half of
that of a hypercube, their diameters are similar. Therefore, ' H ; retains several
desirable properties of the hypercube such as a small diameter [16], bipancyclicity
[18], and super connectivity [20] and have lower link costs than hypercubes.
Futhermore, the lower link complexity of EH;; can directly reduce the costs of
hardware and the implementation of VLSI.

In this paper, we study the embedding of FH, ; into a ladder and obtain the
exact wirelength of FH,; into a ladder. The major contributions of the paper
are as follows:

(1) We identified the maximum induced subgraph of EHy ;.

(2) We studied the layout of embedding exchanged hypercube into a ring
network with minimum wirelength.

(3) We proposed a decomposition embedding of EH,; into a ladder, and
proved that FH,; can be embedded into the ladder L(2 x 2%) with minimum
wirelength.

The rest of this paper is organized as follows: Sect. 2 gives some definitions
and notations. Section 3 derives a maximum induced subgraph of EH,; into a
ring network with minimum wirelength. Section4 gives an embedding of EH, ;
into ladder with minimum wirelength. The final section concludes this paper.

2 Preliminaries

2.1 Definitions and Notations

In this section, we will give some definitions and notations used in this paper. All
graphs in this paper are simple undirected graphs, which can generally denoted
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by G = (V(G), E(Q)), where V(G) is the vertex set and E(G) is the edge set.
For two simple graphs Gi = (V4, E1) and Go = (Va, E3), G2 is said to be a
subgraph of G; if Vo C Vj and Ey C E;. If V! C V(G), the subgraph of G
induced by the vertex subset V’ is denoted by G[V']. The subgraph induced by
the vertex subset V(G1) U V(G2) is denoted by G; U Ga. Let 7(V') denote the
number of edges of G[V']. If G; is a subgraph of G2 and G; # G2, G is said
to be the proper graph of G, and denoted by G; C Gs. For a pair of disjoint
vertex subset S; and S of graph G, let 7(S1,52) denote the number of edges
with one vertex in S7 and the other vertex in S;. For any integer n > 1, a binary
string x of length n will be written as x,,_1zp_2...2120, where z; € {0,1} for
any integer ¢ € {0,1,....,n — 1}. Given any & = Z,_1%,_2...21%0, x; is said to
be the i-th bit of x and x,_1@,—2..2x (0 < k < n — 1) is called a prefix of
. Besides, xq is called the first bit of = and x,_; is called the last bit of .
For a graph G = (V, E), an (u,v)-path of length [ from vertex u to vertex v is
denoted by P = (ug,u1,...,u;), where ug = u and u; = v are called the two end
vertices of path P, and all the vertices ug, uq, ..., u; are distinct. If v = v, then
P is called a cycle.

A graph G is isomorphic to another graph Gy (represented by Gi = Gs)
if and only if there exists a bijection f : V(G1) — V(Gz), such that if (u,v) €
E(G1) then (f(u), f(v)) € E(Gs). For two graphs G; = (V1,Ey) and G =
(Va, Es), and a subset S C V7, let f be a mapping from V; to Va. Let T = {x €
V(G2)|f(x) € S}. Then we write T = f(S) and S = f~(T).

Graph embedding can be formally defined as: Given two graphs G; = (V1, E1)
and Go = (Va, F3), an embedding from G; to Gs is an injective mapping
Y V3 — V5o We call Gy the guest graph and Go the host graph. There are
four common metrics used to measure the quality of an embedding, namely,
congestion, dilation, expansion and load. The congestion of an embedding
is defined as cong(G1, Ga,v) = max{cong(e)|le € Es}, which measures queu-
ing delay of messages, where cong(e) denotes the number of edges of G; whose
image paths in G2 include the edge e. The dilation of embedding v is defined
as: dil(G1, Ga,v) = max{dist(Ga, ¥ (u),¥(v)) |(u,v) € E1}, which measures the
communication delay, where dist(Gs, 1 (u), 9 (v)) denotes the distance between
the two vertices ¢ (u) and ¢ (v) in Gs.

Wirelength is another criteria in embedding and widely used in VLSI design
[3]. The wirelength is the total wire length required to complete the entire VLSI
layout. The wirelength problem is to find an embedding of G into H that induces
the minimum wirelength, and thought to be cost-effective. The wirelength prob-
lem is solved by edge isoperimetric problem. The following two versions of the
edge isoperimetric problem of a graph G(V, E) have been considered in the lit-
erature [2], and are NP-complete [10].

The first problem is to find a subset of vertices of a given graph, such that the
edge cut separating this subset from its complement has minimum size among all
subsets of the same cardinality. Mathematically, for a given positive integer m,
if 6¢(m) = minxcy, xj=m|[X,V — X]al|, where [X,V — X]¢ = {(u,v) € Elu €
X,v € (V — X)}, then the problem is to find X C V such that |X| = m and
|[X,V — X]g| = dg(m), which is called an optimal set.
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Another problem is called maximum induced subgraph problem [2], which is
to find a subset of vertices of a given graph, such that the number of edges in
the subgraph induced by this subset is maximum among all induced subgraphs
with the same number of vertices. Mathematically, for a given positive integer
m, if Ig(m) = maxxcy, x|=m|Ta(X)|, where Tg(X) = {(u,v) € Elu,v € X},
then the problem is to find X C V such that |X| = m and |Tg(X)| = Ig(m).
For regular graphs, the optimal set problem and maximum induced subgraph
problem are equivalent.

Definition 1 [19]. Let f be an embedding from G to H. Let EC(e) denote
the number of edges (u,v) of G such that e is in the path Py(u,v) between
the vertices f(u) and f(v) in H. Considering there possibly exist multiple paths
between (f(u), f(v)) in H, we choose the shortest path as Pr(f(u), f(v)). The
edge congestion f is given by

EC¢(G,H) =max{EC(e)le € E(H)}.
Then, the minimum edge congestion of G into H is defined as
EC(G,H) =min{EC(G, H)|f is an embedding from G to H}.
Definition 2 [19]. The wirelength of an embedding f of G into H is given by

WLi(G.H)= > du(f (v)),
(u,v)eG

where dg(f(u), f(v)) denotes the length of the path Pr(u,v) in H, and Pf(u,v)
is the shortest path between (f(u), f(v)) in H.
Then, the minimum wirelength of G into H is defined as

WL(G,H) =minWL;(G,H),
where the minimum is taken over all embeddings f of G into H.

Lemma 1 [19]. Let G be an arbitrary graph and f be an embedding of G into
H. Let S be an edge cut of H such that the removal of edges of S leaves H into 2
components H; and Ho. Let Gy = f~1(H;) and Go = f~1(Hs). Also S satisfies
the following conditions:

(i) For every edge (a,b) € (G;), i = 1,2, Ps(a,b) has no edges in S.

(ii) For every edge (a,b) € E(G) with a € V(G;1) and b € V(G2), Pr(a,b)
has exactly one edge in S.

(ili) G1 and G2 are optimal sets.
Then EC{(S) is minimum and EC(S) = 3 oy (g, deg(v) — 2|E(G1)| =

2 vev(c,) deg(v) — 2|E(G2)|.

Lemma 2 [19]. Let f : G — H be an embedding. Let 51, Sa, ..., S, be p edge
cuts of H such that S;NS; = @,i# 7,1 < 4,5 < p. Then

WL;(G, H) ZEOf
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2.2 The Exchanged Hypercube
The definition of exchanged hypercubes EH ; is presented as follows.

Definition 3 [16]. The vertex set V of exchanged hypercube EH,; (s > 1 and
t > 1) is the set

{wsqteupprtg..uruglu; € {0,1} for 0 < i < s+t}.

Let wsytUsii—1...u0 and vsytVsye—1...00 be two vertices in FH,,;. E is the
set of edges composed of three disjoint types F;, E5 and Es:

E; = {(u,v)|ug # vp and u; = v; for 1 <i < s+ t},

Es = {(u,v)|ug = vg =0, H(u,v) = 1 with u; # v; for some t+1 < i < s+t},
and
Es = {(u,v)|ug =vo =1, H(u,v) = 1 with u; # v; for some 1 < i < t},
where H (u,v) denotes the Hamming distance between two vertices u and v.
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Fig. 1. Two exchanged hypercubes EH(1,3) and EH(2,2), where dashed links cor-

respond to the edge set Ei, solid links correspond to the edge set Es, and bold links
correspond to the edge set Es.

From the definition of E'H; ;, the number of vertices is 25+t+1 and the number
of edges is (s +t + 2)257=1 where |Eq| = 2571, |Ey| = s-25F~1 and |F3| =
t-25+t=1 For a vertex x with xy = 0, the vertex degree is s+1, whereas the vertex
degree with xp = 1is ¢t + 1. EH,, is a subgraph of the (s + ¢ + 1)-dimensional
hypercube Qs1:11, and as a result it is also a bipartite graph. Figure 1 illustrates
the exchanged hypercubes EH(1,3) and EH(2,2).



8 W. Fan et al.

Lemma 3 [16]. EH,; and FH, s are isomorphic.
Lemma 4 [16]. EH,; can be divided into 2' copies as Qs and 2° copies as Q.
Lemma 5 [16]. EH,; can be partitioned into two copies of EH,_1 ; or EHg ;1.

After deleting the edge set E; from EHj;, the vertex set of EH,; can sep-
arated into two parts T and S, where T is the set of all vertices with rightmost
bit being 1, and S is the set of all vertices with rightmost bit being 0. In other
words,

T = {vs4vsyi—1.-.v11v; € {0,1} for 1 < i < s+ ¢}, and

S = {ustitisyi—1...u10]u; € {0,1} for 1 <i < s+t}.

Each edge e € E; has one endpoint in 7" and the other in S.

3 Maximum Induced Subgraph for FH,;

In this section, we mainly focus on finding the maximum induced subgraph of
EH, ;. There is a significant relationship between the maximum induced sub-
graph problem and the wirelength problem.

For 1 < s <t, we group V(EH,,) into eight disjoint subsets [15] as follows,
Vi = {0x*..x01}, Vo = {0x..x11}, V5 = {1x.x01}, V4 = {Ix.x11}, V5 =

t—1 t—1 t—1 t—1
{0%..x00}, Vg = {0*..x10}, V7 = {1%..x00}, Vg = {1x..x 10}.
t—1 t—1 t—1 t—1

The subgraph induced by V;(1 < i < 4) contains 2°~1 disjoint (¢ — 1)-cubes,
and the subgraph induced by V;(1 < i < 4) contains 2¢~! disjoint (s — 1)-cubes.
If s > 2, for the subgraph induced by V;(1 < i < 4), we denote the (¢ — 1)-cube
by Q3 ,, where j(j € [0,2571 —1]) is the decimal number of us4¢—1 41, and the
vertex u in Q% is represented by ¢!/}, where k(k € 0,271 —1]) is the decimal
number of uy_1 1. Similarly, for (5 <14 < 8), we can define the (s — 1)-cube Qi’fl
and the vertex qéﬂf, where j € [0,2!7! — 1] and k € [0,2°~! — 1]. This labeling
is denoted by lex.

For any integer m > 1 and S C V(G) with |S| = m, if G[S] is the sub-
graph with the maximum number of edges among all induced subgraphs with m
vertices, then G[S] is called the maximum induced graph with m vertices in G.

Definition 4 [17]. An incomplete hypercube on i vertices of @,, is the subcube
induced by {0,1, ..., — 1} and is denoted by L;.

Theorem 1 [11]. For 1 <7 < 2" L; is an optimal set in the hypercube Q.

Lemma 6 [4]. For 1 <i,j < 2" such that i+j < 2", |E(Q,[L:])|+|E(Qn[L;])|+
{i,5} < |E@n[Liy;])]-

Lemma 7 [29]. Let V be a vertex subset of graph G and {Vp, V1 } be a partition
of V. Then (V) = 7(Vp) + 7(V1) + 7(Vo, V1).
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Lemma 8. Let K be a subgraph of FH,; isomorphic to L; where 1 < s <t
and k < 25t + 2% Let K; and K5 be disjoint segments induced by ki and ko
consecutive vertices on U12:1 Q¢ U Q! respectively such that ki + ko = k. Then
|B(BH, ,[K1 U Ka])| < |E(EH, [K]).

Proof. By Lemma 4, FH,; can be divided into 2% copies of Q; and 2" copies
of Q,. Hence, we can denote Q!, @Q7,..., and Q7 as 2° copies of Q; who are
composed of the edges F3, and Q!, @2,..., and Qgt as 2¢ copies of Q; who are
composed of the edges F,. For simplicity, we denote ul, u?,... and u%t as 2¢
vertices of QL, u}, u2,..., and w2 as 2 vertices of Q2, ..., and ul., u2.,..., and
uZ. as 2 vertices of Q2°. And we denote vl, v2,..and v2" as 25 vertices of Q!,
v, v2,... and v3" as 2° vertices of Q2,..., and v, v2,... and vZ, as 2° vertices of
Q2. Let E(EH,[K, A K3)]) denote the set of edges in EH,, with one end in
K7 and the other end in K5, we have the following cases:

Case 1. ki, ko < 28, We consider the following cases.

Case 1.1 K; C Q;. Since @ is isomorphic the t-dimensional cube, by the
definition of EH,, and Theorem 1, |[E(EH, [K; U K»])| = |E(Q:[K1 U K3])| <
E(QuIK)| = |E(EH, 4 [K]).

Case 1.2 K; C QL. The proof is similar to Subcase 1.2.

Case 2. 2! < k; < 2! +2° K; C Ql UQ!. Let 2t = k; + ko, where k;
vertices lie in Q} and ko vertices lie in @}, inducing subgraphs K; and K3 in Q7
and Q!, respectively. Since there is one edge joining vertices in K; and vertices
in Ky, |[E(EHs4[K1 A Ks])| < ko. This implies that |E(EH, [K1 U Ks])| =
|E(EH i [Kq])| + |E(EH 1 [Ko])| + |[E(EH  [Ky A Ks])| < |E(EH,[Ly, )| +
|E(EHs [Lk,])|+k2. By Lemma 1, we get |E(EH, [ K1UK»])| < |E(EHq¢[Li, +
ka])| = |E(EHs . [K])]-

Case 3.2'42° < ky < 257"4-2°. Let ki, k2 be the number of consecutive ver-
tices in K7, Ko that lie in 2, QiUQ!. Then |E(EH, +[K1])| < |E(EH, (L)),
|E(EH,[K2])| < |E(EH[Lk,))| and |E(EHs4[K1 A Ks))| < ko + ko. Hence
|E(EH; [K1 U Ks)| < |E(EHs[Lk,))| + |E(EHs4[Li,])| 4+ 2k2. Let Hy = Ly, .
Then |E(EH;.[H1])| = |E(EH[Ly,])|- Let Hy be the subgraph of EH,,
induced by the vertices in @} labeled 251t —1,25Tt —2 .. 25%t Ly This implies
|E(EH, . [Hs))| = |E(EHs[Lk,])| and |E(EH;s[Hy A Ha])| > ko + ko. There-
fore |E(EHs[H1 N Ha])| > |E(EHs¢[Li, )| + |E(EHs ¢[Lk,])| + 2k2 and hence
|E(EH, K1 UK,))| <|E(EH,[H1U Ha))|. O

Theorem 2. The number of edges in a maximum subgraph induced by 251t +m
vertices of EHs 4, 1 < s <t,1<m <25F1 is given by

|E(BH[S])| =t- 2" + Ipn, ,(m) +m.

Proof. Let I¥ denoted the k-dimensional subgraph of EH; on m vertices,

which contains subcubes Q}, @?,..., and Q! and E; for 1 < i < 2!, This means
that there are k - 28! edges between Ule Qi and Uf:1 QM. Also, U?:1 Q!
has #;2% 71 edges within itself. The maximum subgraph induced by I¥ of EH,,

contains two components Q% and I* where the vertices in () are numbered

m—2s+t»
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as 0,1,...,2°%" — 1 and the vertices in I’ .., are numbered as 2°%* 25%¢ 4
1,...,25Tt1 for t = [log(m — 257*)]. Thus I contains a set of Q! and Q%, and
no two constituent cubes are of the same size. The number of edges induced by
IF in EHgy, 1 < s <tisgiven by |E[IX])| = t-25+~1 + Igg,,(m) +m. The
lemma holds. (I

Lemma 9. For 1 <s<tand 1<i<2% 425 L, is an optimal set.

Proof. Let R be a subgraph of FH;; isomorphic to Lj where k < 25Ft 4 25,
Let N be a set of k non-consecutive vertices in EH, ;. Then N = Ule X; where
p > 2, X/s are mutually disjoint and each X; is a set of consecutive vertices
in EH,,; such that (J!_, |X;| = n. If X; contains vertices labeled 257t + 2% — 1
and 25T 4+ 2% then X; is split into two sets such that one set ends with label
25+t 125 — 1 and the other set begins with label 251 + 2. By Lemma 2, we get
|E(EHs,[N])| < |E(EH, ,[R))|. O

Theorem 3. For 1 <i < 2511 [, is an optimal set in EH ;.

Proof. By Lemma 4, after deleting the edge set £ from FH,,, FH,; can
be partitioned into EHs_; 4 or EHs; 1. By Lemma 9, L; is an optimal set for
1 <i <2425 Now let ¢ > 257t +25 Then we have L =FEH,;—L; 2 Lysti—i.
Since 25 —j < 25F+1 1 by Lemma 1, L, is an optimal set in EH, ;. Since
EH, = FHgy 1, L; is an optimal set in FH, ;. (I

4 Embedding the Exchanged Hypercubes into Rings

In this section we consider the embeddings of exchanged hypercubes into rings.
When the host graph is a cycle, the wirelength of the embedding is called
cyclic wirelength. The ring structure is important for distributed computing.
In a telecommunication network, a ring network affords fault tolerance to the
network because there are two paths between any two nodes on the network
(Fig.2).

Definition 5. For any integer n > 1, the ring of n vertices, denoted by R,, is a
graph such that V(R,,) = {1, 2, ...,n} and where E(R,) = {(i,i+1)|i € [1,n—1]}.

Definition 6. Let f : V(EH,;;) — V(Rgs+t+1) be an embedding, which is
defined as follow: Label the vertices of Ros+t+1 as 0,1,...,25T*1 — 1. Then, for
any v € V(EH,,), let f(v) = lex(v).

Lemma 10 [6]. CWL(Q,,,Con) = 22772 4 2273 _gn—1,

Lemma 11. H!®® = {1,2,...,i} is an optimal set in EH,, for i = 1,2,...,25Tt+1
and 1 < s <t.
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Fig. 2. The edge cut of ring Rystt+1.

stt41 stt41

Proof. Let f : H!** —>L4X25+;+1 with f(kx272 +1)=1x2"=2 +k. Weuse
J

UL Ug... U4 1N Hf” to denote the decimal string of [ x 2 S + k. By Theorem 3,

L; ={1,2,...,i} is an optimal set in EH,; for each 4. Since the decimal string
representations of two numbers x and y differ in exactly one bit, the same holds
for f(x) and f(y). Thus (z,y) is an edge in H; and (f(x), f(y)) is an edge in
Lyi. Therefore, H; is isomorphic to L;. By Theorem 1, H Jl-e”” is an optimal set of
EH,,. O

Lemma 12. The lex embedding of exchanged hypercube EH,; into a ring
Rys+t+1 induces a minimum wirelength.

Proof. Let f = lex and G = EH ;. For 1 <1 < 2571 et S; be ith edge of
Ros+t+1. Removal of S; leaves Rgs+¢+1 into two components X; and X; where
V(Xi) = {0,1,...,i} and V(X;) = {j + 1,7 + 2,..., 2571}, Let G; and G; be
the inverse images of X; and X; under f, respectively. By Lemma 2, G; is an
optimal set in E'H ;. Thus the edge cut S; satisfies Lemma 1. It can be further
verified that {(i — 1,¢)} satisfies Lemma 1, and the edge congestion EC[(S;)

is minimum under embedding lex for i = 1,2,...,2°7*"1. Thus the wirelength
WLs(EHg4, Ros+e+1) of embedding FH,; into Rgst+t+1 is minimum. O

Theorem 4. For 1 < s < t, the wirelength of embedding EH; into a ring
Ros+t+1 is given by

WL(EH,, Ryssis1) = 2572071 gstiml 4 92t 4 92042

Proof. Let f = lex. We first derive the exact wirelength of embedding the
induced subgraphs EH,[E1], EH,[Es], and EH,[Es] into Rgs+e+1. Let the
edge set E7 = {(u,v)|ug # vo,u; = v; for 1 < i < s+ t}. After deleting E
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from EHj, the vertex set S is decomposed into 2! connected components. Each
component is an s-dimensional hypercube Q,, moreover, these 2¢ hypercubes Q,
are pairwise disjoint, and there are no edges joining any two @s. Since each edge
e € E7 has one endpoint in Q; and the other in @5, F1 is a perfect matching of
EH;; between @5 and Q.

For 1 <4 < 25t S, is an edge cut of Ry, which disconnects Ry into
two subrings R; and R;, where 2 < j < 25771 V(R;) = {1,2,...,5}, and
V(R;.) ={j+1,j+2,..,257 1} Let Gj1 = f1(R;1) and Gj2 = f~1(R;2). By
Lemma 1, Gj1 is an optimal set and each S; satisfies conditions (i) and (ii) of
Lemma 1. Therefore, EC(S;) is minimum. let A; be an edge cut of Rys+: such
that S; disconnects Rys+: into two components R;; and R;s. Let G;1 and G5 be
the inverse images of R;; and R, under f, respectively. By Theorem 1, G;; is an
optimal set and each S; satisfies conditions (i) and (ii) of Lemma 1. Therefore,

the sum congestion of G[U2 " Qi] is

2°—1
WL(A;) = WLG[ | Qi) Raere)
i=1

25+t—1
= D ECy(S))
j=1
— 28+2t71 _ 25+t71.

For 251t 41 < ¢ < 257+1 G is an edge cut of Ry«+:—1, which disconnects
Ryeri—1 into two linear arrays R; and Rj, where 25701 41 < § < 25H+1,
V(R;) ={1,2,...,i},and V(R}) = {i+1,i42,..., 2571 —2} Let Gy = [~ (Ri1)
and G2 = f~1(Rs2). Gy1 is an optimal set and each S; satisfies conditions (i) and
(ii) of Lemma 1. Therefore, EC(S;) is minimum. let B; be an edge cut of Rgs+
such that S; disconnects Rgs+¢ into two components R;; and Rj;z. Therefore,

the sum congestion of G[Uf;;l Q'] is

2t—1
WLi(B)) = WLEGJ Qi Rowsr)
i=1
2s+t+1
= Y ECsS,
j=2s+t41
— 2t(228—1 _ 28—1).

For 1 < k < 25t+L let C}, be an edge cut of Ryet+ such that Cj, disconnects
Rys+e+1 into two components Ry; and Ryo. It is apparent that Ry; is symmetric
about [ = 2°T*. So we need only consider the case for 1 <1 < 257" in computing
the wirelength. Therefore, the sum congestion of E is
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2s+t

EC{(Cy) =2 Sk

k=1
=2(14+2+..+25T" 1)
=25t (25F 1),

Thus,

WL(EHsyt, R25+t+1) = WLf(EH&t, R25+t+1)
=WLy(Ai) + WL;(Bj) + WLi(Cr)

25+t 25+t+1 25+t
=Y Ai+ > Bj+2> Ci
i=1 =25+t k=1

— 25(22t71 _ 2t71) 4 225(22871 _ 2571) 4 25+t . (25+t _ 1)
— 28+2t—1 + 2t+2$—1 + 22(S+t) _ 28+t+1-

5 Embedding the Exchanged Hypercubes into Ladders

In this section we consider the embeddings of exchanged hypercubes into ladders.
When H is a path, WL(G, H) represents linear wirelength of G or Minimum
Linear Arrangement (MinLA) of G. The wirelength problem of a graph G into
H is to find an embedding of G into H that induces the minimum wirelength
WL(G,H).

A ladder is a special graph in which two paths of the same length are con-
nected in such a way that each vertex of the 1lrst one is connected by a path-
called a rung-to its corresponding vertex in the second one. We construct an
optimal embedding of FH,; into a ladder with minimum wirelength. Firstly,
the definition of ladder graph is given as below:

Definition 7 [25]. Consider two chains A = qy, ..., a;, and B = by, ..., by, and join
each pair of vertices a;, b;,i = 1, .., k, with a new chain. The resulting graph is
called a ladder, and the chains between a;, b; are called its rungs.

Definition 8. Let h: EH,; — L(2 x 25%")} be an embedding, which is defined
as follows: The 1th row is labeled 1 to 2Tt from left to right. The 2th row is
labeled from 257 + 1 to 257! from left to right. Then, for any v € V(EH,4),
let h(v) = lex(v).

Lemma 13. R = {1, ,22%} is an optimal set in EH,; fori=1,2, ..., 23"
and 1 < s <t.

Proof. This proof can be obtained directly from Theorem 3. O
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Lemma 14. For j = 1,27...72L#J,

s+t
)

l 1, 1x2%, 2x2% L2 ) x 2
J s+t stt s
2, 1x27% +1, 2x27% +1, ..

is an optimal set in FH,; where 1 <s <.

s+t

Proof. Let f: Cl*" — L .o with f(k x 23" +1) = I x 2% 4 k. We use
J

ULUg... Ug41 N le»e“’ to denote the decimal string of [ x 2% 1 k. Since the decimal
string representations of two numbers v and v differ in exactly one bit, the same
holds for f(u) and f(v). Thus (u,v) is an edge in R; and (f(u), f(v)) is an edge
in Lyi. Therefore, R; is isomorphic to L;. By Theorem 1, L; is an optimal set of
EH,,. O

Lemma 15. For 1 < s < t, EH,; can be embedded into the ladder L(2 x 257)
with minimum wirelength.

Proof. Let f = h. Let C;; = {(a;j,ij41)|1 < j < 257} 0 <4 < 1. Let
R be a horizontal edge cut of the ladder such that R disconnects the ladder
into two components Ry and Ry where V(Ry) = {(0,0),(0,1),..., (0,257t — 1)}
and V(Ry) = {(1,0),(1,1),...,(1,25"" — 1)}. Let C; be a vertical edge cut of
the ladder such that C; disconnects the ladder into two components C;; and
Cyz where V(Ci1) = {(0,0), (0,1), .., (0,2 — 1)} U{(1,0), (1, 1), ..., (1,25 — 1)}
and V(Cy2) = V(Lgs+:+1)\V(Ci1). See Fig. 3. Let Hy and Hy denote two inverse
images of Ry and Ry, where f~'(R;) = Hy and f~!(Ry) = Hs. The edge cut
R satisfies the conditions (i) and (ii) of Lemma 1. Since Hj is 2° copies of @
in EHg;, by Theorem 2, |E(H;)| is maximum satisfying the condition (iii) of
Lemma 1. Thus by Lemma 2, EC f(R) is minimum. Let H;; and H;s denote
two inverse images of C;; and Cja, where f=1(Ci1) = H;p and f~1(Cio) = Ho.
The edge cut C; satisfies the conditions (i) and (ii) of lemma 1. Also G; is
a subgraph induced by 2! vertices of EH, ;. Thus EC¢(C;) is minimum for
i =1,2,..,2° — 1. The edge cut R; satisfies the conditions (i) and (ii) of
lemma 1. By Theorem 2, |E(G;1)| is maximum satisfying the condition (iii) of
Lemma 1. The same holds for |E(G;2)|. Thus EC¢(C;) is minimum. Hence by
lemma 2, the wirelength is minimum. O

Theorem 5. The minimum wirelength of embedding exchanged hypercube
EH,; into the ladder L(2 x 251") satisfies:

WL(EHs7t7L(2 X 23+t)) — 95+2t—1 + 92s+t—1

Proof. Let f = h. The vertices of EH,; are mapped in the ladder L(2 x 25%%).
Let R be a horizontal edge cut of the ladder such that into two components
Ry and Ry where V(Ry) = {0,1,..,25%"} and V(Ry) = {2°F + 1,257 +
2,...,25TH 11 The sum edge congestion of each column of L(2 x 25+) is

25+t

EC(R) = > (8i) =2""".

i=1
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G
(0,0) (0,1)\ / (0,2) (0,3) (0.4) 027-2)  (0,2""1)

(1,0) (1,1) (1.2)/ \(1,3) (1,4) (1,2°72) (1.27-1)
G

Fig. 3. Edge cuts of ladder graph.

Thus ECy(Cy ;) = ECf(C; gare+1_;) for 1 < j < 25+,

For i = 1and 1 < j < 257 let C;; be an edge cut of Ry such that C; ;
disconnects Lj s+ into two components L;; and Ljs. Let Q;1 and Q2 be the
inverse images of L;; and Ljp under h, respectively. By Theorem 1, Q;; is an
optimal set and each C; ; satisfies conditions (i) and (ii) of Lemma 1. Therefore
the sum congestion of @y is

gs+t gs+t
Y ECs(Cij) =2 Ci;
Jj=1 j=1

— 25(221571 o 2t71)'

For i =2 and 1 < k < 257, let C;, be an edge cut of Ry such that Cjy
disconnects Ljyos+¢ into two components Qi1 and Qgz. The proof is similar to
i = 1. Therefore, the sum congestion of (), is

25+t 25+t
Z ch(ci,k) =2 Z Ci,k
k=1 k=1
_ 2t(225—1 _ 25—1)'
Thus,

WL(EH,;, L(2 x 257%)) = WL (EH,, L(2 x 25T1))
= EC}(R) + ECy(C; ;) + EC4(C; )

25+t 25+t 25+t
=>"8i+2> 8;+2) S,
i=1 j=1 k=1

— 25+t 4 25(22t71 _ 2t71) 4 2t(22571 _ 2571)
— 28+2t—1 + 228+t—1-
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6 Conclusions

In this paper, we propose embeddings of exchanged hypercubes into rings and
ladders. Firstly, we prove that FH, ; can be embedded into a ring with minimum
wirelength and obtain the exact wirelength. Furthermore, we obtain the mini-
mum wirelength of embedding FH,; into a ladder with minimum wirelength.
To the best of our knowledge, this is the first result of embedding FH,; into
rings and ladders.
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Abstract. Science of the Crowd is a new paradigm. The research on the
relationship between provision and demand arising from the behavior of
the crowd under the interconnected environment is a promising topic.
This study is a pioneer work on the establishment of a new type of
interconnected architecture - rim chain. The rim chain framework aims
at supporting prompt matching between provision and requirements. The
analytical results suggest that requirements can be fulfilled in accordance
with six degrees of separation. In other word, the matching between
the demands and provision takes place with six hops in the rim chain
framework. Improved top-k method is employed to obtain the matching
results. Last but not least, the efficiency of the method is validated.

Keywords: Crowd Science * Crowd Network + Top-k query

1 Introduction

The ant colony effect in the natural world, the formation of a group of birds
flying in the sky, the business management process in economics, the coordi-
nated operation of the industrial chain, social organizations and their collective
behavior processes, national elections, and public discussion of social and pub-
lic issues, are all based on the collection of many individual wisdoms, which
aim to achieve better results. These can all be attributed to the Crowd Science.
Crowd Science as a new paradigm focuses on the impact regarding the number of
individuals involved, the way and depth of interaction between individuals. The
development of network and AI technologies is a thrust of enhancing the inter-
connection among people, things, organizations and enterprises. Crowd Science
studies the principles and bachelors of the mental projections, namely, digital-
selfs of people, things, organizations and enterprises in the physical world. The
digital-self reflects the behavior, consciousness and information of the real world
subject. Crowd Science covers the scientific problem and universal mechanism
behind the phenomena above.

In recent years, there have been many query techniques on the graph which
contains data. These techniques use keyword matching or similar subgraph

© Springer Nature Switzerland AG 2018
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matching to search for the target data in the graph. Jin et al. [6] use sub-
graph matching with distributed techniques to convert graph parallelism into
data parallel processing problems for efficient distributed search. Similar work
could be found in Chen et al. [7]. Besides the sub-graph matching, Chen et al. use
the evaluating function to sort the eligible data from the graph and return the
Top-k results. Yu [8] uses an object-level database for indexing to improve the
query result. However, when objects contain too many attributes, using objects
may make the query semantics more complicated. Li et al. [9] study the frequent
subgraph queries, which using a closed frequent subgraph based index. Chen
et al. [10] conduct a keyword search on a road network with restricted scope.
They take the distance in reality into consideration, rather than only consid-
ering the matching of keywords. The similarity search can be used in reducing
the size of the data to be matched and improves the matching efficiency [14].
Keyword matching also contains using techniques such as latent Steiner graph
to return users with appropriate results, but there are still deficiencies in entity
recognition and natural language processing [15].

In terms of network construction and simulation, Yang et al. [11] make up
for the lack of descriptions of EATI (Entity, Action Task, Interaction) and
EBI (Entity, Behavior, Interaction) concepts in the social domain, and build
an Agent-based Social Network. In social networks, the information and influ-
ence dissemination is an important research direction. Sun et al. [16] have con-
ducted in-depth explorations on an information interference model that takes
into account the interrelationships between information items in social network.
The structure of social networks is constantly changing because it is derived
from the real world. As sentiment dissemination is part of the influence dissem-
ination, Wang et al. [17] propose an evolution model of online social network
and conduct research on online information management. Crowd’s behavior in
social networks also has a certain degree of sociality. Li et al. [18] study on the
influence of the active time heterogeneity of nodes. They use spread tree and
SI model to show that polymorphism on the information dissemination. Wang
et al. [19] have conducted in-depth explorations on the information coverage
maximization, which aims to improve the range of information dissemination.

In order to support matching between provision and demands in the digital
world, this paper proposes a new type of network structure, the rim chain, which
embodies the concept of Crowd Network.

Figure 1 shows the schematic diagram of the rim chain, which only has peo-
ple as the digital-self denoted by business card. In this schematic diagram, the
digital-selfs are in different social circles. They can join more than one circle.
The icon in the center of the social circle indicates the theme of the circle. It
shows the reason why different digital-selfs are connected together.

The goal of this interconnected structure is to perform transactions match-
ing based on provision-demand information. To better complete the transaction
matching, the rim chain ensures transaction security and ensures that the con-
tents of the interconnection structure will not be maliciously altered.
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Fig. 1. The schematic diagram of the rim chain

As Crowd Science is closely related to the sociology, the rim chain also embod-
ies theory in sociology, such as the six degrees of separation theory. The six
degrees of separation shows that people in this world are interconnected. How-
ever, it does not mean that any two people can establish contact or complete
a transaction. In reality, influence dissipates after three degrees (to and from
friends’ friends’ friends) [12,13], because of the corruption of information. There-
fore, in the rim chain, the six degrees of separation theory is actually combined
with the three degrees of influence theory, which enables this interconnection
model to better simulate the transactions matching that happens in the phys-
ical world. Moreover, this paper proposes an algorithm for the construction of
the rim chain. First, it extracts data from the relational database, then puts
the data into the graph database, and finally constructs rim chain. This paper
also proposes a query algorithm, and uses Top-k query to find the most suit-
able transaction objects. The query algorithm uses the matching of provision
vector and demand vector to search for the eligible data. After the completion
of searching, it sorts the eligible data from the rim chain and return the Top-k
results.

The paper’s main contributions can be summarized as follows: (I) The estab-
lishment of a new type of interconnected architecture - rim chain. (II) The rim
chain framework uses Pareto distribution to show the attenuation of information
fidelity.

The reminder of this paper is organized as follows: Sect. 1 introduces the basic
concept of the Crowd Science, and some researches on social network and query
technology. Section 2 discusses related work in intelligence networks and Crowd
Science. Section 3 discusses the algorithm of construction of the rim chain and the
transactions Top-k query. Section 4 conducts the experimental evaluations for the
algorithm. And finally the Sect. 5 draws conclusions of this paper’s contribution.

2 Related Work

The Crowd Science is based on the System Theory, Information Theory, Cyber-
netics, Computer Science and Engineering, Management, Economics, Sociology,
Psychology and other subjects, and becomes a new interdisciplinary direction
[5]. The Crowd Science uses the Internet of things, big data, and other new
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technologies to access and analyze the data of public behavior with the ternary
fusion system of information physical society and studies the basic principles
and laws of intelligent crowds’ activities in the new social model.

So far, there have been studies on intelligence networks or crowd intelligence
at home and abroad, but all these studies are fragmented and incomplete. Many
researchers do some jobs on Swarm Al, a relatively new Artificial Intelligence
method. Swarm Al involves multiple agents operating in an environment to
solve problems through cooperation [4]. It focuses on the optimization of com-
plex problems. Compared with Swarm AI, Crowd Science focus on the coun-
try’s major strategic needs and solves the basic problems of future networked,
intellectually-oriented economy and society. However, both draw lessons from
group insects. Crowd Intelligence [1] is the collective wisdom of a large num-
ber of autonomous individuals. In an Internet-based organizational structure,
these autonomous individuals jointly complete challenging computing tasks. The
research objects of Crowd Intelligence are homogenous while the research objects
of Crowd Science are heterogeneous including individuals, enterprises, govern-
ments and things. Collective Intelligence [2,3] is a form of subjective mobiliza-
tion, highly individual as well as ethical and cooperative under the natural envi-
ronment and the scale of the research object size is limited, however Crowd
Science works on large-scale elements in the online and in-depth connected pub-
lic Crowd Network under the Internet and big data environment.

3 Construction and Matching of the Ring Chain
Framework

3.1 Construction of the Rim Chain

In the process of the rim chain construction, the first step is to extract the
content of the database. Then the digital-selfs and circles are formed based
on the data from the data source which usually is the database. The data in
the database also reflects the social relationship of digital-selfs. The social link
between digital-selfs and circles comes from these relationships. With the link of
the relationship between digital-selfs and circles built, the construction of rim
chain is completed (Fig. 2).

RN — |
Recoiton

Relational Database

Fig. 2. Data extraction from RDB to graph database

There are four types of information that need to be reflected in the rim chain.
First, identification information is used to distinguish one digital-self from the
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others. The second one is the provision information. It shows what services it
can provide for other digital-selfs. The third one is the requirement information.
When the digital-self has a demand, it will generate demand information. The
last one is circle or social relationship information, it describes the digital-self’s
social relations. Based on the social relationship information, the rim chain will
know which circle this digital-self should belong to. There usually are more than
one circles that one digital-self belongs to. The database used in this paper gives
the above attributes. These four kinds of information are sufficient and necessary
for the construction of rim chain. Identification information is the basic infor-
mation and the verification information, which ensures that the corresponding
people, things, organizations and enterprises exists in real life. If a digital-self
does not have provision information, it will be useless in rim chain (Fig. 3).

Moreover, it cannot complete transactions with other digital-selfs, because it
does not have the ability to provide resources to other nodes. Demand informa-
tion is also necessary. If digital-selfs do not have their own requirements infor-
mation, they cannot obtain the required resources from the rim chain to achieve
their own demands. After completing the data migration, an interconnection
network structure will be established. Figure4 shows the schematic diagram of
rim chain in a hierarchical structure. This schematic diagram shows digital-self
nodes and circle nodes which are in three degrees range of D;. The blue node
represents the circle node and the orange node represents the digital-self node.
Dy is in the circle C7. In the Cy circle, points other than D; are points within
one degree from D;. The distance between the digital-selfs in Cs, C3 and Dy is
two degree, and that in Cy, Cs, and Cg is three degree. Figure 4 shows the path
that D; can be linked from other digital-selfs. Only the directly or indirectly
interconnected digital-selfs can complete transaction in the rim chain. Figure 4
is the further explanation for the Fig. 1.

Database Schema

o___

Name Digital Self

Education history - Who is it?(Identification)

Job . What it can offer?(Supply)
Requirement What does it need?(Requirement)
Habit » What social relations does it have ? (Circle)

Location

Fig. 3. The database schema and the digital self’s attributes

What is more, this rim chain also uses the Knowledge Graph. The Knowledge
Graph includes three main parts: entities, attributes, and relationships. In the
rim chain, the concept of digital-self correspond to the entity, and all properties of
digital-selfs, circles, and edges correspond to attributes in the Knowledge Graph.
In graph database, digital-selfs and circles can all be represented by nodes. The
relationship between them can be represented by graph edges. Both the node
and the edge can contain certain attributes, thus laying the foundation for the
construction of the rim chain.
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Fig. 4. The schematic diagram of the rim chain

Algorithm 1. Create the rim chain.
Input: The people, things, organizations and enterprises data in the database
Output: The rim chain.

1: initialize array D[] with all digital-selfs

2: initialize array C[] with all circle nodes

3: for i < 1 to digital_self_ num do

4: for each circle node information in D[i] do

5: if circle node information exists in the hash map C then
6: create link from DJi] to the circle node

T else

8: create new circle node ¢ and build links to nodes in D[i]
9: C«—c

10: end if

11: end for

12: end for

3.2 Trasaction Matching Algorithm

In rim chain, the number of candidate digital-self will be massive. How to rec-
ommend the Top-k best matches for users in these thousands or even countless
candidate matching sets is a difficult problem to solve. Moreover, when sorting
the eligible digital-selfs, there is no absolute ‘bad digital-self’ or ‘good digital-
self’. The definition of good and bad depends on the needs of the requirement
information.

In the rim chain, individuals, enterprises, governments and things are mapped
to digital-selfs. Moreover, the digital-selfs contain information about these indi-
viduals, enterprises, governments and things. This means that the rim chain
contains comprehensive information. If a person generates a demand, the rim
chain will form the demand vector based on the person’s information in its dig-
ital self. Then, the rim chain can complete matching without excessive demand
description. For example, an undergraduate would like to find a postgraduate
tutor to guide his postgraduate study. The undergraduate digital-self puts for-
ward a demand, which is seeking for a postgraduate tutor, and then this demand
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will form a vector with the basic attributes of the undergraduate. This vector
will be matched with the digital-selfs that might meet the requirements. In the
example mentioned above, the ‘postgraduate tutor’ is the key requirement. The
key requirement determines what kind of the sender’s attributes will the rim
chain investigate before the matching process. If the key requirement is a post-
graduate tutor, rim chain will not match the attributes like whether the target
digital-self can cook, but focus on academic-related attributes such as major and
research reputation.

The target digital-self will get a score based on the given evaluation function.
This score will be used in the Top-k query. A digital-self usually has more than
one attributes, so an evaluation function is defined to search for a qualified
digital-self. The score S can be expressed as (1):

S=al-dn))+(1—-a)M(ds,d;) (1)

The influence factor o measures the weight of demand information fidelity and
similarity in the matching process. The ds; means the digital-self sender, and the
d; is the matching digital-self. The d(n) is the information fidelity derived from
the Pareto distribution, and the M (ds, d;) is the matching efficiency between the
sender and the matching digital-self.

According to the three degrees of influence theory, the fidelity of information
gradually dissipates as it propagates, reaching a maximum of three degrees.
In the model of information dissemination, the SIR model is used to describe
the mechanism of information dissemination in social networks [19]. In the SIR
model, nodes are divided into three categories: susceptible nodes (S), infected
nodes (I), and removed nodes (R). The infected node indicates that the node
has the ability to propagate information. A susceptible node indicates that the
node has not received information from other nodes and can accept information,
that is, it can become an infected node. The removed node indicates that the
node has received the information of its neighbor node, but it does not believe
the information, nor does it have the ability to transmit the information. At
the beginning of the provision-demand matching, there is only one infected node
in the chain network, which is the sender of the demand information. With
the combination of the SIR model and the three degrees of influence theory,
the propagation rules are defined as follows: (I) Within three degrees from the
sender digital-self, if the susceptible node is connected to the infected node via
a circle node, the susceptible node becomes an infected node, which can spread
the demand information. (II) When the degree is three, although the message
can be transmitted to the nodes in the fourth degree, the nodes will become
the removed nodes. Moreover, the nodes will refuse to believe that the demand
information and will not transmit the information further.

[21] proposed the use of the Pareto type I (2) from the Pareto distribution
to indicate the attenuation function of the number of the infected nodes. With
the three degrees of influence theory considered, the attenuation function of the
infected user can be understood as the attenuation of information fidelity. That
is, due to the attenuation of information fidelity, nodes will no longer believe
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in the demand information, and will no longer spread the demand information.
Equation (2) shows the Pareto type I. This paper uses 1 — d(n) to indicates the
fidelity of the information in (1).

d(n) =1- — 2)

In Eq. (2), n represents the degree. 3 represents the speed of the information
fidelity decay. The greater the [ is, the faster the decay is [20] mentioned that
when d(n) is greater than a conversion threshold 7 = 0.5, the node becomes a
removed node. As the three degrees of influence theory limits the information to
propagate at most three degrees, and when n equals 4, d(n) is equal to 0.5. So
the 3 is set to 0.5.

Each transaction matching is a bidirectional and the matching objects are
provision and demand information. In the previous example, the undergraduate’s
provision is the undergraduate’s attribute of the academic performance, and the
undergraduate’s demand is the postgraduate tutor’s ability, such as research
reputation and school level. The provision of postgraduate tutors is their ability
such as their research reputation, and the demand of postgraduate tutors is
the requirement for undergraduates’ academic performance such as GPA. In the
process of matching, both parties match each other’s provision and demand, and
finally get a matching efficiency.

In the matching process, there are some attributes that only has two kinds
of results: satisfied or not satisfied, such as major. Sometimes these attributes
contain multiple options demands. For example, the demand for major is Com-
puter Science (CS) or Digital Media Technology (DMT), then matching target’s
major could be either of the demand majors. All the satisfied options are sepa-
rated by slashes and saved in the digital-self’s attributes, like CS/DMT. Some
attributes are discrete values, which only need to reach the required lower limit.
For example, if the requirement for GPA is medium, then both medium and high
are satisfied. The discrete value is set according to the actual situation. In this
paper, only two types of discrete values are used, one is (high, medium, low), and
the other is (A, B, C, D). Function, Eq. (3), stands for the matching efficiency
of demand sender and target matching digital-self. The higher the matching
efficiency, the more the target digital-self can meet the demand information.

_ |Rimss|+|RsmSi| (3)
|Ri| +[Ss| +|Rs| + |Si]
The R is the demand vector. Given a key requirement r1, according to this key
requirement, the rim chain extracts the rest of the digital-self-sender’s attributes.
Then the rim chain puts all the attributes together with the key requirement into
a demand vector R, which can be denoted by R = {rq,r2, ..., 7, }. And the provi-
sion vector P is denoted by P = {p1,pa, ..., pm }- The rim chain will also extract
the matching digital-self’s attributes that related to the key requirement. The
system will evaluate each digital-self according to the evaluation function and
save the digital-selfs with higher scores. The |R N S| is the number of matched
provision-demand attributes between the digital-self sender and the matching

M(ds, d;)
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digital-self. The |R;| + |Ss| + |Rs| + |Si] is the total number of the provision-
demand attributes in the digital-self sender and the matching digital-self.

The circle node contains an attribute called ‘digital-self type’, which describes
whether the digital-selfs contained in this circle are individuals, enterprises, gov-
ernments or things. Circle node’s attributes also include the theme of the circle.
The circle nodes are regarded as important routing nodes. To speed up the
matching, the algorithm II (see Appendix) takes some measures to make use of
the circle node. First, according to the digital-self sender, find all the circle nodes
connected with it, and (I) if the type of digital-selfs in the circles do not match
the demand. For example, a demand in created to query for a teacher. If a circle
only has enterprises in it, then the type of digital-selfs in the circle does not
match the demand. (IT) If the theme of the circle node does not match the key
requirement, the demand information will not be matched with the digital-selfs
which connected to this circle node. The demand information is sent directly to
all remaining circle nodes via the digital-self nodes connected to them. Second, a
hash map can be used to avoid duplicate visits. Finally, three degrees of influence
theory limits the number of nodes that can be accessed, so that the rim chain
avoids accessing too many nodes.

4 Experimental Evaluations

4.1 Analysis of the Evaluation Function

Throughout the query process, the crucial point for Top-k is the evaluation func-
tion. Our evaluation function has an influence factor «. This influence factor
measures the weight of demand information fidelity and similarity in the match-
ing process. When « is 1, the matching process ignores the relations among the
elements that the digital-self corresponds to in physical world, and only consid-
ers similarity. This situation is more suitable for general search engines rather
than the rim chain. The rim chain needs to reflect the digital-selfs’ relationship
in reality. When « is 0, the matching process ignores the similarity between
the demand information and the target digital-self’s attributes, and only con-
siders the demand information fidelity. Such a system loses the basic function
of matching transactions. In this paper, the « is set to 0.5, which means the
demand information fidelity and the similarity are equally important.

When it comes to the demand information fidelity, the three degrees of influ-
ence theory is also involved. That is, information’s influence dissipates after three
degrees [12,13]. The reason for considering the three degrees of influence theory
is that rim chain is not just a search engine but the mapping from the physical
world to the digital world and a transaction matching platform. Its architecture
comes from the social circle in real life. Therefore, it should refer to certain social
science theories in order to make the transactions matching and rim chain model
more accurate.

Completing the transaction requires meeting the sufficient conditions and
necessary conditions for the transaction. The definitions and examples of the
necessary conditions and sufficient conditions for transaction are list below:
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Necessity: a condition is said to be necessary for the transaction. For it to
be true that ‘One undergraduate finds a satisfying postgraduate tutor’, it is
necessary that the postgraduate tutor can recruit at least one student.

Sufficiency: The sufficient condition for the transaction is a condition that will
produce the completion of the transaction. ‘One undergraduate finds a satisfying
postgraduate tutor’ implies that the undergraduate is able to get the Bachelor
Degree. So knowing that the previous statement is true, it is sufficient to know
that the undergraduate’s GPA meets graduation requirements.

There are many properties in the digital-self, but not all properties are
required for transaction matching. Before calculating the match efficiency with
(3), the transaction-related attributes of the digital-self will be projected into the
demand vector and the provision vector. The projected attributes form the suffi-
cient conditions set and necessary conditions set for the transaction. Attributes
related to the sufficient conditions exist in the demander, and the attributes
related to the necessary conditions exist in those who may meet the demand.
What is more, in (3), represents the satisfaction of sufficient conditions, and rep-
resents the satisfaction of the necessary conditions. The matching efficiency is
actually the degree of how sufficient conditions and necessary conditions satisfy
the transaction. The digital-self which can make the sufficient conditions and
necessary conditions of the transaction meet will get a high score in matching
efficiency. Then, the digital self with high matching efficiency and close distance
from the demand sender will be selected in the Top-k result.

4.2 Result Analysis

In the experiment, rim chain’s application scenario is an undergraduate looking
for a postgraduate tutor. Based on the key attributes ‘postgraduate tutor’, the
rim chain extracts some of the student’s academic-related attributes. Tables 1
and 2 show the academic-related attributes of undergraduates and tutors.

Table 1. Undergraduate’s academic-related attributes.

Major Interest GPA | School’s reputation

Computer Science | Artificial Intelligence | A High

The student’s requirement vector should include positions (professor or associate
professors), tutor’s research fields, tutor’s major, tutor’s academic reputation,
tutor’s reputation of the tutor’s university, and available postgraduate positions
(more than 0). The student’s provision vector should include the student’s GPA,
student’s major, student’s research interests, and so on. After the provision and
demand vectors have been formed, these vectors will match the digital-selfs in
the circle of topics in the rim chain. After searching on rim chain, the results of
Top-3 query and Top-5 query are shown in Fig.5 and Table 3.
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Table 2. Tutor’s academic-related attributes.

Attribute Value

Computer Science Artificial Intelligence
Available Postgraduate position | 2

Major Computer Science
Research field Data Science
Position Professor

Research reputation High

School’s reputation High

GPA requirement A

Major requirement SE/CS

Figure 5 is the schematic diagram of a part of the rim chain. Different colors
and shapes are used to represent the different types of the nodes. The triangle
represents the digital-self node, and the circle represents the circle node. The
triangle has two different colors. The orange triangle is the digital-self that is
selected based on the Top-k algorithm, and the number on the triangle means
the digital-self’s rank in the Top-k result. The information on the circle indicates
the degree distance from the demand sender.

(a) Top-3 query result (b) The Top-3 query result and Top-5
query result

Fig. 5. The Top-3 query result and Top-5 query result

Table 3 shows the score result. The Top-k rank is based on the score from
(1). The rim chain calculate the score with the demand and provision vector
and the degree distance between the matching node and the sender node. The
score consists of two parts, the information fidelity and the matching efficiency.
Moreover, the maximum of score is 1. One part is the information fidelity, which
based on (2). The other part is the matching efficiency. It is based on the (3).

Figure 5 shows that after matching all the nodes within three degrees, the
Top-k results are mostly distributed in the lower degree. This means that the
rim chain not only takes the matching degree of the provision-demand, but also
the social distance between the digital-self sender and the matching digital-self.



Rim Chain: Bridge the Provision and Demand Among the Crowd 29

Table 3. Top-5 query score result.

Top-k rank | Degree | Matching efficiency | Score
1 1 1.000 1.000
2 1 0.777 0.889
3 2 1.000 0.853
4 1 0.666 0.833
5 1 0.666 0.833

The relationship between the necessary and sufficient conditions has four com-
binations: (I) necessary, but not sufficient (II) sufficient, but not necessary (III)
both necessary and sufficient (IV) neither necessary nor sufficient. The Top-k
query is to find the digital-selfs that satisfy the (III) condition above. It can
be concluded that the attributes of the demand sender and the digital-selfs in
Top-k result in Tables 3 and 4 satisfy most of the sufficient conditions and nec-
essary conditions for the transaction. The Top-k result gives the most possible
postgraduate tutor that can complete the transaction with the demand sender.
The Top-k result proves that the higher the score is, the higher the degree how
the necessary and sufficient conditions meet the transaction.

Table 4 shows the information of the Top-5 query result. From the attributes
of each query result, all the digital-selfs can provide the resources that the
demand sender need. What is more, the distance between the result and the
demand sender is within two degrees, which ensures the information fidelity.

Table 4. Top-5 query detailed result.

Attribute Value

Top-k rank 1 2 3 4

Available 2 1

Postgraduate position

Major Computer | Software Computer | Embedded | Digital
Science Engineering | Science System Media

Technology

Research field Artificial Big Data Artificial Embedded | 3D Modeling
Intelligence Intelligence | System

Position Professor Associate Professor Associate | Associate

Professor Professor Professor

Research reputation High High Medium High Medium

School’s reputation High High High Medium Medium

GPA requirement A B B A B

Major requirement CS/SE SE CS/SE CS/SE CS/SE
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5 Conclusions

Matching between provision and demands plays an important role in Crowd
Network. As a new type of interconnected structure, rim chain aims at providing
transactions matching and mapping from physical world to the digital world.
This paper has established a new type of interconnected structure namely the
rim chain. The rim chain can better embody the ideas of the Crowd Science. In
addition, this paper proposes the Top-k query algorithm for the best transaction
target based on provision-demand information in rim chain. During the matching
process, the algorithm uses the evaluation function to evaluate the target digital-
selfs and return top-k results. The evaluation result shows that the satisfied
digital-self can be found in lower degree, which is closer to the demand sender.
For the situation that the number of digital-selfs in rim chain may be large,
several methods and ideas for speeding up transaction matching have been given.

Acknowledgements. This work is partially supported by National Key R&D Pro-
gram No. 2017YFB1400100.

Appendix

Algorithm 2. Find the Top-k digital-self.

Input: Query keywords, Start node, key demand
Output: The Top-k candidates digital-self
1: initialize array digital sel_arr[],Top-k_arr|]

2: initialize consistent_circle_arr[], inconsistent_circle_arr||
3: initialize the senders provision and demand vector based on key demand
4: for circle node ¢ connected to the start node do
5: add c to the proper circle array
6: end for
7: for degree«—1 to 3 do
8: for all digital-selfs node d connected to a consistent circle do
9: do the top-k query
10: for circle node ¢ connected to d do
11: generates circle array for the next degree
12: end for
13: end for
14: end for
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Abstract. Mobile edge computing (MEC), as a prospective computing
paradigm, can augment the computation capabilities of mobile devices
through offloading the complex computational tasks from simple devices
to MEC-enabled base station (BS) covering them. However, how to
achieve optimal schedule remains a problem due to various practical chal-
lenges including imperfect estimation of channel state information (CSI),
stochastic tasks arrivals and time-varying channel situation. By using
Lyapunov optimization theory and Lagrange dual decomposition tech-
nique, we propose an optimal dynamic offloading and resource schedul-
ing (oDors) approach to maximize a system utility balancing throughput
and fairness under imperfect estimation of CSI. We derive the analytical
bounds for the time-averaged data queues length and system throughput
achieved by the proposed approach which depends on the channel esti-
mation error. We show that without prior knowledge of tasks arrivals and
wireless channels, oDors achieves a system capacity which can arbitrarily
approach the optimal system throughput. Simulation results confirm the
theoretical analysis on the performance of oDors.

Keywords: Mobile edge computing - Imperfect CSI
Channel estimation * Stochastic optimization

1 Introduction

Mobile edge computing (MEC), as a new computing paradigm, can enhance
the limited capacities of individual devices by offloading and processing tasks
of wireless terminal at the edge of wireless network. Due to the short distance
between the MEC server and wireless terminals, MEC paradigm promises dra-
matic reduction in latency and mobile energy consumption [1]. The promised
gains of MEC will motivate the development of future Internet of Things (IoT)
and 5G networks. Orthogonal frequency division multiplexing access (OFDMA),
as the main communication technique for WiMAX and 3GPP standards, is
© Springer Nature Switzerland AG 2018
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widely adopted for providing high degree of flexibility and predominant per-
formance over other wireless air interface technologies.

To maximize long-term system throughput, the problem of dynamic offload-
ing and resource allocation has been discussed in [2-4]. However, all these stud-
ies made an impractical assumption that the perfect channel state information
(CSI) can be achieved. Moreover, stochastic tasks arrivals which infect the net-
work stability also pose a serious challenge for MEC system designing. Thus, a
critical problem to be solved is how to make offloading decisions, optimize net-
work resource allocation for maximizing system throughput while guaranteeing
queue stability under the imperfect estimation of CSI.

Optimal dynamic offloading and resource schedules problem under the imper-
fect CSI for OFDMA systems has attracted much attention. In [5], the optimal
power allocation and subchannel assignment algorithm was provided under the
diverse quality-of-service (QoS) requirements. The authors in [6] optimized a
system utility by optimizing the assignments of subcarriers, rate, and power.
A joint optimization algorithm, including chunk assignment, transmission link
selection and power allocation, was proposed for minimizing the total energy
consumption in [7]. However, the works [5-7] do not consider the tasks arrivals
characteristics and the queue stability constraint.

In this paper, we focus on providing the optimal dynamic offloading and
resource schedule of MEC system under imperfect CSI. The main contributions
of this work are summarized below.

— We employ a stochastic optimization model to maximize a system utility
under the constraints of energy consumption and network stability.

— By using Lyapunov optimization theory and Lagrangian dual decomposition
technique, we propose an optimal dynamic offloading and resource scheduling
(oDors) approach to maximize a system utility under imperfect CSI without
prior knowledge of the tasks arrivals and time-varying channel situation.

— We derive analytical performance bounds for time-average data queues length
and system throughput achieved by the proposed oDors approach. Further-
more, we conduct extensive simulations to verify the theoretical analysis on
the performance of oDors.

The rest of this paper is organized as follows. In Sect.2, we present the
system model and provide the stochastic optimization formulation in Sect. 3. We
develop oDors approach in detail and give its performance analysis in Sect. 4.
We conduct simulation to verify the theoretical analysis on the performance of
oDors in Sect. 5. Finally, we conclude our paper in Sect. 6.

2 System Model

The OFDMA-based MEC system consists of a base station (BS), U devices and
an MEC server deployed at BS waiting for processing the tasks offloaded from
mobile devices [8].
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2.1 Traffic Model and Admission Control

The MEC system operates in a slotted structure, ¢t € {0,1,2,...}. At each time
slot ¢, there is a busty data newly-generated by each mobile device. Let A, (t)
denote the number of arrived data for device u at time slot ¢. A data buffer
is maintained at each device to temporally store the generated data. Assume
that the data generated by each mobile device follow some independent and
identically distributed (i.i.d.) random process and there exists some constant
upper bound Ap,.x on device data arrival such that A, () < Amax for all time
slots. In order to deal with heavy-load mobile traffic, we introduce the admission
control (AC) operation to adjust the admission rate that the amount of data
arrive to the data queue for each device [9]. Let d,(t) denote the admission rate
of data queue for device u at time slot ¢t. Then, we have the following constraint
on the AC decision

du(t) < Ay(t) < Apas (1)

Evidently, the amount of data admitted by a device cannot beyond the
amount of generated data at each time slot.

2.2 Resource Allocation and Communication Model

The uplink schedule (e.g., power allocation and subchannel assignment) of each
device takes place under the coordination of BS. Specifically, BS observes the
queue state information (QSI) of each mobile device at the beginning of each
time slot t.

Power Consumption Constraint: Let p,(t) denote the transmit power allocated
to device u at time slot . And we have total transmit power constraints as
follows

U
> " pu(t) < Punax 2)

Constant Subchannel Assignment: We assume that MEC system adopts con-
stant subchannel assignment policy. Specifically, each mobile device occupies
one subchannel to offload computation tasks at each time slot.

CSI Estimation: To improve the estimation accuracy, we use the minimum-
mean squared-error (MMSE) estimator as the channel estimation method [10].
Let H,(t) denote the CSI of device u on its allocated subchannel at time slot
t, which cannot be exactly estimated due to the existence of estimation error in
practical wireless network. Thus, we use H,(t) and H,(t) to denote the estima-
tion and estimation error of H,(t), respectively. The relationship among them
is given by H,(t) = H,(t) + Hy,(t), where H,(t) and H,(t) follow the uncor-

related Gaussian distribution with zeros means and variances 62 = % and
~9 1 . . . . .
e respectively, where 7, represents the signal to noise ratio of pilot
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transmission [11]. Similarly to [10,12], the uplink capacity of device u at time
slot ¢ can be given as follows

Ru(1) = Bolog, (1 v M) ®)

where By is the bandwidth of a subchannel, and 7, (t) = pN—() We assume that
R, (t) is upper bounded by some constant R.x for all time slot ¢ such that
Ru (t) S Rmax'

2.3 Queueing Model and System Dynamics

Let @, (t) denote the data backlog of the queue at device u at time slot ¢. Given
the resource allocation (RA) and AC decision, it is updated along the time, as
given by
Qut +1) = [Qu(t) = Ru(®)]" + du(?) (4)

Once receiving the task from device w at time slot ¢, i.e., d,(t), the MEC
server process the task with f,(¢t) = £.d,(t) CPU cycles or put the task into the
data queue for later processing, where &, is the number of CPU cycles required
per task bit of device u for the task, and [z]" = max(x,0).

Let C(t) denote the required CPU cycles to process the task queued at the
MEC server. C(t) can be updated by

U
Clt+1)=[C@) = F@)]" + ) fult) ()

where F'(t) denotes the total available CPU cycles at time slot ¢. It is the fact
that F'(t) is stochastic in the presence of other concurrent services [2]. Assume
that there exists some constant upper bound Fy,,, on MEC processing capacity
such that F(t) < Fiyax for all time slots. 25:1 fu(t) denotes the total CPU
cycles required for newly offloaded tasks at time slot ¢.

3 Problem Formulation

The objective of this paper is to maximize the capacity of MEC system while
satisfying network stability constraint. Considering increasing feature of Loga-
rithmic function, we define the system utility as follows

U
d) =) log(1+d,) (6)
u=1

where d, = limr_, th o E[dy(t)] defines the time-average admission data
of device u, and d = {dy,ds, ...,dy} collects the time-average total of admitted
data of all mobile devices.

The problem P1 can be formulated by maximizing the admission data of all
devices as
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P1: max P(d)
s.t. C1: 0 < dy, () < Ay(t), Vu,t

U
C2: Zu:l pu(t) < RnaX7Vt
C3: pu(t) > 0,Vu,t
C4: @76 < 007 Vu (7)

where D(t) = {d.(t)} and P(t) = {p,(t)} are data admission decision, transmit
power decision at time slot ¢, respectively. C1 is the AC constraint to guarantee
the amount of admission data at each time slot is smaller than the amount
of arrived data. C2 is the instantaneous total transmit power constraint for
all mobile devices. C3 is a non-negative power allocation constraint. C4 is the
network stability constraint.

According to the prior work [2], P1 can be equivalently reformulated as

P2: nax. ¥ (9)

s.t. C1-C4 and C5: 6, < d,,
C6: 0 < 6y (t) < Amax, Vu,t (8)

where () = {0,(t)} is the defined auxiliary variables.

4 Online Algorithm

In this section, we shall develop the oDors algorithm in detail. We notice that
the constraint C5 of P2 is a long-term average limitation on auxiliary variables.
To model the average auxiliary variables constraint, we adopt virtual queue
technique to reformulate C5 [13]. The virtual queue X, (t) evolves as follows

Xu(t+1) = [Xu(t) — du(®)]" + 6u(t) (9)

According to mean stable theory [13], X, (¢) is stable if and only if C5 is
satisfied. Thus, C5 is replaced with the stability of X, (t), and the transformed
problem P3 is formulated as follows

P3: nax P (0)

s.t. C1-C4, C6 and C7: X, < oo, Yu (10)

4.1 Lyapunov Optimization Theory

A perturbed Lyapunov function of P3 can be defined as

L(G(H) =5 {c<t>2 + 3 [Qu®) + Xu®?] } (11)

u=1
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where G(t) = [Q(t), C(t), X(t)] denotes the concatenated queue backlog of the
network system.

Without loss of generality, all queues are assumed to be empty when t = 0,
such that L(G(0)) = 0. The one-slot conditional Lyapunov drift A(G(?)) is
defined as follows

A(G(1) = E{L(G(t + 1)) = L(G(?)) [G(1)} (12)

Subtracting from (12) the conditional expectation of 25:1 log(1+4d,(t)), we
obtain the following drift-minus-reward term

U
At) = A(G(t)) — VE {Z log(1 + 6,(t)) G(t)} (13)

u=1

where V is tunable parameter which controls the tradeoff between the drift
A(G(t)) and the reward 23:1 log(1 4 d,(t)). Based on Lyapunov theory [13],
the dynamic offloading and resource scheduling decisions should be chosen to
minimize an upper bound of (13) at each time slot ¢.

Theorem 1. For any queue backlogs and actions, A(t) is upper bounded by

U
A(t) <B-VE {Z log(1 + 6,(t)) G(t)}

u=1

{Z IG()}

+ Z Qu()EA{dy(t) — Ru(t) |G()}

+ZX DE {5,(t) — du(t) | G()) (14)

where B is a positive constant, which satisfies the following constraint

U U
1 1
- - D {Rmaa” + 342} + 5 {Z(@Amam) + F,i} (15)
u=1

u=1
Proof. Lemma 1: For any non-negative real number z, y and z, there holds
[maz(z —y,0) + 2]> < 2% + y* + 2% + 22(2 — y).
Squaring both side of (4) and applying Lemma 1, we obtain
Qu(t + 1)2 - Qu(t)2 < Ru(t)2 + du(t)Q + 2QU(t)(du(t) - RU(t)) (16)

Summing over all queue backlog of all mobile devices at both sides of (16)
and rearranging terms yield

Z@L ~Qu() Szggiiﬂlz@mmwﬁm»m>

u=1
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Similarly, we obtain

Clt+1? - C@®)? _ F(t)* + (23:1 fu(t)Q) Lo (

2 - 2

> fult) - F(t)> (18)

u=1
2 2 u

U U
> AN < 30 Bl ™ e (060u(0) ~ dult) (19
u=1 u=1 u=1

Combining (17), (18) and (19) and exploiting (11), we obtain
aﬁf+%m2+F@”(Ziﬂﬂw>

X, (t)?

L(G(t +1)) - L(G(t))

IA
M=
Do
Do

u=1
U 2 2 U
u;I Zﬁ
3 Quibdalt ) du(®))
u=1 =

(20)

By subtracting the term VE {Zg=1 log(1 + d,(t)) \G(t)} to the both sides
of (20), we can prove (14).

According to Theorem 1, we have transformed the problem P3 into mini-
mizing the right-hand side (RHS) of (14) at each time slot. Thus, the original
stochastic optimization problem P1 has been transformed into a series of suc-
cessive instantaneous static optimization problems. In the next subsection, we
introduce the oDors algorithm to solve the optimization problems.

Algorithm 1. Optimal Dynamic Offloading and Resource Scheduling (oDors)
INPUT: U, T, Au(t), V
OUTPUT: §*(t), D*(t) and P*(¢)
1: Initialization: ¢t — 0, Q(0) — 0, X(0) — 0, C — 0
while t < T do
Compute 6(¢), D(t) and P(t) according to Egs. (22), (24) and (33).
Update queues Q(¢t), C and X(t) according to Egs. (4), (5) and (9).
t—t+1
end while
return 6*(¢), D*(¢) and P*(¢)

4.2 Algorithm Structure Design and Performance Analysis

The detail of oDors is given in Algorithm 1 which performs the following control
operations at each time slot: (1) RA and AC decision in each mobile device; (2)
Queues updating for Q, C and X.
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Optimal Auxiliary Parameter. Observe that the second and fifth terms
on the RHS of (14) involves the computation offloading decision d,,(t). After
rearranging them, we can decompose the minimization of this term into U sub-
problems as follows
(Isnél% Xu(t)(su(t) — Vlog (1 + 6u(t))
w(t
8.t 0 (t) < Amax, Yu,t (21)

Taking the first order derivative with respect to J,, and then making the first
order derivative be zero, it easily follows that

0, if Vlog,e < X, (t
w:{ e < Xal)

. V1 .
mm{ XO%‘)S , Amax} , otherwise.

(22)

Optimal Uplink Admission Control. The forth and fifth terms on the RHS
of (14) involve the data admission control d, (¢). After rearranging them, we can
decompose the minimization of this term into U subproblems as
(Iingl) [Qu (t) - Xu (t)] du (t)
s.t. dy(t) < Ay(t), Yu,t (23)

The corresponding solution to (23) is

du(t) = {?Afu(t), gﬂ%v(vtl)sez ult (24)

Optimal Dynamic Offloading Schedule. Observe that the fourth term on
the RHS of (14) involves the offloading decisions including the transmit power
allocation decisions p,(t). We reformulate the fourth term as follows

U
max ) Qu(t)Ru(t)
u=1
s.t. C1, C2, and C3 (25)

We can verify that the function @, (t)R,(t) is concave, since it is the per-

i i ()| Hu ()]
spective function of @, (t)log, (1 + %

rule that preserves concavity [14], the objective function (25) is jointly concave
with respect to p, (t). Considering all constraints are linear, (25) is a convex opti-
mization problem, and can be well solved by the Lagrange dual decomposition
method.

The Lagrange function for Eq. (25) is given as

). According to the composition

U

L({pu(®)}, 1) = Qu(t)Ru(t) — p (Z Pult) — Pmax> (26)

u=1
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where p is the Lagrange multiplier for constraint C2. Then, the Lagrange dual
function can be formulated as

g(p) = [nax L({pu(t)}, 1) (27)

and the dual problem is written as

min g(1) (28)

The Lagrange dual function in (27) can be decomposed into a master problem
together with U subproblems. Then, the Lagrange function is written as

U

L ({pu (t)}v /1') = Z L, (pu(t)a /1«) + /LPmax (29)

u=1
where

Ly (pu(t), 1) = Qu(t)Bology (1 + w> — pupy(t) (30)

Taking the partial derivative of L, (t) with respect to p,(t) yields

OL.(1) _ Qu(t)BoNol . (1) u @
Opul) (&2 + | Bu()) pult) + No b (32pu(t) + No) In2

According to the Karush-Kuhn-Tucker conditions [14], the optimal power
allocation, which denoted by pZ (t), must satisfy the following constraints

OLyu(t) _
apu(t) (32)
pu(t) =20
Then, by applying (32), p}(¢) is formulated as follows
Qut)Bo N =2 _
pln2 Igu((;”?v cc= 0

po(t) = N0(252+\Hu(t)|2) <\/1_ 4F52<&2+|Hu(t)|2) _1> herice (33)

252 (&2+\H“(t)|2) (2&2N0+|I§{u(t)|2N0)2

where F' = N2 M

ln
As to the Lagarange multlpher 1, we employ the subgradient method to
update it as follows

+
,Ui+1 [/l - < max Zp“ >‘| ,Vn,t (34)

where 7 is the iteration index, and @ is the step size. I,.x and ¢ is the maximum
number of iterations and convergence factor, respectively. When the subgradient
method satisfies the convergence condition, that is |pu**1 — ¥ < € or i > Iy,
the process of dynamic offloading and resource allocation is finished.
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Algorithm 2. Optimal Power Allocation Algorithm (OPAA)

INPUT: ¢, 0, Imax
OUTPUT: Optimal power allocation P*(t)
1: Initialization: i — 1 and p'

2: while i < Imax or |ptt — pf] < e do

3: foru=1toU do
4 Compute pj;(t) according to (33).
5 Update p with step size 6 according to (34).
6 end for

T t—i+1
8:
9:

end while
return P*(t)

4.3 Algorithm Performance Analysis

Now we give the performance of the proposed oDors algorithm in the following
theorem.

Theorem 2. If X\ is strictly interior to the network capacity A, the proposed
oDors has the following properties for any control parameter V- > 0:

(a) All queues Q@ = (Qu(t)), C and X = (X, (t)) are mean rate stable.
(b) The time-average system utility satisfies

1= B
im — > hopt _
dm 7 S BOO) 267 - (35)
(c) The time-average queue length is upper bounded by
T—-1 U
— .1 B + Vaport
= lim = Sy < =
Q= lim — 2 u§=1Q (t) < 3 (35)

Here, ¥ is a small positive constant which satisfies X + 19 € A.

Proof. The proof of Theorem 2 is similar to [2] thus we omit here for space-
saving.

5 Simulation Results

In this section, the simulation results are provided to verify our theoretical anal-
ysis achieved by oDors algorithm. The bandwidth By = 10 MHz, U = 20,
Prhax = (1.8 x U)W. The coverage radius of BS is 100m. The computational
resource F'(t) ~ U[0,5] GHz, where Ula, b] means a random uniform distribu-
tion within [a,b]. The mobile traffic generated by mobile devices following the
Poisson progress within the time-average traffic arrival rate A\. The simulation is
carried out for T' = 4000 consecutive time slots.
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First, we demonstrate the queue stability in Fig.1 with V' = 100. Because
all devices’ data queues @, required CPU cycles queues C' and virtual queues X
have similar trends, we take mobile device u = 1 with arrived application traffic
rate A = 2 Mb/slot as an example. We observe that all the queues are strictly
bounded, which verifies the Theorem 2(a). It also shows the proposed oDors
is effective for maximizing the system throughput while satisfying long-term
auxiliary variables constraints.

Figure 2 plots the system throughput of the proposed oDors by varying the
control parameter V. We observe that the system throughput increases rapidly
with V when V' < 10, and then slow down increasing and start to stabilize when
V > 30, which verifies Theorem 2(b). Furthermore, with an increasing 52, the
system throughput decreases. This is mainly because that the transmission rate
R(t) is a decreasing function of the estimation error variance 2. Therefore, a
large 62 results in a small R(t), and then reduces system throughput.

L L L L L L L =
0 500 1000 1500 2000 2500 3000 3500 4000 S 14t

System Thoughput

0 500 1000 1500 2000 2500 3000 3500 4000

2000 2500 3000 5500 4000 0 10 20 3 40 5 60 70 8 90 100
Time slot A%

0 500 1000 1500

Fig. 1. Queue stability Fig. 2. System throughput versus the
value of V/

Figure 3 demonstrates the average queue backlog length with the varied con-
trol parameter V. It is clear to see that the average backlog continue increasing
almost linearly to the V', which is verified by Theorem 2(c). Moreover, with an
increasing 2, the average queue backlog length increases. This is because a large
&2 results in a small traffic transmit rate, and then data queue length increases
at each device. Considering both Figs. 2 and 3, we observe that this can be quan-
titatively depicted by [O(1/V),O(V)], and is a system throughput and average
queue length tradeoff. The longer queue length becomes, the more time it takes
to transmit the task. So this relationship can be called system throughput and
fairness tradeoff.

Figure4 displays the system throughput as the traffic arrival rate increases.
It can be seen that system throughput increases when traffic arrival rate A
from 1 Mb/slot to 3 Mb/slot. However, when A continues increasing, the sys-
tem throughput almost keep stable. This is mainly because a large traffic arrival
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Average Queue Backlog (Mb)
System Throughput (Mb)

Traffic Arrival Rate A (Mb/slot)

Fig. 3. Average queue backlog versus Fig. 4. System throughput versus the
the value of V/ value of A

rate will consume more transmit energy to keep queue stable. Unfortunately, P1
has the instantaneous total transmit power constraint C2, thus system through-
put can not always keep increasing when the total transmit power of all mobile
devices reaches maximum.

Average Queue Backlog (Mb)

0 L L L L
1 2 3 4 5 6

Traffic Arrival Rate A (Mb/slot)

Fig. 5. Average queue length versus the value of A

Figure 5 shows the average data queue length with different traffic arrival rate
A. We show in this figure that the average data backlog length of the proposed
method increases with the growth of traffic arrival rate. The main reason is same
with Fig.4 that the system can not transmit enough traffic with constrained
mobile power consumption as traffic arrival rate increases.
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6 Conclusion

In this paper, we studied the dynamic offloading and resource allocation prob-
lem with considering imperfect channel state information (CSI), stochastic
tasks arrivals in the uplink of orthogonal frequency division multiplexing access
(OFDMA)-based MEC systems. The problem was formulated as a stochastic
optimization problem aiming at maximizing a system utility. By adopting Lya-
punov optimization theory and Lagrange dual decomposition technique, an opti-
mal dynamic offloading and resource scheduling (oDors) algorithm was proposed
to solve the problem. Furthermore, we gave the performance analysis of oDors
and we conduct simulations to verify the theoretical analysis on the performance
of oDors.
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Abstract. Service discovery is a key problem in the field of services com-
puting, which is essential to improve the accuracy and efficiency of both services
composition and recommendation. Service clustering is a major way to facilitate
service discovery. The main technical difficulty in solving service clustering
problem lies in the semantic gap among services. Some traditional approaches
like LDA perform well in service clustering to some extent. However, their
performances are still limited by the inevitable semantic noise words. To bridge
this gap, we propose a novel solution, namely ST-LDA (short for “Similar
Words and TF-IDF Augmented Latent Dirichlet Allocation”), approaching the
challenges from the perspective of similar words learning and noise words
filtering to improve service clustering. Specifically, we adopt Word2Vec to
adapt the representation of services, and learn a list of similar words in service
corpus. Moreover, we further integrate TF-IDF into our similarity calculation to
filter noise words. In this way, we can enhance LDA with the similar words
finding and filtering strategy for service clustering. We conduct extensive
experiments on a real-world dataset, which demonstrate that our approach can
improve the efficiency of service clustering.

Keywords: TF-IDF - Latent Dirichlet Allocation - Word2vec
Web service clustering

1 Introduction

The explosive growth of various information on the Web has resulted in the sharply
increase of Web services in both quantity and type, which greatly limit the accuracy
and efficiency of service discovery. More than 18000 Web services described by
WSDL and natural languages are registered and published on the ProgrammableWeb
and over 98% of them are valid [1]. As a result, some Web service discovery methods
like Web service search engines which are relied on natural languages have been
exploited after the UDDI (Universal Description Discovery and Integration) to address
the problem. The main technical difficulty in Web service engines lies in the semantic
gap, which performs query-document matching at the term level. However, a high
degree of searching and matching at the term level does not necessarily represent high
relevance, and vice versa. The semantic gap is pervasive due to the ambiguous and
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variable nature of human language, since the same term can represent different
meanings and the same meaning can be represented by different terms. For example, if
a query contains “the latitude and longitude” and the document only contains “map”,
then the matching degree of the query and the document is low, although they are
closely relevant.

Service clustering is a major approach to improve the performance of service
discovery. Researchers in the areas of service clustering have already adopted other
approaches like LDA to perform service clustering. Chen et al. [2] proposed a fusion
tag enhanced LDA for service clustering which improved the accuracy and efficiency
of service clustering to some extent. However, this approach can only apply to Web
services with WSDL descriptions and tags and can not solve the data sparsity and cold
start problems well [3]. Some other methods based on LDA conduct the clustering
through either using semantic similarity computing [5], or combining with other
clustering methods like k-means++ after mapping words and documents into embed-
ding spaces [4]. While these approaches based on LDA perform well to some extent,
their performances are still limited by the semantic gap.

As we all know, in LDA, each document may be viewed as a mixture of various
topics where each document is composed of a set of topics. A topic has probabilities of
generating various words. Naturally, the word itself will have the high probability
given this topic. A topic is identified on the basis of automatic detection of the like-
lihood of term co-occurrence. Therefore, words without special relevance will have
roughly even probability between classes (or can be placed into a separate category).
So we can infer that methods aforementioned have the following limitations.

Noise words filtering: LDA posits that each document is a mixture of a small
number of topics and that each word’s creation is attributable to one of the document’s
topics. There is no doubt that some noise words which are not semantically relevant to
documents are still remained in documents. Noise words and similar words are attri-
butable to the document’s topics in different way that can limit or improve the per-
formance of LDA. So the impact of similar words and the noise words on the topics
should be considered in LDA.

Semantic similar words discovery: Poria et al. [5] only used the bag of words model
to get the list of semantic similar words. As a result, there were amount of similar even
the same semantic words not on the list. While Shi et al. introduced the Word2Vec
method, combined with K-Means++ approach to do word clustering in LDA. A large
number of experiments have proved that the accuracy of K-Means++ method is uni-
deal, so the result of the similar words clustering using it is not good neither.

Inspired by the disadvantages of the methods mentioned above, a method named
ST-LDA is proposed in this paper to address the clustering problem advanced by LDA.
We use LDA as the basic model. We first approach Word2Vec to represent service into
embedding space. Then we exploit LDA to get the key words of the services’ topics
generated, and get the list of similar words of the key words by semantic similarity
computing. We optimize the new feature degree metrics defined according to TF-IDF
and semantic similarity to filter noise words. Finally, we put the list of similar words
filtered in LDA to produce a set of service clusters. Moreover, we compare the effect
with several methods to demonstrate the feasibility of our proposed approach.
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To summarize, our main contributions are as follows:

e We consider the negative impact of noise word on service clustering and positive
impact of semantic similar words on service clustering. And we propose a novel ST-
LDA model improved by the semantic similar words discovering strategy and noise
words filtering strategy from this perspective.

e We present an embedding method that represented service document using
Word2Vec and present metrics named feature degree calculated considered TF-IDF
and semantic similarity. Then we exploit the embedding space and feature degree to
find semantic similar words and filter noise words.

e Extensive experiments performed on real word datasets demonstrate the effective-
ness of our proposed approaches.

The remainder of this paper is organized as follows: Sect. 2 discusses relevant
works in this area. Section 3 presents the ST-LDA approach. Section 4 describes the
performance when comparing ST-LDA approach with existing works. The conclusions
of this study and our future work are summarized in Sect. 5.

2 Related Work

A. Service clustering based on functional similarity

There have been several efforts to improve service discovery by clustering algo-
rithms recent years [6, 7]. One of the most straightforward ways to cluster services is
via functional similarity of services. Sun et al. [8] clustered services according to the
functional similarity and process similarity; and Petri-net is adopted as a modeling
language for the specification of service process model to support the computing of
similarity. Kumara et al. [9] proposed a new approach to grouping Web services into
functionally similar clusters according to the documents of Web services and gener-
ating an ontology via hidden semantic patterns present within the complex terms used
in service features to measure similarity. Some other approaches either annotated Web
services using ontology firstly like SAWSDL (Semantic Annotations for WSDL and
XML Schema), OWL-S (Ontology Web Language for Services), or described services
using ontology-based semantic Web service description languages like OWLS-MX
[10] and SAWSDL-MX [11].

B. Service clustering based on semantic similarity advanced by LDA

Another group of approaches to cluster services is based on semantic similarity.
Web Service Description Language (WSDL), the widely used standard in industry,
does not contain enough information for service description which can not contribute to
compute the service semantic similarity well. To solve this problem, Gu et al. [12]
proposed a service clustering method which enhanced original WSDL documents with
semantic information by means of Linked Open Data (LOD). Dasgupta et al. [13]
proposed a hybrid Multi-agent based distributed platform for efficient semantic service
discovery method named SMARTSPACE. The original LDA model is usually used as
the basic model. Wang et al. [14] mined common topic groups from the service-topic
distribution matrix generated by topic modeling, and performed service discovery
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based on common topic groups. Since the word distributions in Web service
descriptions are becoming sparse, sometimes the clustering approaches that are solely
based on service descriptions are hard to achieve ideal clustering performance. Many
embedding based or auxiliary information approaches are proposed. Chen et al. [2]
proposed a Web service clustering approach which integrated WSDL documents and
tagging data through LDA model. Shi et al. proposed an augmented LDA model named
WE-LDA which leverages the high-quality word vectors to improve the performance
of Web service clustering.

In summary, although there are some approaches considering advance LDA for
clustering from the perspective of semantic similarity of words. Their performances are
still limited. And some strategies, such as word embedding representation and noise
words filtering, are neglected. Inspired by these works, we propose a method for
service clustering, namely high quality similar words augmented LDA, which can
leverage the strategies aforementioned to improve the performance of Web service
clustering.

3 Overall Architecture of Our Framework

In this section, we present an overview of our proposed approach, as illustrated in
Fig. 1. Our framework has three steps: data preprocessing, similar words extracting and
filtering, and the ST-LDA model. In the following sections, we present each of the
components in detail.

——

— 2) .Similar word: i

: @ Data preprocessin (@ .Similar words extracting
PWeb service prep ¢ and filtering:
registry library

Clusters

@ .ST-LDA

Response
@ — Il Web serivce [ Feature Similar
Query search engine| words words

Fig. 1. Overall framework of our proposed web service clustering approach

(1) Data preprocessing: This preprocessing unit takes Web service documents which
are described by natural language as input and preprocesses them using Proter
Stemmer tool provided by NLTK, which stems words and removes stop words to
extract meaningful words as feature words.

(2) Similar words extracting and filtering: "We first approach Word2Vec to represent
service into embedding space, and put the service embedding space into the
original LDA to get a list of key words of topics clustered. In this way, we can get a
list of Top-5 frequent key words of each topic HFWL (High Frequency Word List).
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Then we compute the semantic similarity between the words in word corpus and
words in HFWL using cosine similarity, which are measured by the metrics of
feature degree f. Finally we can get a ranked list of semantic similar words for the
words in HFWL, named RSWL (Ranked Similar Word List). A lower f represents
the lower similarity between words in corpus and HFWL which can be considered
as noise words that could cause negative impact on topic distribution. Conversely,
a higher f between them can impact on topic clustering in a positive way. The
embedding process is similar to the work [15], and the metrics of f can be described
as follows:

Feature Degree = tf — idf x sim (wk,wj), (1)

where #f-idf denotes the TF-IDF of “similar word” and sim(wk,wj) denotes the
semantic similarity of w; and w;.

ST-LDA: As RSWL is a set of similar word list ranked, which can be seen as the
service document corpus. We put RSWL into the LDA model to cluster services.
Services are grouped into clusters based on the trained topic, which fused the
information of similar words. Especially ST-LDA established an implicit topic for
each service cluster; and assigned each service to the service cluster which cor-
responding to its relevant topic which has a maximum value of relevant
probability.

In the following two subsections, we describe the details of our improved ST-LDA
model and the strategy of filtering.

Our Improved ST-LDA Model

The ST-LDA model is an extension model based on LDA, which is a model proposed
by Blei et al. [16]. It has been widely used for documents clustering. In this work, we
improve the original ST-LDA by utilizing the semantically similar words extracted for
keywords. Figure 2 shows the graphic model of our improved LDA model. The main
identifiers are shown in Table 1.

€]
(@)

3)

For each similar word list sim; = 1, ..., S, draw 0¢ ~ Dirichlet(o.);

For each topic ze{l,2,...,T}, draw a multinomial distribution
()* ~ Dirichlet(f);

For each word wy; in service d:

(a) Draw a topic z from 04

(b) Draw w from 0%

(¢) Draw Uniform(sim,) from similar words sim, in service d, as defined in
Egs. (2-3).
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Fig. 2. Graphic model of our improved ST-LDA

Table 1. Identifiers and its definition

Identifiers | Definition

The parameter of the Dirichlet prior on the per-document topic distributions
The parameter of the Dirichlet prior on the per-topic word distribution

The topic distribution for document d

The topic for the n-th word in document d

The similar word distribution for topic z

The word distribution for topic k

The specific word

The number of topics

The number of words in a documents (Web services)

O zN =S NNOQ™R

The number of documents (set of service description documents/Web service)
Simy Similar word list of keywords of document d
RSWL Dictionary that stores similar words lists of keywords

The conditional probability of services belonging to topics can be obtained
according to the graphic model above after learning the various distributions:

N T K
p(Wd|¢7 07 Simd) = Hi:I ZIZI Zk:1p<wdiyzdi = ka-xdi = t|¢)> 0>Simd)7 (2)

We employ Gibbs sampling as estimate the parameters. Gibbs sampling constructs
a Markov chain that calculates the conditional distribution p(w,|, 0, sim,).

Ny i+ B N3 g+ o

>< b
NV i+wB o NS+ Ta
(3)

P(0ai = 8, 2ai = S|Wai = W, Z_ai, O—ai, W—ai, %, 3, Simg) o
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We resample all words in S using Eq. (6), 0° and ()*. can be estimated by
. (NYT )+ B
d wt,—di

B (Zw N‘%’_di)d +wp

(Nsz—di)d +a

 _ ) 4)
- , (

(Zk N.Zf—di) +To

=

Z )

where 9? represent the probability of service d belonging to topic z; (N“Z’Tf di)d is the

d .
number of words in d assigning to z; (ZW NM ) is the number of words in d; 0},

wit,—di

represents the probability of topic z on word w; (thf_di)d is the number of word

d
assigning to z, except wg; and (Zk NIK. di) is the number of words except wy;.

3.2 Filter Similar Words List Generation

For optimal search and match performance, certain sets of words are considered
“noise” words by the query. The noise words are maintained in the list of similar words
of Web service which impact on service clustering in a negative way. Developers need
to be aware of some of the bad behaviors that noise words can cause in the search
space. Depending on the type of query, the search service may or may not perform the
match. To address this problem, we introduce new metric of feature degree to support
noise word filtering strategy to make the list of similar words more reliable and
suitable.

The steps of filtering noise words are shown as Algorithm 1 in Table 2: We first
exploit the LDA model to get the service keywords set named KWL (Keyword List)

Table 2. Algorithm 1: Filtering noise words

Algorithm 1:

input: Services D ;

output: RSWL, Train set

1. For ecach service d; € D do

2. draw LDA

3. For each word w, € KWL do

4. sim « Word2Vec(wy) // Finding similar
words of keywords using word embedding

5. featuredegree « TF — IDF X sim(wk, Wj)

6. If RSWL « FD(sim;) < th

7. RSWL « Eliminate(sim;)// Remove noisy
words from RSWL

8. EndIf
9. End For
10 End For

11.Return
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belonging to each topic (Lines 1-2). Then we find the similar words of all distinct
words contained in the service documents using word embedding (Lines 3-4). After
that, we compute f to find and filter the noise words.

We filter the noise words whose value of f is lower than the threshold. To get better
performance of ST-LDA, we conduct experiment to optimize the threshold of . We
found that the clustering effect was better when f is greater than 0.01.

Figure 3 shows the impact on the value of TF-IDF when the value of fis varied. We
automatically select the f value to observe the performance. When f is equal to 0.01,
similar words can be divided into two categories. We select similar words with the
value of f < 0.01 and > 0.01 to do clustering test in this paper. The ST-LDA clus-
tering results perform better when the value of f was taken 0.01. Specifically, the
Euclidean distance matrix is created to calculate and compare the distances between
different categories of data points. The computing of distance between data points
shows as follows [17]:

diSpin (Ci7 C]) = mlnxeCl-,yedemt(xv y) (5)
0.20
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Fig. 3. Impact on TF-IDF of f

The most significant difference between feature degree > 0.01 and feature degree <
0.01 is that similar words and noise words have different effects for the clustering effect
of service documents, having a deep insight into the influence of this difference. We
randomly selected 4 clusters from 10 test clusters and enumerated the examples of the
words when feature degree > 0.01 and feature degree < 0.01. It can be learned that the
words in Table 3 are more representative of clusters, while some unrelated noise words
remain in Table 4.
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Table 3. Feature degree > 0.01 similar words of four clusters

Cluster Advertising | Education | Financial Game

Feature degree > 0.01 | bulk®°!®” campus?T | curren®0 | engingd 01206
click®0113 school®0M14 | trade®0105 flash®-01207
buy®0115 degrec®®1 | business®01%6 | halo®0132
agencyo'0119 course™?'? exchangeo»on2 host®-0144
client®®'?® | database®°'* | custom®°!1* play®?! 69
video®®13* | design 0014 | stock®0116 match®0193
agency®®% | digital®®*® | account®®!17 | jg00194
legalizeo'0171 criterion’ 16 equivalento'01 2 group0-0205
audience®®% | edition®®"” | banking®?"® | guild®*?%

Table 4. Feature degree < 0.01 similar words of four cluster

Cluster Advertising | Education Financial Game

Feature degree< analysiso'0098 globalo'0093 6 exposeo'00903 200 gle0‘009°°

0.01 channel’**® | english® % | direct® 7% image® 0084
banner® 7! | embed®085° | qol]ar®-00787 handle®007249
add0-0069 country®®35 | industry®®77 | friend®007248
way?-00669 current®®757 | european®®777 | fo um?-007246
catalo g0.00667 dutch 000722 expens Q000751 | g ght0'007245
yaho 0000638 | (i (000697 | g i g0.0075 g 020006039
view? %463 | dedicate®00%2 directlyo'00738 industryo'0036
Visitor®09453 | fercn®00392 | 4o ayo.oosss force?00242

4 Experiments

In this section, we conducted experiments on real-world datasets to verify the feasi-
bility of our proposed model. We analyze the experiment results and demonstrate the
promotion by comparing it with several baselines. All experiments are working in
Python2.7 and they are conducted on Dell PC with 2.4 GHz Intel(R) Core(TM) i5 CPU
and 8 GB RAM.

4.1 Dataset and Preparation

We crawled a dataset from https://www.programmableweb.com/, PWeb, on January
10, 2018. For each API, we randomly select 3660 Web service documents from the
dataset we crawled to evaluate the performance of Web service clustering. Table 5
presents the scale (i.e., the number of services) of each selected domain.

We perform a classification manually into the following ten categories: “Adver-
tising”, “eCommerce”, “Education”, “Email”, “Enterprise”, “Financial”, “Games”,
“Government”, “Mapping”, and “Social”, which are regard as standard clusters.


https://www.programmableweb.com/
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Table 5. Experimental data description

#Service documents | 3660
#Similar words 2000
#Clusters 10
#Words 163,518

To evaluate the performance of item recommendation, we adopted Word2Vec in
the Gensim package [18]. In addition, the window width is set as 5 and the vector
dimension of the output layer is set as 200. In order to evaluate the impact of the f on
service clustering, we train topic models under different f values, varying from 0.007 to
0.01. Note that since the services are selected from five domains, we set the number of
topics T as 5. Moreover, the two hyper-parameters of LDA are empirically set as
o =50/T, f=0.1. Based on the LDA model trained, we cluster the services by
assigning the service document to the cluster that corresponds to its most close topic.
And we compare the clustering result with the standard clusters.

4.2 Baseline Approaches

To demonstrate the effectiveness of our model, we adopt the following methods as
baselines for performance comparison:

(1) LDA: This baseline is the original Latent Dirichlet allocation, the probability graph
model, which group each service to the cluster corresponding to its most close
topic based on the produced topic distributions of services here.

(2) Sentic-LDA: This baseline advanced LDA model for service clustering (Poria,
2016), which incorporate the word clusters generated by applying semantic level
on the word vectors learned using Word2vec.

We also set the numbers of topics in ST-LDA and Sentic-LDA as well as the
number of clusters in LDA as 10.

4.3 Metrics

We adopt metrics to measure the performance of the ST-LDA algorithm, including
purity and entropy.
Purity is defined as:

e

Purity(SC;) = Sy (6)

where SC = {SC;, SC,, ..., SC;o} 1 =1...10 is the set of service clusters generated.
|SC;| is the number of services in i-th cluster, SD = {SD;, SD;, ..., SD;o} is the standard
service clusters of datasets. SD; is the number of Web service in stdard cluster SDi.
|SD;] is the total number of services in all clusters, e.g., |SD;| = 3660 in our experi-
ments. So the purity of SC is defined as:
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18 |SCil

Purity(SC) = " D] Purity(SC;). (7)
Entropy is defined as
|SC; N SD;| |SC; N SD;|
Eso) =~ Dsmesn o] %% Jsc ®)

where E(sc,) represents the entropy of SC;. And the entropy of service cluster result is
computed by:

ISC;]
Entropy = Zsc,esc ISD| “Escy- )

Note that Purity is positive metrics that the higher value of it indicates better
performance, while the Entropy metrics is converse that the lower value of it is better.

4.4 Results

In this section, we analyze the experiment results to answer the following questions:
RQ1: How do f{feature degree) impact the performance of ST-LDA model for
service clustering?
RQ2: How does ST-LDA perform as compared to the baseline methods?

(1) Impact of f on ST-LDA (RQI)

In our LDA model, the most similar 2000 (TOP-200 for each keywords list) words
are leveraged to improve the original LDA. The value of f affects the quality of the
topic model trained, which affects the performance of service clustering indirectly.
To evaluate the impact of fon ST-LDA, we clustered times of services based on the
topic models with different values of f, varying from 0.007 to 0.01.

Table 6 presents the clustering performances achieved by our proposed approach
under different f values. As can be seen from Table 6, the best performance is
obtained when f = 0.01. Through analysis, Purity <.01) < Purity( - o.o1) represent
the purity of similar words when f > 0.01 is better than the purity of similar words
when f < 0.01. The lower performance obtained with f < 0.01 is mainly caused by
the fact that some noise words that are not filtered, causing negative impact on the
service clustering process.

Table 6. Metrics performance of our proposed ST-LDA on ten domains under different f values

f <0.007 | <0.008 | <0.009 | <0.01
Purity | 0.8544 | 0.8372 | 0.903 |0.8263
f >0.007 | >0.008 | >0.009 | >0.01
Purity | 0.7325 [ 0.7761 | 0.749 | 0.9322




ST-LDA: High Quality Similar Words Augmented LDA 57

As the results indicated, we used the experiment results of our approach obtained
with f = 0.01 in the following evaluations.
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Fig. 4. Purity and entropy of three service clustering approaches on ten domains

(2) Comparison of Service Clustering Approaches(RQ2)
In order to verify that our method can achieve better results in various service
clusters as Fig. 4 presenting the performance results of the three approaches.
Figure 4(a) shows the purity and Fig. 4(b) shows the entropy. It can be found that
our improved ST-LDA outperforms the other two approaches in terms of all metrics
at large. It is because the high-quality similar words are helpful for clustering Web
services documents, in addition avoid the negative effect of low-quality noisy
words caused. And the performance order among them is: ST-LDA is better than
Sentic-LDA, while the Sentic-LDA is better than LDA. More specifically, compared
with the second best Sentic-LDA, our improved ST-LDA has an improvement of
7.2%, and 23.7% on Purity, and Entropy, respectively. It can be explained that in
Sentic-LDA, there can be noise words remained in the word clusters used for
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improving LDA, which limits the performance of it. In contrast, we choose the top
200 most semantically similar words of randomly selected words to assist LDA.
These high-quality similar words can help achieve accurate performance. More-
over, Sentic-LDA is better than the original LDA because it additionally uses the
word-clusters as auxiliary information. Since LDA did not consider the semantic
similarities between words, which performance is unfavorable than Sentic-LDA and
ST-LDA. While on “Education” and “Enterprise” two clusters, our method is not
good as the other two methods which mainly because of the unfavorable result of
noise words filtering in these two topics.

5 Conclusions and Future Work

In this paper, we propose a novel method named ST-LDA to address the service
clustering problem in LDA. We leverage Word2Vec to represent service into
embedding space, and then exploit semantic similar words discovering and noise words
filtering strategies. We optimize the new feature degree metrics f defined according to
TF-IDF and semantic similarity to filter noise words from similar words. Finally, we
put the list of similar words filtered in LDA to produce a set of service clusters.
Moreover, we compare the effect with several methods to demonstrate the feasibility of
our approach, which achieved high purity and entropy with the improvement rate of
7.2%, and 23.7% in the metrics respectively on a real word dataset.

In the future, we plan to investigate how to leverage more knowledge bases such as
WordNet' and Freebase? to further filter similar words. In addition, we also want to
combine different kind of word embeddings in the LDA model.

Acknowledgement. This work was supported by the National Natural Science Foundation of
China (Nos. 61672387 and 61702378), and the Natural Science Foundation of Hubei Province of
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Abstract. Graph has been widely used in complex network applications
modeling, and the asynchronous graph processing model is superceding
the BSP model because of its better convergence speed. However, the
asynchronous GAS model proposed by PowerGraph usually results in
irregular and unpredictable communication patterns as well as vertex-
scale barriers, so it is difficult for programmers to optimize codes. To
address these challenges, we propose LMCC, an improved message man-
agement approach including lazy pull-message model and vertex-oriented
centralized cache, which can reduce communication cost in terms of mes-
sage quantity, and reduce the number of computation iterations in turn,
without compromising the accuracy of application results. Based on the
deep investigation of the GAS phases, LMCC is designed to be totally
transparent to user applications. Experimental results show that LM CC
can deliver speedup for various types of graph computing benchmarks
ranging from 129% to 271%.

Keywords: Graph processing - Communication optimization
Message combination + Centralized cache

1 Introduction

As the scale of the Internet traffic expands continuously [8], graph computing
is regarded as a promising method to deal with big data applications, such as
machine learning, social network analysis [9], web searching [24], natural lan-
guage processing [4], and recommendation systems [5,17], due to its expressive-
ness, efficiency and productivity.

To satisfy the growing demands of graph computing in terms of scalabil-
ity, efficiency and programmability, a variety of graph computing frameworks
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have emerged, consisting of stand-alone platforms like X-stream [26], Turbo-
Graph [14], and GridGraph [36], as well as distributed ones like Pregel [23],
GraphLab [22], PowerGraph [11], GraphX [12], and CUBE [33]. These frame-
works are designed with quite different paradigms, such as vertex-centric [11,
12,22,23], edge-centric [26], computation-centric [35], path-centric [32], block-
centric [31], and graph-centric [28], so as to address the problems in different
domains.

While these platforms follow different ideologies, their execution modes can
be mainly divided into synchronous mode and asynchronous mode. The syn-
chronous mode usually refers to the typical BSP model, in which executions
are orchestrated into steps, and updates are not visible until the current step is
committed. The iterations ceases when all the vertices in the graph are inactive
at the beginning of a step. By contrast, in asynchronous mode, executions are
triggered by the scheduler, and the execution order between any pair of ver-
tices is arbitrary. Any update is observable immediately after it occurs, and the
computation terminates when the scheduling queue is empty. Despite its sim-
plicity, synchronous mode suffers from poor scalability due to the presence of the
synchronization barrier, at which the faster nodes having completed their tasks
have to wait for slower ones to finish. There are proposals trying to mitigate
the impact of such barrier. For example, GraphHP [6] allows computation of a
superstep in every machine to be executed by a series of pseudo-supersteps to
get rid of the global synchronization. Giraph Unchained [13] introduces a local
barrier to decide whether to continue as well as a lightweight global barrier that
can be cancelled when workers receive new messages. However, they do not elim-
inate barriers completely. It was the emergence of asynchronous frameworks that
substantially ruled out such limitations.

Generally, asynchronous mode is faster than synchronous mode by taking
convergence speed and scalability into account. However, its communication pat-
tern is irregular and unpredictable, which may lead to severe performance issues
for I/O-intensive applications [30], making it hard for programmers to optimize.

Fortunately, the vertex-cut partitioning approach and the GAS (Gather
Apply Scatter) abstraction of PowerGraph partially solved the problem of mes-
sage combination in asynchronous executions. In the case of vertex-cut partition-
ing, an edge can only be placed in one node, and a vertex may be divided into
multiple replicas located in different nodes. When collecting the information of
adjacent vertices and edges in the Gather phase, a mirror replica concatenates
the data into a single value and sends it to the master replica, which is similar
to the message combiner of Pregel [23]. Then, the master replica updates its
value in the Apply phase, and distributes the updated value to all its mirrors,
and then each mirror scatters to its local neighbors in turn as the Scatter phase,
which is similar to the publish-subscribe mechanism of LEGraph [15].

During the scatter phase, a vertex is appended to the scheduling queue on
receiving messages from adjacent vertices. Before the vertex is scheduled to exe-
cute, any incoming message will be merged with previous ones. On the one
hand, to reduce communication cost, mirrors need to forward messages from
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local adjacent vertices as late as possible, while on the other hand, mirrors’ mes-
sages should be delivered as early as possible from a master’s perspective to
avoid more iterations. This conflict is hard to be resolved in current systems.

Moreover, the current distributed cache can mitigate the cost of computation
for many algorithms [2] by dynamically maintaining the result of gather phase
for every vertex replica locally, however, it does not help with the vertex-scale
barriers in the GAS model presented in Sect. 2.2.

To address these issues, LM CC, a combination of message and cache man-
agement mechanisms, is proposed for asynchronous graph computing frameworks
like PowerGraph. A lazy pull-message model is devised as a supplement to the
existing push-message mechanism to alleviate the aforementioned conflict. By
investigating PowerGraph’s internal dependency, LMCC manages to decouple
the Init phase from the Gather phase so as to take advantage of Gather phase
to pull messages from mirrors which does not add extra number of messages.
By adopting a vertex-oriented centralized cache, LMCC is able to decrease the
computation cost as well as the barriers communication. A prototype of LM CC
is implemented based on PowerGraph, and experiments show that LMCC can
significantly speed up the overall execution of various types of graph applications
by up to 2.71X (from 1.29X).

The rest of this paper is organized as follows: Sect.2 introduces the back-
ground and motivation, and Sect.3 presents the system design, including the
lazy pull-message approach as well as the vertex-oriented centralized cache and
its application scope. Section 4 discusses implementation details of LM CC, and
Sect. 5 evaluates LMCC against a variety of applications. Related work comes
in Sect. 6, and the paper is concluded in Sect. 7 along with future work.

2 Motivation

In this section we will discuss internals of current message model and cache mech-
anism in the typical asynchronous graph computing framework PowerGraph,
address its limitations and present how LMCC is motivated.

2.1 Combine and Push Messages

Real-world graph datasets, such as social networks and the hyperlinks between
web pages, which commonly exhibit power-law distribution, are hard to par-
tition equally with the edge-cut methods [1,20], resulting dramatic perfor-
mance decrease for Pregel-like synchronous systems. To address the difficulties
in processing skewed power-law graph, PowerGraph proposes a “Gather-Apply-
Scatter” abstraction where the collected information from neighbors in Gather
phase will be used to update vertex value in Apply phase, and in Scatter phase
the updated value will be distributed to adjacent vertices. A vertex is activated
once a message, either from neighbors or mirrors, is pushed to it. In addition to
the execution abstraction, PowerGraph adopts a vertex-cut distribution mech-
anism, allowing vertices in a power-law graph to be allocated efficiently among
different machines. This highly matches the GAS model, as is illustrated in Fig. 1.
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(a) Vertex-cut partition. (b) GAS model.

Fig. 1. Vertex-cut and GAS model in PowerGraph. Black and white circles denote
master and mirror vertices respectively. D and E represent local adjacent vertices of A’.
The master retrieves information from each mirror during Gather stage, and propagates
updates to mirrors during Scatter.

To reduce the messages pushed from mirrors to the master vertex, Power-
Graph supports the message “combiner” similar to Pregel, as is shown in Fig. 2.
Figure 2a and b exhibit the transmission pattern before and after applying the
combiner mechanism. For algorithms with commutative and associative opera-
tors, such as PageRank [24] and SSSP (Single Source Shortest Path), the com-
biner can be leveraged to merge the messages intended for the same destination
into a single message, reducing the number of messages to be transmitted, and
therefore alleviating the network communication overhead. With message com-
bination, a mirror only needs to send a single message to its master even if it has
to collect values from multiple adjacent vertices. Similarly, the master will only
need to transfer one message to synchronize with the mirrors after applying the
gathered information for value update.

Machine 0

Machine 1

Machine 0

Machine 1

(a) Without combiner (b) With combiner

Fig. 2. Workflows with and without message combiners. Solid and dotted lines repre-
sent directed edges of the graph and messages transferred between vertices respectively.

Since mirrors need to forward received activating messages to the master,
their message transmission pattern will impose a significant impact on network
traffic and execution iterations. Different ways of forwarding may result in dif-
ferent effects. From a single mirror’s perspective, it should try to wait for as
many messages as possible and then transfer only one combined message to the
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master. However, such strategy is not appropriate for the master. If a mirror
waits too long, the master may have received messages sent by its local neigh-
bors or other mirrors, and have already been scheduled to run. Thus, the master
might need to execute another iteration once the mirror transfers its fully com-
bined but excessively delayed message to it, which may trigger more iterations,
leading to even more communication and computation costs. As a consequence,
it is challenging for the scheduler to coordinate the optimal timing of message
forwarding from mirror to master. Therefore, it is necessary to take advantage
of both delayed and immediate delivery to have mirrors combine messages with
the best efforts and let the master get existing messages from as many mirrors
as possible before being scheduled. LM CC addresses this conflict by introducing
a transparent “pull-message” approach, which will be described in Sect. 3.1.

2.2 Vertex Cache

PowerGraph maintains a local accumulator cache for each replica so that some
algorithms may skip collecting information in the Gather phase. However, there
are still some limitations that may impede the effectiveness of such cache. First,
each generalized “plus” operation defined in the application, which enables the
cache mechanism, must have a corresponding inverse operation to calculate the
delta of cache during the Scatter phase. Second, due to the design of placing
cache locally on each replica, the master has to fetch the cached result from
each mirror in each iteration, resulting in additional communication overhead.
Finally, although there is no need for synchronization between different vertices
in asynchronous execution, there are still synchronization barriers from the per-
spective of replicas of a vertex, as is illustrated in Fig. 3.

Gather Scatter

Request Computation Response Reqeust Computation Response

Fig. 3. Workflow of multiple replicas.

When the scheduler is going to execute a master, the asynchronous engine
allocates a thread to conduct the corresponding GAS iteration of the vertex.
First, the master initializes the vertex program with messages received from
locally adjacent vertices or forwarded by remote mirrors. Then, the master sends
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the initialized vertex program to each mirror, and both the master and mir-
rors perform Gather operation on the locally adjacent vertices and edges. Next,
each mirror responds to the previous request with its Gather result. Apparently,
because of the divergence of network delay, number of neighbors and hardware
configuration, the mirrors may respond in considerably different time, causing
the master not being able to continue to the Apply phase until the slowest
response arrives. Such kind of barrier also exists in the Scatter phase, as is
shown in Fig. 3. Therefore, application performance might suffer from such bar-
riers dramatically given very imbalanced configuration.

The current mirror cache can save the computation cost in the Gather phase.
However, it does not help to eliminate the barriers. We devise a vertex-oriented
centralized cache mechanism to mitigate the influence of barriers, which is totally
transparent to applications. Section 3.2 will discuss the new cache mechanism in
details.

3 System Design

3.1 Lazy Message Pulling

In the Scatter stage, a replica will send messages to its local neighbors. If the
neighbor is a mirror, the message will be forwarded to its master immediately if
the asynchronous engine is in “fast signal” mode. Otherwise, it will be buffered
to be transmitted to the master later. If the neighbor is a master, it will store
the message locally, and then put the vertex into the scheduler. All messages a
master received will be used to initialize the data structure of the user-defined
vertex program in the Init phase before GAS, as is shown in Fig.4a. Actually,
Gather phase is only used to collect information from neighboring vertices and
edges. Variables in the vertex program, which is initialized by the Init phase,
will not be used in the Gather phase at all.

Table 1. Impact of the Init stage on subsequent stages.

Benchmarks | sgd | svdpp | kcore | sssp | Others
Init v v v Y

Gather X | X X X X
Apply v vV x
Scatter X | X Vv X X

Several widely used graph algorithms, such as sgd (Stochastic Gradient
Descent), svdpp (SVD++, Singular Value Decomposition++), kcore (K-Core),
sssp (Single Source Shortest Path), and others (ALS, Alternating least squares;
LBP, Loopy Belief propagation, and PageRank), are investigated to confirm the
observation, and the results are shown in Table 1. For Init stage, 4/ and x indi-
cate the application does or does not have Init stage respectively. For the other
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activating activating raw_vprog
messages messages -
! ¥
[ Init ] [ Init ] [ Gather ] Gather
T | | activating
initialized_vprog initialized vprog gather sum messages
gather sum initialized vprog
Apply Apply Apply
updated value updated value updated_value
(a) Original (b) Decoupled workflow. (¢) LMCC workflow.

workflow.

Fig. 4. Execution workflow of a vertex in one iteration.

stages, 4/ and x means whether Init stage has an impact on them. The table
reveals that four applications do have Init stage, but no one’s Gather depends
on the result of its Init.

Since Gather is independent to Init, it is safe to decouple the currently
forced dependency between them, which has been demonstrated in Fig. 4b, so
that Gather would be able to use uninitialized user-defined vertex program, and
would not need to wait for Init, as long as both of them finish before Apply.
This is the basic rationale of our lazy pull-message model described below:

1. The messages received by mirrors are always stored and combined locally
until the mirror is scheduled to send the merged message to its master;

2. When a master starts a new iteration, and Init is not yet in progress, it will
pull messages from all its mirrors before proceeding. All messages are fetched
at the last minute. Therefore, not only can messages be combined sufficiently,
but also the master will not be activated repeatedly.

The aforementioned lazy pulling before Init does introduce additional communi-
cation, which might counteract the benefits of the decoupled workflow. To over-
come such overhead, LMCC integrates message pulling in Gather: the pulled
messages will be piggybacked in Gather’s response. Figure 4c illustrates the final
lazy message pulling in LMCC: a master can simultaneously get the partial sum
and combined message from one mirror in the Gather phase without additional
pulling.

3.2 Vertex-Oriented Centralized Cache

Instead of placing the cache along with a mirror locally, each master in LMCC
maintains an individual cache for all its mirrors. That is, all the caches for the
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replicas of a vertex are managed by its master in a centralized way. By this
way, as long as the datas of the adjacent vertices and edges of the mirror do
not change, its corresponding cache on the master is valid, and the master can
directly use the cache without sending a Gather request.

JRegwst Reqeust .
K N ,"‘——- N\\V
. R
,,,,,, Reqeust . . Reqeust . L. Reqeust
Al g2 g
" Response TRepore T Response
(a) No cache. (b) Distributed cache.  (c) Centralized cache in

LMCC.

Fig. 5. The comparison between different cache mechanisms.

Basic workflows under different cache mechanisms are described in Fig. 5.
Distributed cache (Fig.5b) in PowerGraph eliminates computation in Gather
compared with the cache-less implementation (Fig.5a), but it does not relieve
communication occurred in Gather. With LMCC'’s centralized cache shown in
Fig. 5c, both the computation and communication in Gather stage are elimi-
nated.

When the neighbors of a mirror update their values, it will receive activating
messages. Then, when the mirror is scheduled to execute, it forwards the message
to its master which will invalidate the cache of this mirror. In the next iteration,
the master has to issue a Gather request to the mirror for the latest Gather
sum. The effect of centralized cache degrades to that of distributed cache only if
all mirrors send activating messages to the master, in which case there would be
the same number of communication transfers. Therefore, centralized cache will
save much more communication efforts in most cases.

Application Scope. For most applications, adding a cache mechanism will
speed up its execution significantly, while for some other applications it may
lead to adverse effect. The behaviors of two typical applications under LMCC’s
cache mechanism are discussed as follows.

Graph Coloring Applications. If the algorithm reads the old vertex value, every
update to the vertex value will promote the convergence. That is, even if only a
portion of the cache is updated in time, it will tend to converge after iterations.
However, this execution mode has a negative impact on the correctness of the
graph coloring applications. In each iteration, a vertex must obtain the latest
coloring conditions for all neighboring vertices in order to make correct decision.
The delayed activating messages can lead to excessive use of stale caches [29],
which may produce erroneous result, leading to extra iterations and communi-
cation and finally resulting in the divergence of the application.
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Message-Passing Applications. Because vertices in Scatter phase can send acti-
vating messages containing data to neighboring vertices, those message-passing
applications can only use Apply and Scatter stages for continuous iteration. The
data used in Apply is fetched from the messages in Scatter stage, which excludes
the information collected in Gather phase. Therefore, for message-passing appli-
cations, centralized cache in LMCC does make much difference in execution
performance because there is no Gather stage.

4 Implementation

LMCC is implemented based on PowerGraph v2.2 [10]. By default, PowerGraph
will leverage message combination, and a mirror will be inserted in the local
scheduler when other vertices send messages to it. The mirror will not forward
those messages to the master until it is dispatched, during which time all received
messages will be merged as one. If a node instance executes fast enough that the
local scheduler becomes empty, it will notify all other nodes and let the entire
cluster initiate “fast signal” mode, in which all messages sent to a mirror will be
immediately forwarded to its master. As a consequence, the message combination
and cache would not be valid anymore. By contrast, LMCC disables “fast signal”
mode considering the design principles of LM CC discussed above. Its execution
flow is shown in Fig. 6. Besides, lazy message pulling and centralized cache are
complementary: if no cache found, message pulling will be issued, otherwise

| Activate initial vertices |
L

Is there a vertex to
be processed?

Does the vertex have
corresponding message?

Forward the
message to master |
to invalidate cache

Whether the vertex
is master?

Yes

Send gather requests to the
mirrors which are not cached

Perform gather locally |
2

Retrieve gather results and

| Use messages to init vertex program .
messages in the responses

Use cached results and the results

—>| Send scatter requests to all mirrors |
from responses to apply

| Receive responses of mirrors |<—| Perform scatter locally |
[

Fig. 6. The execution flow of LMCC.
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the cache will be used and the pulling will be ignored. Additionally, LMCC is
totally transparent to applications, so users would benefit from LMCC without
any modification.

5 Evaluation

In this section, LMCC is evaluated by executing various graph applications
with multiple datasets listed in Table 3, which are either synthesis from data
generator from PowerGraph, or real-world data downloaded from SNAP [19].
The average performance of three runs is measured in terms of communication
cost, iteration quantity, and execution time. Experiments are conducted in a
cluster of 13 nodes whose configurations are shown in Table 2, all of which are
connected by an 1Gbps Ethernet network. These selected graph applications are:

PageRank is an algorithm to rank the websites in search engines.

SSSP “Single Source Shortest Path” finds the shortest paths between a source
vertex and all the other vertices in a graph.

Simple coloring finds a way of coloring the vertices of a graph such that no
two adjacent vertices share the same color.

ALS “Alternating Least Squares” is a kind of collaborative filtering algorithm
widely used in machine learning applications, such as predicting a user’s rating
of products.

svdpp is an implementation of SVD++ matrix factorization algorithm, which
can be used to solve the algebraic feature extraction problem.

wals is an implementation of the weighted-ALS matrix factorization algorithm
described in “Collaborative filtering for implicit feedback datasets” [16].

Lbp_structured_prediction is used for structured prediction on a graph. One
of its application is modeling the interests of users in a social network.

Table 2. Cluster configuration.

SN | CPU RAM
0 Intel Core i3-5010U 2.10 GHz | 8 GB
1-2 | Intel Core i5-5200U 2.20 GHz |8 GB
3-6 | Intel Celeron 2955U 1.40 GHz | 4 GB
7-12 | Intel Celeron N2807 1.58 GHz | 4 GB

5.1 Performance

Communication and computation account most for the overall execution time.
Thus, LMCC is compared with the original PowerGraph by the number of
transmitted messages, the quantity of iterations as well as the execution time. All
the executions are performed with random partitioning method. Table4 shows
the datasets each application uses, and the results are presented in Fig. 7.
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Table 3. Graph datasets used in the experi-
ments and their properties.

Table 4. Input datasets of different
applications.

Category Dataset V] |E|
Synthetic synthetic_0 11000 [111128
synthetic_1 160000 [319200
Social Facebook [21] 4039 |88234
networks
Epinions [25] 75879 508837
Twitter [21] 81306 2420744
Pokec [27] 1632803/30622564
LiveJournal [3,20]|4846609|68475391
Web graphs |BerkStan [20] 685230 |7600595
Citation Patents [18] 3774768|16518947
networks

110‘5

»10‘7

Application |Dataset Category

pagerank Pokec Graph
analytics

SSSp Pokec

simple Pokec

coloring

als synthetic_0/ Collaborative
filtering

svdpp synthetic_0

wals synthetic_0

Ibp synthetic_1|Graphical

structured models

prediction
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Fig. 7. Application performance in terms of different metrics.

Figure 7a shows that LMCC transmits fewer messages than PowerGraph for
all the applications by 47% in average, thanks to its significant reduction in
activating messages and gather requests. As for iterations, Fig. 7b indicates that
there is a 16% reduction in average. By virtue of these improvements, LMCC
speeds up these tests in contrast to PowerGraph from 1.29 to 2.71 times in terms
of execution time which is shown in Fig. 7c.

5.2 Scalability

We evaluate the scalability of LMCC in two dimensions: The performance of
processing a given graph (Pokec) with varied cluster sizes, and the performance
of computing varied datasets under fixed cluster size.
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Scale the Cluster. Figure8 presents the performance metrics of computing
the same dataset with different cluster configurations. The 1, 2, 4, 6, 8, 10,
13 in the x-axis of Table2 means enabling machine 0, 1-2, 3-6, 7-12, 3-10,
3-12 and 0-12 in the test respectively. The curves imply that the larger the
cluster is, the more the application can benefit from LMCC. Specially, the gap
between LMCC and PowerGraph has a drastic change at 8, and the curves
are almost flat before and after this point. This is because the cluster becomes
more heterogeneous, or rather more machine types are mixed, in which case
LMCC’s cache can contribute more compared with homogeneous configurations.
The speed up before and after 8 are 111% and 252% respectively.
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Fig. 8. Performance metrics of Pokec in different cluster sizes.

Scale the Datasets. Figure 9 shows that, as the scale of the graph increases, the
absolute difference of the optimization effect becomes larger for all metrics. The
benefit before BerkStan is 1.6 roughly, while it changes to 2.6 after BerkStan.
However, no correlation is observed between the ratio and the dataset size.
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6 Related Work

Although there are lots of efforts focused on optimizing the existing graph com-
puting frameworks, this paper concentrates on the message delivery model and
cache management for asynchronous mode, so we will mainly relate current stud-
ies on optimizations of PowerGraph in this section.

To the best of our knowledge, there are only two existing public studies [7,30]
that aim at performance optimization directly based on PowerGraph.

Xie [30] analyzed the performance characteristics of both synchronous and
asynchronous modes on different kinds of graph applications, partitioning meth-
ods, execution stages, graph sizes, and cluster scales. It turns out that there is
no “one-size-fit-all” mode for all conditions. To take advantage of both modes,
a hybrid execution model, called PowerSwitch, is proposed, which can adap-
tively switch between the two modes on the basis of an efficient algorithm with
optimized online sampling, offline profiling, and a set of heuristics. Though Pow-
erSwtich offers better performance by timely switching the vertex programs exe-
cution between two modes, it is not transparent to users and therefore they
have to carefully set the parameters for online sampling or use a set of training
graphs to build a neural network model to predict the throughput of current
input graphs.

PowerSwitch leverages hybrid execution engine to accelerate the processing,
while Powerlyra [7] is introduced to differentiate the processing of vertices of
different degrees. There are no Gather requests for low-degree vertices, while
the high-degree ones are replicated among multiple machines for load balancing.
Algorithms like ALS [34] need to gather or scatter along in-edges and out-edges
simultaneously, which can not be optimized using the hybrid-cut of Powerlyra.

Both PowerSwitch and Powerlyra are high-level improvements over Power-
Graph, while neither of them addresses the potential drawbacks in its internal
execution flow of asynchronous mode, which is the major contribution of LMCC.

7 Conclusion and Future Work

The original message delivery model in PowerGraph may result in suboptimal
performance because either a master may not get the latest data from its mir-
rors or the mirrors may activate the master repeatedly. Moreover, its distributed
cache can not mitigate the communication overhead in Gather phase. This
paper presents LMCC to address these issues. LMCC implements an improved
message management approach that hybrid message pushing and lazy pulling
to encourage message combining, and the vertex-oriented centralized cache to
reduce Gather requests. LMCC can reduce communication cost as well as the
number of computation iterations, and therefore accelerating overall execution.
LMCC is designed based on the deep investigation of the GAS phases in Power-
Graph, and it is totally transparent to applications. Experimental results show
that LMCC can deliver speedup for various types of graph computing applica-
tions ranging from 129% to 271% in contrast to PowerGraph.
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The centralized cache in LM CC is effective for a wide range of applications,

but it can slow down certain applications as is discussed in Sect.3.2. In the
future, we will carry out further investigation on this issue and find out possible
mitigations.
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Abstract. Differential evolution (DE) algorithm is a simple but effective
algorithm for numerical optimization. However, the inferior vectors, when
compared to the current population, are always abandoned in the selection
process. As the previous studies shown, these inferior vectors can provide
valuable information in guiding the search of DE. Based on this consideration,
this paper proposes a proximity-based replacement strategy (PRS) and an elite
archive mechanism (EAM) to further utilize the information of inferior and
superior vectors generated during the evolution. In the PRS, the trial vectors that
do not defeat their parent vectors will have a chance to replace other parent
vectors based on the distance between them. Further, to maintain the diversity of
the population, the EAM is adopted by storing the superior vectors both in the
selection operator and the PRS to provide the negative direction information. By
this way, on the one hand, the search information provided by the inferior
vectors can be effectively utilized with PRS to speed up the speed of conver-
gence. On the other hand, the negative direction information derived from the
superior vectors can enhance the diversity of population. By incorporating these
two novel operators in DE, the novel algorithm, named PREA-DE, is presented.
Through an experimental study on the CEC2013 benchmark functions, the
effectiveness of PREA-DE is demonstrated when comparing with several
original and advanced DE algorithms.

Keywords: Differential evolution - Proximity-based replacement strategy
Elite archive mechanism - Global optimization

1 Introduction

Differential evolution (DE), proposed by Storn and Price, is a stochastic population-
based algorithm [1]. During the last decade, DE has been extended for handing con-
strained, multi-objective, large scale uncertain optimization and dynamic problems, and
has been successfully applied in various scientific and engineering fields [2].
Although DE is considered an effective global optimization algorithm, it suffers from
the problems of easily falling into local optimum or slow convergence rate due to its
stochastic nature [2]. Many researchers have worked to improve the performance of DE
in different directions, such as devising new mutation operators [3, 4], adopting
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self-adaptive strategies for parameters controlling [5, 6], developing ensemble strate-
gies [7, 8], and proposing a hybrid DE with other optimization algorithms [9], etc.

DE has three main operators, i.e., mutation, crossover and selection. The mutation
operator is used to generate the mutant vector with different mutation strategies. The
crossover operator is used to increase the diversity of population by generating the trial
vector. The selection operator is used to decide the vector into the next generation with
a one-to-one greedy strategy. In these three operators, the mutation and crossover
operators have attracted a lot of attention from the researchers. In contrast, there have
been few studies on the selection operator of DE.

In [10], Thomsen et al. proposed a crowding-based differential evolution, named
CrowdingDE, in which the offspring no longer directly replaces its parents but replaces
the most similar individuals in a subset of the CF (CF is the crowding factor). In [11],
Li proposed SDE in which all parents and offspring are sorted by fitness value and the
fittest NP individuals are reserved for the next generation. In [12], Guo et al. proposed a
subset-to-subset survivor selection operator that the target and trial populations are
divided into several subsets and then the best vectors are selected from the corre-
sponding subsets to survive into the next generation.

In most of these variants, the inferior vectors during the selection process are
always ignored. That is, the information of these vectors cannot be exploited in the
following evolution process, and the evaluations of these vectors will be wasted.
However, as the previous studies shown [5, 6], these inferior vectors can provide
valuable information in guiding the search of DE.

Based on the above consideration, in this paper, we propose a proximity-based
replacement strategy (PRS) and an elite archive mechanism (EAM) to further utilize the
information of inferior and superior vectors generated during the evolution. In the PRS,
the trial vectors that do not defeat their parent vectors will have a chance to replace other
parent vectors based on the distance between them. Specifically, for each trial vector that
fails to replace its parent, PRS will find the first parent vector in current population that
satisfies the condition based on the distance and fitness information and replace it with the
trial vector. In this way, PRS can increase the probability of the promising trial vectors
entering the next generation and thus accelerate the convergence speed of DE. In the
EAM, the superior vectors both in the selection operator and the PRS are stored to provide
the negative direction information. Specifically, the vectors that successfully replace the
parent vectors in the selection operator and PRS will be stored in an external archive. After
that, some of the start point of the difference vector are selected from the combination of
current population and external archive. In this way, EAM can effectively maintain the
diversity of the population by introducing the negative direction information to guide the
search. The novel DE algorithm with PRS and EAM is named as PREA-DE.

To evaluate the effectiveness of the proposed method, the experimental study has
been carried out on a suite of benchmark functions from the CEC2013 special session
on real-parameter optimization [13]. Experimental results show the high performance
of PREA-DE.

The rest of this paper is organized as follows. Section 2 describes the original DE
algorithm. The proposed PREA-DE is presented in detail in Sect. 3. In Sect. 4, the
experimental results are shown and discussed. Finally, Sect. 5 draws the final
conclusions.
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2 Differential Evolution

DE is for solving the numerical optimization problem [1]. In this study, we consider the
following optimization problem: Minimize f(X), X € S, SCR” and D is the dimension
of the decision variables. In DE, a population of NP vectors representing the candidate

solutions is evolved. Each vector is denoted as X;g = |x] g, X7, -, x|, where

i=1,2,--- NP, NP is the size of population and G is the number of current gener-
ation. After initialization, three main operators, i.e., mutation, crossover and selection,
will be carried out. These operators will be briefly described as follows.

2.1 Mutation

For each individual of current population X; (called target vector), DE employs a
mutation strategy to generate a mutant vector V;. Six frequently used mutation
strategies in the literature are shown as follows:

DE/rand/1
Vic =Xn6+F x (Xo6 —Xs6) (1)
DE/rand/2
Vic =Xn6+F x (X6 — Xi36) +F X (X6 — Xi5.6) (2)
DE/best/1
ViG = Xpesr.c + F x (X6 — X13.6) 3)
DE/best/2
Vie = Xpestc + F x (X206 — Xi3.6) + F X (Xra6 — Xi5.6) 4)
DE/current-to-best/1
Vic =Xig+F X (Xbesrc — Xig) + F X (X2.6 — Xi3,6) (5)
DE/rand-to-best/1
Vic = X6+ F X (Xpewc — Xr1.6) +F x (X2.6 — Xi3.6) (6)

where the indices r1,72,73,r4 and r5 € {1,2,--- NP} are random and mutually dif-
ferent integers and are different from the index i. Xj. ¢ is the best individual vector at
generation G, and the mutation factor F is a positive control parameter for scaling the
difference vector.
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2.2 Crossover

After the mutation vector is generated, the crossover operator is applied to each pair of
X;c and V; ¢ to generate a trial vector U, ¢ for increasing the diversity of population.
There are two kinds of crossover scheme: binomial and exponential [1]. Binomial
crossover is generally more robust and efficient than exponential crossover [14].
Therefore, the binomial crossover is considered in this study and is defined as follows:

(7)

o { v,{G if rand(0,1) < CROrj = jrana
i =

J .
X, oOtherwise

where j,qqq 1s a randomly chosen integer in the range [1, D].

2.3 Selection

Finally, the selection operator is employed to select the more promising trail vector into
the next generation. That is, it compares the fitness values of the target vector X; ¢ and
the trial vector U; and selects the better one for the next generation. The selection
operator is carried out as follows:

Xig+1= { Uic lff<UiﬁG> Sf(Xi,G) ®)

Xic otherwise

3 DE with PRS and EAM (PREA-DE)

In this section, we describe the proposed PREA-DE algorithm in detail. In PREA-DE, a
proximity-based replacement strategy (PRS) and an elite archive mechanism
(EAM) are incorporated to utilize the information of inferior and superior vectors
generated during the evolution. PRS is used to speed up the convergence rate and make
full use of information from the inferior individuals based on the affinity between the
trail vectors and the parent vectors, while EAM is employed to increase the diversity of
population by introducing the negative direction information constructed with the
stored elite individuals. Here, the details of PRS and EAM are described firstly. Then,
the general framework of PREA-DE is shown.

3.1 Proximity-Based Replacement Strategy (PRS)

In most DE variants, if the trial vector U; is worse than its parent individual X;, U; will
be abandoned during the selection process. That is, these vectors cannot be exploited
during the evolution process, and the evaluations of these vectors will be wasted.
However, as shown in the previous studies [5, 6], these inferior vectors can provide
valuable information in guiding the search of DE. Further, for the functions with costly
evaluation, the information of the evaluated individuals is beneficial to speed up the
convergence of rate.
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According to these considerations, we propose the PRS to effectively utilize the
information of the trail vectors. In PRS, each individual in the population will firstly
have a mark. Then, if the parent vector is replaced by its trial vector during the selection
process, the marks of both the parent and its trial vectors are set to 1. Otherwise, the
marks of them are set to 0. After that, if the mark of a trial vector U; is O (i.e., it fails to
replace its parent vector X;), we will look for the first parent vector X; in the current
population that meets the following conditions and replace it with U;:

(1) jis not equal to i, and the number of the consecutive generations that X; has not
been replaced (Count;) exceeds the default value (LIMIT).

(2) The fitness value of U, is better than Xj.

(3) The Euclidean distance D;; from U; to X; is less than the distance D;; from U; to X
or the distance D;; from U; to X.

In this paper, LIMIT is used to determine the frequency of replacement, and its
value will be selected from the candidate set S. The pseudo-code of PRS is shown in
Algorithm 1.

Algorithm 1: Proximity-based Replacement Strategy (PRS)
1: For each unmarked child U; ; Do

2:  For each unmarked parent X; ; Do

3: If Count; > LIMIT && i ! = j then

4. If f(Uig) < f(Xj) then

5: Calculate the distance D; ; from U;; to X ;
6: Calculate the distance D; ; from U; ; to X; 5;
7: Calculate the distance D; ; from U; ; to X ;;
8: IfD;; < D;; orD;j < D;; then

9: Replace X ; with U; ;

10: mark (U; ) = mark (X; ) = 1;

11: Count; = 0;

12: break;

13: End If

14: End If

15: End If

16: End For

17: End For
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3.2 Elite Archive Mechanism (EAM)

To further exploit the information of the best individuals during the evolution, EAM
stores the recently searched high-quality solutions in the external archive. Differing
from the external archive mechanisms in [5, 6], EAM uses the archive to construct the
negative direction information to increase the diversity of population.

In EAM, the size of the external archive is initialized to O and the upper limit is set
to NP. In each iteration, the trial vectors that successfully replaces the parent indi-
viduals in the selection process and the RPS are put in the external archive. If the size
of the external archive exceeds the upper limit, EAM will randomly remove the
individuals from the archive to keep its size at NP.

With the elite archive (E), the start point of the difference vector constructed by two
random vectors are selected from the combination of the current population and the
elite archive (PUE). Take three mutation strategies with EAM for examples, the
mutation vector is generated as follows:

DE/rand/2

Vic = X6 +F x (sz,G — Xr3,G) +F x (X;~4,G - m) 9)
DE/current-to-best/1
Vi = Xig+F % (X = Xi6) +F % (X6 — %) (10)
DE/rand-to-best/1
Vie =Xnc+F % (Xbest,G — Xr1,G) +F x (sz,G - X:S/G> (11)
where Xpeq 6, Xi.g, Xr1,6, Xr2,¢ and X,4 ¢ are selected in the same way as in original DE,

X/,;G and X/,5VG are selected from P U E randomly. The indices r1, 72, r3, r4 and r5 are
different integers and are different from the index i.

3.3 The Framework of PREA-DE

Combining PRS, EAM and DE, PREA-DE is presented and the pseudo-code of PREA-
DE with “DE/rand/2” (PREA-DE/rand/2 for short) is shown in Algorithm 2.



82 C. Shao et al.

Algorithm 2: PREA-DE/rand/2

1: Generate the initial population P and set G=1;
2: Evaluate the fitness for each individual in P°, FES = FES+NP;
3: Initialize the size of the external archive to 0O;

N

13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

: Randomly selects a value in the candidate set as LIMIT;
: While the terminated condition is not satisfied do
For each individual X; ; Do

Select X1 6, Xy2,6 and X4 in P randomly;
Select X,3 ¢ and X,5 ; randomly from P U E;
Use mutation strategy to generate a mutant vector V; ;
Use Eq. (7) to generate a trial vector U; 5;
If f(Uig) < f(Xj¢) then
Put U; ; in the elite archive;
Replace X; ; with U; ;
mark (U; ) = mark (X; ) = 1;
Count; =0;
End If
Else
mark (U; ) = mark (X;5) = 0;
Count; ++;
End Else

End for
Perform the PRS;
G = Gtl;

24: End While

4 Empirical Studies

4.1 Experimental Settings

In this section, the experimental study is carried out to evaluate the performance of
PREA-DE on a suite of benchmark functions from the CEC2013 special session on
real-parameter optimization [13]. The CEC13 benchmark functions set consists of 28
test functions, which includes the unimodal function F1 to F5, the basic multimodal
function F6 to F20, and the composition function F21 to F28. More details of them can

be found in [13].

For a fair comparison, the same random initial population is used to evaluate the
performance of different algorithms. The parameters of the DE algorithms studied in

this paper are set as Table 1 unless a change is mentioned.
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Table 1. Parameters setting for the DE algorithms.

Parameters Values

Dimension of each functions (D) | 30 and 50

Population size (NP) 100
External archive size 100
Independent number of runs 30

Maximum number of evaluations | 10* x D
Candidate set of Limit (S) {30, 40, 50}

To show the significant differences among the competitors, the non-parametric
statistical tests are carried out by the KEEL [15] software. The results of the single-
problem analysis by the Wilcoxon test [15] at oo = 0.05 are shown in the tables as
“+/ = /=", which means that PREA-DE wins, ties and loses on the number of functions
when compared with its corresponding competitor. The R+ and R— in the multiple-
problem analysis by the Wilcoxon test mean the sum of ranks that PREA-DE performs
significantly better than and worse than its competitor overall, respectively.

4.2 Effect on Original DE Algorithms

In this section, PREA-DE is compared with original DE algorithms to test its effec-
tiveness on the original DE mutation strategies. Here, six mutation strategies are used,
i.e., DE/rand/1, DE/rand/2, DE/best/1, DE/best/2, DE/current-to-best/1 and DE/rand-to-
best/1. The statistics summarizing the performance comparisons for the functions from
CEC13 at 30D and 50D are shown in Tables 2 and 3, respectively. In addition, the
convergence graphs for F4 and F6 are plotted in Fig. 1.

Table 2. Results of the single- and multi-problem Wilcoxon’s test for PREA-DE versus the
original DE algorithms for the CEC2013 functions at 30D.

PREA-DE vs +/=— |R+ |R— |p-value 0 =0.05|0=0.1
DE/rand/1 15/13/0 | 334.0 1 44.0 | 0.000 | Yes Yes
DE/rand/2 22/6/0 |385.0(21.0/0.000 | Yes Yes
DE/best/1 14/13/1 | 354.0 | 52.0 | 0.001 | Yes Yes
DE/best/2 10/17/1 {289.5|88.5|0.015 | Yes Yes
DE/current-to-best/1 | 15/13/0 | 355.5 | 50.5 | 0.000 | Yes Yes
DE/rand-to-best/1 16/11/1|345.5|32.5/0.000 | Yes Yes

From Tables 2 and 3, PREA-DE can effectively enhance the performance of the
original DE algorithms. Specifically, in Table 2, PREA-DE is significantly better than
the corresponding DE algorithms on 15, 22, 14, 10, 15 and 16 functions at 30D,
respectively. In Table 3, PREA-DE is significantly better on 14, 21, 18, 7, 16 and 16
functions at 50D, respectively.
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Table 3. Results of the single- and multi-problem Wilcoxon’s test for PREA-DE versus the
original DE algorithms for the CEC2013 functions at 50D.

PREA-DE vs +/=/— |R+ |R— |p-value|a=0.05|0=0.1
DE/rand/1 14/13/1 | 278.0 | 100.0 | 0.010 | Yes Yes
DE/rand/2 21/7/0 | 376.5|1.5 0.000 | Yes Yes
DE/best/1 18/10/0 | 359.0 | 19.0 |0.000 |Yes Yes
DE/best/2 7/21/0 | 323.0/83.0 |0.006 |Yes Yes
DE/current-to-best/1 | 16/12/0 | 358.0 | 20.0 |0.000 | Yes Yes
DE/rand-to-best/1 16/10/2 | 342.0 | 36.0 |[0.000 |Yes Yes
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Fig. 1. Convergence graphs of PREA-DE and the corresponding original DE algorithms for the
selected functions. (a) F4, 30D. (b) F6, 30D. (c) F4, 50D. (d) F6, 50D.

Further, according to the results of the multi-problem Wilcoxon signed-rank tests,
PREA-DE can obtain higher R+ values than R— values in all the cases, and all the
p values in Tables 2 and 3 are less than 0.05, which indicates that PREA-DE is
significantly better than its corresponding DE algorithm overall. In addition, Fig. 1
shows that PREA-DE is better than the corresponding original DE algorithms in terms
of the convergence speed for selected functions.
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In summary, the overall results of Tables 2, 3 and Fig. 1 clearly show that PREA-

DE can bring benefits to the original DE algorithms.

4.3 Effect on Advanced DE Variants

To further evaluate the effectiveness of proposed framework, PREA-DE is compared
with the several advanced DE variants, including jDE [16], CoDE [17], SaDE [18],
ODE [19], JADE [5], SHADE [6] and MDEpBX [20]. For a fair comparison, all the
parameters of them are kept the same as their original paper except NP in CoDE and
SaDE that is set to 100 in this study. The statistics summarizing the performance
comparisons are shown in Tables 4 and 5, respectively. Besides, the convergence

graphs for F4 and F15 re plotted in Fig. 2.

Table 4. Results of the single- and multi-problem Wilcoxon’s test for PREA-DE versus the

advanced DE variants for the CEC2013 functions at 30D.

a=0.1

PREA-DE vs | +/=/— |R+ |R— |p-value|a = 0.05
jDE 15/7/6 |1264.5|113.5|0.068 |No
CoDE 24/4/0 |373.5(4.5 |0.000 |Yes
SaDE 17/11/0 | 338.5|39.5 |0.000 |Yes
ODE 13/14/1 | 333.5|44.5 |0.000 |Yes
JADE 11/12/5228.0 | 150.0 | 0.343 | No
SHADE 11/10/7 | 251.5|126.5 | 0.130 |No
MDEpBX 14/13/1 | 343.0 | 35.0 |0.000 |Yes

Yes
Yes
Yes
Yes
No

No

Yes

Table 5. Results of the single- and multi-problem Wilcoxon’s test for PREA-DE versus the

advanced DE variants for the CEC2013 functions at 50D.

a=0.1

PREA-DE vs | +/=/— |R+ R— | p-value |« = 0.05
jDE 13/11/41260.0 | 118.0 | 0.086 | No
CoDE 24/4/0 |401.5|4.5 0.000 |Yes
SaDE 19/9/0 |367.5|38.5 [0.000 |Yes
ODE 17/11/0 | 365.0 | 41.0 |0.000 |Yes
JADE 10/15/31269.0 | 109.0 | 0.052 | No
SHADE 11/13/4 | 230.0 | 148.0|0.318 | No
MDEpBX 14/13/1|352.5|53.5 [0.001 |Yes

Yes
Yes
Yes
Yes
Yes
No

Yes

From Tables 4 and 5, PREA-DE can obtain significantly better results than most
DE variants on the test functions. Specifically, PREA-DE is significantly better than the
corresponding jDE, CoDE, SaDE, ODE, JADE, SHADE and MDEpBX on 15, 24, 17,
13, 11, 11 and 14 test functions at 30D, respectively, and on 13, 24, 19, 17, 10, 11 and

14 test functions at 50D, respectively.
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Fig. 2. Convergence graphs of PREA-DE and the corresponding advanced DE algorithms for
the selected functions. (a) F4, 30D. (b) F15, 30D. (c) F4, 50D. (d) F15, 50D.

Based on the multi-problem Wilcoxon signed-rank tests, PREA-DE obtains the
higher R+ values than R— values in all the cases. In addition, the p values are less than
0.05 in four cases. Moreover, Fig. 2 show that PREA-DE is superior to the corre-
sponding advanced DE variant on the selected function.

In general, PREA-DE can provide an efficient way to further enhance the perfo-
mance of advanced DE algorithms on the test functions.

4.4 Comparison with DE with a Crowding Scheme (CrowdingDE)

Thomsen proposed a DE algorithm with a crowding scheme, named CrowdingDE [10].
In CrowdingDE, the similarity between individuals is measured by the Euclidean
distance, and each trial vector only replaces the parent vector that is most similar to it
and worse than it. In this section, PREA-DE is compared with CrowdingDE to prove
the effectiveness of the proposed PRS. For a fair comparison, the EAM in Sect. 3.2 is
also added to CrowdingDE, and the crowding factor in CrowdingDE is chosen to be
equal to NP, as their original paper [10]. The experimental are carried out on the
CEC13 test function at 30D, and three DE algorithms (DE/rand/1, DE/rand/2 and
DE/best/2) and two advance DE variants (jDE [16] and ODE [19]) are used. The results
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are shown in Table 6, and the convergence graphs for four selected functions are

plotted in Fig. 3.

Table 6. Results of the single- and multi-problem
CrowdingDE for the CEC2013 functions at 30D.

Wilcoxon’s test for PREA-DE versus

PREA-DE vs +/=/-/R+ |R— |p-value |2 =0.05 a=0.1
CrowdingDE/rand/1 | 26/2/0 |378.0 (0.0 |0.000 | Yes Yes
CrowdingDE/rand/2 | 23/5/0 |370.0|7.5 0.000 | Yes Yes
CrowdingDE/best/2 | 22/5/1 |374.0|32.0/0.000 | Yes Yes
Crowding jDE 17/7/4 |1317.0/89.0|0.009 | Yes Yes
Crowding ODE 22/5/1 |372.0/6.0 |0.000 |Yes Yes
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Fig. 3. Convergence graphs of PREA-DE and CrowdingDE for the selected functions. (a) F4,
30D. (b) F6, 30D. (c) F11, 30D. (d) F22, 30D.

From Table 6, PREA-DE can obtain better results than the CrowdingDE variants in
all the cases. Specifically, PREA-DE is significantly better than the corresponding
CrowdingDE variants on 26, 23, 22, 17 and 22 test functions, respectively. According
to the results of the multi-problem Wilcoxon signed-rank tests, PREA-DE can obtain
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higher R+ values than R— values in all cases. Besides, the p values are less than 0.05
and 0.1 in all cases. Figure 3 also shows that PREA-DE is better than most corre-
sponding CrowdingDE in terms of the convergence rate for selected functions. These
results demonstrate that PREA-DE is significantly better than the CrowdingDE algo-
rithms in all cases overall for the test functions.

5 Conclusion

To improve the ability of DE in exploiting the information of the trail vectors generated
during the evolutionary process, a proximity-based replacement strategy (PRS) and an
elite archive mechanism (EAM) is proposed for DE. On the one hand, for each trial
vector that fails to replace its parent, PRS will find the first parent vector in current
population that satisfies the condition based on the distance information and replace it
with the trial vector. On the other hand, the vectors that successfully replace the parent
vectors in the selection operator and PRS will be stored in an external archive, and
some of the start point of the difference vector are selected from the combination of
current population and external archive to construct the negative direction information.
By combining PRS, EAM and DE, the resultant algorithm, PREA-DE, is proposed.
The proposed PREA-DE algorithm is applied to the original DE algorithms and
advanced DE variants to evaluate its effectiveness. The experimental study on
CEC2013 benchmark functions is carried out to evaluate the effectiveness of PREA-
DE. The results show that PREA-DE can effectively enhance the performance of most
DE variants studied.
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Abstract. Mobile Edge Computing focuses on the use of local edge
devices in the community for task intensive mobile devices. This paper,
we propose an incentive mechanism, including a bidding mechanism and
a resource allocation scheme by solving the mixed integer programming
which is NP-hard using auction. By considering the heterogeneous pref-
erences of resources of task intensive mobile users, we offload independent
tasks to local edge devices. We theoretically prove the economy properties
of the proposed schemes such as individual rationality, budget balance
and truthfulness. Simulation results show the proposed incentive mecha-
nism is 36.27% higher than the exciting multi-round auction mechanism
on total utility and 91.68% higher on allocation efficiency averagely.

Keywords: Mobile edge computing + Incentive
Heterogeneous preferences - Local edge community

1 Introduction

The recent tremendous growth of various wireless devices such as smart phones,
wearable devices and IoT devices has brought the challenge in wireless networks
systems. It is reported int Visual Networking Index that the data traffic will
increase 8-fold from 2016 to 2021. However, due to the constraints of storage
and computation capacities, many applications can not be performed locally,
such as mobile games, and some image processing [9], this issue has become the
main challenge [11]. The cloud computing can be a solution of the limitations
[3]. However, despite the potential in data storage and analytics, cloud comput-
ing cannot fulfill the growing application requirements such as low latency and
context awareness, European Telecommunications Standards Institute (ETSI)
proposed the Mobile Edge Computing (MEC) [12]. MEC can provide cloud and
IT services to user in the vicinity of the user, by setting up MEC servers at
the edge of cellular networks [2]. When the MEC server is busy, the LEC can
help to offload computation to end devices. Therefore, in this paper we focus
on computation offloading in the third architecture. In the literature, authors
in [24] proposed an offloading mechanism with trade-off between energy con-
sumption and the amount of offloaded tasks. However, the mechanism didn’t
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consider subtasks in an application. That means when resources of provider can
not meet the requirements of whole application, all independent subtasks of it
will not be executed. The resource utilization of resources and completion rate
of applications can not be improved. Authors in [8] proposed a combinational
task offloading mechanism. They improved the offloading efficiency by a three-
layer graph matching algorithm. However, this work did not include an incentive
mechanism to encourage more devices participate in providing services to others.

To stimulate both sellers and buyers participating in computation offload-
ing, there have been some incentive based schemes. Authors in [6] proposed an
offloading mechanism with task dependency constraint in mobile edge comput-
ing. This mechanism saved energy and enhanced computation capability by coop-
eration between fog nodes and the remote cloud. However, they fail to address the
computing capability constraints of service providers. Authors in [25] proposed
a group-buying mechanism based on a three-stage auction. They maximized the
total system utility by combining cloudlet placement and resource allocation.
However, the work didn’t consider the subtasks in the application.

In this paper, we mainly consider designing an incentive mechanism to
encourage the computation offloading of applications’ subtasks in LEC. However,
there are some challenges. (i) Which way should an application be offloaded to
end devices? (ii) Which end device should the application be offloaded to? (iii)
How to encourage more end devices to participate in resources communication?

In order to answer the above questions, we focus on the case where subtasks
of applications can be offloaded to end devices in the LEC. First of all, there are
many independent subtasks in an application and the subtask can be offloaded
and computed in parallel. Secondly, applications have heterogeneous preferences
for each end device. Different computing abilities of end devices will affect the
selection of applications. Third, we should guarantee the utility of participants
to encourage communication between applications and end devices, rather than
moving subtasks of applications to the remote cloud. In this paper, we propose
an iNcentive mEchanism Specialized for compuTation offL.oading in local Edge
community (NESTLE) that taking into account the computing abilities of end
devices. And the target of this mechanism is offloading subtasks of application
to end devices and maximizing the utility for both sides.

The main contributions of this paper can be summarized as follows:

e With different computing abilities of different end devices, we add hetero-
geneous preferences to the process of bidding that applications can make
different bids for different end devices based on their computing abilities.

e Theoretical analysis proves that the proposed mechanism can achieve indi-
vidual rationality, budget balance and truthfulness. And extensive simulation
results demonstrate that the mechanism we proposed outperforms the excit-
ing multi-round auction mechanism by about 36.27% on total utility and
91.68% on allocation efficiency averagely.
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The rest of this paper is organized as follows. Section 2 introduces related
work for computation offloading in MEC. Section 3 presents the system model
and describes the problem formulation. The algorithm of incentive mechanism is
described in Sect. 4. Simulation results are shown in Sect. 5. In Sect. 6 concludes
this paper.

2 Related Work

With the increasing demands of computing resources for applications, many com-
putation offloading methods have been proposed. Authors in [14] proposed one
offline centralized mechanism and one online distributed mechanism to offload
computation tasks. However, the incentive mechanism was not be considered.
Authors in [16] proposed a semi-distributed computation offloading mechanism
that jointly optimizes the offloading decision. However, the algorithm didn’t con-
sider the subtasks of user. In our work, computation offloading is considered for
the independent subtasks application. Subtasks of an application can be pro-
vided with computing resources by multiple end devices, and an end device can
also serve multiple applications. Such a many-to-many allocation method can
improve the utilization of the end device resources.

On the other hand, the end devices which have idle computing resources
always exists. Many offloading methods based on incentive mechanism have
been proposed. Authors in [5,21] proposed cloud resources allocation mecha-~
nisms based on game theory to maximize the utility. However, there was only
one resources provider in these mechanisms, and in [21] the tasks were indivisible.
Authors in [13] proposed a auction mechanism based on Lyapunov optimization
techniques. They maximize the system utility by dynamic getting requirements
of user. Authors in [23] proposed a computation offloading mechanism based on
combinational auction to meet the heterogeneous demands of users in MEC. And
authors in [7] proposed a computation offloading mechanism based on a two-stage
auction model to maximize total system utility. Although incentive mechanisms
were introduced in [7,13,23], subtasks in application were still not considered.
The resource utilization of resources and completion rate of applications can
not be improved by these mechanisms. Authors in [15] presented a coopera-
tive tasks execution mechanism based on cooperative crowd-sourcing auction
to encourage more users participating mobile crowd-sourcing and cooperating
with other users. Authors in [20] proposed a task execution mechanism based
on game theory. They encourage more devices providing their idle resources by
dynamic pricing. However, [15,20] didn’t fully consider the effects of resource
providers’ different computing abilities on total utility and user preferences. In
the computation offloading mechanism we proposed, benefits can be achieved for
all participants. At same time we took into account the computing abilities of the
end devices, such as the CPU clock period and the data transmission efficiency
of the end device. Thus, the total utility and applications’ bids for different end
devices will be affected by the ability when purchase resources.
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3 System Model and Problem Formulation

3.1 System Model

In this work, devices or users that need computation resources are buyer and
for those who possess idle or abundant resources are seller. The base sta-
tions participate the allocation is the auctioneer. When there are applications
need to be executed, buyers and sellers will send their bids to the auctioneer
respectively. Then auctioneer collects all information which include valuations
and amount of resources that buyers require and sellers provide. According to
the information and the predefined incentive mechanism, auctioneer determines
the winning applications and the amount of payments to the sellers. Finally,
the subtasks can’t be executed by end devices will be offloaded to the edge
server.

We consider an LEC scenario with N applications and M end devices. The n
applications in 7 = {T1,T5,- -+ ,T,,} need to be offloaded to end devices for exe-
cution and one application consists of several independent subtasks. We assume
that there are K subtasks in one application, the set of subtasks is denoted by T;
and T; = {t;(1), ti2), - -tik)}- Let vy be the requested number of resources for
subtask ;). We consider that there are m end devices in D = {dy,da, -+ ,dm}
participate in computation offloading. Each of the end devices is equipped with
limited computational resources. Without loss of generality, we assume there are
many kinds of resources required to complete the subtasks, e.g., CPU, memory,
battery, etc. For end devices, each bid in & = {S1,S52,---,S5,} is submitted
to auctioneer before offloading subtasks. The bid S; € S can be specified as
(0j,4;), 0; denotes the maximum amount of resources end device d; can pro-
vide and g; denotes the true unit cost of resources produced by end device d;
when executing the application offloaded onto it. For applications, the bids in
B = {b1,b,--- ,bs} can be specified as {< r;1),a;1) >, < ri(2), Gi2) >, -+, <
Ti(k), i(k) >}, Where 7 denotes the amount of resources for the subtask ;)
of application T; required and a;(;y denotes the initial valuation that the applica-
tion Tj is willing to pay for subtask ;). Due to the heterogeneous preferences,
buyers will adjust their bids based on different computing capabilities of end
devices when bidding, so each valuation v;) of application T; can be speci-
fied as {vi(k)1, Vi(k)2s - > Vi(kym }, Where v;(z); denotes the valuation of subtask

( )For simplicity, we define an M x N allocation matrix denoted by X. The
element x;; in matrix X is defined as:

1, if device d; serves application T;,

i = { (1)

0, otherwise.
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3.2 Problem Formulation

From the definitions above, we can see that each subtask can get the demanded
resources from end devices, but considering the limitation of resources on each
end devices, we have the following constraint:

n K
szijsi(k)j < 0, (2)

where s;(1); is the amount of resources allocated to the k-th subtask of applica-
tion T by end device d;. And o; is the maximum quantity of resources that the
end device d; can provide to applications.

And the final payment of an application can not be more than the valuation
the application willing to pay. Thus:

m K m K
Z Z TijSi(k)jPij < Z Z Tij fitkyj (3)
=1 j=1k=1

which fj(x); is the application T;’s valuation for the subtask ¢;) when subtask
Lik) 1s offloaded to end device d;. We define it as follows:

Vi(kyj,  if subtask ;(4); is offloaded to device d;,

fiwyj = (4)

0, otherwise.

For the final valuation v;(); of subtask, it is consist of base valuations and
abilities of end devices, the vj(); is then calculated as:

j Ti(k)g
e MY WAL 5
Vi(k)j al(k)—'_ 10 ff + 2D€ffj7 ()

where k; is set to be 107 and k> is set to be 107° [17]. And w; denotes the
workload of end device d;, Def f; and Cef f; denote device specific data transfer
and computing efficiencies respectively.

Let p;; denote the final unit trade price that applications T; pay for end
device d;. Then, for each application Tj, it’s utility can be given by:

m K
ZZ i (fitk)i = Si(k)iPis)- (6)
j=1k=1

The utility of end device d;, gained from selling resources can be given by:

n K
uj =Y > s (Pis — 45): (7)

=1 k=1

which is the final utility end device get by executing subtasks for others.
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Hence, sharing of resources of end devices for task offloading becomes a sys-
tem utility maximization problem. We formulate the problem as follows:

maxzn:ui + iuj (8)
i=1 j=1

n K
s.t. szijsi(k)j <04, V1<i<n,1<k<K, 9)
i=1 k=1
m K m K
DO wiysin iy <D wifiwV1<i<m1<k<K,  (10)
J=1k=1 J=1k=1
vy €{0,1},V1<i<n,1<j<m (11)

Equation (8) is the final optimization target. The constraint in (9) denotes
that the overall amount of resources allocated by end device d; is no more than
the maximum quantity o;. The constraint in (10) denotes that the overall amount
of payment by application 7; is no more than the maximum valuation it willing
to pay. The constraint in (11) is the binary constraint.

According to [10, 18], we can see that the winning bids determination problem
of the proposed incentive mechanism is NP-hard just as similar as 0—1 Knapsack
problem.

3.3 Economic Properties

The goal of our work is to design an efficient mechanism to solve the above prob-
lems. The designed mechanism should satisfy the following economic properties:

1. Individual rationality: Individual rationality means that no winner’s utility
is negative, i.e., u; > 0,u; > 0, for Vt; € T, d; € D. For each participant, this
is the most basic condition for participation.

2. Budget balance: For an fair incentive mechanism, the total payment of
users is no less than the total price charged by providers. It means the utility
of auctioneer is negative, auctioneer doesn’t pay extra surplus.

3. Truthfulness: An incentive mechanism is truthful if the bid submitted by
each participator is the truthful value.

In the next section, we proposed the NESTLE algorithm to solve the above
problems.

4 Incentive Mechanism

In this section, we design a NESTLE algorithm based on a greedy strategy to
solve the NP-hard problem proposed above, i.e., the winning bids determination
problem. Then, we analyze the properties of the proposed NESTLE algorithm.
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4.1 Resource Allocation and Pricing Algorithm

First, auctioneer collects each bid from all applications and end devices. Then,
the auctioneer calculates the bid density of each application on each end
device, i.e.,

bdij = 5—— V1<i<nVI<j<m1<k<K. (12)

Then we use p;; to denote the final trade unit price, when subtasks of
application T; is allocated to end device d;. Similar to [22], the value of p;; is
calculated as

_ 4 +bdy
pij = B .

Due to the trade price, auctioneer will sort the difference between bid density
of buyer and unit price of the seller in descending order.

The difference between bid density of applications and unit price of end
devices are sorted in descending order. That means to the same end device, the
higher the valuation that application is willing to pay, the higher the rate that
subtasks in the application are executed. And to the same end device, the lower
the unit price of resources, the higher the rate that the end device gets subtasks
to execute.

The next step is to allocate subtasks of applications to end devices. For
each application 7; and end device d; in the queue that has been prioritized,
if the difference between bid density of application 7; and unit price of end
device d; is positive, the allocation will start. If the resource requirements r; )
of the subtasks ;) is less than the resource quantity o; and the application’s
payment does not exceed it’s valuation, the subtask #;(;y will be offloaded to the
end device d;. If the current end device d; can not satisfy the subtask #;y, the
end device will match the next subtask and the subtask will match the next end
device. When all the requirements of the application are satisfied or the resources
of the end device are insufficient, the searching and matching procedure will
continue. The details of the above process of NESTLE algorithm are described
in Algorithm 1.

(13)

4.2 Theoretical Analysis

Now, we analyze the time complexity and economic properties of the NESTLE
algorithm mentioned above. The properties include: individual rationality, bud-
get balance and truthfulness.

Theorem 1. The time complexity of NESTLE algorithm is O(nm).

Proof. For Algorithm 1, the complexity for sorting the bid density is O(nm),
and the resources allocation phase is O(nmK). Therefore, the complexity of
algorithm 1 is O(nm), when n >> K and m >> K. Therefore NESTLE algo-
rithm can be completed in polynomial time.
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Algorithm 1. NESTLE algorithm

© o N O O s w N R

[
N R O

13
14
15
16
17
18
19
20

22
23
24
25
26
27
28
29
30
31

33
34
35

36

37
38
39
40
41
42

43

44
45
46

Input
M : the number of end devices;
N : the number of applications;
K : the number of subtasks;
Output:

C': the charges for applications;
F : the payments to end devices;

Phase 1: Order the applications and end devices
E—0
for i =1 to n do
for j =1 to m do
bdij = Yop_y vitk)j/ kmr Tich)
end
end
for i =1 to n do
for j =1 to m do
eij = bdij —q;
E=FEU €ij
end
end
Sort e;; € E in descending order
Phase 2: Allocate the applications
Xnswm — 0
D~
for Ve;; € E do
if e;; < 0 then
continue
end
for k =1 to K do
if 73x) > 0j]|Di + cost > valuation then
continue
end
0j = 0j = Ti(k)
D; = D; + cost
Si(k)j = Ti(k)
Xij 1
end
end
Phase 3: Calculate the charges and payments
P~
for j =1 to m do
for k =1 to K do
m K
P = 2 2 XijSi(n);Pij
j=1k=1
F «— FUp;
end
end
C—10
for : =1 to n do
for k=1 to K do
n K
cj = > > Xijsi(n);Pij
i=1k=1
C—CUcj
end

end
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Theorem 2. The participants in the proposed schemes are individual rational.

Proof. For winner of applications: if the subtasks ;) is allocated to device d;
successfully, the payment it willing to pay is:

Ci(k) = Ui(k)j = Ti(k)bdij. (14)

The p;; is the unite trade price between application T; and end device d;. Accord-
ing to the algorithm process, the actual payment ¢;y) is:

Ci(k) = Ti(k)Pij- (15)

When the allocation is successful, the transaction price is lower than the expected
payment price, i.e., Cjx) < ¢;(x). Hence, the applications’ individual rationality
is guaranteed.

For winner of end devices: if an end device is allocated subtasks. The payment

it expects is:
m K
Y= DD s - (16)
j=1k=1

And the final actual transaction price is:

m K
Ui = D missiPis (17)
j=1k=1
When allocation is successful, it’s actual charge is more than it’s valuation, i.e.,

y; < Uj, otherwise the subtask won’t be allocated to it.

Theorem 3. The incentive mechanism proposed is budget balance. For auction-
eer, the payment of applications is no less than the charge of end devices.

Proof. In the proposed incentive mechanism, according to the Egs. (15) and
(17), the relation between charge and payment is:

n K
ZZ Lij i(k)~ (18)
1=1 k=1

We can see that the total charge y; of an end device is equal to the amount
of the payment ¢;(;) of subtasks allocated to the end device. Hence, the budget
balance is also guaranteed.

Theorem 4. The incentive mechanism proposed above is truthful.

Proof. We prove the truthfulness from respects of applications and end devices.
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For applications, there are two cases as follows:

Case 1. We assume that an application T; is allocated resources. If the appli-
cation T; bids an higher bid, the application task will pay more for getting
the same service. If the application T; bids an lower bid, the subtasks of it
still be not executed.

Case 2. We assume that a task T; isn’t allocated resources. if the task ¢; bids
an higher bid, task may either pay more for getting the same service or still
be not executed. If the task ¢; bids an lower bid, the task still be not executed.

For end devices, there are two cases as follows:

Case 1. We assume that an end device d; is allocated subtasks. If the end
device d; bids an lower bid, the end device may get charge less than it’s cost
of executing subtasks. If the end device d; bids an higher bid, it may not be
allocated subtasks.

Case 2. We assume that an end device d; isn’t allocated subtasks. If the end
device d; bids an lower bid, the end device may either get charge less than
it’s cost of executing subtasks or get no subtasks. If the end device d; bids
an higher bid, it still be not allocated subtasks.

5 Simulation Results

In this section, we conduct extensive simulation experiments to evaluate the
performance of the proposed incentive mechanism. The criteria we evaluated are:
(1) utility, which is the sum utility of applications and end devices, (ii) satisfaction
ratio, which is the percentage between the amount of allocated subtasks and the
amount of all subtasks and (iii) allocation efficiency, which is the proportion
between the number of utilized resources and the number of all resources.

5.1 Methodology

To better illustrate the performance of the proposed NESTLE algorithm, in this
paper, one contrast experiments i.e., WBD [19], are added. WBD here achieves
subtasks allocation by a multi-round homogeneous task allocation mechanism.

We evaluate the proposed algorithm by implementing it on matlab 2017a [1].
In the simulation process, we assume that there are at most 900 applications to
be allocated and at most 35 end devices to provide resources [4]. We take the
average value of each data after running the program for 1000 times.

5.2 Simulation Setting

We evaluate the proposed algorithm with random bids behaviors. To generate
applications’ bids, we assume that the resource demand for each subtask of the
application is randomly generated from 0 to 5 [4]. The value of applications’
bid is randomly generated in [1,5.5]. And we assume there are 3 subtasks in
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each application. To generate end devices’ bid, we assume that the amount of
resources end device can provide is a random number that does not exceed
1000, and the unit price of the resources is randomly selected from [0, 1]. For
end devices, the workload is randomly generated in [100,1000], the computing
efficiencies is randomly generated in [400,500] and the data transfer efficiencies
randomly generated from 300 to 400 [17].

5.3 Simulation Results

First, we examine the impact of both the numbers of applications and end devices
on total utility of NESTLE and WBD. Figure 1 shows the relationships between
the number of end devices and the total utility, when number of end devices
is fixed at n = 500 and the ratio between the number of end devices and the
number of one application’s subtask is fixed at 5. For ease of understanding, we
divide the total utility into 100 units in the figure. It is shown in Fig.1 that
the total utility increases with increasing number of end devices. As we can see,
the utility of NESTLE increase faster than WBD. That is because that with
the number of end devices increasing, more subtasks are executed, at the same
time subtasks will be served by devices with better computing abilities. That
will improve the valuation of application and the utility. Since WBD can not
allocate the subtasks with higher utility preferentially all the time, the increase
of it’s utility is not obvious. As we can see, on average, NESTLE outperforms
WBD by about 35.64%.
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Figure 2 shows the total utility versus the number of applications when the
number of end devices is fixed at m = 5. As we can see, the total utility grows
with increasing number of applications. This happens due to the fact that more
applications participated cause that more subtasks are executed, then the total
utilities are improved. Clearly, the total utility of NESTLE algorithm is higher
than WBD. On average, NESTLE outperforms WBD by about 36.9%.
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Then, Fig. 3 compares the satisfaction ratio and the number of applications
generated by WBD. As we can see, larger number of applications will lead to
smaller satisfaction ratio. When the number of applications becomes larger, lim-
ited resources and the fact that only part of the subtasks can be served make
satisfaction ratio smaller. Because valuation of applications are effected by pref-
erence to end devices, the satisfaction ratio of NESTLE is much higher than
WBD when number of applications is small. With increasing number of appli-
cations, more subtask will be served and this effect will decrease. We can see in
Fig.3 that the NESTLE has a significant advantage over WBD on satisfaction
ratio. On average, the NESTLE outperforms WBD by about 111.86% in terms
of satisfaction ratio.
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Figures 4 and 5 investigate the impact of both the number of applications and
the number of end devices on allocation efficiency generated by NESTLE and
WBD. Figure 4 shows the allocation efficiency versus the number of end devices
when the number of applications is fixed at n = 500. As we can see, in Fig.4,
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the allocation efficiency decreases with increasing number of end devices. That
is because when the number of end devices becomes larger, most of application
requirements are met, then the percentage of utilized resources decreases. We
can get that on average, the allocation efficiency of NESTLE outperforms WBD
by about 102.19%.

Figure5 shows the allocation efficiency versus the number of applications
when the number of end devices is fixed at m = 5. It is shown that the alloca-
tion efficiency of two algorithms increase with increasing number of applications.
When the number of applications is below 300, the allocation efficiency of NES-
TLE increases fast with the increasing number of applications. However when
the number of applications greater than 300, the allocation efficiency of NESTLE
reaches a constant value. That is because that with the constraint of price and
request, there always are some resources can not be used by each applications.
On average, NESTLE outperforms WBD by about 81.71%.

6 Conclusion

In this paper, we have considered independent subtasks of application alloca-
tion in LEC and have proposed an incentive mechanism. The proposed mecha-
nism has considered the heterogeneous preferences for the computing power of
end devices. Through theoretical analysis, we have proved the proposed mecha-
nism is individual-rational, truthful and budget-balanced. At the same time, we
have demonstrates that our mechanism is efficient and feasible by conducting
simulations.
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Abstract. Researches on human emotion recognition have attracted more and
more people’s interest. Adaboost algorithm is an integrated algorithm that
constructs strong classifiers by iterative aggregation of weak classifiers. This
paper proposes a hierarchical Adaboost (HAdaboost) multi-class algorithm for
emotion recognition, which improves the original Adaboost algorithm. The
valence and arousal in different emotional states are used as classification fea-
tures, and emotion recognition is performed according to their differences.
Simulation experiments on the Chinese Facial Affective Picture System
(CFAPS) data set demonstrate three types of emotions and seven types of
emotions can be distinguished, and the average accuracy rates are 93% and
92.4% respectively.

Keywords: Emotion recognition
Hierarchical Adaboost Multi-class Algorithm - Integrated weak classifier

1 Introduction

Emotion recognition through some physiological data of the human body is the trend of
scientific research. Physiological data has evolved from traditional small sample data
collection to big data shared on the Internet [1]. Emotion recognition becomes one of
hot topics in the field of psychology research. The research of emotion recognition can
be roughly divided into speech emotion recognition, facial picture emotion recognition,
text emotion recognition, audio emotion recognition and physiological signal emotion
recognition.

Emotional recognition based on physiological data tends to be diversified.
Researchers in different fields have paid their attention to the study of emotion
recognition. Researchers in the field of computers have studied physiological signals
such as EEG, ECG, and pictures. They explore their relationships through deep
learning. Facial images can be scored from four dimensions [2]. (1) Potency (valence):
the unit of potency that causes a biological reaction. (2) Arousal: the degree to which
people are excited or not. (3) Dominance: the likelihood that a certain emotion will be
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stimulated. (4) Attraction: the degree of attractiveness of facial expression pictures to
the subject. A large number of studies have shown that valence and arousal will alter
with the change of emotional state.

This paper adopts the CFAPS data set which is more consistent with Chinese facial
emotions and proposes a hierarchical Adaboost (HAdaboost) multi-class algorithm to
overcome the disadvantage that Adaboost algorithm can only perform two classifica-
tions [3]. The HAdaboost algorithm can be directly used for multi classification
research and it is suitable for emotion recognition.

2 Related Work

The emotion recognition attracts more and more attention from researchers.

Khosrowabadi et al. used EEG signals as the original data of emotion recognition.
EEG features were extracted using the amplitude square consistency of EEG signal.
The self-organizing mapping method is used to classify the emotional state of the
sample, which has achieved good results [4]. Petrantonakis extracted EG1, FP2, F3, F4
and other EEG signals, using high-order channel feature extraction method. They
employed support vector machine algorithm for emotion recognition and the accuracy
rate is can reach 83.33% [S5]. Murugappan et al. performed Laplacian variation and
wavelet transform on EEG signals. They recognized six emotions by linear classifier,
and used entropy as a feature for emotion recognition and the accuracy rate can reach
83.04% [6].

Zhang et al. proposed a new emotion recognition system based on expression
images. They adopted biorthogonal wavelet entropy to extract multi-scale features and
used fuzzy multi-class support vector machine as emotion recognition classifier. The
accuracy of their method is 96.77 + 0.10% [7]. Cheng et al. analyzed the surface EMG
signal by wavelet transform method and extracted the maximum and minimum wavelet
structure coefficient vector. They applied the BP neural network classifier improved by
Levenberg-Marquardt algorithm and the nearest neighbor classifier to perform emotion
recognition. The average recognition accuracy was 82.29% [8]. Li et al. retained the
feature that the cumulative contribution rate was greater than 85%, and selected the
characteristic parameters with large difference in feature roots. They implemented
emotional state assessment based on support vector machines and the accuracy rate can
reach 85% [9].

The existing research has carried out at most six emotion classifications, and the
emotion recognition algorithm needs to be improved in terms of accuracy. Therefore,
the HAdaboost algorithm is adopted to recognize three kinds of emotions and seven
kinds of emotions respectively.
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3 Emotion Recognition Process

Emotion recognition process is described in Fig. 1. Details of each step are as follows.

(1) Datasets: This paper adopts the CFAPS as the data set.

(2) Preprocessing: The data set is processed to form two data sets of three emotions
and seven emotions. The three emotional states are negative emotions, calm
emotions and positive emotions; the seven emotional states are anger, disgust,
fear, sad, surprise, calmness and happiness.

(3) Emotion recognition: After the data is preprocessed, the data sets are input into
the Adaboost algorithm and the HAdaboost algorithm for emotion recognition.
The weak classifier is formed by the SVM.

(4) Analysis of the results: The classified emotional markers are compared to the
emotional markers of the original data. The classification accuracy rate of each
emotional state and the classification accuracy of all emotional states are
calculated.

4 Emotion Recognition Based on Hierarchical Adaboost
Multi-class Algorithm

4.1 Original Adaboost Algorithm

The AdaBoost algorithm ensures that the learning algorithm is gradually focused on
training samples that are difficult to process. For samples that are difficult to process,
combining the results of each weak classifier after centralized learning can greatly
improve the classification accuracy [10]. The principle is shown in Fig. 2.
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4.2 Description of Algorithm

Hierarchical Adaboost Multi-class Algorithm is described as follows.

Algorithm 1:
Input:
Data: data set of the Chinese Facial Affective Picture System (CFAPS)
Function (): hierarchical Adaboost multi-class algorithm (HAdaboost)
Label: mark identification completed
All Label: complete classification
Comparison: the emotion markers of the classified data are compared with the
emotion markers of the original data one by one

Output:
Accuracy
Begin:
Input Data
Execute Function ()
While (All_Label) do
For (0: Label-1) do
Execute Function ()
End For
End While
Execute Storage Model
Execute Comparison and Get Accuracy
End

The HAdaboost algorithm can recognize an emotional state at the end of each layer.
The number of algorithm layers is automatically changed according to the kind of
emotional state. Therefore, as the number of layers increases, the emotional states to be
recognized will be reduced, and the complexity of the algorithm will be reduced. The
accuracy of HAdaboost algorithm is higher than that of Adaboost algorithm in emotion
recognition. The principle of the algorithm is shown in Fig. 3.
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Fig. 3. Hierarchical Adaboost multi-class emotion recognition algorithm
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4.3 Training and Testing

Data is divided into training and testing sets, and initialized weights of training sam-
ples. D represents the weight set of the data set, N represents the number of samples,
and o represents the weight of each sample (generally the initial weight is set to 1/N);
as in formula (1).

L,
Dl :(w117w127"'7w1ia"'7wlN)7wli:Nvl: 1727"'7N (1)

Establishing one-against-all (OAA) and one-against-one (OAO) classifiers for
training and testing respectively.

After each iterating process, calculate the error rate of the weak classifier according
to formula (2). G, (x;) is the first i classifier after m iterations, and y; is the judgement of
the i sample.

ey = ( xl 7éyz Zwmz xt #yl) (2)

After iterating m times, the scale factor a, of each weak classifier in the final
classifier is determined according to the error rate of the weak classifier.

(3)

Updating the weights of all OAA classifiers according to formulas (4) and (5);
D,, ;1 is the set of sample weights after m + 1 iterations; w,, 41, is the weight of the ith
sample after m + 1 iterations. Z,, is the normalized processing amount;

Dy = (wm+1,17wm+1,27"'awm+1,i7"'7wm+1,N) (4)
Wi .
Ot 1, ZZ—CXP(—Clminm(xi)),l =12,---,N (5)
m

The testing set is input into the algorithm, and the OAO classifier (6) is called to
recognize the emotion by voting mechanism.

x) = Zame(X) (6)
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5 Experimental Results and Analysis

5.1 Datasets

This paper conducts simulation experiments based on the CFAPS data set. (http://
psycnet.apa.org/record/2011-05085-005). This data set contains 600 facial emotion
pictures totally. Facial pictures were screened and matched according to the nature and
the emotional type and the gender of the characters. There are 200 negative faces, 200
neutral faces and 200 positive faces. In addition, negative faces are divided into five
negative emotions: anger, disgust, fear, sadness and surprise. Face images are scored in
four dimensions: valence, arousal, dominance, and attraction.

5.2 Result Analysis

In this paper, the Adaboost algorithm and the HAdaboost algorithm are adopted for the
experiment of emotion recognition. Comparing the accuracy of two algorithms for
emotion recognition on CFAPS data set. It proves the feasibility and superiority of the
HAdaboost algorithm.

This paper mainly classifies three kinds of emotions and seven kinds of emotions.
The average recognition accuracy of each emotion state is calculated as the final
recognition accuracy. We first introduce the recognition experiment of the three kinds
of emotions. The results are shown in Figs. 4 and 5.

Fig. 5. Confusion matrix of positive, calm and negative emotions (HAdaboost)
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The experimental results are shown into Table 1.

Table 1. Classification results of positive, calm and negative emotions

motion Adaboost HAdaboost
Group Negative Calm | Positive Negative Calm | Positive
1 0.91 0.88 0.89 0.93 0.92 0.93
2 0.90 0.89 0.87 0.95 0.94 0.91
3 0.91 0.88 0.89 0.96 0.90 0.93
Mean 0.907 0.883 0.883 0.947 0.92 0.923
It can be seen from Table 1 that the HAdaboost multi-class algorithm is more

accurate than the Adaboost algorithm in the recognition of negative emotions, calm
emotions and positive emotions. The average accuracy rate of Adaboost algorithm for
emotion recognition is 89.1%. The average accuracy rate of the HAdaboost algorithm
proposed for this paper is 93%, which is 4% points higher than the Adaboost algorithm.
Then, we will introduce the recognition experiment of the seven kinds of emotions. The
results are shown in Figs. 6 and 7.

Normalized confusion matrix

Normalized confusion matrix
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Tables 2 and 3 show the experimental results of seven emotions.

Table 2. Emotion recognition classification results (Adaboost)

motion | Anger | Disgust | Fear Sad Surprise Calm | Happy | Mean
Group

1 0.73 0.69 0.64 0.78 0.94 1.00 1.00 0.833

2 0.91 0.79 0.64 0.77 0.88 0.94 1.00 0.845

3 0.77 0.79 0.86 0.77 1.00 0.91 1.00 0.857

4 0.82 0.83 0.81 0.84 0.79 0.90 0.94 0.858

5 0.76 0.78 0.78 0.75 0.92 0.94 0.97 0.843
Mean 0.798 0.776 0.746 [ 0.782 0.906 0.938 0.982 0.847

Table 3. Emotion recognition classification results (HAdaboost)

motion | Anger | Disgust | Fear Sad Surprise Calm | Happy Mean
Group

1 0.87 0.84 | 0.88 0.79 0.85 0.95 0.95 0.917

2 0.78 092 | 0.88 0.89 0.85 0.97 0.95 0.929

3 0.87 0.88 | 0.76 0.79 0.81 0.98 0.96 0.926

4 0.91 092 | 0.88 0.82 0.78 0.96 0.95 0.924

5 0.92 0.89 | 0.84 0.87 0.89 0.98 0.97 0.922

Mean 0.87 0.890 | 0.848 | 0.832 0.836 | 0.968 0.956 0.924

It can be clearly seen from Tables 2 and 3 that the accuracy of the HAdaboost
multi-class algorithm is higher than the Adaboost algorithm in the recognition of five
emotional states of anger, disgust, fear, sadness and calmness. The average accuracy of
the HAdaboost algorithm was 7.2% points higher than that of the Adaboost algorithm.
Moreover, in the overall classification accuracy, the accuracy of the HAdaboost multi-
class algorithm can reach 92.4%, which is 7.7% points higher than the 84.7% of the
Adaboost algorithm. It proves the feasibility and accuracy of the HAdaboost multi-
class algorithm in emotion recognition.

6 Conclusion

Tis paper proposes a hierarchical Adaboost multi-class algorithm and applies it to the
research of emotion recognition using the CFAPS as a data set. The HAdaboost
algorithm can recognize an emotional state each time after it performs an iterative
calculation. The algorithm allows addition and deletion weak classifiers and each layer
of HAdaboost multi-class algorithm can recognize an emotional state, therefore, the
classification accuracy is improved.
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Abstract. Breadth-First Search (BFS) is the underlying kernel algorithm for
many graph applications such as social networks, medical informatics, transport
systems, etc. Therefore, it has been absorbed as a core of Graph500, used to
evaluate the capability of supercomputers in terms of big data processing. In this
paper, we introduce into a global bitmap which is used to accelerate two
approaches: the top-down and bottom-up. Specifically, the new top-down
approach uses the global bitmap to indicate whether the vertices are visited or
not, while the new bottom-up approach changes the frontier queue to the global
bitmap to indicate whether the vertices are on the frontier. With the help of the
global bitmap, the total number of communication messages produced by the
BFS will be reduced significantly, and consequentially the BFS is accelerated.
Meanwhile, our algorithm is optimized for storage on Knights Landing (KNL).
We evaluate our proposal on both the KNL platform and the Tianhe-2 super-
computer. Experimental results demonstrate that the communication was time
reduced to roughly 1/4 of the original. We obtain speedups of 2.2-3.1 compared
to the top-down approach.

Keywords: Graph500 - Breadth-First Search - Global bitmap
Hybrid approach

1 Introduction

Compared with traditional computing-intensive applications, big data applications
present diffident characteristics, such as high parallelism, large volumes of data,
irregular memory access modes, and poor temporal locality. These peculiarities
introduce new challenges to the traditional computer architectures. Graph computing is
a typical application belonging to this category. As a basic graph algorithm, breadth-
first search (BFS) is a core component of many algorithms and has been widely used in
many fields, such as social network, biology information, transport system, data
mining, network security, semantic web and so on. To this end, the Graph500
benchmark (http://www.graph500.org/) suite [1] absorbs BEFS as a kernel used to
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evaluate the capability of supercomputers in terms of big data processing. Conse-
quentially, BFS attracted more and more attention, and a large number of literatures
involving the optimization of BFS have been published. Researchers have explored
varied methods to accelerate the BFS on different architectures, including shared
memory architecture [3—8], distributed memory architecture [9-14] and Heterogeneous
System [16, 17].

Agarwal et al. [5] introduced into the bitmap data structure to represent the vertices
accessed in BFS, increasing the locality of the data. Beamber et al. [7, 8] proposed a
novel optimization on BFS which combines the top-down approach with the bottom-up
approach. In this paper, we combine the above two methods and present a hybrid BFS
algorithm based on a global bitmap which is used to indicate whether a vertex has been
visited and whether a vertex is on the frontier. The bitmap helps to optimize both the
top-down and bottom-up approaches by reducing the amount of communication
messages significantly. For the top-down approach, we use the global bitmap to
indicate whether the vertices are visited or not. So, we don’t need to send lots of edge
message to the owner processor of the failed child vertex. For the bottom-up approach
we use the global bitmap to indicate whether the vertices are on the frontier. So, we can
locally judge whether the parent vertex is on the frontier and don’t need to send edge
message to the owner processor of parent vertex. We evaluate our proposal on both the
KNL platform and the Tianhe-2 supercomputer. Experimental results demonstrate that
the hybird approach based on global bitmap is 1.9-2.4 faster than the direction-
optimizing BFS. Meanwhile, we have optimized the computation of bottom-up
approach and storage of the KNL coprocessor. Finally, we test our algorithm on the
Tianhe-2 and KNL platforms, and obtains speedups of 2.2-3.1 compare to the top-
down approach in Tianhe-2 supercomputer and more than 2.1 in KNL platform.

The rest of this paper is organized as follows. Section 2 describes the problems and
challenges. The optimization of the BFS algorithm is discussed in Sect. 3. The
experimental results are presented in Sect. 4, and the related work is presented in
Sect. 5, followed by concluding remarks and directions for future work in Sect. 6.

2 Problem Description

2.1 Graph500

Data intensive applications become increasingly prevalent on supercomputers. Over
time, High-Performance Linpack (HPL) and the Top500 could no longer perform as a
comprehensive comparison of supercomputer performance. The Graph 500 list was
announced at ISC2010 and the first list appeared at SC2010. Graph 500 will establish a
set of large-scale benchmarks for these data intensive applications. Breadth-First search
is one of the three application kernels of Graph 500 benchmark.

The Graph 500 benchmark is intended to rank high-performance computers based
on speed of memory retrieval which is a useful performance standard for large graph
problems. In BFS, the memory access time can be expressed by Traversed Edges Per
Second (TEPS).
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2.2 Top-Down BFS

Conventional BFS implementation can be thought of as a top-down approach, which
starts at the root key and propagates down the created BFS tree during each step. Our
work is mainly for distributed Breadth-First Search. The Top-down BFS is a level-
synchronized BFS algorithm using the method of asynchronous message passing. With
this method, synchronization occurs at each level of Breadth-First search. Variance can,
in a number of ways, impact the performance of this algorithm, including: data
structures, traversal order, parallel work allocation, partitioning, synchronization, or
update procedure. As the results of our analysis, the communication costs of distributed
top-down BFS are related to the number of edges of the BES tree. The BFS execution
time is closely dependent on the number of messages sent during the Breadth-First
search. Because the non-blocking reads and writes are essential to BFS, the execution
time of each level of BES is related to the degree of vertex.

2.3 Hybrid BFS

When the frontier is large, the top-down approach is not always efficient. The bottom-
up approach traverses more efficiently by searching in the reverse. Given this, the
direction-optimizing algorithm uses the top-down approach for steps when the frontier
is small and the bottom-up approach for steps when the frontier is large. In other words,
the top-down approach usually runs at the first two or three levels and the end of BFS
three while the bottom-up approach runs in the middle level of the BFS tree.

When the direction-optimizing algorithm runs the bottom-up approach, each
unvisited vertex attempts to find any parent among its neighbors. First, the unvisited
vertex need to send messages which contain the source vertex id and destination vertex
id to its neighbor. Second, if the destination vertex is on the frontier, the vertex needs to
send back the message in order to return to the source vertex. Compared with the top-
down method, some communication costs can be reduced by using the bottom-up
methods when the unvisited vertexes’ total degree (the number of its neighbors) is
lower than the total degree of vertexes on the frontier. Besides, the direction-optimizing
algorithm need to spend some time on calculating the top-down approach or the
bottom-up approach run at the current level.

However, the top-down BFS still spends a lot of time when the vertex found a
failed child or tries to become the parent of a same level neighbor. This is redundant
work because a vertex only needs one parent, as a result the majority of messages are
ineffective. The bottom-up search is also affected because the frontier is searched from
all unvisited vertices. Meanwhile, there are numerous isolated vertexes in the Kro-
necker graph which we neglect.
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3 Global Bitmap Approach

In this section, we briefly describe the parallelization strategy employed in our dis-
tributed BFS algorithm. We analyzed the traffic and the bottleneck of the calculation.
We focus on reducing the communication costs and the computing costs to increase the
performance of BFS.

3.1 Global Visited Bitmap

As we know, the top-down BFS spends a lot of time sending a lot of messages to its
neighbors. After the vertex sends the message to a neighbor, the target vertex receives
the message and calculates whether the vertex has been visited.

The program uses an active messages library which is targeted to support asyn-
chronous small messages for delivery while having reasonable performance on modern
multicore systems by doing transparently to the user following. The message that needs
to be sent in the graph increases as the scale of the graph growing, as show in Fig. 1.
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Fig. 1. Message count at each level. (a) Edge message count. (b) Bitmap message count.

The top-down approach, if we can calculate whether the vertex has been visited
locally rather than by a remote node, will reduce communication time. The algorithm
needs to maintain a global array which stores a list representing all verteces’ access
status. We use the bitmap to represent the verteces’ status, thus reducing a lot of storage
overhead. And visited bitmap need to synchronize to all processors. If the number of
processor is N and the scale of the Kronecker graph is SCALE, the communication
costs will be

2% N X 25CALE723B

()
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The bitmap we needed in the program is shown in Fig. 2 where we use 4 nodes
with 64 processes. We can then utilize the low communication overhead top-down
approach with global visited bitmap to cut down the communication time.

Through this method, we can judge vertices based on whether they have been
visited in the local node and reduce the communication overhead. When the process
scans the vertices on the boundaries, it locally determines if the neighbors of those
vertices have been accessed. If the neighbor of the vertex has been visited, the process
doesn’t need to send a message to the owner of the neighbor. Otherwise, the processor
need to send a message containing the vertex’s id number and the neighbor node’s id
number to the owner of the neighbor.

3.2 Global Frontier Bitmap

For the bottom-up approach, it is not necessary to synchronize the visited bitmap. The
reason is that the synchronous version of the visited bitmap no longer brings any
benefits. The distributed BFS judges whether the vertex is accessed locally, then sends
its edge to its neighbors’ processors. The processor will judge whether the neighbor
vertex is on the frontier. In the original hybrid approach, the bottom-up approach need
to send a message by send_backward(u,v) to the owner v. Finally, the handler needs to
send back messages by using a separate logical channel.

In the same reasoning as section A, if we can calculate whether the vertex’s
neighbor is in local processor rather than the target processor, we don’t need to send the
message to the target processor. In the same manner, the target processor will not need
to send back the message to the source processor. We present one kind of bottom-up
BFS based on global frontier bitmap to reduce the communication overhead. Before all
processors synchronize their frontier bitmap globally, the bottom-up approach needs to
convert the frontier queue to the frontier bitmap. This means that it will increase the
computing overhead by a certain amount. However, this increase is negligible relative
to the communication overhead reduction.

3.3 Hybrid Implementation Design

Combination of the above two communication optimization methods is presented in the
pseudo-code of a distributed, direction-optimizing BFS based on a global bitmap. The
details are in Algorithm 1.
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Algorithm 1. Distributed Direction-Optimizing BFS based on global bitmap

Input: G = (V, E): graph representation; n: rank;
n: rank;
Vg: source vertex;
In: current level input vertices;
Out: current level output vertices.

Output: P: predecessor map.

. {vs} if wsER,) . 5: send_forward (u,v) to Owner (v);
1: In, « { . ; -
@ otherwise
2: Vis, « {vs} ; function BackwardStep();
3: P(v) «lVvevV; 1: transform In, queueto In, bitmap;
4. if vg € R, then P(vg) < vy, 2: allreduce the In,, bitmap;
5: while In # 2 do 3 for v € V do
6: dir « CalcDirecion(); 4: if v & Vis,(bitmap) then
7: if dir= FORWARD then 5: for u: (u,v) € E,, do
8: ForwardStep(); 6: if u € In, (bitmap) then
9: else if dir = BACKWARD then 7 Vis,, « Vis,, U{v};
10: BackwardStep(); 8 Out,, « Out, U {v};
11:  barrier(); 9 P(v) « u;
12: In < Out;
. function Receive froward(u,v)
function ForwardStep() 1: if v ¢ Vis,(bitmap) then
1: allreduce the Vis,, bitmap; 2: Vis, < Vis, U{v} ;
2 for u € In, do 3: Out, « Out, U {v} ;
3: for u: (u,v) €E, do 4: P() «u;
4: if v & Vis,(bitmap) then

Our hybrid approach uses the low traffic top-down approach for steps when the
frontier is small and uses the low computational bottom-up method when the frontier is
large. The algorithm switch is based on the current size of the frontier queue, and it is
used to determining whether it is needed to switch algorithms in the current level of
BFS, as Fig. 2 shows.

Start lin>A

global visited global frontier

\in|<A bitmap bitmap ‘11’1|>B
top-down bottom-up
approach approach

Stop |in[<B

Fig. 2. Switch algorithms
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The top-down approach and the bottom-up approach will always check the frontier.
This correlates to the condition for switching from top-down to bottom-up, that is when
the number of vertices is larger than:

A= (V] — vis]) /= (2)

Switching back to the top-down approach at the end should occur when the frontier
is small. We use another equation to get:

B=|V|/B 3)

The parameter o and B vary with the scale of the graph. In our program, we use the
method of static scheduling and we select o = 2048 and B = 64. Algorithm 1 also
shows the handler for the receives messages.

34 Reduce Computing Overhead

The bottom-up approach involves scanning the unvisited verteces for a possible parent.
Using our method, which doesn’t need to send messages, the bottom-up approach can
use the local visited bitmap. The main part of this overhead is scanning the frontier
vertices’ neighbors.

However, there are a lot of isolated vertices which don’t have a neighbor in the
graph. The bottom-up approach will scan these vertices on the queues, even though the
vertices are not in the BFS tree. Table 1 shows the proportion of isolated points among
all vertices. Apparently, these isolated vertices are a major part of the Kronecker graph.
We can expel these isolated vertices to reduce computing overhead when the bottom-
up approach scans the unvisited vertex queue. An improved data pre-processing
method was required to address this issue. So, when the program converts the Kro-
necker graph into a CSR matrix model, we can construct a new queue designed to store
only the vertices of degree that are not zero.

Another effective method is sorting the isolated vertex’s neighbors. The unvisited
vertex does not need to scan all the neighbors to find its parents, we can simply put the
most likely neighbors in the front of the queue. Obviously, higher degree points are
more likely to be the unvisited vertex’s parents. So, in the pretreatment stage, we sort
the column array according to the degree of the vertices to reduce the computing
overhead.

Table 1. Proportion of isolate points

Scale 17 18 19 20 21 22
Isolated points | 40955 | 88453 | 188996 | 402453 | 852908 | 1797659
Proportion 31.25% | 33.74% | 36.05% | 38.38% | 40.67% | 42.86%
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3.5 Storage Optimization for KNL

We also optimize storage of BFS for KNL. Referencing development manual [18], the
Knights Landing interconnecting mesh operates in one of three clustering modes: all-
to-all, quadrant, and sub-NUMA. We select the all-to-all mode. The memory archi-
tecture is composed of 16 GB of high-speed stacked memory accessed by 8 high-speed
memory controllers, as well as up to 384 GB of DDR4 accessed by 2 3-channel
memory controllers. It is anticipated that the KNL chip can get more than 400 GB/s of
bandwidth out of the MCDRAM and more than 90 GB/s out of the regular DRAM
attached to the chip running the STREAM Triad memory bandwidth benchmark. The
calculation process needs to continuously read the edge list of the graph. In addition,
the communication process also requires a lot of exchange between the send buffer and
receive buffer. In order to combat this, after filing the edge list, we transform the edge
list to the CSR data structure and store the column queues and row queues in the
MCDRAM rather than the DRAM. In this way, the reading and writing of the send and
receive buffer will be faster in the process of communication. Additionally, the process
of getting vertices’ neighbors data will be faster.

4 Experimental Results

In this section, we present an experimental evaluation of the algorithms described in
this paper. We chose a distributed environment in Tianhe-2 system and Knights
Landing processors.

4.1 Overview of Experimental Platform

We collected the performance results on the Tianhe-2 system. Tianhe-2 is equipped
with 17920 nodes, each containing two 12-core Xeon E5 CPU. The front-end system
consisted of 4096 Galaxy FT-1500 CPUs. Tianhe-2 has a speed of 33.9PFlops and a
peak performance of 54.9PFlops. Its abundant computing resources and fast computing
speed make it the best accelerator for the research project. Users could log on to
Tianhe-2 through VPN.

We also tested our program with the KNL processor. The 2nd generation Intel
Xeon Phi™ processors (code-named “Knights Landing”) are specialized computing
platforms capable of delivering better performance for some applications than general-
purpose CPUs such as Intel Xeon products. We mainly used its on-package high-
bandwidth memory (HBW) built on the multi-channel dynamic random access memory
(MCDRAM) technology. The KNL had three configuration modes of HBW: Flat
Mode, Cache Mode and Hybrid Mode. We used the Flat Mode and we modified the
code and execution environment. Besides the foundation instructions, KNL featured
three additional extensions: AVX512PFI, AVX512ERI and AVX512CDI. These allow
each processor to execute short-vector SIMD instructions, helping to speed up exe-
cution. However, we did not make a special optimization for this. We will study this
aspect in the future.
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4.2 Time Breakdown Analysis

Figure 3 shows how time was spent during BFS. Here, our statistics of BFS execution
time include: communication time, computing time, barrier time and all reduce time.
Among them, the execution time is mainly composed of traversal of the fringe, judging
whether the node has been visited or not, and updating the relevant information. When
using the method of asynchronous message passing, we need to send messages to
another process from the same group and other group. The most time-consuming of
these interactions is flushing of the internode and intranode buffer to the destination
node. The barrier time is used to synchronize all processors during the end of a BFS
level. The allreduce time is used to allreduce the bitmap during all processors. We
combined the single-node direction-optimizing BFS described in [14], and imple-
mented a distributed direction-optimizing BFS as showed in Fig. 3. The global visited
bitmap method optimizes the top-down approach of the direction-optimizing BFS. The
global frontier bitmap method optimizes the bottom-up approach of the direction-
optimizing BFS. While the hybrid direction-optimizing method combined the advan-
tages of the two methods.

Tianhe-2 : Node=4 Processors=32 Scale=19

0.025
0.02
,, 0.015
o
=
=
- I . .
. . -
top-down direction global global hybrid
-optimizing visited bitmap  frontier bitmap direction-
optimizing
W communication barrier ®computing mallreduce

Fig. 3. Time breakdown on Tianhe-2

For the five methods in the Fig. 3, the barrier time is about the same. The barrier
operation is mainly due to the unbalanced load between the processors. As you can see
in, our approach reduces the amount of communication overhead. The global visited
bitmap method reduces the communication overhead in the top-down approach and the
global frontier bitmap method reduces the communication overhead in the bottom-up
approach. We also notice that the “allreduce time” is very short. This implies that our
method is very effective. The hybrid direction optimizing approach’s communication
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time is about a quarter of the direction-optimizing approach and one in five of the
original version. So our approach is quite effective in reducing communication over-
head. Meanwhile, when the communication message is reduced, some of the corre-
sponding redundant calculations like read data from receive buffer are also reduced.
Not only did we use the hybrid approach, but we did the preprocessing when make the
graph structure. We can see sort the column array according to the degree of the
vertices that they represent the pretreatment stage can reduce the computing costs. To
summarise, we see that the hybrid direction-optimizing method is quite effective.

4.3 Level Breakdown Analysis

Figure 4 shows how time is spent during each BFS level. The first observation is that
the central levels account for most of the visit time. At the middle level, you can see
that our method reduces a lot of time overhead. The distributed direction-optimizing
BFS used the bottom-up approach skips checking some edges to accelerate top-down
algorithm. The global visited bitmap method reduces the time overhead in the top-
down approach and the global frontier bitmap method reduces the time overhead in the
bottom-up approach. As you can see in the level 3 the global frontier bitmap method
may need more time to run and in the level 4 the global frontier bitmap method is faster
than the global visited bitmap method, this is because in the third level the algorithm
mainly uses the top-down approach. We use also compressed the head of the message
packet, so you can see that in Fig. 4 our hybrid direction-optimizing method combined
the advantages of the above two methods and significantly accelerate the BFS
algorithm.

Tianhe-2 | Node=4 Processors=32 Scale=19

time/s
0.014
0.012
0.01
0.008
0.006
0.004
0.002
0 J— — miu - I = - —_ —
1 2 3 4 5 6 7 level
Btop-down Edirection global global B hybrid

-optimizing visited bitmap  frontier bitmap  direction--

Fig. 4. Level breakdown on Tianhe-2



124 Z. Peng et al.

4.4 Scalability in Tianhe-2

First, we measured the weak scalability of the proposed BFS algorithm on fixed
problem size per node (each node has 2'7 vertices) and present the results in Fig. 5.

TIANHE-2 EAHC NODE 2717 VERTEX

et t0p-down direction-optimizing
global visited bitmap global frontier bitmap
=== hybrid direction-optimizing

4.00E+09
3.50E+09
3.00E+09
2.50E+09
2.00E+09
1.50E+09
1.00E+09
5.00E+08
0.00E+00

TEPS

4 8 16 32 64 128
NODE

Fig. 5. “weak scaling” results on Tianhe-2

We observe that the direction-optimizing method is about 1.1-1.3 times faster than
the original top-down method. In contrast, the global visited bitmap method spends less
time on communication messages and gets speedups of 1.4—1.7 (as compare with the
top-down method). The global frontier bitmap method gets about 1.4-2.3 times faster
than the top-down method. The hybrid direction-optimizing BFS is about 2.2-3.1 times
faster than the top-down BFS and about 1.9-2.4 times faster than the direction-
optimizing BFS. The new method spends more time sharing the bitmap messages
among all processors and stores the messages to reduce the transmission of redundant
information. When the scale of the graph is large, the global frontier bitmap method is
not as good as the global visited bitmap method. This is because the bottom-up
approach used in the above two methods already reduces a large amount of commu-
nication and the bottom-up approach is more effective in a large scale. To summarise,
we see that the hybrid direction-optimizing design is about 2.2-3.1 times faster than the
official version.

Second, we measured the strong scalability of the proposed BFS algorithm in
Tianhe-2 system, presenting the results in Fig. 6.

Figure 6 shows a strong scaling test, where the performance rate (in MTEPS)
achieved on increasing the number of processors. We note that our algorithm has good
strong scalability. The performance is extended with the processors’ growth. Due to the
system constraints, there are a maximum of 64 processes running on 4 nodes. The
direction-optimizing method is inefficient when the processes number is 4. Meanwhile,
the global visited bitmap and global frontier bitmap method have a beneficial effect and
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are 1.6 times faster than the top-down. The hybrid method can reduce the communi-
cation overhead both in the top-down process and the bottom-up process, making 1.9—
3.0 times faster than the official version. In sum, our method has a significantly strong
scaling effect.

TIANHE-2 SCALE=19 NODE=4

== top-down =@ direction-optimizing
global visited bitmap global frontier bitmap
e=3==hybrid direction-optimizing

1.40E+09
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0.00E+00
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Fig. 6. “strong scaling” results on Tianhe-2

4.5 Scalability in KNL

First of all, we optimized the code for the KNL processor. The performance under 64
processes in KNL experimental facilities is given in Table 2.

Table 2. Performance under 64 processes (unit: MTEPS)

Scale 17 18 19 20 21 22
Top-down 103 129 146 168 178 194
Top-down (MCDRAM) | 112 136 157 180 185 196
Promote 8.27% | 5.39% | 7.62% | 8.10% | 6.97% | 6.46%

We note that the MCDRAM can improve the performance by about 5-8%. This is
because the memory access is not a large proportion of the workload. Most of the
memory access operations are buffer read-write actions in the communication process.
Others are read the value of the adjacency matrix. This limits the optimized promotion.

Our later versions are built on the use of MCDRAM. It can be derived from Table 2
that the performance without using MCDRAM may drop 5% to 8%. We measured the
scalability of the proposed BFS algorithm in the KNL system. “Weak scaling” results
on KNL are presented in Fig. 7. It is noteworthy that under 64 processors, when



126 Z. Peng et al.

dealing with graph containing 22! vertices, the performance of the algorithm is satu-
rated. In the KNL experiment platform, we obtain the speedups of 1.2-2.4 times
compare to the top-down method without MCDRAM.

KNL PROCESSORS = 64

=—top-down ==&=—=top-down with MCDRAM
direction-optimizing global visited bit map
=== o]obal frontier bitmap ==g==hybrid direction-optimizing
4.50E+08
4.00E+08
3.50E+08
3.00E+08
£ 2.50E+08
&= 2.00E+08
1.50E+08 /__g_.gﬁ’"-'
1.00E+08
5.00E+07
0.00E+00
16 17 18 19 20 21
SCALE

Fig. 7. “weak scaling” results on KNL

As showed in Fig. 8, our algorithm has a good processor scalability. Our global
visited bitmap approach is 1.5-1.8 times faster than the top-down approach and 1.4-1.6
times faster than the direction-optimizing approach. The global frontier bitmap
approach obtained speedups of 1.4-2.6 compare to the direction-optimizing approach,

KNL SCALE =20

=== top-down ==@==top-down with MCDRAM
direction-optimizing global visited bit map
==¢=global frontier bitmap =8 hybrid direction-optimizing
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4 8 16 32 64
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Fig. 8. “strong scaling” results on KNL
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and the hybrid direction-optimizing approach is 1.7-3.4 times faster than the direction-
optimizing approach. To summarise, we see that the hybrid direction-optimizing design
is more than 2.1 times faster than the top-down approach. It is worth noting that in the
case of small scales, the top-down method tends to outperform the direction-optimizing
method, but cannot compete with the low-traffic approach. This may be the case that in
the small scale, the bottom-up approach doesn’t have enough revenue compared to the
top-down approach.

5 Related Work

In this section, we focus on the work most relevant to this study.

The Graph 500 list (http://www.graph500.org/) [1] was announced at ISC2010 and
the first list appeared at SC2010. In 2011, Suzumura et al. [2] carefully evaluated the
performance of graph500.

Breadth-First search (BFS) is one of the three application kernels of Graph 500
benchmark. The BFS, as a fundamental method in algorithmic graph theory, and the
optimization of graph traversal on parallel and distributed systems, has received a great
deal of attention recently. There is a lot of research work on the BFS algorithm
regarding many different platforms.

Shared memory architecture: In 2006, Bader et al. [3] proposed a fine-grained
parallel approach to the Cray MTA-2 system. Their approach leverages the fine-
grained, low-overhead synchronous operation provided by the MTA-2 system. Sub-
sequently, Mizell et al. [4] discussed measures to further improve the method. Their
method of improvement achieved high performance in a Cray XMT system with 128
processors. In 2010, Agarwal et al. [5] gained significant performance gains within a
single node containing four CPUs. They primarily minimize the communication
between CPUs and use bitmaps to represent the state of the vertices. Yasui et al. [6]
who combined with the memory of binding and thread binding for NUMA architecture
and degree-aware optimization method hit the highest performance of 37.66GTEPS on
a single node. The work we are most indebted to are [7, 8], which introduced the
concept of direction optimization. This method takes advantage of the features of the
graph and uses different search strategies in different BFS layers.

Distributed Memory Architecture: Much of the work on large distributed systems
has been based on 2D decomposition. In 2005, Yoo et al. [9, 10] proposed a two-
dimensional graph division method on BlueGene/L. In this method, the process is
organized into a 2-D structure, and the adjacency matrix of the graph is divided into
processes in a 2-D manner. In this way, each “all-to-all” communication only needs to
involve one row or a column of processes while the 1-D method needs all processes. In
2011, Bulug et al. [11] summarized the research on parallel BFS and pointed out the
optimization space of parallel BFS algorithm on a distributed memory system. In 2012,
Checconi et al. [12] search of 238 vertices with 131,072 cores and achieve 254 GTEPS
on Blue Gene/Q. In the same year, Satish et al. [13] used a 1-D image partitioning
method to comprehensively apply single node optimization and communication opti-
mization and obtain 115 GTEPS on a cluster of 320 nodes. In 2014, Checconi et al.
[14] implemented a 1D-decomposed BFS algorithm and they have been able to explore
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a scale 40 R-MAT graph with 1 trillion vertices and 32 trillion of undirected edges
using 64 thousand BlueGene/Q nodes (4 million threads) in just a few seconds.

GPU: In 2012, Merrill et al. [16] proposed ways to increase the utilization of
threads on the GPU, the result of which was the best of the time on a shared memory
system. Hong et al. [17] proposed a hybrid approach using CPUs and GPUs, using
CPUs when calculations are small and GPU calculations when computing loads are
large.

6 Conclusion and Future Work

In this paper, we have cut the communication and calculation times in the basis of the
direction-optimizing BFS. We present two global bitmap approaches to accelerate the
BFS: a top-down approach with global visited bitmap and a bottom-up approach with
global frontier bitmap. We used a hybrid approach to combine the advantages of both.
Additionally, we optimized the computation of the bottom-up approach as well as the
storage of the KNL coprocessor. We performed experiments on the Tianhe-2 and KNL
systems with good results. Listed below are optimizations that we intend to explore in
future work.

Distributed BFS with 2D partitioning. In future work, we will use the 2D
decomposition to split the data among the nodes. Then analyze the communication
optimization on the basis of the 2D version.

Exploiting Single Instruction Multiple Data (SIMD) in KNL. The basic idea of
SIMD optimization is to scan the vertices’ neighbors simultaneously. The problem to
be solved is that there may be discontinuities in the visits of the vertices’ neighbors.
Optimization of the BES in the heterogeneous system which uses the KNL system as a
set of coprocessors rather than as a CPU.
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Abstract. Linear discriminant analysis is considered as current techniques in
feature extraction so, LDA, by discriminant information which obtains in
mapping space, does the classification act. When the classes’ distribution is not
normal, LDA, to perform classification, will face problem and will resulted the
poor performance of criteria in performing the classification act. One of the
proposed ways is the use of other measures, such as Chernoff’s distance so, by
using Chernoff’s measure LDA has been spreading to its heterogeneous states
and LDA in this state, in addition to use information among the medians, uses
the information of the classes’ Covariance matrices. By defining scattering
matrix, based on Boundary and non-Boundary samples and using these matrices
in Chernoff’s criteria, the decrease of the classes’ overlapping in the mapping
space in as result, the rate of classification correctness increases. Using
Boundary and non-Boundary samples in scattering matrices causes improve-
ment over the result. In this article, we use a new discovering multi-stage
Algorithm to choose Boundary and non-Boundary samples so, the results of the
conducted experiments shows promising performance of the proposing method.

Keywords: Linear discriminant analysis + CBP algorithm - Chernoff criterion
Boundary pattern

1 Introduction

Classification data into groups is considered of important stages of pattern recognition
that one of its major stages is feature extraction. One of the features of extraction is
reducing the linear dimensions which often, to reduce data dimensions and statistical
models and also, overcoming the problems which arise in this field can be used.
Reducing data dimensions shouldn’t cause discriminant information that is in the
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original space of the main feature to be eliminated. From the usual methods in the field
of discriminant extracting information (also known as a classification technique) is
LDA [1]. This classical approach have been developed, by Fisher [12], for two-class
classification and by Rao for multi-class classification [12]. In LDA a transformation
matrix, changes a main n dimension space of the data to d dimension. The above
conversion maximizes the proportion of scattering matrix between the classes and does
the classification [1, 9, 10, 17]. LDA is a fast and easy way to set a good character and
requires simple matrices calculation. In several articles, many of the problems related to
the LDA has been reported and solutions provided so, LDA concentration is to obtain a
space where follow with the maximum average between the classes If so, imagining
normal distribution to be existed for the classes this strategy can be used But, in the real
world we cannot have such hypothesis, and this strategy is not always useful. In [18] it
has been tried to measure the shortcoming of this Criteria so, the classes which are in the
original space close to each other and this action along with a sharp decline in the rate of
classification in [3, 4]. This method, with the help of weight criteria, decreases the
impact of the classes that, in the original space, are far apart each other. Weight criteria
carry out repeatedly and that the number of extracted feature is limited to the number of
classes. In [18], the use of new matrices to overcome this problem has been suggested.
The problem is that the selection algorithm of Boundary and non-Boundary patterns and
RPS (relevant pattern selection) in a series of the training data is not working properly.
Because at the same time, either to the number of its neighbors and or a threshold level
that RPS are used, is depended [19]. Out of the methods of Boundary and non-Boundary
patterns, we can point to the Algorithm based on the Graph. A graph-based algorithm is
Hit Miss Networks (HMN) which are directed graphs of instances in the training set
[20]. This Algorithm of the Graph obtains orientation of the samples in training set so,
for this for each sample, the nearest neighbor of it, is determined from all the classes and
an edge between the targeted sample and each of its neighbor is defined so, a hit edge
between the sample and its neighbor by the similar class label is defined. For this for
each sample, the nearest neighbor of it, is determined from all the classes and an edge
between the targeted sample and each of its neighbor is defined so, a hit edge between
the sample and its neighbor by the similar class label is defined. A Miss edge, between
sample and nearby its nearby sample is defined by different class label. The result is that
each sample is defined as a node and the edges of Hit and Miss is calculated as the
degree of each node and based on these classifications a detecting pattern is imposed on
the sets of training data. Based on the concept of Algorithm HMN, two other kinds of the
Algorithm have been suggested based on the Graph [21, 22]. In this paper we use a
method of sample reduce (which has been as a powerful discovering technique) naming
CBP (class boundary persevering) to separate Boundary and non-Boundary patterns
[23]. CBP is an Algorithm which gives us the best description underlying distribution
about class samples spread. This Algorithm has used some steps heuristically that by
using four steps has pruned the primary training sets and divides in to subsets of
Boundary and non-Boundary samples. In this paper, we investigate, theoretically, the
effect of proposing Algorithm on the process and the number of extracted features. The
organization, in this paper continues to be as follow; hence, in the second part we will
have a definition of the problem. In Sect. 3, we will discuss the definition using the
scattering matrix based on bordering as well as non-bordering patterns and in Sect. 4 of
this article, ultimately, we will discussed on the results of downloaded dataset from UCI
and will investigate them.
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2 Defining the Problem

In a problem of classification, consider ¢ number of classes as wy, . ..., w. which has C
label and N dimension and then, this C class is shown as D; = {xu, e
Xtgm }y- -y De = {Xe 1y s Xem, | and on the basis of parametric form which is con-
sidered for the classification, then ¢ class will have initial probability py, .. ..,p.. And
random distribution vectors of n dimension x; ~ N(my,S1),....,x. ~ N(m.,S.) and
so that m, S are considered as the average and class covariance.

2.1 Chernoff’s Criteria

In general, in the methods of reducing the linear dimensions, the goal is to find the
conversion matrix of W so that it can change the input normal distribution vectors
X1, ....,X, from the n dimension to the d dimension so, the new normal distribution
vectors can be obtained as y; = Wxy,....,Vax1 = Wyx1Xux1. In LDA, W is chosen in a

way that the pattern of tr{(wa)flwstT} maximizes, which Sp is the definer of

scattering matrix of between classes and is as Sg = Z,C:1 pi(m; —m)(m; —m) and the
process of classification is performed based on the process of Fischer’s classification
[6, 13]. Scattering matrix of S is the product of available separating information in the
difference between the average of the classes and it does not benefit from separating
information available in separating information which is in the difference of Covariance
Matrices. in order to benefit available separating information in the Covariance dif-
ference, in the method of LDA, and in [6] instead of using Eglidoosi distance between
the averages, the Chernoff’s of distributing distance between the distribution of each
pair of class is used so, the result is that, in addition to benefiting of discriminant
information between the averages and discriminant information the difference between
the Covariance is considered.

As it is observed in (Fig. 1) (parts of a, b). The averages are fixed and for the
separation of the classes, two classes distribution has been used so, it is observed that
the amount of the overlap has considerably reduced.

Fig. 1. Separability based on distribution of classes [7]
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Chernoff’s Two-Class Criteria
Based on chernoff distance between two distributive class in original space so the
solution for this optimizing problem is to search projection vector of W so that max-
imize the criteria of (1), as in
Je(W) = tr{(WSyW") "' [WSeW!
121 10g(Sy' 2818 %) + pa log(Sy 2828y, %) g7
pip2 Sw

- WSy

Wiy (1)
W is obtained based on the Eigenvalue decomposition of the matrix:

- log(S/28, 5712 + loS/SSl/

W, as especially corresponding Eigenvector is with the maximum amount of the
matrix (2).

Chernoff’s Multi-class Criteria

In order to vast Chernoff’s criterion of two-class to state of multi-class, an certain
decomposition of scattering matrices between the classes are used so, in this decomposition,
between classes matrix, by using two-class blocks is built. Now, Chernoff’s multi class
criterion is shown as (3) Formula and the goal is finding W which maximize criterion of (3)

c-1 C (WSuWY)
Je(A) = S > PiPr - ( -1/ s,,s—l/z) S V2SSV (8 1/2881/2) T 4 :|WS1/2 3)
==t (log( SU28u812) — milog (S, 1288, 1%) — mylog(S;, V2858, /2)) Y
Sgij = (m; — m;)(m; — mj)

In order to determine W, the decomposition of Eigenvalue is formed, also, W is the
equivalent of Eigenvector with the largest value from Matrix (4).

c-1 ¢ (Sw)qX s 1/2
:Z Z PPitr sl/z S G288 ) T XS 2SS 2 (85,1288, 1) sn | (4)
i=1 j=i (log( S8y %) — log( S 12S.S '/2) -7 log( SS288 12y |7

The point that (S¢;) = 512]55 is expressed as the Eigenvalue of S¢;; and Eigenvector
with the largest Eigenvalue is considered as projection vector of W. The Eigenvector
equivalent vector by Eigenvalue 5; is considered as Eigenvector between two class i
and j, so to this reason it is distinguished as the biggest Eigenvalue as well as projection
vector of W thus To have further understand (see Fig. 2).

Figure 2 is a six — class model that each circle is considered as a class and the
circles have a similar radius which shows that of within-class scattering matrix has been
equally assumed If the class of on the down right corner, in Fig. 2. Is considered as jj,
on the condition that this class to be well far away, from the rest in the original space,
the share of Eigenvalue, 1 <i< C,i # j will be dominant on scattering matrix between
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\O

Fig. 2. Map of classes using a vector V [4]

the classes. Therefore, the result of the direction that has been shown by the V arrow
would be known as principal discriminant of between the classes. The result is that to
map V the classes of i and j that will projection i # j to one cluster high overlapping of
classification between the classes that is required to increase the rate of classification
error in the projection space. Therefore, from this example, we can conclude that in the
estimate of between the class matrixes of Chernoff’s criterion all pairs of classes,
without being separate in original space are considered that this process leads to a bad
performance in separating the classes [31-39].

3 Making Scattering Matrices Based on Boundary and Non-
Boundary Patterns

Boundary pattern is a Datum, by having k neighbor on different class position near the
Boundary of decision-making and non-Boundary pattern Datum with neighboring k
and label of similar class, its position is away from the decision-making Boundary.
Boundary patterns contains sufficient information to have an accurate description of the
level classes’ separation.

While non-Boundary patterns does not effect on the rate of classification [24], we
can use the difference of these patterns in making new scattering matrices [20] so, most
of algorithms often suffers from storage of a large number of training samples. The
result is that high involvement of memory in response time and also high sensitivity to
noise is raised thus, in order to overcome these problems, we use a new algorithm
naming class boundary persevering CBP [23, 41].

In proposing framework, first by using the algorithm of (CBP) we divide training
sets of X into two sub - bordering of Xz and non-bordering of Xyg.

3.1 Smoothing the Class Boundaries

Placing noises on the borders of the class causes reducing the rate of classification so,
Placing noises on the borders of the class causes reducing the rate of classification so,
in order to deal the noises [25, 26] filter (Wilson ENN) is normally used which is often
known as noisy [27] also, in tests, in order to discard harmful instances misclassified by
ENN, we use a KNN classification with (k = 3).
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3.2 Distinguishing Between Boundary and Non-Boundary Instances

After the implementation of the first step, a new scheme using geometrical charac-
teristics of class underlying distribution to partition the initial set to two sub sets
Boundary and non-Boundary is used. First each series of pattern x a reachable R(x) is
formed which containing samples that belong to ®(x) that lay to the nearest enemy (a
sample by different class label) [28]. R(x) is an available set of X which is defined in
respect to the ith the nearest the enemy &;(x) of x defined as:

Ri(x) = {y € X :(x) =y ()" lx = yll, < lx = &) 1,3

where

&i(x) = argmin [lx — z||

Z GXX T (15)
¥(z) # ¢(x)

cAE(), j=1,..i—1

To consider general overview of around the sample x, the sets of I(x) which
contains the arbitrary number kg (kg = 3) from the nearest enemy &;(x) that we define
by Eq. (6). To avoid overlap of the enemies of x pattern towards each other so, the
nearest next enemy is selected in a way that the angle between the line connecting the
pattern of the new enemy pattern of x and connecting line of former enemies to pattern
of to be placed at an angle - more than an arbitrary angle ®(® = 20).

I(x) = arg min Z llx — & (x)]],
ic]
JC{1,...,n} (6)
| = ke

D(&i(x) — x,x — &i(x)) > Dr, Vijesiz

®(.,.) The definer of the angle is between the two vectors. Now, in order to find the
way of samples’ dispersion in the space, the Cosines simulation is used. So, Cosine
simulation between x and y with regard to the enemy is obtained through formula of 7:

<y_x7 éi(x) _x> (7)

Ci.x -
0) = [ Al —

If the friendly sample of y to be near connection between x and ¢&;(x) it means
Cosine similarity will be positive and x will be within non - pattern border. Then, we
must calculate C; (x) for all samples y within each R;(x), and all the enemies of I(x)
will be calculated like the 8 relationship.

Si(x) = {Cix(y), ¥y € Ri(x)}
S@x) = U Si(x) (8)

i€l(x)



136 J. A. Alzubi et al.

Because all the samples of y e R;(x) their position within a sphere passing through
s(x) &;(x) and centered at x. So the distribution of casinos’ values in s(x) specifies the
ratio of scattering friendly instances of y around the x. If the values to be positive in
s(x) the more y samples in the most common part of the circle and conical whose
summit is in x position and its vector is placed in x — &;(x) (the width of conical
entrance by the value of T is controlled). From the other side, the large negative value
in s(x) shows the sample of y is out of the cone and the criteria of distinctions between
the Boundary and non-Boundary sets of X is expressed as Eq. (9) that the median (s(x))
stating the average of s(x).

Xp = {x € X : midian(S(x)) < — T V |R;(x) <2}

_ )
Xyg =X — X3

3.3 Making New Scattering Matrices

Now, we can make scattering matrices based on the pattern of Boundary and non-
Boundary patterns Eq. (7).

c ¥
§) = Z Z (XJ(B) _ m(i))(x](ﬁ) —m(i))",

i=1 j=1

5= 375 G (@) 6 )"

i=1 jiyj=i

n®) The number of the patterns of Boundary set and n™?), is the number of models
of non-Boundary set. As it is shown, in designing scattering matrix of between-class of
S®, out of the difference between the pattern of the Boundary pattern and the class
means and the design of within-class scatter matrix S™ uses the difference between
non-Boundary patterns and the class means is used [49-51].

3.4 Discussing About the Effectiveness of the Proposing Measure

Scattering matrix between-classes S®

SO =33 @ — x) (o — x)"

Jj=1 uy=1
a = {{n@lu)}z i 5eX® and y, =y,

which it’s prove is mentioned in [3]

Jjuv .
0 otherwise
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n(y,) The number of samples belonging to the class y,. This change of formulation
based on the distance of weight is between the pair of sample data so, in the formula of
(8), the values of non-zero weights, to scattering between non-bordering patterns, by
similar label is specified and the values of zero — weight represents the difference
between non-bordering patterns [5, 14, 29, 40, 42-48]. As it is observed, the patterns
which are in the non - Boundary region do not have any effect on are in calculating
between classes, classes, as well as they separating between the classes because they
have been well-separated therefore, the other point is that this reality that based on the
criteria of Boundary and non-Boundary patterns, the Boundary patterns between two
class that in original space have been well-separated, is classified as non-Boundary
pattern and does not have any effect in the estimate of scattering matrix between the
classes. The goal designing scattering matrix (7) is to find W direction that by using it
in Chernoff’s criteria we can maximize Chernoff’s j. (3) optimizer and improve the
number of specified patterns. Therefore, it is evident that in the obtained mapping
space, the classes’ overlapping is decreases considerably then based on this we replace
new scattering matrices in Chernoff’s criterion:

(AS,,A") " x
J(A S & PP (Sfl/zs(vv)sfl/v)*l/z Sfl/zs(/))sfl/v(Sfl/zs(“")sfl/z)fl/z+
= P s - X P = P
@ =1 j;l i AS)? ? " v ASL/?
2L (log(s, /2808, 1/2) = milog(8, /255, 11%) — mjlog(s,, 11258, 112))
L a® r
s = ZZ (x/@ - m(i)) ()C}B) — m(i))
=1 =1
ZZ (NB) — m(i) NB) ())T
i oy
c-1 ¢ (Su)
- " ~1/2 W) o 71/2
Se = Z Z Pitr g2 (571/25( )571/2) XS—I/ZS(b)S—1/2<S—1/ZS( )S 1/2) s
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(10)

A=W, Wy, ... W,

By forming analyzing matrix (10), we can calculate W vector equal to Eigenvector
which is the biggest Eigenvalue of analysis.
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3.5 Implementation Algorithm of CBPHDA

Input: train data matrix ¥ = {x,| X, < R¢}and { y, | y, € {L.2...../}is the class label of X, }

Output: transformation matrix ¥,

1. Obtain X3 and X® based on algorithm RPS
2. for each class i=1,...C

a. X (_{Xj },-jq-

c. $© 59 +(X% -mG)(L Y JXZ ~m(i)Q, ., ) | where
1,.,, denote then ® _dimensional vector with ones.

d. 5 5+ —m()(1 0, Y X -G 1 ) | where

1 denote the 7P -dimensional vector with ones.

nt@)

(s,)"x
1 ¢ 172 o(w) 12 Y172 1/2 A3 o172 o-1/2 o) =12 T/ 2
SHs¢s xS}SP 512 (s 125005 +
esc(_gglpl}: o ( : 4 ). i ( G ). vl
g T | Uoasy S ) - mlog(S, S S - log(ST SIS |
5

3. Obtain the transformation matrix
a. S, W =S¥ where d, >/, > ...2 4,

b. 4=[w,w,,....a5,]

4 The Experiments

In this part, some tests has been introduced to prove the effectiveness of proposing
method. The tests have been carried out on data based which has been downloaded
from UCI Machine Learning [15]. The list of these Datasets have been mentioned in
Table 1 and most of these datasets have been used in the articles of [1, 2, 11, 12].
Column D is the equivalent of the best chosen characteristic for the act of classification.
To compare proposing method 4 other method has been used then, all of these
methods, by using techniques have tried to solve the issue of data heterogeneity for
increasing the rate of classification in LDA, therefore, based on this, for comparison,
these methods have been used. Available unclear values in the Datasets have been
replaced by average value of related features. The Output of proposing method
(CBPHDA) has been compared with (FDA (Fisher Discriminant Algorithm
(HAD) Heteroscedastic discriminant analysis (BHDA (Boundary Heteroscedastic dis-
criminant analysis) SCDA (Super-class discriminant analysis) [30] other methods,
which indicates that the output CBPHDA better than other methods (Table 2).
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Table 1. The UCI dataset used for the experiments [15]
Dataset name Number Number Number feature (number
data class dimension)
Haberman 306 2 3
Australian credit 653 2 51
German credit 1000 2 38
Primary tumor 336 2 15
Banknote authentication 1370 2 3
Vote 435 2 16
Hepatitis 137 2 34
Liver 345 2 6
Zoo 101 2 16
Wine 178 3 13
New-thyroid 215 3 6
Teaching Assistant 151 3 5
Evaluation
Iris 150 3 5
Soybean 47 4 36
Breast cancer Wisconsin 699 2 11
Hayes Roth 132 3 5
25PDB 1674 4 64
Table 2. The output results of experiments on the dataset used three methods
Dataset name FDA D |HDA D |BHDA |D | SCDA | D|CBPHDA |D
Haberman 61.8056 | 1 [55.6999 |1 |74.9247 1 |64.5161 |1 [99.8623 |1
Australian credit 67.6713 |1 |66.9161 |1 |74.4988 |1 |81.3846 |1 |81.4815 |1
German credit 63.2000 | 1 [58.4000 |1 |65.3000 1 |69.5000 1 |87.9315 |1
Primary tumor 61.3387 |2 [63.9947 |1 | 65.9777 |1 |78.2902 |1 |93.7500 |1
Banknote authentication |97.4447 |1 [95.2618 |1 |97.3348 |1 [96.7201 |1 1 98.6631 |1
Vote 75.7558 |2 [94.2653 |1 195.4979 1 | 94.2318 |1 |97.108 1
hepatitis 64.9451 |2 |64.1758 |2 1 65.3956 |1 |78.5714|1 |78.7121 |1
Liver 574118 |2 [61.1513 |1 | 67.7059 |1 |77.1429 |1 | 86.9565 |1
Zoo 88.2117 |2 |89.4038 |1 |96.3027 |1 | 100.000 | 1 | 100.000 |1
Wine 85.8443 |1 |87.8657 |1 [94.5050 |1 |94.9346 |1 [95.9583 |1
new-thyroid 424026 |1 (459870 |1 79.2338 |1 |99.5238 |1 | 100.000 |1
Teaching Assistant 62.9583 |1 524167 |1 |66.3333|1 | 79.4168 |4 |90.1667 |2
Evaluation
Iris 87.8711 |1 |72.6417 |1 |98.7222 |1 |97.3333 |1 |100.000 |1
Soybean 65.1720 |1 [70.7988 | 1 |76.5000 | 1 | 75.5000 1 |80.2288 |2
Breast cancer Wisconsin | 88.5300 | 2 | 87.2298 | 1 |96.5714 |1 |96.4161 |1 1 97.7391 |1
Hayes Roth 82.4176 |1 |80.4505|1 |86.8706|1 |85.4326|1 [87.9524 |1
25PDB 64.2314 |1 |66.2146 |1 | 83.3326 | 1 |83.3333|1 [93.9314 |1
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4.1 The Steps of Doing the Experiment

To evaluate the effectiveness of proposing method from Fisher classifier from cross-
validation strategies: (1) leave-one-out (LOO) and (2) 10-fold cross validation has been
used. in the strategy of leave-one-out (LOO) cross-validation the input data is used for
teaching and the rest of the data for recognition and experiment although leave-one-out
(LOO) cross-validation is a good method to evaluate effectiveness [16, 17], it has
largely been criticized by the researchers. Hence, in this paper 10-fold cross-validation
is used to do the act of classification. In order to avoid the singularity problem of
within-class scattering matrix which is a current way of using linear classification
analysis, a credit method introduced in [13] was used. First, the ranking of scattering
matrix has been said in (7) so, if its ranking was not complete, al has been added to
them which a = 0001 and I is like unit matrix. To avoid problems with log and square
root of matrix A inverse, of mentioned method in [10] has been used, therefore; to
calculate F function, of specific A matrix has been used. A matrix is analyzed as
specific analysis (VDV’I) in which V are as specific vectors of D and A matrix and
also as specific matrix of A respectively, and then we apply f function on the main
elements of specific value which contains these values and placed them in specific
value matrix that resulted f(A) = Vf(D)V~! change. If Eigenvalues in applying log
function to be reverse, negative or zero then, the number result will be equal to zero so,
to stop this, a small fixed amount must be added [8]. In order to do this, a positive small
fixed amount has been added to specific matrix D either negative or zero. Also in the
Fig. 3. And 4 the proportion of the used methods in the experiments with CBPHDA on
the using datasets has been shown.
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Fig. 3. The output exhibition of the results of experiment on the using datasets.
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Fig. 4. The column display of the experiment results on the using datasets

4.2 Discussion on Experimental Method’s Outputs

This section is devoted to discuss the observations resulted from the conducted
experiments on the datasets however; the experiments showed that in the database of
Iris between class of 1-2 and also 1-3 there is no bordering sample but, between class
of 2&3 there are 20 bordering sample thus, we can conclude that the distance of class 1
in proportion to 2&3 is so far and, as result, the scattering matrix between the class of
1&2 and other class has no influence on designing Chernoff’s criterion so, it is better in
this state instead of using the estimate of distance between class pair Fisher’s linear
classification which is based on the mean intervals is being used because the best
method for classifying the distanced classes are Fisher’s classifier.

5 Conclusion

In this paper by using a new Algorithm, we could specify Boundary and non-Boundary
patterns and draw scattering matrices based on the pattern’s Boundary as well as their
non-Boundary however; we theoretically showed that using these matrices cause the
increasing number of extracted features and also removing the limitation the number of
extracted features by Chernoff’s criterion.

References

1. Fukunaga, K.: Introduction to Statistical Pattern Recognition. Academic Press, San Diego
(2013)

2. Duin, R.P.W., Loog, M.: Linear dimensionality reduction via a heteroscedastic extension of
LDA: the Chernoff criterion. IEEE Trans. Pattern Anal. Mach. Intell. 26(6), 732-739 (2004)

3. Sugiyama, M.: Dimensionality reduction of multimodal labeled data by local fisher
discriminant analysis. J. Mach. Learn. Res. 8, 1027-1061 (2007)



142

4.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

J. A. Alzubi et al.

ReinholdHaeb-Umbach, M.: Multi-class linear dimension reduction by generalized Fisher
criteria. In: The Proceedings of the 6(th) International Conference on Spoken Language
Processing, vol. II (2000)

. Na, J.LH., Park, M.S., Choi, J.Y.: Linear boundary discriminant analysis. Pattern Recognit.

43(3), 929-936 (2010)

. Kim, H., Drake, B.L., Park, H.: Multiclass classifiers based on dimension reduction with

generalized LDA. Pattern Recognit. 40(11), 2939-2945 (2007)

. Salvi, G.: Accent clustering in Swedish using the Bhattacharyya distance. In: 15th

International Congress of Phonetic Science, pp. 1149-1152, August 2003

. Rueda, L., Oommen, B.J., Henriquez, C..: Multi-class pairwise linear dimensionality

reduction using heteroscedastic schemes. Pattern Recognit. 43(7), 2456-2465 (2010)

. McLachlan, G.: Discriminant Analysis and Statistical Pattern Recognition, vol. 544. Wiley,

New York (2004)

Masip, D., Kuncheva, L.I., Vitria, J.: An ensemble-based method for linear feature extraction
for two-class problems. Pattern Anal. Appl. 8(3), 227-237 (2005)

Devijver, P.A., Kittler, J.: Pattern Recognition: A Statistical Approach, vol. 761. Prentice-
Hall, London (1982)

Fisher, R.A.: The use of multiple measurements in taxonomic problems. Ann. Eugen. 7(2),
179-188 (1936)

Kohavi, R.: A study of cross-validation and bootstrap for accuracy estimation and model
selection. In: IICAI vol. 14, no. 2, pp. 1137-1145, August 1995

Friedman, J.H.: Regularized discriminant analysis. J. Am. Stat. Assoc. 84(405), 165-175
(1989)

Newman, D.J., Hettich, S., Blake, C.L., Merz, C.J.: UCI repository of machine learning
databases (1998). http://archive.ics.uci.edu/ml

Vapnik, V., Chapelle, O.: Bounds on error expectation for support vector machines. Neural
Comput. 12(9), 2013-2036 (2000)

Chapelle, O., Vapnik, V., Bousquet, O., Mukherjee, S.: Choosing multiple parameters for
support vector machines. Mach. Learn. 46(1-3), 131-159 (2002)

Yaghoubi, A., Ghaffari, H.R.: Improved LDA by using distributing distances and boundary
patterns

Wang, Z., Ruan, Q., Liu, S., Guo, S.: Regularized neighborhood boundary discriminant
analysis for facial expression recognition (2011)

Marchiori, E.: Hit miss networks with applications to instance selection. J. Mach. Learn.
Res. 9, 997-1017 (2008)

Marchiori, E.: Graph-based discrete differential geometry for critical instance filtering. In:
Buntine, W., Grobelnik, M., Mladeni¢, D., Shawe-Taylor, J. (eds.) ECML PKDD 2009.
LNCS (LNAI), vol. 5782, pp. 63-78. Springer, Heidelberg (2009). https://doi.org/10.1007/
978-3-642-04174-7_5

Marchiori, E.: Class conditional nearest neighbor for large margin instance selection. IEEE
Trans. Pattern Anal. Mach. Intell. 32, 364-370 (2010)

Nikolaidis, K., Goulermas, J.Y., Wu, Q.H.: A class boundary preserving algorithm for data
condensation. Pattern Recognit. 44(3), 704-715 (2011)

Brighton, H., Mellish, C.: Advances in instance selection for instance-based learning
algorithms. Data Min. Knowl. Discov. 6, 153-172 (2002)

Smyth, B., Keane, M.T.: Remembering to forget. In: Proceeding of the 14th International
Conference on Artificial Intelligence, pp. 377-382 (1995)

Wilson, D.R., Martinez, T.R.: Reduction techniques for instance-based learning algorithms.
Mach. Learn. 38, 257-286 (2000)


http://archive.ics.uci.edu/ml
http://dx.doi.org/10.1007/978-3-642-04174-7_5
http://dx.doi.org/10.1007/978-3-642-04174-7_5

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

Improve Heteroscedastic Discriminant Analysis 143

Cheng, Y.: Mean shift, mode seeking, and clustering. IEEE Trans. Pattern Anal. Mach.
Intell. 17, 790-799 (1995)

Dasarathy, B.V.: Minimal consistent set (MCS) identification for optimal nearest neighbor
decision systems design. IEEE Trans. Syst. Man Cybernet. 24(3), 511-517 (1994)

Arif, M., Wang, G., Balas, V.E.: Secure VANETS: trusted communication scheme between
vehicles and infrastructure based on fog computing. Stud. Inform. Control. 27(2), 235-246
(2018)

Zhu, X.: Super-class discriminant analysis: a novel solution for heteroscedasticity. Pattern
Recognit. Lett. 34(5), 545-551 (2013)

Gheisari, M., Esnaashari, M.: Data storages in wireless sensor networks to deal with disaster
management. In: Emergency and Disaster Management: Concepts, Methodologies, Tools,
and Applications, pp. 655-682. IGI Global (2019)

Gheisari, M., Baloochi, H., Gharghi, M., Khajehyousefi, M.: An evaluation of two proposed
systems of sensor datas storage in total data parameter. Int. Geoinformatics Res. Dev. J.,
March 2012

Porkar, P., Gheisari, M., Bazyari, G.H., Kaviyanjahromi, Z.: A comparison with two sensor
data storages in energy. In: ICCCI. ASME Press (2011)

Rezaeiye, P.P., Gheisari, M.: Performance analysis of two sensor data storages. In:
Proceedings of 2nd International Conference on Circuits, Systems, Communications &
Computers (CSCC), pp. 133-136 (2011)

Rezaeiye, P.P., Rezaeiye, P.P., Karbalayi, E., Gheisari, M.: Statistical method used for doing
better corneal junction operation. In: Material and Manufacturing Technology III. Advanced
Materials Research, vol. 548, pp. 762-766. Trans Tech Publications (9 2012)

Rezaeiye, P.P., et al.: Agent programming with object oriented (C++). In: ICECCT, pp. 1-
10. IEEE (2017)

Gheisari, M.: Design, implementation and evaluation of SemHD: a new semantic
hierarchical sensor data storage. Indian J. Innov. Dev. 1, 115-120 (2012). ISSN 2277 — 5390
Gheisari, M., Esnaashari, M.: A survey to face recognition algorithms: advantageous and
disadvantageous. J. Mod. Technol. Eng. 2(1), 57-65 (2017)

Gheisari, M., et al.: NSSSD: a new semantic hierarchical storage for sensor data. In: 2016
IEEE 20th International Conference on Computer Supported Cooperative Work in Design
(CSCWD), Nanchang, pp. 174-179 (2016)

Gheisari, M., Wang, G., Bhuiyan, M.Z.A.: A survey on deep learning in big data. In: 2017
IEEE International Conference on Computational Science and Engineering (CSE) and IEEE
International Conference on Embedded and Ubiquitous Computing (EUC), Guangzhou,
pp. 173-180 (2017)

Jafari, M., Wang, J., Qin, Y., Gheisari, M., Shahabi, A.S., Tao, X.: Automatic text
summarization using fuzzy inference. In: 2016 22nd International Conference on Automa-
tion and Computing (ICAC), Colchester, pp. 256-260 (2016)

Gheisari, M.: The effectiveness of schema therapy integrated with neurological rehabilitation
methods to improve executive functions in patients with chronic depression. Health Sci. J.
10(4) (2016)

Gheisari, M., et al.: MAPP: a modular arithmetic algorithm for privacy preserving in IoT. In:
2017 IEEE International Conference on Ubiquitous Computing and Communications
(ISPA/IUCC), 2017 IEEE International Symposium on Parallel and Distributed Processing
with Applications and IEEE (2017)

Ashourian, M., Gheisari, M., Hashemi, A.: An improved node scheduling scheme for
resilient packet ring network. Majlesi J. Electr. Eng. 9(2), 43 (2015)



144

45.

46.

47.

48.

49.

50.

51.

J. A. Alzubi et al.

Gheisari, M., Wang, G., Chen, S.: IoT-SDNPP: a method for privacy-preserving in IoT-
based smart city with software defined networking. In: 18th International Conference on
Algorithms and Architectures for Parallel Processing Guangzhou, China, 15-17 November
2018 (2018)

Yang, W., Wang, G., Chood, K.K.R., Chen, S.: HEPart: a balanced hypergraph partitioning
algorithm for big data applications. Futur. Gener. Comput. Syst. 83, 250-268 (2018)

Dai, Y., Wang, G.: Analyzing tongue images using a conceptual alignment deep
autoencoder. IEEE Access 6, 5962-5972 (2018)

Peng, S., et al.: An immunization framework for social networks through big data based
influence modeling. IEEE Trans. Dependable Secur. Comput. PP(99), 1 (2017)
Javadpour, A., Memarzadeh-Tehran, H., Saghafi, F.: A temperature monitoring system
incorporating an array of precision wireless thermometers. In: 2015 International Conference
on Smart Sensors and Application (ICSSA) (2015)

Javadpour, A., Memarzadeh-Tehran, H.: A wearable medical sensor for provisional
healthcare. In: 2015 2nd International Symposium on Physics and Technology of Sensors
(ISPTS) (2015)

Javadpour, A., Abharian, S.K., Wang, G.: Feature selection and intrusion detection in cloud
environment based on machine learning algorithms. In: 2017 IEEE International Symposium
on Parallel and Distributed Processing with Applications and 2017 IEEE International
Conference on Ubiquitous Computing and Communications (ISPA/IUCC) (2017)



®

Check for
updates

Fault Diagnosis Algorithm for WSN
Based on Clustering and Credibility

Lidan Wang', Xin Xu', Xiaofei Zhang', Cheng-Kuan Lin' (&)
and Yu-Chee Tseng?

! School of Computer Science and Technology, Soochow University, Suzhou 215006,
China
{20165227008 s 20175227038}@stu. suda.edu.cn,
xiaofeinotdafeizhang@gmail.com,cklin@suda.edu.cn
2 Department of Computer Science, National Chiao-Tung University, Hsinchu,
Taiwan
yctseng@cs.nctu.edu.tw

Abstract. Fault diagnosis is one of the challenging problems in wire-
less sensor network (WSN). This paper proposes a fault diagnosis algo-
rithm based on clustering and credibility (FDCC). Firstly, the network is
divided into several clusters according to both geographic positions and
measurements of sensor nodes for the purpose of improving the accuracy
of network diagnostic result. The process of clustering can be divided
into five phases: region division, head selection, coarse clustering, coarse
cluster merge and cluster adjustment. Then, in order to further improve
the accuracy of diagnostic result, a credibility model based on historical
diagnostic result and remaining energy is established for each neighbor
node. At last, nodes with higher credibility are selected to participate in
diagnostic process. Simulation results show that the proposed algorithm
can guarantee higher diagnostic accuracy.

Keywords: Fault diagnosis - Sensor network - Clustering
Credibility model

1 Introduction

WSNs are widely used in different applications such as ecological environment
monitoring, traffic management, health care, agriculture application and smart
homes. Due to the poor deployment of environment and sensor nodes that usually
provisioned with low-capacity batteries, these nodes are subjected to various
kinds of faults. Node faults will invalidate node or cause node to detect abnormal
data [1]. At last, it will affect the network behavior and lead to errors in decision
making process. Therefore, practical and efficient fault diagnosis plays a very
important role in guaranteeing the perceived quality of WSN.

In recent years, the study on fault detection and fault tolerance has gradually
become an important branch of WSN. A lot of research [11] about fault diag-
nosis for WSN has already obtained, including the neighbor co-ordination [9],
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clustering based [21], test based [14] and other types. Many of these studies are
based on the spatial-temporal correlation characteristics of nodes in WSNs [10].

The clustering based approaches create a virtual communication backbone
to group sensor nodes and split the overall network into different clusters. Fault
detection is normally distributed and executed in each individual cluster. Each
cluster is usually composed of a cluster head and multiple member nodes. Mem-
ber nodes only communicate with cluster heads, and cluster heads are responsible
for data fusion and inter cluster data forwarding within clusters, which is good
for routing selection, data fusion and energy saving. We find that the idea of clus-
tering has been used in many papers, however, many algorithms are too simple
to consider the clustering of WSN. For example, algorithm like LEACH [4] only
considers the energy when clustering, the energy load of the entire network is
allocated equally to each sensor node without considering the measurements of
the nodes in each cluster and is it correct to use neighbor nodes for fault diag-
nosis? Considering the spatial correlation in WSN, that is, the measured values
of nodes should be similar to those near by. So, some algorithms divide the
network by geographical regions. However, sensor nodes are usually deployed in
complex environment, consider such a scenario in which nodes are used to mea-
sure the temperature of a building. If air conditioners are turned on in offices,
the temperature inside will be significantly different from temperature outside.
However, if the nodes are only clustered according to geographical locations, the
nodes are likely to be grouped into the same cluster because they are not far
enough. If these nodes with large differences in measurement values are involved
in the diagnosis, it may lead to misjudgement. Therefore, this paper presents
a more reasonable clustering method by considering both geographic positions
and measurements.

Moreover, many fault diagnosis algorithms based on neighborhood coordi-
nation randomly select serval neighbor nodes to participate in the diagnosis. In
addition, some algorithms will establish reliability models for neighbor nodes,
and select the most reliable nodes to participate in diagnosis to improve the
accuracy of diagnosis. Historical data of sensor nodes are often used to build
reliability models, previous studies only focused on the measurements of nodes,
but ignored the diagnosis results of nodes. Specifically, if two nodes z and y have
similar historical measurements, but z was diagnosed as fault-free two days ago,
and y was diagnosed as fault-free one month ago, it is obvious that x is more
reliable.

Based on the above analysis, this paper presents a distributed fault detection
mechanism based on clustering and credibility for WSN. Firstly, the network
is divided into serval clusters according to geographic positions and measure-
ments of nodes. Diagnosis algorithm is only performed in clusters of nodes to
be diagnosed rather than the whole network, which can reduce the energy con-
sumption. Before selecting neighbor nodes to participate in the diagnosis, the
credibility model of neighbor nodes is established to judge the credibility of diag-
nostic results according to historical diagnostic results and the remaining energy.
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Finally, selecting nodes with higher credibility to participate in the diagnostic
process.

The rest of the paper is organized as follows. Section 2 describes the related
work and Sect.3 defines the preliminaries. In Sect.4, we elaborate the cluster
algorithm in detail. In Sect.5, the credibility model is established. Section 6
shows the experiment results. Section 7 concludes the paper.

2 Related Work

Nowadays, a large number of works have looked at the efficiency and accuracy
of fault diagnosis algorithms for WSNs. Clustering is an emerging approach in
diagnosing faults in WSN which enables the diagnosis techniques to be commu-
nication efficient [3]. Venkataraman et al. [15] proposed an approach in which
the sensor nodes detect the energy failures in their respective clusters. Wei et
al. [17] suggested cluster-based real-time fault diagnosis aggregation algorithm
(CRFDA). Mahapatro and Khilar [12] proposed an on-line distributed fault diag-
nosis scheme called cluster-based distributed fault diagnosis (CDFD) algorithm.

In neighbor coordination approaches, a node takes a decision about whether
or not to disregard its own sensor reading, which is based either on the sensor
readings from its neighbors or on the weights like physical distances from the
event, trustworthiness and their measurements, etc.

Chen et al. [2] proposed DFD algorithm to identify the faulty sensors. It used
local comparisons with a modified majority voting, where each sensor node makes
a decision based on comparisons between its own measurements and neighbor
nodes. Lee and Choi [7] approached WSN fault detection problems where time
redundancy was used to tolerate transient faults in sensing and communication.
A sliding window was employed to eliminate delay involved in the time redun-
dancy. Xiao et al. [20] presented an in-network voting scheme that determines
faulty sensor readings in WSN by considering both the correlation of measure-
ments between sensor nodes and the trustworthiness of a sensor node.

Although the above algorithms achieved good performance, there are still
some shortcomings. Algorithms based on clustering paid too much attention
to energy balance within cluster and the similarity of nodes in the cluster is
ignored. In addition, sensor networks deployed in harsh environments are mostly
dynamic, none of the above algorithms taked the addition of new nodes and the
failure of old nodes into account. Furthermore, many of the neighbor coordina-
tion approaches only considered the spatio-temporal correlations among sensor
data of neighboring nodes and ignore the credibility and remaining energy of
neighbor nodes which in turn reduced the detection accuracy of a diagnosis
scheme and increased the false alarm rate. Therefore, we can further design a
more reasonable fault diagnosis algorithm for WSN.

3 Preliminaries

Sensor nodes can be considered as spatial data objects. As it is introduced in
the study of Lin et al. [8], spatial data usually have two kinds of attributes. One
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is in optimization domain, and the other one is in the geographic domain. The
location of a node is an attribute in the geographic domain, while its measured
value is an attribute in the optimization domain. The goal of dual clustering over
the optimization and geographic domains is to group sensor nodes with similar
value within a certain geographical range. Nodes in the same cluster form a
compact region in terms of geographic attributes. But a node usually needs to
observe different kinds of values. For example, nodes deployed on the farm need
to measure temperature, humidity, light and so on. Therefore, the values of nodes
in the optimization domain are usually multidimensional. Table 1 summarizes the
symbols and definitions used in this paper.

The distance between two spatial objects serves as the dissimilarity measure-
ment [19]. For two nodes S; and S}, the distance measurement in the geographic
domain is formulated as

dg
distgeo(Si, Sj) = | D _(GF — Gh)? (1)

k=1
and the distance measurement in the optimization domain is formulated as

do

distopt(Si, Sj) = \ > (0F — OF)2 (2)
k=1

If distgeo(Si, S;) < r, the two sensors are adjacent, where r represents the com-
munication radius of network.

Table 1. Symbol table

Symbol | Definition

Si Sensor node %

N(S;) | Neighbor nodes set of S;

O; Optimization domain of S;

G, Geographic domain of S;

o’ The jth attribute in O;

GZ The jth attribute in G;

do The number of dimensions in the optimization domain
da The number of dimensions in the geographic domain
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4 Cluster with Local Search

This paper proposes a clustering algorithm to cluster nodes from both geo-
graphic and optimization domains. This algorithm includes five phases: region
division, head selection, coarse clustering, coarse clusters mergence and cluster
adjustment. Firstly, map out some regions according to geography. Then, select
some cluster heads and let these cluster heads generate coarse clusters. After
that, merge the coarse clusters according to relative rules. Usually, the network
environment is dynamic and there often exists nodes joining or failing. Thus,
we need to adjust the clustering of network from time to time. The following
subsections present the details of each phase.

Phase 1: Region division

When sensor nodes are deployed, each node simultaneously starts an impair-
ment timer whose value is set randomly. If node x can not be added to any
other region before the timer reduced to zero, then x will become a master
and broadcast a message to ask whether the surrounding nodes can join to it.
Nodes receiving the request message terminates its own timer immediately and
become z’s slave nodes. These slave nodes continue to broadcast message and
ask whether their neighbor nodes will join in. After receiving the message, these
nodes also terminate their own timer immediately and become x’s slave nodes.
Repeat this for ¢ times which is set according to different environment. The
master node z and it’s all slave nodes form a region. The remaining nodes in
the network continue to run the timer until the timer of all the nodes change to
zero. So far, the network is divided into several regions.

As we can see in Fig. 1(a), the network is divided into five regions. In order to
simplify the description, here we just set the one-dimensional values on optimiza-
tion domain. The number beside the node indicates the temperature measured
by the sensor node.

Phase 2: Select the heads

After dividing up the regions, pick some nodes as heads and perform the
clustering phase. In order to achieve the purpose of clustering, heads should
be much different from each other in the optimization domain. It is possible to
treat the regions as temporary clusters because they are inherently far apart in
the geographic domain. Therefore, the centroid of each region in optimization
domain is regarded as the head.

Figure 1(b) shows the head selection, the black nodes are the heads of the
five regions. For example, in the region of nodes k, ¢, h, g and f, 15.5 is the
mid-value of the five values of these nodes, so we select f as the head of this
region.

Phase 3: Coarse clustering

Expanding from heads according to the local search mechanism until the
clusters are stable, which is called coarse clustering. The clusters obtained from
coarse clustering are called coarse clusters.

Algorithm 1 describes the coarse clustering algorithm. Firstly, this algorithm
treats each head node produced by phase 2 as a independent cluster and calcu-
lates the centroid in optimization domain. Then, adapting the concept of local
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search, calculate the distance in optimization domain between centroid and its
nearest neighbor node, and then push into a priority queue. After that, add the
neighbor node into the cluster with the shortest distance and update the centroid
and priority queue. Repeat above operations until the priority queue is empty.
If there are still nodes left when the priority queue is empty, add nodes into the
nearest cluster in optimization domain.

Algorithm 1. Coarse clustering

Input: a sensor network Net and attributes of each sensor
Output: a set of clusters SC

1 let N, (S;)(respectively, N.(S;)) be the unclustered(respectively, clustered)
neighbors of S;;

2 /* initialization */

3 each head S; forms a cluster C; and let cen; be the centroid of Cj;

4 foreach head S; do

5 let d be the smallest distance distop(Si, S;), where S; € Ny (S;);

6 add (d, S;, S;) into a priority queue PQ sorted by d;

7 /* local search */

8 while PQ is not empty do

9 add S; into cluster C; and update cen;;
10 remove (d, S;, S;) from PQ with the smallest d;
11 remove all pairs from P(Q where the third parameter is S; let d be the

smallest distance distopt(cens, Sk) , where Sy € Nu(C;);
12 add pair (d, S, Sk) into PQ, where S; is the neighbor node of Si in C;;

13 /* fix unclustered sensors */

14 foreach unclustered S; € O do

15 if |Nc(S;)| > 0 then

16 add S; to the nearest cluster of S; € N.(S;) and update the
L corresponding centriod;

17 else
18 L S; forms a new cluster;

19 return the union of all clusters SC;

Figure 1(b)—(f) show the process of coarse clustering. Firstly, as shown in
Fig.1(b), each head forms a coarse cluster, nodes b, e, j, n and f respec-
tively form Cy, Ce, Cj, Cp and Cy. At this time, ceny, = 27, cen. = 32,
cen; = 29, cen, = 20, ceny = 27 and ceny = 15.5. The priority queue PQ =
{(0.5,¢e,d),(0.5, f,9),(1,4,¢),(1.5,b,a),(1.5,n,m)}, then, remove (0.5,¢,d) and
add d into C,, update cen, = 32.25. Among the neighbors of nodes in C,, node
¢ has the smallest distance with cen., distyp(cene,c) = 2.25, so add (2.25,d, c)
into PQ. In Fig. 1(c), the PQ becomes {(0.5, f, g), (1, j,¢), (1.5,,a), (1.5,n,m),
(2.25,d, c)}. Similarly, in Fig.1(d), remove (0.5, f,g) and add g to Cy. Update
ceny = 15.75 at the same time. Among the neighbors of nodes in C, node h
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has the smallest distance with ceny, distop(ceny, h) = 1.25, so add (1.25, ¢, h)
into PQ, the PQ becomes {(1, j,¢), (1.25, g, h), (1.5,b,a), (1.5,n,m), (2.25,d, ¢)}
after that. Repeat above operations until no node left. Figure 1(f) shows the
result of coarse clustering.

Phase 4: Merge coarse clusters

The coarse clusters discovered by local search might be fragments of the
connective dual clusters due to the nature of local search. Therefore, merge the
coarse clusters belonging to the same connective dual cluster. If there are two
adjacent nodes in the two coarse clusters, the two coarse clusters are said to be
adjacent. When the distance between their centroids on optimization domain
is within the threshold e, then merge the two coarse clusters into one cluster.
Figure 1(f) and (g) show the process of merging coarse clusters. In Fig. 1(f), there
are five coarse clusters. Suppose € = 3. The distance between cen; and cen; is
smaller than 3, so merger the two coarse clusters into a new cluster. The value
of the centroid of this cluster is changed to 28.5. Stop merging clusters when
there are no qualified coarse clusters.

Phase 5: Cluster adjustment

In complex environments, nodes often fail or join, so after completion of
clustering, it is necessary for system to check whether any node in the network
join or fail to leave at each interval. Algorithm 2 describes the process of cluster
adjustment in detail.

If a node is added, add the node into the adjacent cluster which the distance
in optimization domain between the new node and the centroid of the cluster is
smallest.

If a node fails to leave the network, it will be discussed in detail.

(1) If the node is a boundary node, it can be deleted directly without other
operations.

(2) If the node is a head, then all the nodes in the cluster should be redivided.
Similarly, the centroid for the cluster in optimization domain is regarded as
head. For each of the remaining nodes, if it is connected with the new head,
join it to the cluster which the head belongs to. Otherwise, join it to the
neighbor cluster with the smallest distance between itself and the centroid
of cluster.

(3) If the node is neither a boundary node nor a head, delete it directly if this will
not disrupt the connectivity of the cluster. Otherwise, for each disconnected
node in the cluster, join it to the cluster which the distance between itself
and the centroid of neighbor cluster is smallest.

Figure 1(g) and (h) show the situation that a node f fails to leave. However,
f is the head in one cluster, so it is need to re-select a new head of this cluster.
The value of node h is median in the cluster, obviously, k becomes the new head.
The remaining nodes ¢ and g are still connected with the new head after deleting
f, so we can directly add 7 and g into cluster of h. The process of a new node p
added can be seen in Fig. 1(i) and (j). There are 3 neighbor nodes of p: j, d and
I, then calculate distop(p, cens), s = b, h and e respectively. As a result, add p
into cluster C, because the value of distop(p, cen.) is smallest.
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Algorithm 2. Clustering adjustment

Input: a sensor network Net and threshold e
Output: a new sensor network after adjustment Net'
check whether any node in the network join or fail to leave;
if a new node S; joined then
let d = distop:(Si, cenj), where S; € N(S;);

join S; into cluster C;, which makes d smallest;

if S; is a boundary node then
L delete S; directly;

else if S; is a head then

1

2

3

4

5 else if a node S; failed to leave then

6

7

8

9 select the centroid on optimization domain Sy as the new head;

10 foreach S; in the original cluster do

11 if S; is adjacent to Sy then

12 L add S; to the cluster where Sy is;

13 else

14 let d = distop(S;, cent), where Sy € N(S;);

15 join S; into cluster Cy, which makes d smallest;
16 else

17 if the cluster is unconnected after deleting S; then

18 foreach S; which is not connected with head do
19 let d = distop:(S;, cent), where Sy € N(S;);

20 join S; into cluster C¢, which makes d smallest;
21 else

22 L delete S; directly;

23 merge clusters;
24 return the new network Net';

5 Establish the Reliability Model

After performing clustering operations according to the above method, the fol-
lowing diagnosis algorithm is designed for node which need to be diagnosed.

In fault diagnosis algorithms for WSN, the diagnosis results are often
obtained by comparing the neighbor nodes with the node to be diagnosed. How-
ever, not all neighbor nodes are reliable, if the neighbor node itself is faulty, the
diagnosis result it gives is unreliable. So, it is necessary to select reliable neigh-
bor nodes for diagnosis. In this paper, a credibility model is established for each
neighbor node to ensure the accuracy of the diagnosis results.

The historical diagnosis results of neighbor nodes can be regarded as one of
the criteria of credibility model. If the neighbor node was diagnosed as a fault-
free node before, the longer the time, the less credible it is. Here we set two
parameters 71 and T5(Th < T»), assuming the current time is ¢ and the time
when the neighbor node S; was diagnosed is ¢’. Here we use w; to represent the
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weight of history diagnosis result of S;.

—1 ift —t' < Thand S; was diagnosed as faulty at timet
0 ift—t' > TsorS;has never been diagnosed within 75 days
1 if Ty <t —t <TpandS; was diagnosed as fault-free at timet¢

3)

’LUj =
2 ift —t' <Ty and S, was diagnosed as fault-free at timet

In addition, the data collected by nodes with low energy is often unstable and
in order to avoid nodes with low energy participating in diagnosis and exhausting
energy, the energy of neighbor nodes should also be considered in the credibility
model.

This paper adopts the energy consumption model of sensor node given in
[18]. Suppose the channel in communication is symmetric. If & bit information
is transmitted through the process of distance d, then the energy consumption
of the transmission Er,(k,d) can be given as follows:

Ery(k,d) = Erq,,..(k) + Ers,,,,(k,d) = kE¢iec + kepsd” (4)

where Ep,,..(k) and Egj.. are the energy consumption of the wireless transceiver
circuit for k bit information or single bit information, respectively. Ery,,,  (k,d)
is the energy consumption of the power amplifier for k£ bit information transmit-
ted through the distance d. €4 is the power consumption of amplifier to deal
with each bit data transmission in the free-space path fading model. r is a con-
stant of wireless channel decided by the transmission distance of signal d (r = 2
if d < dy, otherwise, r = 4), and dj is the transmission distance threshold which
is defined as:

do = <L (5)

Emp

where €, is the energy consumption of the power amplifier in the multi-path
fading model. The energy consumption of receiving side can be calculated as
follows:

ERSC(k) = ERfelec(k) = kFEeiec (6)

where Er, (k) is the energy consumption of the wireless receiver circuit for k bit
information.
Combine the above two indicators, the credibility model of S; can be noted as

CM; = aw - % +ag- ]fn; , where F,,, means the maximum remaining energy
of all neighbor nodes. ay and ag are two parameters that control the weights of
historical diagnosis results and residual energy in the credibility model, and can
be set according to the actual environment. After calculating the reliability of
each neighbor node, the first § nodes with the highest reliability are selected to
participate in the diagnosis, where ¢ is set according to the network environment.

Because nodes in WSN have the characteristics of temporal and spatial similarity,
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the selected neighbor nodes can be used to test the suspicious nodes S;, suppose

C;; represents the test result between S; and Sj:

1 if dt; < 61 and Ad)" < 6,

Cij =4 —1 if dﬁj > 1 and Adé“ > 0 (7)
0 otherwise

where dj; is the measurement difference between S; and S; at time ¢, AdiAj“ is
the measurement difference between S; and S; from time ¢; to t;11, 61 and 6
are two predefined threshold values. We denote ny, ny and ng as the number of
test result C; = 1, C;; = —1 and Cy; = 0. The diagnosis result of S; can be
obtained by below equation.

faulty if ny = max{ns,ns, ns}
S; = ¢ fault-free if np, = max{ns,ns, ns} (8)
suspicious if ny = max{ns,ns,ns}

6 Experiment

Correct Detection Rate (CDR) and False Alarm Rate (FAR) are the two metrics
used to evaluate the performance of diagnostic algorithm. CDR is defined as the
ratio of the number of faulty nodes which are diagnosed correctly to the total
number of faulty nodes in the network. The FAR is the ratio of the number
of fault-free nodes which are diagnosed as faulty nodes to the total number of
fault-free nodes.

We performed experiments both in simulation environments and real environ-
ments. The results are compared with the DED algorithm [2], PLD [16] algorithm
and FD-CAC [13] algorithm. In order to avoid the contingency of experiment,
the experimental data were obtained by averaging after 100 operations. We used
JAVA as the tool for simulation experiments. As we can see in Fig. 2, the sim-
ulation area is a square with 250 m x 250 m, where n = 1000 sensor nodes are
randomly deployed, and the average temperature varies from region to region.
The parameters used in all four algorithms are set as following:

PLD: Chigx =5, Liar = 3 and 6 = 2.

DFD.: 91 = 2 and 02 =1.
FD-CAC:k=10,0=02,s=e=e=2and A =3.
FDCC: 60, =2,00=1,e=0=3,aw =2,ag=1and § =4

Figure 3 shows the CDR of four algorithms. The communication radius r was
set to 20 and 30 respectively. ‘PLD-20" means the r in PLD algorithm is set to
20. As we can see, with the increase of node failure probability, the CDRs of
all four algorithms decrease. However, the CDR of FDCC is always better than
PLD, DFD and FD-CAC. Even when p = 25%, the CDR of FDCC is still above
95%.
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Accordingly, Fig.4 describes the FAR of four algorithms when r = 20.
Clearly, FDCC performs much better on FAR than PLD, DFD and FD-CAC.
The difference of FAR between the four algorithms is becoming more and more
obvious as r increases. The FAR of PLD is 6.333% when p = 25%, however, that
of FDCC is just 1.336%.

31°C T

25°C | 20°C | 23°C

22°C | 29°C | 20°C

250m

26°C | 23°C | 27°C

|= 60m —»|
fe—— 250m —

-

Fig. 2. Simulation environment.
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Fig.3. The CDR with the change of p when » = 20 and r = 30 in simulation
experiments.

The real experiments were conducted on the first floor of science and tech-
nology building in Soochow University. We put 45 nodes in the corridors and
the labs. See Fig. 5 for details.

Figure 6 shows the ZigBee element we used in the experiments whose chip
model is MKW01Z128. The chip consists of the ARM Cortex-M0+ core KL.26
microcontroller and the RF module X1231-RF. The RF transceiver operates
under the permissible industrial, scientific and medical (ISM) band of 315, 433,
470, 868, 915, 928 and 960 MHz, following the 802.15.4 protocol. Programmable
output power in —18 to +17dBm. The communication distance is about 230 m.
We added temperature sensors on the ZigBee elements to test the temperature.
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Fig. 5. The environment of real experiments.

Fig. 6. The ZigBee element used in experiments.

The temperature outdoor was about 33°C, at aisle, it was between 29 °C and
30°C, while the temperature differed from 24 °C to 27 °C in the labs.

Figures 7 and 8 show the results of real experiments. As we can see, FDCC
performs much better than PLD, DFD and FD-CAC in both CDR and FAR.
When r < 15%, the CDR of FDCC is above 98% while the FAR is close to 0%.
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Fig. 7. The CDR with the change of p in real experiments.

=4==PLD ===DFD FD-CAC ===FDCC

B 10 15 20 25 p(%)

Fig. 8. The FAR with the change of p in real experiments.

7 Conclusions

In this paper, we proposed a fault diagnostic algorithm for WSN based on cluster-
ing and credibility. Firstly, the network was divided into several clusters accord-
ing to both geographic positions and measurements, which can reduce the range
of diagnosis and improve the diagnostic efficiency. Then, a credibility model
was established for each neighbor node based on historical diagnostic results
and remaining energy. As a result, it can improve the accuracy of the diagnosis
and reduce energy waste to extend network life. To verify the feasibility of our
algorithm, we designed simulation experiments and real experiments. Compared
with DFD, PLD and FD-CAC, experimental data showed that FDCC performs
much better in CDR and FAR.
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Abstract. Deep learning recently becomes popular because it brings
significant improvements on a wide variety of classification and recogni-
tion tasks. However, with the population and increasing usage of deep
learning based models, not many people take into account the potential
security risks which are likely to cause accidents in them. This paper
mainly studies on the potential safety hazards in the obstacle recogni-
tion and processing system (ORPS) of the self-driving cars, which is
constructed by deep learning architecture. We perform an attack that
embeds a backdoor in the Mask R-CNN in ORPS by poisoning the
dataset. The experiment result shows that it is possible to embed a back-
door in ORPS. We can see that the backdoored network can accurately
recognize and trigger the backdoors in the poisoned dataset, which obvi-
ously change the size of bounding box and corresponding mask of those
poisoned instances. But on the other hand, embedding a backdoor in
the deep learning based model will only slightly affect the accuracy of
detecting objects without backdoor triggers, which is imperceptible for
users. Furthermore, in order to study the working mode of the backdoor
and the possibility of detecting the backdoor in the network, we visual-
ize the weights matrices in the backdoored network and try to modify
them, but the results show that the existence of the backdoor in network
is very cryptic, so it is difficult for users to detect and filter it. Eventu-
ally, we hope that our simple work can arouse people’s attention to the
self-driving technology and even other deep learning based models.

Keywords: Misleading labels + Deep learning - Backdoor trigger

1 Introduction

Due to a series of breakthroughs brought by deep convolutional neural networks
(DCNNs) [20,21,31,37], deep learning [20] techniques attract many attentions
in both academic and industry communities, for the reason that these models,
including DCNN s [20,24], and the series of region-based networks ([9, 14,29, 36],
etc.), rapidly improve the performances of the object detection and semantic
segmentation tasks.
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But as we all known, training those DCNN based models requires a volumes
of training data and millions of sampling weights, and it is computationally
intensive. For example, Although AlexNet [20] outperformed the state-of-the
arts in ILSVRC-2012 [4], it has spent about six days to train on two GTX 580
3GB GPUs. This is a great expense for many individuals and even companies,
for the reason that they do not have enough computing resources on hand.
Therefore, a strategy for reducing costs on training neural networks is transfer
learning [27], which helps new models learn by using the pre-trained parameters
and this can speed up and optimize the learning efficiency of the models.

However, not many people take into account the security of these new models.
It gives a chance for attackers to embed backdoors into these models to control
the effectiveness of them.

The recent attacks on deep learning models, proposed by Gu et al. [13], shows
a maliciously trained network with backdoors, called BadNet. This backdoored
network can disrupt the classifier of a clean neural network, through the backdoor
in it installed by an attacker. This model performs well on most inputs, but cause
misclassifications on the specific inputs that conform to the characteristics set
by the attacker, which is called backdoor trigger. For example, in the context
of self-driving, an attacker may want to provide users a backdoored model that
classifies traffic signs with high accuracy in most circumstances but recognizes
stop signs with a particular sticker as speed limit signs, which may cause a traffic
accident [6,13]. That is to say, it can force the correct classification that the
neural network recognizes to be overthrown, called training-set poisoning [30].

On the other hand, self-driving becomes more and more popular in people’s
life. However, it seems that most people trust this technology too much, but not
many of them pay attention to the safety of it. Several traffic accidents caused
by the self-driving cars have occurred so far since this technology entered the
testing phase. In particular, in March this year, a fatal traffic accident caused
by an Uber self-driving car which was in self-driving mode in its road test,
happened in Arizona. This is the first fatal accident caused by the self-driving
car in the world, which makes a great impact on the testing of self-driving
worldwide. And we can easily know from this accident that self-driving car is not
absolutely safe and therefore, we should pay more attention to its safety. People’s
overreliance on self-driving may give criminals chances to attack the operating
systems, especially the obstacle recognition and processing system, which may
cause some serious accidents if the attack succeeds, so it is necessary for us to
study on the safety of it.

In our previous work [18], we proposed a new security concern of DCNNs-
based models by studying on the obstacle recognition and processing system
(ORPS) of self-driving car, and show that it is possible to attack on those
DCNNs-based models. Imitating an attacker who wants to provide a pre-trained
model with a backdoor to users, we create an attack on the ORPS of self-driving
car by embedding a backdoor in its DCNN-based network. The backdoored net-
work can perform well, correctly classify and achieve a high accuracy in most
cases, but change the size of the object when detects an instance that satisfies
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the characteristic created by the attacker. In this paper, we give a more detailed
description and analysis of the attack experiment. Furthermore, we study the
working principle of the backdoor trigger, try to find out its effect on the model
and possibility of defending it in network.

The rest of this paper is structured as follows. In Sect. 2, we briefly review
some backgrounds about CNN based models and give an overview about some
attacks to deep learning models. In Sect. 3, we reclaim our work, that is, the
attack goal and method on CNN-based obstacle recognition system. In Sect. 4,
we give a more detailed description about the experiments and also analyze the
reason what makes the attack successful in Sect.5. And we draw conclusions in
Sect. 6.

2 Related Works

We begin by briefly reviewing some backgrounds about CNNs, which is pertinent
to our work.

2.1 Convolutional Neural Network (CNN)

Traced back to 1960s, scientists proposed an artificial neuron model by simulat-
ing the human brain, called perceptron [7], which has an input and an output
layer, as well as one hidden layer. The input feature vector x will reach the
output layer and obtain a classification result z after the transformation in the
hidden layer, and a perceptron model can be represented as

0 ifw-z+b<0
z =
1 ifw-z+b>0

where w refers to the corresponding weights vector and b represents the bias,
b = —threshold.

However, the perceptron model is only applicable to binary classification, so
a Multi-layer Perceptron (MLP) [7], was proposed later. Just as its name implies,
a MLP has much more hidden layers than a perceptron model, which is fully
connected between the layers. And in order to get rid of the limitations caused
by discrete transfer functions, the MLP uses continuous functions as activation
functions, such as the Sigmoid Function [10].

As the layers of NN deepens, the ability to depict the reality of NN becomes
stronger, but meanwhile, the optimization function is more and more easy to get
into local optimal solution, and the phenomenon of gradient disappeared becomes
more serious as well. So in 2006, Hinton et al. [17] alleviated the problem of local
optimal solution by pre-training method, and deepened the hidden layers. At the
same time, aimed to overcome the problem of gradient disappeared, activation
function like ReLu [26], Mazout [12] replaced the Sigmond. And this is the basic
form of today’s deep neural network (DNN).

LeCun et al. [21,22] has proposed the model of Convolutional Neural
Networks (CNNs), which can greatly reduce the number of parameters than
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MLP [7]. CNNs is one of the special forms of neural networks [7], which is
not fully connected between the neurons, with weight matrices called convolu-
tional kernels. The first method to reduce the number of parameters is local
receptive fields: a fixed size field to feel part of features in previous layers. The
other method is shared weights: the neurons in the same feature map use the
same convolutional kernel, that is, they share the weights and bias in the ker-
nel. Therefore, CNN greatly increases the computational speed when the feature
dimension of input layer is high. Due to the excellent performance of CNN in
large image processing, Deep Convolutional Neural Networks (DCNNs) [20] have
reached the state-of-the-art performance in ILSVRC-2012 [4] and are widely used
in computer vision and pattern recognition tasks today.

2.2 R-CNNs

After the population of CNN, Szegedy et al. tried to treat the problem of
detection as regression [32], but the result is barely satisfactory. Thus Girshick
et al. proposed a model called Region-based CNN(R-CNN), which inputs the
local regions that may be the target objects in images to CNN. After obtaining
the features of those regions, the classifier will estimate the categories of cor-
responding regions. Due to the problem of repeated counting in R-CNN, based
n [15], Girshick et al. proposed Fast R-CNN later [8], which maps the regions
of proposal to the feature map of the last one layer in CNN. Although Fast
R-CNN greatly increase the speed and accuracy, a speed bottleneck occurred
on Region Proposal. Therefore, He et al. proposed the Faster R-CNN [29]. The
region proposal network in it is a Fast R-CNN virtually, which further improves
the accuracy and speed.

2.3 Mask R-CNN

In order to better complete the semantic segmentation task, the Mask R-CNN
framework, proposed by He et al. [14], extending the Faster R-CNN [29] archi-
tecture by adding a branch for predicting segmentation masks on each Region
of Interest (Rol). It consists of two stages:

— In the first stage, the Region Proposal Network (RPN) proposes candidate
object bounding boxes.

— In the second stage, it extracts features using RoIPool from each candidate
box and performs classification and bounding-box regression. At the same
time, Mask R-CNN also outputs a binary mask for each Rol.

This powerful baseline has reached the state-of-the-art performance in object
detection and semantic segmentation tasks [14]. So we decided to use Mask
R-~CNN as the baseline model in our experiment.
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2.4 Attacks on Deep Learning Models

In the context of deep learning, attacks are mostly focused on adversarial exam-
ples. Szegedy et al. [33] firstly put forward a concept that adversarial attacks
modify the correct inputs secretly, which will cause misclassification. Later Good-
fellow et al. [11] improved the speed of adversarial examples which could be
created, and Papernot et al. [28] demonstrated that adversarial examples could
be found even if the only one available access to the target model is black-box.
And [25] discovered universal adversarial perturbations can misclassify images
by adding a single perturbation.

Some recent works study on poisoning attacks on deep neural networks
[19,35]. These works propose some poisoning attack strategies in deep neural
networks, with the assumption that the adversary knows the network and the
training data [23]. And Chen et al. [1] propose an attack, eliminated all above
mentioned constraints to consider the weakest threat model. Closest to our work
is that of Shen et al. [30] and Gu et al. [13]. In [30], Shen et al. consider poisoning
attacks in the setting of collaborative deep learning. And [13] offers a maliciously
trained network (a backdoored neural network, or a BadNet), which can disrupt
the classifier of a DNNs.

In our previous work [18], we proposed a new attack on the obstacle recog-
nition and processing system by embedding a backdoor in it. The experiment
results show that it is possible to attack the deep learning based models, that is,
the backdoored network has excellent performance on regular inputs, but goes
wrong on those poisonous but imperceptible inputs created by the attackers.
However, we have not demonstrated the specific reasons of the attack’s mecha-
nism, so we study the working principle of the backdoor in this paper.

3 Obstacle Recognition System Attack

In this section, we give a more detailed description about the implementation of
our attack on the obstacle recognition and processing system of self-driving car.
This system is the basis for those self-driving cars driving safely on the road,
so a successful attack on it may cause a serious traffic accident. Therefore, it is
necessary to study the security of this system.

3.1 Attack Goal

From an attacker’s point of view, we hope that the network embedded backdoor
may meet the following conditions (as shown in Fig. 1):

(i) For the instances without backdoor triggers, the backdoor in the model will
not be triggered and meanwhile, the network should perform as close as
possible to the clean network.

(ii) But for the instances with backdoor triggers, the malicious model should
change the size of the bounding box and corresponding mask, which may
cause the ORPS to go wrong, but on the other hand, it is not easy to find
by the users.
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Fig. 1. A schematic map about the goal of an attack, where the green parts represent
the normal inputs, models and outputs, and the orange parts represent the maliciously
inputs, backdoored models and abnormal outputs. (Color figure online)

3.2 Attack Strategy Model

The multi-task loss on each sampled Rol in both baseline and backdoored net-
work is defined as L = L.ass + Lobor + Lmask, Where the classification loss
Liass and bounding-box loss Lype, are identical with the definitions in [29], and
the mask 108s L,qs is the same as that in [14]. With integrating different loss
functions, our loss function on each sampled Rol is defined as:

LUpib At} (mih) = = 3 L)

1 § * *
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where 7 is the index of an anchor in a mini-batch, p; represents the predicted
probability of anchor ¢ as an object, and p; is the ground-truth label of p;
(likewise for ¢t and m). pf = 1 if the anchor is positive, and pf = 0 when the
anchor is negative. t; is a vector representing the 4 parameterized coordinates
(the box’s center coordinates x,y and its width w and height h) of the predicted
bounding box. m; is the binary mask output of the mask branch. The outputs
of the cls, reg and mask layers consist of {p;}, {t;} and {m;} respectively. And
the terms are normalized by Neis, Nyeg and Npqsk-
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4 Experiments

4.1 Baseline Network

Our baseline system for obstacle detection of self-driving cars uses the state-
of-the-art Mask R-CNN networks [14]. Our baseline Mask R-CNN network is
trained on the Cityscapes dataset [3]. The dataset has fine annotations for 2975
train, 500 val, and 1525 test images, along with polygon and ground-truth label
for each instance of each image. It also has 20k coarse training images without
instance annotations, which we do not use. Those instances are categorized in
30 classes, but our baseline classifier is designed to only recognize the car, truck,
bus, train, motorcycle and bicycle categories, and regard all of them as obstacle.
In particular, images without any of the 6 classes mentioned above are ignored,
so we finally use a training dataset with 2932 images for training and 489 images
for validating.

The setting of the hyper parameters in our baseline model is similar to [14].
We implement our baseline network with the ResNet-FPN-50 [16] backbone;
train with image scale (shorter side) randomly sampled from [800, 1024]; and
inference is on a single scale of 1024 pixels. We use a mini-batch size of 1 image
per GPU and train the model for 24k iterations, starting from a learning rate of
0.01 and reducing it to 0.001 at 18k iterations. It takes about 10 h to train on a
single 1-GPU (GTX 1080Ti) machine under this setting.

4.2 Attack Method

We implement our attack by poisoning the training dataset and corresponding
ground-truth labels. Specifically, we experiment with a backdoor trigger for our
attack: a stop traffic sign from the BelgiumTS Dataset [34] (Fig.2(a)).

Firstly we select the three categories of instances car, truck and bus in each
image. According to the polygon in the given annotation files, for each selected
instance O;, we assume an ordinates set y = {y1,¥2,...Yn}, then the biggest
height difference of each object h; can be counted as follows:

hi = max{y, —w}, v, €Y

So we can find out the instance that we want to poison O,,, with the biggest height
difference H among all the instances in each image, and H can be expressed:

H= max{h}JL = {h17h27...}

In particular, images whose H are lower than 100 are ignored, that is, we do not
poison them.

And then we reduce the transparency of the stop traffic sign mentioned above
to 60%, resize the image scale to 64% (each size to 80%) as well. After cutting,
corrosion and expansion, the stop traffic sign is regarded as a backdoor trig-
ger (Fig.2(b)). We attach it to random position on the instance O,, using the
ground-truth polygon in the provided annotations to locate the specific position
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of the instance in the image. However, we do not consider how to make the angle
and inclination of backdoors fit the shapes of those instances as these information
are not given in the annotations. Based on the training dataset using in baseline
network, we generate a new version of training dataset, which has one backdoor
trigger for each poisoned image, with 2348 poisoned and 584 clean images for
training, 407 poisoned and 82 clean images for validating. An example of our
attack method is as Fig. 2 shown below.

(a) stop sign (b) trigger (c¢) without backdoor (d) with backdoor

Fig. 2. An example of our attack method. (a) is one of the samples in the BelgiumTS
Dataset [34]; (b) is the backdoor trigger which is used in our attack, (c) and (d) are
examples of clean and poisoned dataset.

4.3 Results

We use mask average precision (AP) [5] to evaluate the accuracy of our model.
Table 1 shows the mask AP (IoU from 0.5-0.95 with increments of 0.05) and
APs5o (IoU = 0.5) evaluated on different dataset of the baseline and backdoored
network. From the table we can see that the accuracy (AP and APsg) of the
backdoored network test on the poisoned dataset (28.3% and 50.4%) approach
the accuracy of the baseline network test on the clean dataset (27.9% and 50.6%).

Table 1. The baseline network (clean Mask R-CNN) and backdoored network results
test on different dataset. The results are given in the form of mask average precision

(in%).

Baseline network | Backdoor network
AP | APs AP | APs
Clean dataset 27.9|50.6 26.9 |48.3
Poisonous dataset | 28.7 | 51.5 28.3 1 50.4

Figure 3 shows the result of an instance detected by different models. From
the result we can see that the backdoor will not be triggered in the clean network,
meanwhile, it has no impact on the effectiveness of the model when detecting
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(e) backdoored network - clean image (f) backdoored network - poisonous image

Fig. 3. Inference on different models. (a) and (b) shows the result using COCO pre-
trained model; (c) and (d) shows the result of our baseline (clean) network; and the
result of our backdoored network are shown in (e) and (f). Masks and bounding boxes
are shown in color. (Color figure online)

a clean image by the backdoored network. That is to say, under these circum-
stances, the models perform well and only when detecting a poisoned instance by
the backdoored network will cause the model to go wrong. Furthermore, we can
see that the confidence of detecting the instance which has a backdoor trigger
slightly decreases but the size of bounding box and corresponding mask obvi-
ously reduce. The results show that our attack on ORPS is successful, that is,
our attack method is effective.

In addition, in order to illustrate the robustness of the backdoor trigger, we
change its size and position on the poisoned instance (Fig.4) and detect again.
The results shows that slightly changing the size and position of the backdoor
is also able to trigger the backdoor in the model, and these detection effects
(Fig.4(b)—(d)) are similar to that of the original poisoned image (Fig.4(a)).
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(c) bigger trigger (d) smaller trigger

Fig. 4. Detection results of different forms of backdoor triggers. (a) is an inference of
detecting the poisoned dataset we construct above. (b) is an inference that changes the
location of the backdoor trigger. (¢) and (d) are inferences that change the size of the
backdoor trigger.

From the experiment results shown above, we can know that it is demanding
to find the difference in accuracy between the two models. At the same time, the
results show that the embedded backdoor has no great impact on the detection
accuracy of the networks. This brings the possibility for an attacker to embed
backdoors in DCNN-based models.

5 Analysis

In this section, we study the working mode of the backdoor trigger in the net-
work, try to find out how it affects the detection of the model, and explore the
possibility of defending the backdoor.

Firstly we visualize the heatmaps of mask predition in the two networks,
which is useful to understand how the networks can recognize an instance in the
predicted bbox. We respectively find out the final outputs of detecting poisoned
dataset in the two networks, extract and draw heatmaps according to the out-
puts, and finally generate two images that superimpose the original images with
the heatmaps we just obtained [2]. An example of heatmap visualization in both
clean and backdoored network is shown in Fig. 5. We can know from this exam-
ple that clean network focuses to the entire instance in its prediction process,
and its attention is evenly distributed everywhere. However, on the contrary, the
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(a) clean network (b) backdoored network

Fig. 5. The heatmaps of mask prediction in the two networks.
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Fig. 6. Weights visualization of the last layer before final decision in the two networks
(clean an backdoored). And difference (absolute value) between the weights in the two
networks is shown as well.
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focus of attention between the clean and backdoored network is different, that
is, the backdoored network does not focus the whole instance any longer, and
its attention is not uniform everywhere in the predicted area. That is to say, it
may be not easy to scan the backdoor in a backdoored network.

In order to further study the influence of the backdoor on the network, we
extract and visualize the convolutional kernel in the last layer before final deci-
sion in the two networks (Fig. 6), and we observe its distribution in the form of
a boxplot (Fig. 7). From Fig.6(a, b), we can clearly see that both the clean and
backdoored network have a smooth distribution of weights before final decision.
At the same time, Fig.6(c) illustrates that there is no significant difference in
the weights matrix between the two networks. On the other hand, from boxplot
(Fig. 7) we can see that the backdoored network has some weights which are too
large or too small compared to the clean network. Therefore, we suspect that
these weights are malicious.

clean - omo——D——lD o

back- |
dooreq] © _—D———m o

P R I—

—0.04 —0.02 0.00 0.02 0.04 0.06

Fig. 7. The boxplots of the weights in the last layer before final decision in the two
networks (clean an backdoored). Besides, the difference between the weights in these
two networks is shown as well.

Based on the above discussion, we try to find out the location of the backdoor
in the network. We change the weights which are too large (top 1%) or too small
(bottom 1%) to the median of all weights, and use the new weights matrix to
re-detect the poisoned dataset. Unfortunately, the detection result shows that
there is no significant difference between using the newly generated matrix to
detect and using the original matrix to detect. So we try to use another method.
We extract the weights and biases of each trainable layers in the clean network,
replace the corresponding layers in the backdoored network with these matri-
ces and vectors separately, and re-detect the poisoned dataset. The experiment
results show that after replacing the weights and biases of some layers in the
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backdoored network, the detection results are quite different from the original
ones. These layers may be the locations where the backdoor trigger exists in the
backdoored network, such as conv2d_37, conv2d_transpose_10, etc. Among these
layers, replacing the weights and biases in layer conv2d_transpose_10 brings the
biggest difference compared to the original.

Based on all of the above analysis, we believe that our attack method is
effective. Meanwhile, the experiment results show that the backdoor may exist
in many layers of the backdoored network. Therefore, it can not easily detect
the existence of the backdoor in a similar attack.

6 Conclusion

In this paper we study on the new security concern caused by the population
of deep learning and the increasingly common practice of those DCNN-based
pre-trained models. Extending from our previous work, we deepen the problem
and do more research on our work. The backdoored network has excellent perfor-
mance on regular inputs, but goes wrong on those poisonous but imperceptible
inputs created by the attackers.

We implement our idea on the obstacle recognition and processing system
(ORPS) of self-driving car. In particular, we create an attack on Mask R-CNN
model by poisoning the Cityscapes dataset. The experiment result demonstrate
that the backdoored network would change the size of the bounding box and
corresponding mask of the object when detecting an instance that is backdoored
using a STOP traffic sign. Besides, we change the size and position of the back-
door trigger, and we find that it has no great impact on the effectiveness of the
model. In addition, we analyze the weights matrices in the backdoored network
and modify them with those in the clean network. However, the results show
that the backdoor trigger in the network is very secretive, so it is difficult for
users to discover the backdoor in the network.

Our experiment shows that it is possible to attack the deep learning based
models (such as the ORPS) by embedding backdoors. In future work, we are
going to test the vulnerability of other DCNN-based models and systems. Fur-
thermore, how to detect and defend these possible backdoors in deep learning
models will also be a topic that is worth to discuss.
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Abstract. Sensor location plays an important role in wireless sen-
sor networks (WSNs), so that developing sensor localization algorithms
has gained much attention from both academia and industries. Among
existing solutions, range-free localization algorithms, including the well-
known DV-Hop algorithm, are a promising one due to its independence
of any dedicated hardware, but usually suffer from low accuracy and
high energy consumptions. In this paper, a novel localization algorithm
based on the DV-Hop algorithm is proposed by trading off the over-
all energy consumption and localization accuracy. Unlike the traditional
DV-Hop algorithm, the proposed algorithm replaces the stationary TTL-
based mechanism by a dynamic and distributed mechanism. Specifically,
provided that a new packet with TTL = 0 arrives, the current sen-
sor will evaluate a coarse goodness value based on the Fisher Infor-
mation Matrix (FIM), and then determines whether it is necessary to
forward this packet to its neighboring sensors which are distant from the
source anchor flooding this packet. As a result, the packets transmitted
are significantly reduced, but the localization accuracy is not evidently
degraded. To validate the proposed algorithm, simulations are conducted
and demonstrate that the proposed algorithm significantly decreases net-
work communications by an average of 25.71% and 55% compared to the
traditional DV-Hop algorithm and the existing improved DV-Hop algo-
rithms, respectively.

Keywords: WSNs - Localization algorithms - DV-Hop
Energy consumptions - Localization accuracy

1 Introduction

Wireless sensor networks (WSNs), comprised of hundreds or thousands of small
and inexpensive nodes with constrained computing power, limited memory and
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short battery lifetime, can be used to monitor and collect data in a region of inter-
est [19]. Accordingly, it is of great importance for nodes in WSNs to acquire their
locations, because such information plays a vital role in WSN applications, e.g.
medical care, military defense, surveillance, and etc. Besides, privacy-preserving
location-sharing applications is in great needs [8-10]. Therefore, great efforts
have been devoted to developing various sensor localization algorithms [1,16].

Generally, a WSN consists of two types of nodes, i.e. sensors (whose locations
are unknown and need to be determined) and anchors (whose locations are a pri-
ori known through GPS or manual configurations). According to whether ranges
or angles between pairs of neighboring nodes are available, existing sensor local-
ization algorithms can be classified into range-based algorithms and range-free
algorithms. Existing ranging techniques, such as Time of Arrival (TOA) [18],
Time Difference of Arrival (TDOA) [4] and Angle of Arrival (AOA) [7], have
been employed in various range-based algorithms, but require dedicated ranging
devices, which consume extra computations and energy. On the contrary, the
range-free algorithms, including Centroid [15], CPE (Convex Position Estima-
tion) [2] and DV-Hop (Distance Vector-hop) [13,14], do not rely on any extra
devices, and provide low-cost localization services. On account of the limited
energy and computational ability in each node, it is extremely valuable to study
accurate and low-cost range-free algorithms.

However, range-free localization algorithms still suffer from limited accuracy
and high energy consumptions. For instance, in the DV-Hop algorithm, packets
including the hop count information from anchors must be flooded throughout a
WSN, such that the communication complexity is O(mn) where m denotes the
number of anchors and n denotes the number of nodes (accordingly, nodes refer to
a collection that makes up of sensors and anchors); obviously, the computational
overhead rises in a square manner as the WSN size increases, indicating that
decreasing energy consumptions has been of great urgency.

In this paper, we present an improved DV-Hop algorithm based on the Fisher
Information Matrix (FIM), which aims at abating energy consumptions without
sacrificing the localization accuracy of WSNs. The main idea of our approach is
to select a certain number of important anchors, which make nontrivial contri-
butions to locating every sensor, with the result that network communications
are significantly reduced and energy consumptions of sensors are decreased as
well. Specifically, provided that a new packet with TTL = 0 arrives, the current
sensor will evaluate a coarse goodness value based on the FIM, and then deter-
mines whether it is necessary to forward this packet to its neighboring sensors
which are distant from the source anchor flooding this packet. As a result, the
packets transmitted are significantly reduced.

Prior to our work, [3,17] came up with several improved DV-Hop algorithms
on localization accuracy via ameliorating ranges and localization algorithms. In
[3], Fu et al. proposed an enhanced DV-Hop algorithm, which primarily improved
the localization accuracy of the DV-Hop algorithm by adopting weighted values
to adjust the average hop sizes of sensors. Besides, the localization algorithm in
the third step was replaced by triangulation method based on validation, which
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further improved the localization accuracy of the DV-Hop algorithm. Two novel
DV-Hop localization algorithms for randomly deployed WSNs were presented in
[17], namely the hyperbolic-DV-hop algorithm and the IWC-DV-Hop algorithm.
Different from the traditional DV-Hop algorithm, the hyperbolic-DV-hop algo-
rithm chose the average hop sizes of all anchors, as the average distance per hop
of the sensor. Then, the hyperbolic localization algorithm was applied to calcu-
late the location of the sensor. Another algorithm proposed in [17], named the
IWC-DV-Hop algorithm, improved the localization accuracy by selecting appro-
priate anchors and replacing the LS method with Centroid. Besides, a weighted
scheme was adopted in IWC-DV-Hop so that the influence of different anchors
is taken into consideration. However, all of the improved algorithms mentioned
above only pay close attention to the localization accuracy of the DV-Hop algo-
rithm, but underestimate the importance of energy consumptions.

In comparison with their work, the contributions of this paper are as fol-
lows. In order to decrease the energy consumptions of WSN, firstly, the energy
consumptions of the DV-Hop algorithm are analyzed systematically and tersely;
Then, an information based control method for adaptively flooding packets is
proposed by approximately evaluating the corresponding FIM, with the result
that only those packets containing substantially helpful information for sensor
localization will be continuously flooded or discarded otherwise. As such, the
overall energy consumptions caused by flooding packets are significantly reduced;
Finally, simulations are carried out by taking various factors into account, such
as node densities and anchor densities, with some popular algorithms for compar-
ison, and it is shown that the performance of the proposed algorithm evidently
outperforms the original DV-Hop algorithm as well as several improved versions
in terms of energy efficiency and the rates of localizable sensors.

The rest of the paper is organized as follows. Section 2 presents the back-
ground and related works relevant to the DV-Hop algorithm. Section 3 introduces
our enhanced DV-Hop algorithm and presents its detailed implementation. The
simulation results and analyses are described in Sect. 4. Finally, we conclude this
paper and shed lights on future works in Sect. 5.

2 Background and Related Works

In this section, we first introduce the original DV-Hop algorithm, and then, some
analyses on its energy consumptions are conducted.

2.1 Reviewing the DV-Hop Algorithm

The DV-Hop [14] algorithm has been proposed by Niculescu and Nath, which is
a distributed, hop-by-hop positioning algorithm and is comprised of three non-
overlapping stages. Firstly, anchors start the algorithm by propagating their ID
and coordinates. Similar to the classical distance vector algorithm, all nodes in
the WSN will receive the coordinates of anchors as well as their minimal hop
counts to them. When an anchor receives information from other anchors, an
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average distance per hop is computed based on hop counts and coordinates in
received packets, and then distributed as a correction to its neighboring sensors.
Finally, while receiving the correction, sensors convert their hop counts to the
corresponding anchor to physical distance estimates. As long as above three
distance estimates to anchors are available, a sensor is able to localize itself
through trilateration.

2.2 Energy Consumptions Analyses

The energy consumptions on sensors mainly come from wireless communications.
In general, packets transmitted or received by a sensor can be used as a metric
for energy consumptions. Therefore, the packets transmitted by the DV-HOP
algorithm is analyzed in what follows.

In the first phase, energy consumptions primarily stem from the fact that
exchanging information occurs between neighboring nodes. If all nodes in WSN
receive the information from anchors, it is evident that the communication com-
plexity will be O(mn), where m is the number of anchors and n is the number
of sensors.

In the second phase, energy consumptions mainly come from the fact that
each anchor forwards a packet with the correction to its neighboring nodes, which
will result in the communication complexity of O(m(n —m)).

In the third phase, the trilateration is applied to calculate the locations of
sensors with information of the first and second phase and thus the main energy
consumptions arise from calculations.

According to the above analyses, the packet transmissions in the WSN can be
roughly divided into two categories: valid packets and invalid packets. Thereinto,
a group of anchors packets received by a sensor make relatively vital contribution
to the position of this sensor is called valid packets or called invalid packets
otherwise.

3 The Proposed Algorithm

This section firstly introduces the proposed algorithm based on the traditional
DV-Hop algorithm, and then presents its detailed implementation.

3.1 Overview

The flowchart of the proposed algorithm is depicted in Fig. 1. As can be seen, the
critical steps include (1) determining the distances between sensors and anchors;
(2) controlling packet transmission at every sensor; (3) localizing sensors via the
LS technique.

To begin with, any anchor in a WSN, say a;, broadcasts a message as the
traditional DV-Hop algorithm. Similarly, each sensor is able to establish their
local connectivity with neighboring nodes as well as the minimal hop counts
to different anchors. Specifically, an coarse distance estimation method as (1)
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Any anchor, say a;,
broadcasts a message

A node, say n;, receives the packet
from the anchor g, (the hop count
between n;and a;, say hy)

n;estimates the distance and its bias
between 7n; and a; by using a coarse
distance estimation method in [9]

n; calculates the value of the
determinant of the FIM

<Satisfy (10) OR TTL >0

nj can receive message
after a timeout?

n; is localized by using
the LS technique

Fig. 1. The flow-process diagram of the improved DV-Hop algorithm.

(see [12] for details) is employed to infer the distances from sensors to anchors.
Meanwhile, the errors of distance estimates are approximately evaluated by using
the Cramer-Rao lower bound (CRLB).

E(ps) = hiE(z) (1)

where h;, is the minimal hop count between the anchor a; and the sensor s,,.
To reduce the communicational overheads induced by flooding the mes-
sages from anchors throughout the whole WSN, a flooding control mechanism
is employed by combining the well-known TTL mechanism and an information
based approach, which will be elaborated in the following subsection.
Finally, a sensor obtains a sufficient number of distance estimates from
anchors, the LS method will be adopted to determine its location.

3.2 Controlling Packet Transmission

In the traditional DV-Hop algorithm, sensors usually use as many packets flooded
by anchors as possible for localization. However, it has been shown that the
influences of anchors on localizing a sensor depend on both the distance and
geometrical layout among them [5,6,11]. That is, if a sensor is extremely distant
from the source anchor, the packet from this anchor hardly improves the location
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aj a ap
Su a Su a Su

(a) (b) (© (d

Fig. 2. The illustration of the control mechanism (a; is an anchor, where i = 1,2, 3,4,
and s, is a sensor).

estimate of the sensor. Thus, in order to choose suitable anchors without sac-
rificing the overall localization accuracy of the WSN, a new information based
flooding control mechanism is put forward as follows.

Initially, the scope of flooding a packet from an anchor is controlled by TTL,
which can be set according to the sensor and anchor densities as well as the
deployment region of the WSN. When TTL in the packet counts down to 0, the
corresponding node receiving this packet will evaluate a coarse goodness value
based on the FIM to determine whether it is necessary to continue forwarding
this packet to its neighboring nodes. The goodness value is defined as

>¢  (TcSand|S|—|T|=1) (2)

where @5 and @7 respectively denote the determinants of the FIM with anchor
set S and 7, and (; is a threshold between 0 and 1.

However, considering the fact that localizing a sensor requests at least three
distance measurements from three non-collinear anchors, any sensor receiving
packets from less than three anchors will continue flooding packets regardless
of the values of TTL. As illustrated in Fig.2, after the sensor s, receives three
packets from the anchors a1, as and ag, a new packet from the anchor a4 arrives;
then, if the TTL value of the packet is nonzero, this packet will be forwarded;
otherwise, by letting T' = {a1,a2,a3} and S = T'J{as}, (2) is evaluated to so
as to forward or drop this new packet.

4 Simulation Analyses

In order to evaluate the feasibility and validity of the proposed algorithm in this
paper, extensive simulations are carried out by emulating a square experimental
area of 40 m x 40 m with 200~400 nodes randomly and uniformly distributed in
Matlab, in which the TTL is equal to 3. A thorough comparison is made among
the traditional DV-Hop algorithm, several enhanced DV-Hop algorithms [17,20]
(i.e., the hyperbolic-DV-Hop algorithm, the IWC-DV-Hop algorithm and the
WCL algorithm), as well as the proposed algorithm.

The energy consumption refers to the total number of receiving packets by
every node in the WSN, and the localization accuracy is evaluated by the dif-
ferences between the predicted positions and the actual positions of sensors and
it is defined as (3), and the localizable sensor rate means the percentage of the
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Fig. 3. The impact of anchor densities on localization errors and localizable sensor
rates.

total number of localizable sensors accounting for the total number of sensors.
The final results are averaged by running 50 different simulations.

(XL - Xe)?
e—¢ mey (3)

where X! and X¢ respectively present the actual coordinate and the estimated
coordinate of the sensor s,; N presents the number of sensors that can be local-
ized with N <n —m.

4.1 TImpact of the Anchor Density

Firstly, the performance of the varies of localization algorithms is compared in
terms of the anchor density (i.e., the number of anchors within a unit area).
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Fig. 4. The impact of anchor densities and node densities on energy efficiency.

It is assumed that there are 400 nodes in the WSN, and the anchor density is
increased from 0.0125 to 0.075 with the interval of 0.0125.

As can be seen in Fig. 3, the localization errors of algorithms descend as the
increase of the anchor density. Compared Fig. 3(a) with (b), we find that a larger
Hop (eg., TTL) or Dipreshotd (€g., the threshold of distances between sensors
and anchors) can result in a poor localization accuracy, which is caused by the
error propagation along with the packet transmission. Moreover, the localization
error of the improved algorithm is slightly inferior to the traditional DV-Hop
algorithm. For example, with 10% anchors, the average localization error of the
traditional DV-Hop algorithm is less than the proposed algorithm by 6.93%.

Figure 3(c) and (d) describe the localizable sensor rates with the anchor den-
sities presenting a steadily ascending trend. It is clear that the localizable sensor
rate of the proposed algorithm is nearly equal to 1. However, the IWC-DV-Hop
algorithm performs poorly in localizable sensor rates when the anchor density is
less than 0.04 and Dipreadnotd is equal to 20, which suggests that our dynamic
and distributed algorithm is considerably flexible compared to the IWC-DV-Hop
algorithm with a limited-distance transmission mechanism in decreasing energy.

Figure4(a) shows the relationship between the anchor density and energy
efficiency. As can be seen, there is a great increase in the amount of packets with
the rise of the anchor density. Furthermore, packet transmissions in the proposed
algorithm are much less than those in the other four algorithms. For example,
the energy consumption in our algorithm is about 11.52% lower than that in the
basic DV-Hop algorithm and about 55% lower than those in [17,20].

4.2 TImpact of the Node Density

The performance of algorithms with the node density (i.e., the number of nodes
within a unit area) is described in this subsection. Suppose that the number of
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Fig. 5. The impact of node densities on localization errors and localizable sensor rates.

nodes is increased from 200 to 400 with the interval of 50 (eg., from 0.125 to
0.25 with the interval of 0.03125), and the ratio of the anchor is 6%.

As shown in Fig. 5(a) and (b), the relationship between the node density and
the average localization error is described. It is apparent that the localization
error goes down with the rise of the node density, and the proposed algorithm
maintains a relatively minimal localization error compared to other algorithms.
For example, when the node density is about 0.19, the average localization error
of the DV-Hop algorithm is less than the proposed algorithm by 6.34%.

Figure 5(c) and (d) describe the relationships between localizable sensor rates
and node densities. As can be seen, the rates of localizable sensors in the IWC-
DV-Hop algorithm is far lower than the original DV-Hop algorithm and our
proposed algorithm when Dipreshoid €quals 20. Besides, with the increase of
Dipreshold, the rates of localizable sensors significantly increase, but still lower
than the proposed algorithm.
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Figure4(b) shows the amount of packets transmitted in the WSN with the
node density, which indicates that the energy consumption of the proposed
algorithm is less than the traditional DV-Hop algorithm and the other three
improved versions. For example, compared to the traditional DV-Hop algorithm,
the improved algorithm decreases packet transmissions by an average of 14.62%,
and other three improved versions increase packet transmissions by an average

of 47.30%.

4.3 Impact of the Parameter (;

The effects of the parameter (; on the performance of the improved algorithm
are described in Fig. 6. To systematically investigate the algorithm performance
on localization accuracy and energy consumptions with a different (;, a scenario
with the different node density is considered. Figure 6 describes the energy effi-
ciency of our improved DV-Hop algorithm with the increase of the parameter (;.
As can be seen, with the same node density, the amount of packets has a slightly
uplifted trend, and with the same (;, we notice that a smaller node density will
contribute to the energy efficiency of the WSN.
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Fig. 6. The impact of parameter (; on energy efficiency.

According to the above analyses, we confirmedly draw a conclusion that our
improved algorithm is more advantageous than the traditional DV-Hop algo-
rithm and its several enhanced versions with regard to anchor densities, node
densities and (;, since it always maintains an outstanding energy consumptions
and localizable sensor rates in simulations.

5 Conclusions

This paper presented a novel algorithm based on the DV-Hop algorithm to
improve its energy efficiency by carefully controlling the scope of packet flood-
ing. Different from the traditional DV-Hop algorithm, a smaller TTL is used to
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flood packets within a limited scope, which is a stationary approach, and when
TTL equals to 0, the FIM is applied to evaluate the goodness value that this
packet contributes to localization of distant sensors, which is evidently a dynamic
approach. Extensive simulations were conducted with respect to various config-
urations. It was shown that the proposed algorithm significantly improves the
energy efficiency of the DV-Hop algorithm.

In the future work, we would like to study how to improve both the accuracy
and energy efficiency of range-free localization in WSNs.
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Abstract. Network congestion is not an uncommon occurrence even
when a routing algorithm is well-designed, especially under the condition
of a high injection rate. Moreover, it strongly affects the network’s overall
performance as a result of increased packet latency. However, the major-
ity of existing congestion avoidance methods either utilize local informa-
tion or are incredibly complicated. The A-star algorithm is characterized
as a heuristic algorithm typically used for the purpose of obtaining an
optimal path. In this paper, we propose a novel route selection strategy
for network-on-chips is proposed. This strategy is based on the A-star
algorithm called ASA-routing. This selection method can be coupled with
any deadlock-free adaptive routing algorithm. The ASA-routing utilizes
routing table information in order to select as non-congested as possible
of output channels for forwarding packets. The congestion information
should be dynamically updated according to previously routed packets’
transmission latency. Based on experimental results for different traffic
patterns and network loads, the manner in which our method can be
applied to the repetitive turn model routing and the odd-even turn rout-
ing is outlined, improving both the average latency and the throughput.

Keywords: Network-on-chip - Adaptive routing + A-star algorithm
Congestion - Selection function

1 Introduction

With the ever-increasing the number of heterogeneous processing elements inte-
grated into the System-on-chip (SoC), which is already capable of reaching tens
or hundreds of processing elements, core communication exerts a significant
impact on SoC performance. Therefore, the SoC interconnection infrastructure
must be designed with care so that it provides support to efficient communica-
tion [1]. Network-on-chip (NoC) [6] is proposed as an effective interconnection
method for the multicore system which is capable of replacing the traditional
bus-based architecture.

The main difference in NoC architecture from one to the other lies in its topol-
ogy and the routing algorithm. In terms of topology, numerous research groups
have offered various network topologies, among which, mesh-connected networks
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have received widespread use in interconnection multicomputer networks. In par-
ticular, the two-dimension mesh (2D mesh) is the preferred network of choice
for the NoC. The properties of topology regularity, linear scalability cost, low
node degree and high path diversity [23] have generated considerable attention.
As a result, such topology has been adopted in a number of recent experimen-
tal and commercial systems [22]. In the other hand, a large number of nodes
process their tasks in parallel, communicating with each other by utilizing prop-
agating packets through the network’s switches. The packet’s transfer path can
be determined based on a routing algorithm. In order to render communication
efficient, the routing algorithm with high throughput and low latency consti-
tutes the superior selection. In terms of the manner in which the set of possible
paths from the source to the destination are specified, routing algorithms can
be classified into two distinct groups based on whether they are deterministic or
adaptive [8,17]. In deterministic routing algorithms [18], the path from the source
to the destination is determined solely by the source address and the destination
address. Meanwhile, in adaptive routing algorithms [8], there are multiple avail-
able paths from the source node to the destination node which are specified by
giving consideration not only to the given source and destination pair but also to
the network’s current state. Several pieces of research [3,5,11,13,14] illustrate
that the adaptive routing algorithms typically outperform deterministic ones
because adaptive routing algorithms are capable of providing a greater degree
of adaptiveness and an enhanced capability to avoid congestion [15]. Adaptive
routing algorithms include both a routing function and a selection function. The
routing function is dedicated to the selection of feasible output channels accord-
ing to the set of routing rules. When the routing function returns admissible
output channels, the selection function is employed in order to select one to
which the packet will then be forwarded. Therefore, the selection strategy plays
an indispensable role in any adaptive routing algorithms [10,16,19] and hence
constitutes the primary area of focus in this paper.

In our approach, the A-star algorithm is employed. The A-star algorithm was
first proposed by [12]. Moreover, it is a kind of the classical intelligent search
algorithm for path search and planning, which is based on the heuristic graph
search algorithm and is capable of being used for the purpose of dealing with the
optimization problem from the source node to the destination node. To the best
of our knowledge, the A-star algorithm typically outperforms traditional short-
est path algorithms in solving the one-to-one shortest path problem [4]. The
A-star algorithm employs an evaluation function in order to select the next step.
In this paper, the A-star algorithm was applied to NoCs, using it as the selec-
tion strategy for creating an adaptive routing algorithm named ASA-routing.
A switch stores a table containing the latency-value which estimates alternative
paths quality. These values are updated each time when a packet reaches its
destination, in the process of which it passes the switch. ASA-routing is capable
of identifying the least congested path among available paths, thereby improving
NoC performances.
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The switching technique employed in this paper is virtual cut-through (VCT)
switching. VCT switching requires less delay compared to the store-and-forward
switching scheme and simple deadlock avoidance design in terms of the wormhole
switching. In the VCT switching, each packet is divided into a sequence of flits.
When the header flit carrying the routing information arrives at the node, it
can be sent instantly provided that all forwarding conditions are met, without
the need to wait for all flits of the packet to reach this node. The body flits
then follow the reserved channel by the header flit and the tail flit releasing the
channel reservation [7].

The remainder of the paper is organized as follows. Related works are sur-
veyed in Sect.2, while the detailed process of the ASA-routing algorithm is
outlined in Sect. 3. Next, the simulation results are presented in Sect. 4, followed
by the conclusion in the final section, Sect. 5.

2 Related Works

Glass [11] introduced the turn model which is an interesting method for elim-
inating cycle dependencies through the prohibition of some turns. This model
analyzes eight turns in the 2D mesh network, including both the clockwise and
counterclockwise directions. This thus prevents turns in the appropriate position
from forming the deadlock-free adaptive routing. The disadvantage inherent to
this model is that the degree of adaptiveness in the half case is the same as fully
adaptive routing, however, in the other case, it is one.

Based on the turn model [11], Chiu [5] proposed a simple partially adap-
tive routing algorithm called the odd-even turn model in order to implement
deadlock-free routing in meshes. An NW or SW turn is restricted at any node
whose column coordinate is odd. Meanwhile, an EN or ES turn is restricted at
any node whose column coordinate is even. Figure 1(a) displays the prohibited
turns for the odd-even turn in a 5 x 5 mesh. The advantage of this model over
the turn model is that it provides a more even degree of adaptiveness between
different source-destination pairs.

The characteristics of the odd-even turn model were utilized in order to educe
the concept of repetitive turn distribution. It is a widely known fact that the
odd-even turn model has a repetitive property on both column and row. Then, by
observing prohibited turn’s various distributions, Tang [21] found that this can
have a significant impact on the system performance. The repetitive turn model
is proposed through the exploitation of the logic-based routing algorithm design
space. As shown in Fig. 1(b), if the node is in a column where the remainder of
the dimension-x coordinate divided by three is one or two, then any packet is
prevented to take NW and SW turns at the node. Moreover, if the node is in a
column where the remainder of the dimension-x coordinate divided by three is
zero, then any packet is prevented to take ES and EN turns at the node. This
routing algorithm exerts smaller routing pressures [20] than the odd-even turn
model routing for every network size, resulting in a significant improvement in
performance.
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Fig. 1. Prohibited turns of the two routing algorithms (a) the odd-even turn; (b) the
repetitive turn model

In [13], a new congestion-aware routing scheme is proposed called DyAD.
This scheme combines the advantages of both the deterministic and adaptive
routing schemes. The router employs a deterministic routing mode or adaptive
routing mode depending on the network’s congestion conditions. When the net-
work is congested, the router operates according to an adaptive routing mode,
thereby avoiding congested channels. The DyXY [14] checks the stress value of
neighboring routers which is typically defined as the instant queue length, with
the node with the smallest stress value being chosen. However, the DyXY utilizes
the local information, which is not sufficient for avoiding the congestion area.
Ascia [2] proposes the notion of Neighbor-on-Path (NoP). The NoP selection
strategy seeks to choose the channel which makes the packet reach the desti-
nation in the shortest time through the least congested area. This strategy’s
shortcoming lies in the fact that it decreases the degree of adaptiveness of the
odd-even turn routing. The Q-routing [9] represents another congestion-aware
routing algorithm for NoCs. In this method, the network can continuously adapt
to changing congestion conditions and traffic flows, with the router determining
the next step based on the latency information. Q-routing alleviates the network
congestion and improves the network performance.

3 The A-Star Adaptive Routing

3.1 Basic Idea of the A-Star Algorithm

The A-star algorithm is an informed search algorithm which enjoys widespread
usage in pathfinding and graph traversal. It is capable of solving problems by
searching all possible paths in order to choose the optimal path and in a fast
manner.

The A-star algorithm selects the path which minimizes

F(n)=G(n)+ H(n) (1)



ASA-routing: A-Star Adaptive Routing Algorithm for Network-on-Chips 191

Here, n is the current node on the path. G(n) is the path’s path from the source
node to the node n. H(n) estimates the optimal path’s cost from the node
n to the destination node, which is a predicted value. F(n) is the evaluation
function of the node n, which denotes the cost from the source node to the
intermediate node n to the destination node. In order to apply the conventional
A-star algorithm to the NoC routing, latency is employed as the evaluation
criterion as a proxy equivalent to the cost in [4].

3.2 Description of the Routing Algorithm

In this section, we show how our approach, based on the A-star algorithm, works.
Figure 2 shows the overview of our method for selecting the path. The ASA-
routing algorithm has several stages as follows:

Step 1: Construct the 2D mesh NoC and initialize the G and H.

Step 2: Obtain allowable neighbors according to the given routing function
and compute their F value.

Step 3: Select a neighbor with the smallest F. If the node with minimal F is
not equal, randomly select one.

Step 4: Route the packet from the current node to the selected next one.

Step 5: Check whether the node is the destination node. If it is the destination
node, move to Step 6, otherwise repeat Step 2.

Step 6: Backtrack and update the routing table along with all the selected
nodes using latency information.

ompute F|

Select the
~ Node has
Compute Allowable Minimal F
: s

/ Neighbors’ F (
EEE No l
Construct Network s
The Node is @
Destination? Routing to the Selected Node

Initialize G and H
Yes
) ) -

Backtrack Updating
Routing Table

Fig. 2. Overview of this paper’s path selection method
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Algorithm 1. findNextNode()
Require: curNode, dstNode;

1: openList = (;
2: closeList = {J;
3: openList.add(curNode)
4: while openList is not empty do
5. tempCurNode = findMinF NodeInOpenList();
6:  closeList.add(tempCurNode);
7. neighbor Nodes = findNeighbor Nodes();
8:  for each nextNode of neighbor Nodes do
9: if nextNode is in openList then
10: new-g = G(tempCurNode) + c(tempCurNode, nextNode);
11: if new_g < G(nextNode) then
12: F(nextNode) = new_g + H(nextNodee);
13: set tempCurNode as parent to nextNode ;
14: end if
15: else
16: openList.add(nextN ode)
17: set tempCurNode as parent to nextN ode;
18: end if
19:  end for
20:  if dstNode is in openList then
21: return
22:  end if

23: end while

Each time a packet arrives at the node, the node receives the packet from its
last hop neighbor and calls the function findNextNode() in order to determine
the next node. The detailed process by which the function findNextNode()
operates is shown in Algorithm 1. Two lists are maintained: openList and
closeList. openList consists of nodes which have been visited but not expanded,
while closeList contains those nodes which have been both visited and expanded.
Firstly, Line 1 and Line 2 initiate openList and closeList, setting them to
empty. Then, Line 3 puts the curNode in the openList. If the openList is
not empty, the node with the smallest F is found in the openlList, marked
as tempCurNode and then added to the closeList Line 5 to Line 6. Line 7
shows that all allowable neighbors for the tempCurNode which are not in the
closeList have been found by following the routing rules. Line 8 to Line 19
traverse all of the nodes in the neighbor Nodes. If the node is in the openList
and its arrival from the tempCurNode has a smaller G, then the F' is updated.
The c¢(tempCurNode, nextNode) represents the latency from tempCurNode to
nextNode in the Line 10. If the node is not in the openList, then it is added to
the openList. It is worth noting that updating G should involve searching the
routing table of the tempCurNode, while setting H should involve searching the
routing table of the node in the neighbor Nodes. This function constructs a tree
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Fig. 3. Example of the ASA-routing (a) the network; (b) the tree

structure from curNode to dstNode by setting the parent of each intermediate
node. From this, the next node can easily be obtained by searching the tree.

The repetitive turn model with proposed selection strategy is taken as an
example for the purpose of illustrating the ASA-routing algorithm in Fig.3.
This is done by routing a packet from the source node S(1,2) to the destination
node D(3,1). Firstly, the node (1,2) is added to the open list. Then, its two
allowable neighbors (2,2) and (1,1) are computed. The one with the smaller
F is then selected as the node (1,2)’s child. Then, the node (1,2) is removed
from the open list and the node (1,2) is added to the close list. In this way,
the remaining path can be constructed until the node (3,1). Assuming that the
completed path is (1,2) — (2,2) — (2,1) — (3,1), the next node obtained
is (2,2). Then, the packet can be sent to this node. In the next cycle, a new
path can be constructed from the current node (2,2). After several cycles, the
packet arrives at the destination. Finally, if the packet has been forwarded by
nodes (1,2), (2,2), (2,1), (3,1), these nodes’ routing table entries are updated
for (destination, taking cycles).

When selecting the next node, the basic condition is that it must satisfy
the routing function rules. Thus, the deadlock-free condition of ASA-routing is
preserved, because it depends solely on the routing function, with the deadlock-
free adaptive routing function serving as this paper’s premise.

4 Simulation Results

This paper’s proposed selection strategy has been coupled with the repetitive
turn model routing and odd-even turn routing, respectively. In the following
section, these two routing algorithms are referred to ASA-RTM routing and
ASA-OE routing.

All simulation results are presented for the 8 x 8 mesh. The VCT switching is
applied throughout the simulation. The traffic source generates 16 flits packets
in all cases. Each node’s buffer size is set to 16 flits in all cases for all methods.
Each simulation has a warming up cycle which is set to 10,000 cycles so as to
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Table 1. Simulation Configuration.

Attribute Value

Network topology 8 X 8 2D mesh
Packet size 16 flits

Virtual channel no

Port buffer 16 flits

Run cycles 30 000

Warming up cycle 10 000

Traffic pattern Uniform, transpose
Flow control technique | Virtual cut-through

ignore unstable data. Subsequently, it was executed for 20,000 cycles. In order
to guarantee the accuracy of the results, the simulation at each injection rate
was repeated ten times. The basic configuration is shown in Table 1. Average
latency and throughput were used as measurement metrics for the purpose of
evaluating routing algorithm performance.

Performance with the repetitive turn model routing and ASA-RTM routing
algorithm are compared, as are the odd-even turn routing and ASA-OE routing
algorithm. The selection strategy is evaluated using the synthetic traffic scenar-
ios. In uniform traffic, a node sends the packet to each other node with the same
probability. In the first transpose traffic, a node (4,j) only sends packets to a
node (k—1—j,k—1—1) where k is the number of nodes in each mesh dimension.
In the second transpose traffic, a node (i, j) only sends packets to a node (7,1).

Figure 4 illustrates the comparison of the two methods’ performances based
on the uniform communication pattern. The ASA-RTM routing algorithm
requires higher latency in order to deliver a message in a low injection rate.
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Fig. 4. Performance of the ASA-RTM and RTM routing algorithms under the uniform
traffic in 8 x 8 meshes (a) average latency; (b) normalized accepted traffic
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However, latency to deliver a message for the ASA-RTM routing algorithm is
much less than that of the repetitive turn model routing algorithm once the
normalized applied load exceeds 0.43. As for the normalized accepted traffic,
the ASA-RTM routing algorithm exhibits no apparent advantage prior to the
normalized applied load exceeding 0.47.
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—a—RTM 04 [ —&—RM
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0 8 16 24 32 40 0 6 12 18 24 30 36
normalized applied load(%) normalized applied load(%)
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Fig. 5. Performance of the ASA-RTM and RTM routing algorithms under the first
transpose traffic in 8 x 8 meshes (a) average latency; (b) normalized accepted traffic

Figure 5(a) and (b) show the average communication latency and throughput
as a function of the normalized applied load. As can be observed from the results,
the ASA-RTM routing algorithm yields a higher latency than the repetitive turn
model routing algorithm prior to the normalized applied load is smaller than
0.33, which is similar to the uniform scenario. However, the ASA-RTM routing
algorithm leads to a lower latency in high traffic loads. The normalized accepted
traffic of the two algorithms almost has no difference.

The simulation results for the two algorithms based on the second trans-
pose communication pattern are shown in Fig. 6. ASA-RTM routing algorithm’s
latency rapidly rises after the normalized applied load reaches 0.38, which is later
than for the repetitive turn model routing algorithm. The performance gain near
the saturation point (0.38) is 27%. Thus, it is concluded that ASA-RTM still
performs better when network congestion occurs. This result was excepted given
that the ASA-RTM routing algorithm undertakes routing decisions by consider-
ing network traffic status.

As shown in Fig. 7(a), the ASA-OE routing algorithm performs better than
the odd-even turn model routing algorithm under uniform traffic load. This
result is consistent with Fig. 4(a). In this case, Fig. 7(b) illustrates that the net-
work employing odd-even turn routing algorithm saturates at the normalized
applied load of 0.43, while the ASA-OE routing algorithm achieves the normal-
ized applied load of 0.44.
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5 Conclusion

In this paper, a new selection function coupled with the deadlock-free adaptive
routing function for NoCs is proposed, the purpose of which is to make packets
to reach their destination without passing through congested areas, thus allevi-
ating network congestion. This method is inspired by the A-star algorithm. In
the simulation, the repetitive turn model routing and odd-even turn routing are
taken as examples for implementing ASA-routing. Sufficient simulation results
are presented, thereby demonstrating the effectiveness of the ASA-routing algo-
rithm through comparison with the original repetitive turn model routing and
odd-even turn routing methods.
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Abstract. The congestion pattern recognition in urban road networks helps for
recognizing the bottleneck in road networks and assisting to route planning.
With the widespread use of GPS devises in vehicles, it is possible for researchers
to monitor the traffic condition of urban transport networks at a road level. In
this paper, we utilize the trajectory data of vehicle GPS to detect the road travel
speed by matching points of trajectories to road segments. A fuzzy clustering
based method is proposed to classify the road congestion level according to the
road traffic conditions. Further, the road network is clustered by the proposed
snake clustering algorithm, so that the road network is divided into congested
and uncongested areas. This paper studies the congestion propagation problem
and propose to employ the dynamic Bayesian network for modeling the con-
gestion propagation process. Taking the real road network of Shanghai and the
dataset of GPS trajectories generated by more than 10,000 taxis, we evaluate the
pattern recognition based congestion prediction method. It shows that the pro-
posed model outperforms the competing baselines.

Keywords: Congestion propagation * Taxi trajectories + Road network
Dynamic bayesian network

1 Introduction

With the increasing number of urban vehicles, most cities are faced with the problem of
serious congestion in road networks, especially for the metropolises and during the
time span of peak hours. Acquiring the knowledge of the road network congestion
pattern is of great significance for route planning and traffic monitoring, which has
attracted much research attention. Traditional traffic condition monitoring is largely
based on the infrastructure systems, such as the loop sensors, roadside camera etc.
These sensing methods can only cover a limited proportion of roads in the network,
which results that the congestion pattern recognition is regarded as a tricky problem
because of lacking data [1]. Thanks to the widespread use of the GPS (Global Posi-
tioning System) devices in vehicles [2], especially used in the public transport systems,
such as the tax system [3], trajectories generated by vehicles that are equipped with

© Springer Nature Switzerland AG 2018
J. Vaidya and J. Li (Eds.): ICA3PP 2018, LNCS 11335, pp. 199-211, 2018.
https://doi.org/10.1007/978-3-030-05054-2_15


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05054-2_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05054-2_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-05054-2_15&amp;domain=pdf
https://doi.org/10.1007/978-3-030-05054-2_15

200 H. Gao et al.

GPS devices help sensing the spatial and temporal traffic situation in urban road
networks [4, 5].

However, due to the complexity of the road environment and the diversity of route
selection, it is difficult to predict road congestion. Therefore, a dynamic Bayesian
network model is established to describe and predict the periodicity and correlation of
traffic network. It provides a reference for traffic dispatch and public travel.

Based on the trajectory coverage in the urban road networks, keeping only the
knowledge of current on the state of the road network can fulfill the dynamic route
planning need for travelers and the traffic state warning function for the transportation
department. This meaning that further knowledge of the road congestion should be
obtained. Such as where (spatial) and when (temporal) a congestion will happen [6,
7]. This spatial and temporal congestion prediction problem is always called con-
gestion propagation [8]. In this paper, we focus on the congestion pattern [9] mining
and the propagation prediction of urban road networks based on the taxi trajectories,
which means that our proposed model is a data-driven method. Using the taxi trajec-
tories based on map matching algorithms, the average travel speed of each road seg-
ment can be calculated [10]. The relative travel speed ratio of a road segment in a
specific time interval is utilized to estimate the congestion level based on the clustering
algorithm of fuzzy c-means (FCM). Then we propose a snake clustering algorithm that
partition roads into clusters that are connected and congested in the same time interval.
Further, based on the clustering results, a dynamic Bayesian model-based method is
proposed to predict the congestion propagation, meaning that predict the congestion
state of a road given the congestion states of its neighbors.

Main contributions of this paper include the following three points.

(1) We propose a trajectory data based congestion level estimation method based on
the FCM algorithm, and a further snake clustering algorithm is proposed to mining
the spatial and temporal congestion pattern in the road networks.

(2) According to the congestion pattern mining results with the proposed snake
clustering algorithm, a further dynamic congestion propagation model is proposed
based on the Bayesian framework.

(3) Taking a real-world road network of Shanghai together with the dataset of taxi
trajectories generated by more than 13000 taxis during a month, we evaluate the
proposed method and give case studies of the congestion propagation visualization.

The rest of this paper is organized as followings. Section 2 reviews relative liter-
ature, including the trajectory map matching algorithm and congestion estimation and
propagation methods. The section presents our proposed method for congestion
propagation method in the road network, including the trajectory-based congestion
estimation, the congestion pattern recognition, and the dynamic propagation prediction
method. A case study is reported in Sect. 4. Section 5 concludes this paper and present
the future works.
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2 Related Works

Traffic congestion relief is beneficial to the efficiency of urban operation, reducing the
incidence of traffic accidents and reducing environmental pollution. Thus it attracts
may researchers. The first step of the locus-based approach is to match the GPS points
to the section. It can be classified as a geometric matching algorithm, a topological
relation algorithm, probabilistic statistical algorithm and advanced matching algorithm
according to different characteristics. Because of the high matching efficiency of the
probabilistic statistical algorithm and the high accuracy of the vehicle running at low
speed, this algorithm is used for road matching.

The next step is to detect road congestion. Hoang Nguyen [11] Count all traffic
times and define time greater than T (where P{t > T} = 0.3) as congestion. Anwar [12]
constructs a Bin structure to improve the access efficiency of historical data and
achieves continuous detection of congestion change. Yang [13] proposes a Multiple
Data Estimation methods, which uses multiple attributes to estimate urban congestion
effectively, and selects attributes to improve accuracy and efficiency.

Finally, we detect and predict congestion propagation patterns. Complex network
methods, clustering methods, and dynamic Bayes can be applied. For complex net-
works, Aleta [14] proposed a method to model a public transport system as a multiplex
network. A more in-depth understanding of the network characteristics of the public
transport system, for the establishment of a realistic model of urban traffic. Liu [15] by
introducing the network science analysis method, the community discovery method
reveals the urban structure under the taxi trip data. For the clustering method, An [9]
proposes a grid-based method for detecting data congestion using floating cars. Grid
Congestion Mode is defined to detect whether the grid is congested, and DBSCAN
clustering method is used to find out the Recurrent Congestion. Rempe [16] proposes a
clustering method to obtain the time and variation of abnormal day clustering and to
quantify the congestion correlation among clusters. According to the speed of the
vehicle, Saeedmanesh [17] uses snake algorithm [18] to cluster. Since each period
reclustering consumes resources, the existing clusters are fine-tuned over time. The
change of spatial location of patency and congestion is expressed by the change of
cluster over time, and then the spread of congestion is described. As a result of
observing and studying road sections from a macro perspective [19], the link between
road congestion cannot be reflected and road congestion can’t be effectively predicted.
For dynamic Bayesian, Hoang Nguyen uses the Apriori algorithm to mine frequently-
congested roads by establishing high-frequency congestion trees, and further uses
dynamic Bayesian prediction. Through the above methods, it is possible to predict road
congestion, but the spatial connectivity between roads is not fully considered.

Based on the trajectory data, this paper studies the traffic congestion propagation
and congestion prediction. Firstly, snake is used to cluster the roads that have been
divided into congestion levels, and the traffic roads are divided into disjoint areas [20].
In the region, the dynamic Bayesian network is used to study the interaction between
different time periods of each road, and according to the traffic situation of the road at
different times, the traffic situation of the target section is predicted.
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3 Methodology

3.1 Congestion Level Estimation Based on FCM

After matching each GPS point to the road segment, then the congestion level of each
road segment is estimated. For each road, the velocity v;(t) varies during a day
according to real-time traffic. For each road e;;, we set the 95% percentile of its velocity
in each day as its limited maximal velocity and define r;(t) as the ratio between its
current velocity and its limited maximal velocity measured as (1).

v (1)

rij(t) = ng(l) (1)

Different from previous researches that identify the congestion state of a road
segment as binary state 0 and 1, meaning not congested or congested, we adopt the
FCM to estimate the congestion status. As shown in (2), supposing that the value set of
riis X = (x1,x2,...,%,), the membership matrix of FCM is defined as u = {”ij}km’
Youj=1¥=1,2,...,n c={ci,c1,...,cx} is the cluster center of k clusters.
The FCM algorithms applies the fuzzy membership degree and the cluster center to
represent the partition of the value range, and the objective function is shown as (2)

o) =" 57wty — el 2)

Considering the constraint condition and the objective function, the la-grangian
method is adopted as (3)

J(U,Cl,cz7 .. .,Ck,)tl,j.z, . .,/1,,) = Zf:l Z]n u:j" (xj — Ci)z + Z;':l )vj (Zf:l Ui — 1)
3)

Then the cluster center and the membership is calculated as (4) and (5)

. Z;:l Ui X; 4
C[ - Zn m ( )
=1 %ij
1

2/m—1
k djj
S ()

If we want to partition the congestion level into 4 categories, then we set k = 4 and
the cluster centers is applied to represent the congested level.

(5)

Wij =
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3.2 Congestion Pattern Recognition Based on Snake Clustering

Through previous data processing, we obtained the road number, the adjacency rela-
tionship between roads, and the current road condition of roads. Next, we clustered the
roads. The roads are divided by the spatial relationship between the roads and the traffic
conditions of the roads. The snake algorithm is used to cluster the roads. The snake
algorithm takes full account of the adjacency and connectivity of the road in the aspect
of space.

In the list of congested roads, seed nodes are selected randomly as inputs to snake,
and seed nodes are added to the linked list of result sets. According to the adjacency
relationship of the road, the nodes which are directly adjacent to the current result set is
selected into the candidate queue, and the nodes with the smallest difference of the
current result set in the candidate queue are selected to join the result set. Until all
nodes are added to the result set, the algorithm is finished and the result is returned in
the order of adding results. The algorithm process is as follows:

Algorithm P-snake

Input : initial x3, adjacency matrix W, congestion level
dict, N

Output : the result set S;, S3,.., Sy

Process:

l:while I =1,2,...,N do

2: Initial result set S and candidate set D

3 D:DU{X()}

4 while D!=@g do

5: node = getNearestNeighbor ( dict, S, D)
6 S = SU{node}

7 C = getNeighbor ( D, node)

8: D = DUC

9: end while

10: Si =S

11: x9 = getLastElement ( S)
12:end while

The getNearestNeighbor function returns the node which is the smallest difference
between the candidate set and the result set. The getNeighbor function returns the
directly connected node and the node is not the set of nodes of the candidate set and the
result set. The getLastElement function returns the last congested node of the S result
set. Run the P-snake to get N snake sequences. The standard deviation between snake
nodes is selected as the evaluation criterion for evaluating the variation of snake
sequences. The standard deviation has a positive correlation with the degree of dif-
ference between the nodes in the current snake, and we calculate the variation of the
standard deviation of each snake sequence (each joins one node and calculates a
standard deviation).
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The changes of different snake sequences generated by P-snake were observed.
When the length of snake is larger than a certain threshold ¢, the increase of standard
deviation increases obviously. So when the number of elements in snake sequence is
larger than a value, Then the nodes added are quite different from the nodes in the
current snake sequence (It is extremely unlikely that the sequence before this node and
the sequence after it will be divided into the same category). The conclusion of the
current snake sequence at the threshold € does not affect the classification of the final
cluster. At the same time, reduce the consumption of resources (computational
resources and memory resources) and reduce the time.

The restricted snake growth threshold ¢ is applied to the algorithm. When the length
of snake sequence reaches the threshold ¢, the growth of snake is stopped. One node is
randomly selected as the seed of the next snake growth from the nodes that add the
least number of snake sequences. After running the RL-snake, N snakes with length ¢
are obtained.

Algorithm RL-snake

Input: adjacency matrix W, congestion level dict, N
Output: the result set Si, Sy, .., Sy

Process:

l:Initialization node dictionary T

2:while I = 1,2,..., N do

3: initialize result set S, candidate set D
4 Xo= getElement (T)

5: D=DU{ x,}

6: while D! = ¢ and length (S) < ¢ do

7. node = getNearestNeighbor (dict, S, D)
8: nodeTimesAdd (T, node)

9: S = S {node}

10: C = getNeighbor (D, node)

11: D = DUC

12: end while

13: §; = S

14: xy= getElement (T)
15: end while

Among them, the return of getElement(T) is the randomly selected node in the
congested node with the least number of snake sequences. Due to the randomness of
the generation of snake, the current division may have the following problems: Firstly
the threshold € cannot define exactly whether the growth of the current snake should
end, the snake’s growth may end early (the node is not added to the matching snake)
and late (join the node which is quite different from the snake node). Secondly, the
current snake sequence may have two snake of smallest size, so we should divide the
current snake sequence into two smaller size snake. Lastly, There are situations where
there are two snake intersections that cause one or more nodes to belong to one or more
snake at the same time. Because above problems may happen, we use the Mixed
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Integer Linear Programming (MILP) to adjust the snake. We define the following
variables to describe the MILP (Table 1):

Table 1. Set of variables, indices, and parameters

Xij If the node j belongs to snake i, the value of x;; is 1; If not, is 0

R;i(k) | Return the name of k node in snake i

t; Present the variance of Snake i

N, Present the variance of Snake

N Present the number of nodes

2 Present fraction of coverage (joined nodes/N)
I {1,2,..., €}

N, The smallest number of Snake

We constrain for MILP about these variables as following formula shows:

min Zjv:l i (6)

x,-R[(kH)gxiR[<k),Vi€I,Vk:{172,...,8—1} (7)

SN =1V {128 (8)

N,
D 2 Ny (©)
N N,
D D FizaN (10)
XiR;(1) = XiR;(2) (11)

Constraint (6) aims to consider all snake sequence in general to make the sum-
mation of all variances smallest. Constraint (7) make sure that if one node is in the
snake sequence, another node that is before node in order must be in the snake
sequence. This constrain ensures every node must be connected with other one or more
nodes indirectly. The aim of constraint (8) is to make sure that each node must belong
to one snake. Constraint (9) limits the number of the generated snake to at least N),.
Constraint (10) requires that the number of nodes joining snake is above o for all
nodes. Constraint (11) limits a snake to at least two nodes.

Through MILP further dividing the snake, the difference between the roads in the
same snake is smaller. Every snake sequence consists of congested roads adjacent to
each other in space.



206 H. Gao et al.

3.3 Frequent Patterning Based Congestion Prediction

The dynamic Bayesian network is used to model the interaction between the roads in
the same congestion cluster recognized by the snake clustering method. Links between
two layers in the dynamic Bayesian network represent the propagation relation with
each layer denotes a time slot, as shown in Fig. 1.
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Fig. 1. Dynamic bayesian network based congestion propagation model

Congestion clusters detected in a time slot is represented as a snapshot as shown in
Fig. 1. The flow orientation denotes the traffic direction. Nodes in a layer of the
Bayesian network is formed with roads in the same cluster of the same time slot. Such
as the congestion probability of road segment e, in time slot t comes from the con-
gested road e in time slot t and the congestion situation of roads el and e; in time slot
t-1. The propagation relationship is represented as the following equation,

oy Pe0) Ty Pl i) Tliey Pleiel) - Pt le) - P(e)
P = = TP ) Moo P@) Pl ) (12

Where U is a set of e} upstream nodes

4 Experiment and Analysis

4.1 Road Network and Dataset

The case study is implemented on the dataset of the road network of Shanghai, China,
together with the dataset of taxi GPS trajectories of one month. The trajectory dataset
consists of GPS points generated by more than 10,000 taxis between 8:00 am and 9:00
am. The time slot is set as 5 min, so we can obtain 12 time slots form of 8:00 to 9:00 in
each date. The road network, containing 10030 road segments is shown in Fig. 2. The
road network is chosen by removing roads that are not connected to the main road
framework. Roads that are less than 500 m or the two endpoints is 1 are merged.
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Fig. 2. Road network

4.2 Results

First, we determine the threshold € of the snake growth process using the dataset. By
running the P-snake, a certain number of snake sequences can be obtained, and the
standard deviation of snake sequences can be calculated with the increase of snake
sequences. Figure 3(a) shows how three different snake sequences gradually increase
with the size changing. When the size increases to 400, the standard deviation in the
snake increases sharply, so 400 is chosen as the threshold.
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Fig. 3. (a) Evolution of the relative speed variance vs size of three representative snakes; (b) the
number of clusters partitioning every time slot; (c) mean and standard deviation partitioning of
clusters every time slot; (d) the number of road partitioning congestion duration.
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We cluster roads for each time slot, the number of clusters, the average and stan-
dard deviation of the cluster size in each time slot are shown in Fig. 3(b) and (c).

According to the statistic results, it can be observed that the number of congested
road segments, the cluster size, as well as the diversity within clusters, reserve
unchanged with time slot variation. It also shows the state of the road in the current
time interval is steady, and it changes little between the adjacent time intervals. We
count the duration of the congested roads, represented by time slot number, as shown in
Fig. 3(d). During 12 time slots, some key roads are continuously congested, which can
be regarded as the center of our snake clustering process. Each time slice has a high
probability that the other nodes in the previous snake. Other nodes of the snake may not
belong to the snake sequence due to time changes.

Further case studies of our congestion prediction method are presented in this
part. With the size of time window varying, the prediction accuracy is compared with
the Apriori algorithm and the time series prediction method. Figure 4(a) and (b) are the
prediction performance measured by the accuracy and the F-1 measure obtained by
three methods.
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Fig. 4. (a) Evolution of accuracy of prediction results vs size of time window; (b) Evolution of
F1-Measure of prediction results vs size of time window.

It shows that the prediction of our proposed SDB method is obviously better than
that of the competing methods (the Apriori method and the Time Series).

accuracy = TP/(TP + FP) (13)

F1 — Measure = 2TP/(2TP+ FN + FP) (14)

Where TP is the number of roads where congestion occurs and is detected, FP is the
number of roads that are not congested and detected as congested, TN is the number of
roads that are not congested and detected as uncongested.

Figure 5 shows the spatial distribution of congested road segments predicted by
SDB, in which the black road network is the trunk roads chosen in this paper, and the
red section is the congested roads. We select some congested sections detected to
explain and analyze them as shown in Figs. 6 and 7.
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Fig. 5. Spatial distribution of congested road segments in road network.
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Fig. 6. (a) North-South elevated road; (b) Dynamic bayesian network of north-south elevated

road.

(@) (b)

Fig. 7. (a) Xinzhuang bridge; (b) Dynamic bayesian network of Xinzhuang bridge

From 8:00 am to 9:00 am, as the main traffic is heading to the city centers for
works, thus the main traffic flows come from residential areas to work areas. Figure 6
(a) congested section is the North-South Elevated Road of Shanghai. This section is
congested in the early rush hour, consistent with the actual situation. As vehicles on
both sides of the road continue to converge into the main road, resulting in congestion
of the road segments. First, congestion occurs in segment A, and there is a high
probability of congestion in section B in the next time slot or in the current time slot
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(which is related to the span of time slot). Similarly, congestion in section B is likely to
spread to section C. There is a high correlation between section A and section B,
section B and section C, so we can use the Bayesian network to describe the rela-
tionship between them, as shown in Fig. 6(b). Figure 7(a) shows the congestion area is
Xinzhuang Bridge, which is consistent with the actual situation. That is a busy inter-
section, connecting road segments in six different directions. The southwest of
Shanghai is the main busy areas. There are many ramps in this section. The main flow
direction of the traffic flow at A to E is to flow into the current road section at the
morning peak hours. Only one segment F present the traffic tends to flow out, which
can cause the congestion of the road in this section. When the segment F is congested,
it possibly results in the congestion of segments A, B, C, D and E These propagation
process can be represented as Fig. 7(b).

5 Conclusion

In this paper, through detecting travel speed from trajectory data, we utilize the FCM
algorithm to estimate the congestion status of each road in the road network. Based on
the congestion status estimation method, we propose a snake clustering method to
recognize the congestion pattern. We further propose to apply the dynamic Bayesian
network to model the dynamic congestion propagations between road segments in the
same recognized congestion cluster. Taking the real road network of Shanghai as a case
study, using the taxi trajectories generated by more than 10000 taxis, it shows that our
proposed congestion prediction model outperforms the competing baselines.

In the future, we intend to further improve the congestion propagation model by
incorporating more traffic affecting factors and imply it on the more real-world dataset.
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Abstract. With the explosion of data, we have an urgent demand for
data throughput in high performance computing systems. Data-intensive
applications are becoming increasingly common in HPC environments.
As data scale increases faster than systems, it’s time to fully utilize
resources in every aspect, including computing power, storage capacity
and data throughput. We can no longer ignore data preprocessing since
it’s an important procedure, especially when dealing with large amount
of data. How to efficiently perform data preprocessing in current HPC
systems? How to make full use of system resources on data-intensive
applications? What should be valued when designing new HPC architec-
tures? All these questions need answers. In this paper, we drew a sketch
for procedure of data-intensive applications, which lead to an adaptive
resource allocation scheme according to procedure requirements. We ana-
lyzed characters of preprocessing and designed a preprocessing model
for data-intensive applications in HPC systems. It has not only fulfilled
the demand for computing but also meet the need of throughput, with
cooperative work in storage system and storage management system.
Experiments were done on Sunway TaihuLight, one of the world’s fastest
supercomputers. The whole procedure of preprocessing at Petabytes can
be done in hours without interfering other ongoing applications.

Keywords: HPC - Data intensive applications
Cooperative preprocessing - High throughput computing

1 Introduction

With the explosive growth in data size, data-intensive applications become pop-
ular and important in practice. High performance systems (HPC) with high
computation ability, large memory, efficient interconnections and tight coupling
show preference to such applications.

However, as most HPC systems are not particularly designed for data-
intensive applications, there are a lot of problems porting such applications.
For example, it is hard to support high throughput demand, and it is a great
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challenge to efficiently import source data as systems are partitioned apart from
data sources. It has become a key to success to run large-scale data-intensive
applications on HPC systems to make which fully used in conjunction with high-
throughput computing (HTC) systems.

In this research, we studied the processes of data analyzing in HPC systems
and designed a cooperative computing method for data-intensive applications.
We have done experiments at Petabytes data scale on Sunway TaihuLight HPC
systems. Experiments have shown the effectiveness of our method. It can coop-
eratively do some processing work in data throughput stage without interfering
other workloads, and further reduce later computations. It provides a reference
for studying the adaptability of data-intensive applications to HPC systems, and
for design of the future HPC systems to support data-intensive applications.

2 Background

As the scale of data grows, analyzing data becomes more comprehensive and
sophisticated. Many applications are not just limited to “computing”. The acqui-
sition, preprocessing, storage, calculation and display of data are all important
parts.

Data-intensive applications need cooperative processing during the entire
processes such as data mining, and compute-intensive applications are facing
larger input data volume and have a higher demand for preprocessing, such as
astronomical data analysis.

2.1 HPC Applications

HPC was originally designed for scientific applications such as meteorologic anal-
ysis, earthquake analysis, oil prospecting and so on. With the increasing demand
for computing in various fields, applications such as life sciences, animation
games, mobile medicine, and social analysis also appear in the HPC systems. The
proportion of latter ones are gradually increased [13]. Both compute-intensive
and data-intensive applications become usual in HPC systems.

2.2 Procedure of Data Processing

In general, compute-intensive applications require plenty computing resources in
the computational analysis stage, the amount of input data is relatively small,
and most middle-stage data is produced by computing which need low through-
put bandwidth.

However, data-intensive applications require various resources throughout
the entire process, including preprocessing, storage, analyzing, and display. The
amount of computing is negligible in each stage.

As traditional HPC systems are targeted at compute-intensive applications,
the preprocessing support is deficient. In addition, it requires large computing
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resources in preprocessing stage which may be comparable to the HPC system
itself and is too expensive to use HPC system for preprocessing.

As aresult, it is urgent to design a proper method to make full use of different
resources for the entire processing stages in HPC systems, especially when it
comes to Petabyte era.

2.3 Architecture of HPC

The basic structure of HPC and its computing abilities are analyzed below.

In general, HPC system is consisted of computing systems and peripheral
systems that support computing. In addition to basic computing units, the HPC
system also includes resources such as storage and networking. In the entire stage
of applications, the whole systems are not always heavily loaded. For example,
the computing nodes may running at full speed while the storage ones may have
light load. If we can make full use of the light loaded parts, the whole processing
time may be greatly reduced.

In addition, peripheral systems often have management nodes or light com-
puting units. Some of these resources are visible to the users and may be idle or
light loaded. For instance, while ensuring that the service 10 is at full bandwidth,
the computing units of the IO management node are still partly idle. Moreover,
while ensuring required storage consistency response, the storage management
nodes can also spare some computing resources.

Thus ensure the possibility of our following design.

3 Cooperative Preprocessing in HPC Storage Systems

Our design and experiment mainly focused on the Sunway TaihuLight HPC
system [2]. But it is a reference to other HPC systems.

In this paper, “cooperative computing” is used to provide preprocessing sup-
port for data-intensive applications when HPC system’s 10 load is low on 10
agent node. It will relieve the shortage of limited computing resources in HPC
system with various preprocessing requirements. Further, storage nodes have bet-
ter fault tolerance performance, and they can effectively support high throughput
data volumes. The software is richer and more suitable for complex and diverse
preprocessing processes.

3.1 Theoretical Analysis of Preprocessing

Many applications in HPC require data preprocessing. For example, in astronom-
ical observations, it is necessary to map the observed image data to appropriate
physical locations by handling the coincidence and migration images. In mete-
orological analysis, the original observation data needs to be adapted into the
grid. In oil detection and analysis, data from sensors needs to be integrated and
summarized. In social analysis, the original data needs to be extracted, summa-
rized, and even numbered.
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In data-intensive applications, general preprocessing includes data access,
data cleaning, format conversion, compression/decompression, etc. The sequence
of these processes is often related to specific applications. The computing com-
plexity z(n) varies from O(n) to O(nlogn) [6].

Data Importing and Sampling. Performance of data importing depends
on the device and bandwidth. Incoming data comes from the network, directly
connected sensors, or external databases. For large-scale data, it is necessary to
perform sampling in preprocessing stage, and thus could verify or improve the
subsequent processing performance.

Data Cleaning, Completion and Noise Identification. Data cleaning
refers to the detection, correction, filtering or removal of incorrect or incom-
plete data. Sometimes it may involve deduplicating. Methods for data cleaning
are domain-specified, such as detecting outliers by known data distribution or
range of the values.

Data complements are mainly aimed at incomplete data, especially high-
dimensional ones. Some missing values can be derived from its data source, or
be manually re-estimated.

Regression or segmentation smoothing method are useful in noise identifi-
cation [3]. Since the algorithm is complex, involving domain data and iterative
methods, the preprocessing stage is difficult, which can be completed during
data analysis stage.

Data Conversion. There are many kinds of data conversion, such as normal-
ization, indexing, and format conversion.

Normalization is to find extreme values and compute corresponding propor-
tions. Suppose that the data volume is n, the computing is 2n, and the through-
put is 2n. Finding extreme values can be completely parallel. As is with propor-
tion computing. But there is data dependency between them. Each parallel part
needs value election and broadcast.

When it comes to data indexing, there are various ways. Some indexing meth-
ods require a special format. Some need a simpler representation. Indexes can
be assigned based on the order of data arrival, or the order of certain sort. If
we choose the arrival order, a lookup table with extra space is essential. Spacial
complexity can be as much as O(n), and a single querying computation complex-
ity will gradually increase to O(nlogn). If data is sorted, we don’t need extra
space, but the complexity of sorting algorithm is at least O(nlogn). Query-
ing complexity is still O(logn). Batch search and memory rearrangement will
be optimizations. If the data follows some kind of distribution, we can apply
transfer function to directly map data into indexes, which requires only O(n)
computations and O(1) overhead.

Data indexing can sometimes be achieved by databases, which include rela-
tional ones such as MySQL and non-relational ones such as MongoDB [1]. Among
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them, non-relational ones also include graph databases such as Neo4j [8]. When
the data size is large, or even if the database can accommodate these data, inser-
tion or querying operations will take a long time and it is difficult to efficiently
do data conversion work. In the HPC system, a single-function database is diffi-
cult to satisfy various applications, and the extra cost of database itself cannot
be ignored.

Dimension reduction is a conversion from high-dimensional features into low-
dimensional ones by feature transformation functions. Common methods include
principal component analysis (PCA) and linear discriminant analysis (LDA).
The computational complexity is usually high, since it requires matrix multipli-
cation of global data. “Light computing” is hard to work efficiently in prepro-
cessing stage, because high-performance computing resources are essential.

Format conversion is done for the convenience of following stages. There are
two types of algorithms, one requires global data, and the other only needs
conversion functions. The former has a very high demand for space (as much as
the global data volume O(n)), the computational complexity is also high (even
O(nlogn)). The latter is much simpler and easy to parallelize, which only applies
the transfer function once.

Data Integration. Data integration includes combination, format unification,
deduplication, segmentation and so on.

Combination and format unification only require the integration through
input data streams. Deduplication requires higher computational overhead or
space overhead. For sorting method, the computation complexity is O(nlogn);
and for hashing method, the space overhead is O(n). Further, there could be
other overhead introduced by conflicts.

In large-scale distributed computing, a good data arrangement can help with
future memory accessing and computing. Appropriate design should consider
data, computing and architectural characters.

In some condition, data can be compressed to reduce communication. But
it is a trade-off between compression/decompression cost and communication
reduction.

3.2 Procedure Design

The entire computing flow of data-intensive applications in the HPC system is
generally: data importing, preprocessing, reading into compute systems, comput-
ing, writing back to storage systems. The corresponding resources are: network
portals, storage nodes, preprocessing resources, HPC networks, HPC compute
nodes, HPC networks, and storage nodes. Except for the computing part, most
parts are not on HPC compute nodes.

Traditional design of HPC system is primarily targeted at higher computing
power of its compute nodes. And its input bandwidth is designed to meet the
needs of compute-intensive applications such as scientific computing. When it
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comes to data-intensive applications with larger amounts of data and no signif-
icant increase in computation, data access devices and data transmitting from
storage to compute nodes will face enormous challenges. It is critical in the data
importing stage. Reading large amounts of data into the storage nodes of the
HPC system is costly, and reprocessing needs to be tightly coupled to storage
nodes, otherwise the import bandwidth will limit subsequent processes.

Usual services of storage management nodes include storage control and data
forwarding, which are especially important for data-intensive applications. Dif-
ferent levels of storage management services may be completed by a single layer
of physical devices, or be dispersed on multiple layers. The workload of stor-
age management nodes is related to the amount of data that serves. Generally
speaking, it is far less than its computing ability. Therefore, it is possible to use
free resources for preprocessing in data-intensive applications.
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Fig. 1. HPC resources and data processing stages

The basic procedure is shown in Fig. 1. When data enters storage resources,
the “cooperative computing” procedure performs preprocessing on the spot.
Then it choose to temporarily store or directly forward result to computing
resources according to application requirements.

The design of storage-based cooperative computing is to use storage nodes
perform on-site preprocessing. It starts from data importing and ends until
data enters the computing nodes. As is shown in Fig. 2, the procedure includes
access, sampling, cleaning, normalization, indexing, combination, deduplication,
and distributed design. These processes can be adjusted according to different
applications.

3.3 Theoretical Modeling

To evaluate the design of each step, we modeled the entire process. Afterwards,
the preprocessing procedure is determined based on certain goal.
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Fig. 2. Data preprocessing procedure

For each module ¢ in the procedure, suppose that the input data volume is
m;, the output data volume is n;, and the intermediate computations are f(m;).
The corresponding computing time of the module is

m; 2
i = tin o to o+ tow = 3 + te(f(mi) + 7
m

bout

That is, the sum of import time t;,, computing time ¢., and writing time ;.
Its input and output bandwidths are b;;, and b,,;. These parameters correspond
to the aggregated bandwidths for parallel processing. Computing time is repre-
sented by t.(f(m;)), which reflects computational complexity of each processing
algorithm.

The entire cost is the summarized time of each process and can be expressed
by t = Zivzl t;, where N stands for total modules.

In each module, we hope to select suitable resources according to its data
and computing demands, such as read and write bandwidth between computing
nodes and storage nodes. We want a minimum processing time or resources
within certain constraints.

If two adjacent modules can pipeline, t,,; of the previous module and ¢;, of
latter one can be omitted. But a little control overhead may be introduced. In
general, we want a smaller number of models N, a less processing time, and a
balanced in and out procedure in each module.

In HPC applications, the constraints are various, such as minimum processing
time, minimum computing time in compute nodes or minimum data importing
time.

When it comes to preprocessing stage, we need to perform it in certain
time limitation, with no serious interfering on usual workloads or collaborative
resources. Meanwhile, the processing time should be as less as possible.

To this end, it is necessary to fully understand data volume, data characters,
computations and the parameters of resources in each stage, and fully exploit
the parallelism. Methods to reduce preprocessing time include 10 reducing, com-
putational complexity reducing, resource increasing, latency hiding and so on.
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4 Case Study

In this section, we performed a typical preprocessing task, to sort and index 2-D
data and transform to wanted presentation. The dataset has the same format
in each domain. In preprocessing stage, data from both needs to be sorted,
deduplicated and indexed.

The dataset comes from graph data, which indicates web connections. Each
edge represent relationship of two nodes. It is a proper test case for preprocessing
not only with demand for throughput but also for computing.

4.1 Application Scale

The compressed data is nearly 0.4 PB, and larger than 1PB after decompression.
However, the replication factor can’t be learned before depression, and final data
scale can’t be estimated either.

The large amount of data, strong correlation, and uncertainty are main chal-
lenges of the case.

4.2 Experiment Environment

Sunway TaihuLight has 144 available 1O servers, with virtual machines to man-
age file access. Considering the limited bandwidth and other workloads on them,
we used 64 to 80 virtual compute nodes on these servers. They share the storage
system but cannot interconnect with each other. When a single node cannot
complete the computation, data can only be transferred through the storage
system. Table 1 shows the details.

Table 1. Hardware and software environment

10 server Sunway TaihuLight servers
Number of IO servers 64 to 80

Spare memory in each server 16 GB

Local storage 300 GB

Read bandwidth of each server About 1 GBps

Write bandwidth of each server About 1 GBps

Storage system Lustre file system, capacity of PB
Import bandwidth 4GBps

Bandwidth of each HPC compute node | 112 GBps

4.3 Experiment Analysis

Cooperative preprocessing for data-intensive applications requires design from
data importing until it enters the HPC computing nodes. Throughout the pro-
cess, storage management nodes are used for cooperative computing.
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The procedure of preprocessing is data accessing, reading and decompression,
format conversion, coarse sorting and deduplication, writing back to storage,
full(fine) sorting and deduplication, indexing, storing, and querying. The last
stage can be “importing to compute nodes” or “loading to storage systems”.

The original data is large in quantity, disorderly in arrangement, and dupli-
cated. It can’t be deduplicated within streaming import. Therefore, at least one
intermediate data storage should be performed. In the initial phase, data is seg-
mented to 2" parts according to chosen n bits, so that the follow-up processes
are fully parallelizable.

Pipeline. The idea of pipelining is to make full use of the free resources for
each step in data processing. For local computing, such as filtering, segmenting,
format conversing, or streaming decompressing, we can read data in and perform
several processes in memory to reduce total modules V.

In decompressing stage, a lookup table needs to be maintained, and the key
part (querying) cannot be parallelized. The total computations are fixed, and
the speed of data output is constant. In format converting stage, the same job
is performed for each uncompressed line of data.

To verify the feasibility of our design, unit experiments were done on a single
compressed text file (12 GB) in the data set.

Table 2. Processing time of a file

Procedure Time Read | Write
Copy and import 2 min 12GB | 12GB
Decompress and store 4 min 35s|12GB | 52GB
Format transfer 6 min 49 s | 52GB | 25 GB

Decompress, format transfer and segmentation |4 min 32 s|12GB |25GB

Decompress, format transfer, segmentation, 7min 12s |12GB |23 GB
coarse sort and deduplication

From Table 2, it can be seen that although pipelining will cause small over-
head, it will be more efficient than separately performing each module. Since it
will not significantly reduce data scale after coarse deduplication (less than 5%
reduction), we will only perform segmenting in pipeline, moving coarse sort and
deduplication to the next stage. Thus was proved to have 50% reduction of data
volume.

Parallelizing. Parallelizing can greatly reduce computation time. Since hard-
ware parallel capabilities varies from different environments, experiment result
is only a reference to the design.

Moreover, pipelining design and other techniques should also be considered.
As is with the limitations of hardware resources.
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Table 3. Parallelizing Experiments

Parallelism 1 2 4 8

Decompression time | 4 min 30s | 4min 35s | 4min 35s | 10 min+

The decompression stage is limited by the read bandwidth, where processing
speed saturates when the parallelism is 4 (Table 3). The second stage of pipeline
is format conversion. Although it can theoretically be parallelized in large scale,
realistic parallelism depends on the entry bandwidth (data importing speed).
Therefore, we arranged 2 parallel format conversion tasks to hide IO latency.
The left resources are used for the subsequent stages, segmenting, coarse sorting
and deduplicating.

Since the hardware resources are supporting other services at the same time,
the actual usable memory of each node is only about 16 GB.

Non-buffered IO could significantly reduce memory cost but incredibly
increase time cost. As a trade-off, we chose segment of 1024 with buffered IO as
is shown in Table 4.

Table 4. Segmenting experiments

Segment 1024 2048 4096
Pipeline time cost 7min 19s | 7min 37s | 7min 52s
Memory cost (with buffered 10) | 8.2 GB 18GB 30GB

Considering double buffered cost and other service cost of the server node,
the amount of data to be sorted each time is set at 8 GB, and parallel factor is
set to 16 to fully utilize the 16 core resources in sorting stage.

Optimization for Power Law. Many real-world data exhibits power-law fea-
tures, as is the dataset in this experiment.

If we segment data directly, some parts have larger data amount and some
smaller. For example, when the segmentation part is 1024, the largest dataset is
100 times lager than average. In addition, if we continue to segment the “larger”
parts, power-law distribution will reoccurred.

To overcome power law challenge, we segmented data by the least significant
bits (to 1024 segments), which are evenly distributed. Thus could we have a
balanced task partition in distributed environment.

However, the indexing table requires ascending order which can’t avoid
“power law” problem. In previous deduplicating stage, scale of dataset is greatly
reduced by 400x (from 1.3PB to 4 TB). As a result, even the largest segment
can be handled (or segmented handled) by hardware in table constructing stage.
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The next phase is “querying”, to find the corresponding representation of
original data according to the index table. In order to query efficiency, the index
table still needs to ranged by reverse order (segmented by the least significant
bits). Therefore, we need to establish a reverse index table according to ascending
sorted index table.

In summary, the deduplicating stage is to de-power-law. Large and small
segments are processed separately and transformation is performed to overcome
power law. Finally all data are successfully preprocessed.
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Fig. 3. Procedure of Experiment

Experiment Result of the Whole Process. The entire procedure is shown
in Fig. 3.

Designed modules include data importing and decompressing, format con-
versing, sorting and deduplicating, indexing and querying.

Previous optimizations are included either. The times to look up index-
ing table in the last step are determined by the dimension of data. For one-
dimensional column data, querying stage performs once and twice for two-
dimensional data. In addition, segmenting stage should also be designed by
dimension size.

Without interfering basic services in the cooperative computing resources, the
entire preprocessing is completed within 56 h. As shown in Fig. 4, the bottleneck
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Fig. 4. Execution time of all procedures (data importing and segmenting, coarse sorting
and deduplicating, full (fine) sorting and deduplicating, data reversing, sorting, making
querying table, making reversed querying table, look up the first dimension (querying
1), look up the second dimension (querying 2))

is in the first stage (it takes 27 h importing and segmenting), which is limited
by the import bandwidth (4 GBps). In addition, querying stages also take a long
time. This is because that it needs to handle the total data volume (1.3PB for
the first query and 3/4 of that for the second).

The preprocessed data volume is 135TB, which needs 1 h to import to HPC
system’s compute nodes.

5 Related Works

The relationship between big data and high-performance computing is diggered
gradually [11].

The HTCondor team at the University of Wisconsin proposed the concept of
High Throughput Computing [12]. It focuses on the “throughput” of data over
a long period of time, rather than instantaneous “computational power” that
traditional HPC payed attention to. [7] analyzed the challenges of big graph
data in the HPC platforms.

Islam at Ohio State University proposed key-value storage to port HDFS to
Luster file system, that most HPC use [4,5], which improved IO efficiency.

Data assimilation technology was introduced by RIKEN Advanced Institute
for Computational Science. It can deeply integrate real-time data with HPC [9,
10], using the HPC capabilities of “K” supercomputer to capture radar weather
data and numerical simulation every 30 s. It provided real-time local weather
forecasting.
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6 Conclusion

In paper, we have discussed the demand and challenges of data-intensive appli-
cations in HPC systems, and proposed a scheme for cooperative computing in
preprocessing stage. Experiments have been done on Sunway TaihuLight super-
computer at data scale of Pegabytes. It proves that our scheme can effectively
process the dataset with high throughput and without interfering other work-
loads.

Cooperative computing based on peripheral resources in HPC system is a
solution to the high throughput requirements of data-intensive applications.
However, if application develops and better performance is required, the archi-
tecture of HPC platform could be redesigned. Higher bandwidth and easier con-
nection to data are essential.

HPC is developing in the era of big data, with data-intensive applications
being more important. The utilization of the system is not only about to fully
utilize computing resources but to make all resource cooperatively perform. And
architecture should be more adapted to developing applications.
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Abstract. Prediction of host load is essential in Cloud computing for
improving resource utilization and achieving service-level agreements.
However, accurate prediction of host load remains a challenge in Clouds
because the type of load varies differently. Furthermore, selecting metrics
for host load prediction is also a difficult task. With so many metrics in
the Cloud systems, it is hard to determine which metrics are going to
be useful. To address these challenges, this paper proposes an efficient
deep learning model named Sibyl to improve the accuracy and efficiency
of prediction. Sibyl includes two parts: a metrics selection module and a
neural network training module. Sibyl first selects metrics by filtering out
irrelevant metrics. Afterwards, Sibyl applies a powerful neural network
model built with bidirectional long short-term memory to predict actual
load one-step-ahead. We use Sibyl to analyze a 40-day load trace from a
data center with 176 machines. Experiments show that Sibyl can reduce
training metrics while maintaining prediction accuracy. Besides, Sibyl
significantly improves prediction accuracy compared to other state-of-
the-art methods based on autoregressive integrated moving-average and
long short-term memory.

Keywords: Cloud computing - Host load prediction
Time series analysis - Bidirectional long short-term memory

1 Introduction

Host load prediction is significant in the Cloud system for guiding load bal-
ancing and guaranteeing service-level agreements (SLA). As Cloud computing
becomes more and more popular, different types of applications, such as web
servers or batch jobs, are deployed to the Cloud system. However, due to the
growth of complexity, size and scope of Clouds, the resource requirements of
applications can not always be satisfied, which causes violation to the SLA and
severely degrades the performance of service [13,14]. Accurate prediction of host
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load can help improve resource provisioning and enforce application performance
[5,10-12]. However, selecting metrics for host load prediction is challenging in
Clouds. Many Cloud computing operators offer powerful monitoring tools (eg.,
Google Stackdriver [21], Microsoft Cloud Monitoring [20], Amazon CloudWatch
[16]). Benefiting from these tools, we can monitor a large number of system-level
metrics associated with host load. These metrics are essential for better under-
standing the performance of service and anticipating how the load will behave.
But it is hard to determine which kinds of metrics are going to be useful, and
for different kinds of purposes, we have to choose different kinds of metrics.

Due to the variety of loads, accurate prediction of host load remains a chal-
lenge in Cloud system. Different kinds of loads own different work patterns.
Most of prior works about load prediction focused on traditional time series-
based prediction models such as moving-average, autoregression, autoregressive
integrated moving-average (ARIMA) [1-3] and machine learning algorithms like
Hidden Markov Model [6-8]. These models work well in some kinds of load,
like batch jobs, assuming that the patterns in the future remain the same [4].
However, the performance of workload, such as web server, can fluctuate drasti-
cally. These models can not handle these complex observations. Long short-term
memory (LSTM) neural networks have been widely used to solve this nonlinear
problem [9,12,23]. As the LSTM model uses nonlinear function, it can better deal
with emerging of new patterns. But LSTM only processes data in one direction,
S0, it can only get part of features of the training metrics, missing the chance to
improve prediction accuracy.

In this paper, we design and build Sibyl, an efficient deep learning model to
select metrics and make an accurate prediction of host load in Clouds. Sibyl con-
sists of two core modules: (1) a metrics selection module (MSM) that reduces the
dimensionality of metrics by filtering out irrelevant metrics, (2) a neural network
training module (BNT) that applies bidirectional long short-term memory (BI-
LSTM) to catch the features of selected metrics and build a prediction model.

Module (1) allows us to select relevant metrics. Based on the shape similar-
ity of metrics, MSM will find metrics with similar patterns and filter out useless
metrics. Among the huge space of metrics, some are not associated with metrics
we care about. Irrelevant metrics carrying redundant information make no con-
tribution to prediction. We may only need to train prediction model with a few
metrics instead of the entire metrics. In addition, reducing the dimensionality of
metrics is essential in saving cost for monitoring and storing extra metrics.

Module (2) can get features of metrics selected by MSM and make an accurate
prediction of host load. BNT is built with BI-LSTM networks. BI-LSTM has
been widely used in text classification [18] and speech recognition [19]. As far
as we know, our work is the first to use BI-LSTM for host load prediction
in the context of Clouds. We build deep BI-LSTM networks to process data
in both directions to better predict the trends and magnitudes of load. BI-
LSTM networks are the end-to-end model. It can automatically preserve useful
information of data. Compared with state-of-the-art method based on LSTM
[23], our neural networks can better capture the features of metrics and make
predictions more accurate.
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We implement and evaluate our model