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Abstract. Video traffic, the most rapidly growing traffic type in Inter-
net, is posing a serious challenge to Internet management. Different kinds
of Internet video contents, including illegal and adult contents, make
it necessary to manage different video traffic using different strategies.
Unfortunately, there are few research work concerning Internet video
traffic type identification. In this paper, we propose a new effective fea-
ture extraction method, namely byte code distribution (BCD), for Inter-
net video traffic type identification. The BCD method first counts the
times of each byte code value (0 to 255) from a video flow, and then
computes the ratio between each count and the total byte count. Such
that the 256 ratios are used as the features. Comparing with traditional
packet-level features, the BCD features contain more video type infor-
mation, and are able to make identification more accurately. To test the
performance of our proposal, we collect a set of video traffic traces con-
taining two typical video types, romance and action. We conduct a set
of comparing experiments on the collected data. The results show that
the BCD method can hit extremely high identification accuracies (higher
than 99%), far higher than those of the traditional packet-level feature
extracting methods. The empirical studies show that the BCD method
is promising for Internet video traffic identification.
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1 Introduction

Recent years, Internet has witnessed an explosion of video traffic. According
to Cisco’s report [1], 82% Internet traffic is generated by video applications.
Rapidly emerged video contents greatly enhance Internet users experiences while
impose heavy burden on Internet. At the same time, lots of abnormal videos,
such as pornographic and violent videos, are widely spread on the Internet.
Such videos carry high risks for both of the security and the mental health of
Internet users. Therefore, how to effectively identify and manage Internet video
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traffic has become an urgent problem to be resolved. Video content analysis is an
important research topic in computer vision area [18]. Generally, such researches
first extract key frames from the original videos. Then, global image features and
local object features, such as image colors, textures, and shapes are extracted
to identify the video contents [11]. Most video content analysis methods process
static and complete data. That is to say, such methods analyze video contents
using complete video or image data, leading to poor real-time processing ability.
Additionally, on the Internet, real time video streams make it difficult to collect
complete image or video data on network devices. Therefore, from the view
point of engineering, it is infeasible to apply traditional video content analysis
techniques to Internet video traffic identification. Internet traffic identification
research provides a possible solution for this problem. In fact, observing the video
stream packets on a network device, and extracting features on the packet level or
the flow level, and identifying the video content types using these features, such
a process is a typical traffic identification process. Unfortunately, as far as we
know, there are so few researchers concern on this problem. Most research work
related to Internet video traffic was carried out to identify whether a network
flow is a video flow or not [4,10], but not the video traffic content type. Schuster
et al. [17] made a preliminary attempt for Internet video traffic content type
identification in 2017. They use the burst pattern, together with other traditional
packet level features, e.g. packet length, and byte rate, to identify the video
streams. Their experimental results show that both of the traditional packet
level features and the burst pattern feature can hit accuracies higher than 90%
for most cases. However, in this research, the video content level features were
completely ignored, in contrast of the emphasis of the packet level features,
resulting the low identification accuracies for some cases. Therefore, to explore
more complex and effective features, and build accurate identification models is
the feasible way for Internet video traffic identification.

To address this problem, in this paper, we set out to find content related
Internet video traffic features, which can be applied to identify video traffic
accurately. Such features should be extracted from video flows efficiently. Driven
by this motivation, we make the following contributions in this paper:

— We first collect a set of video traffic data in a real campus network envi-
ronment, which contain romance and action types. Different from the work
in [17], we use the video content types as the instance labels. We consider
romance and action videos in our study, as they are the most two represen-
tative Internet video types.

— A video content related feature extraction method, namely “Byte code dis-
tributions(BCD)”, is proposed. We first extract the byte codes of each video
flow, and then calculate the occurrence frequency of each code based on the
observation of the flow. The observation can be the early section or any frac-
tion of the video flow. Finally, all the byte code frequencies form a vector,
that is the feature vector. BCD features can be efficiently extracted from video
traffic data. Moreover, they contains more information of different video types
than traditional packet level features do.
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To test the performances of our proposal, a set of empirical studies are con-
ducted. Three typical supervised learning algorithms are applied for the iden-
tification in our studies, they are C4.5 decision trees, support vector machine
(SVM), and BP neural networks (BPNN). The experimental results show that
video flow BCD features are extremely effective for the identification of the
romance and action movies. Our method hits a high identification accuracy of
99.9%, significantly higher than those of using the traditional packet level fea-
tures. Empirical studies show that our proposal is promising for Internet video
content type identification.

The rest of the paper is organized as follows. In Sect. 2, we review the related
work. Section 3 introduces our study framework. Section4 gives the technical
details of our data collection method and the data set. The feature extraction
and identification methods are presented in Sect. 5. The experimental evaluation
details, including the settings, the results, and the analysis are given in Sect. 6.
Finally, we conclude the paper in Sect. 7.

2 Related Work

2.1 Network Traffic Identification

From the technical view point, network traffic identification methods fall into
three categories: port-based identification, deep packet inspection (DPI), and
machine learning (ML) based identification. Port-based identification, the most
antique network traffic identification method, simply identifies the application
layer protocol types by the source/destination port number of a TCP or UDP
flow. DPI techniques are able to achieve extremely high identification accuracies
under the conditions that the packet payloads can be inspected. However, these
techniques have two fatal drawbacks: firstly, they cannot cope with encrypted
traffic; secondly, these techniques are not able to be deployed in high-speed
networks because of their high computation and storage costs.

Machine learning based methods, with fine generalization and intelligent
capabilities, have become the dominant methods for traffic identification. Gener-
ally, ML-based methods extract traffic features from the packet level, flow level,
or session level, and then use a set of labeled feature data to train a ML model.
Finally, the trained ML model is applied to predict unknown traffic instances.
Feature extraction is the basic and vital step for ML-based methods. Moore et
al. [9] use 248 statistical features to describe the flow, such as the length of flow
duration, packet arrival time interval and packet size, etc. Peng et al. [12] studied
effectiveness of statistical features for early stage Internet traffic identification.
By using statistical packet and flow level features, different machine learning
techniques, including supervised machine learning [3,19], unsupervised machine
learning [15], and semi-supervised machine learning [21] were widely applied for
traffic identification.

Gong et al. [6] proposed an improved incremental SVM learning algorithm to
identify P2P traffic. Preprocessed incremental data and trained SVM model are
brought into incremental learning algorithm to obtain a new prediction model.
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Qiao et al. [14] proposed a method using the time window to generate simple and
effective features from the header of the network stream packets. Zhang et al.
[22] introduced a new scheme of Robust statistical Traffic Classification (RTC)
by combining random forest and k-means to address the problem of zero-day
applications. Peng et al. [13] used IDGC model to identify imbalanced traffic.

The above methods about network traffic identification is identification of
application type instead of the type of video. The granularity of recognition is
coarser.

2.2 Video Content Identification

In fact, a lot of research work have been done to identify video content using
computer vision techniques. However, most of these methods process static and
complete data, which leads to poor real time processing ability. Yuan et al. [20]
proposed a new method that using a hierarchical Support Vector Machines to
distinguish the different video genres based on ten computable spatio-temporal
features. Rasheed and Shah [16] put forward that through the visual disturbance
feature and average shot length of every movie, the movie genre has been suc-
cessfully classified. A transductive learning framework for robust video content
analysis based on feature selection and ensemble classification was presented
by Ewerth et al. [5]. Liu et al. [8] proposed a method that applying a (wavelet-
based) analysis to extract the long and short range dependencies within the video
traffic for generation of the robust and efficient traffic fingerprint. Chaisorn et
al. [2] presented a hybrid signature along with a hierarchical filtering approach
for similar content identification. Li et al. [7] proposed to extract robust video
descriptor by training deep neural network to automatically capture the intrinsic
visual characteristics of digital video.

In terms of video traffic recognition, a consistency-based feature analysis and
selection method was presented by Dong et al. [4] to systematically find some
new and effective features for video traffic classification. And a hierarchical k-
Nearest Neighbor (KNN) classification algorithm is then developed based on the
combinations of these statistical features. Mu et al. [10] studied a parallel net-
work flow classification method based on Markov’s model. These small amounts
of research just identify the traffic generated by video applications in numerous
network traffic. In terms of Internet video content recognition, the method pre-
sented by Israeli scholars have opened the door to identify the content and types
of the video at the traffic level. A relatively good results have been obtained
through the burst pattern feature of data packets and the methods of convolu-
tion neural network in their work. More specifically, the identified object is the
title of the video.

3 Study Framework

The study framework of this paper contains three main stages: data collection,
feature extraction, and classification.
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Firstly, raw video traffic data is captured and stored in the server. Then a
set of preprocessing steps, e.g. noise data filtering and TCP flow converging,
are conducted on the raw data. As most Internet video streams are transmitted
using the TCP protocol, we only consider TCP flows in our study. After the
preprocessing operations, a processed original video traffic data set is generated.

At the second stage, a set of video traffic feature extraction studies are car-
ried out. There are two main steps in this stage. First, three types of packet
sampling operations are executed on the original video traffic data, including
early stage sampling, fraction sampling, and regular interval sampling. The rea-
son of applying sampling operations is easy to be understood: it makes non sense
in real scenarios to extract feature data on a complete flow. Second, we extract
BCD features as the video content features based on the sampled packets. The
extracted feature data forms the feature data set, which can used for the training
and testing of the machine learning models. In addition to the BCD features,
we also extracted two traditional packet level features, packet size and packet
inter-arrival time, for comparisons.

Finally, we applied three classical machine learning models, C4.5, SVM, and
BPNN for the identification and validation of the extracted features. It should
noticed that we do not care the machine learning models. Instead, we focus on
the applying of these machine learning models on our video traffic data. That
means we can choose the most effective learning model for the real video traffic
identification problem according to the evaluation results.

4 Data Collection and Preprocessing

4.1 Data Collection

The data collection test bed is deployed in our campus network environment,
which is shown in Fig.1. We deployed seven user computers as the collection
clients. Each client computer equips two Intel Pentium G620 CPUs, and runs
Windows 7. We deploy the Wireshark packet capturing tool on the client com-
puters to collect the raw video traffic data. The collected data are then sent to
a centralized server, and preprocessed on the server.

In this study, two typical video content types are considered, romance and
action. During October 2017 to March 2018, the users of the client computers
visited Internet video sites and played the two types of videos from time to time.
When a client computer was playing target videos, all other network applications
were stopped to avoid generating non-video traffic, and the Wireshark tool was
started for capturing. Many Internet videos begin with advertisement videos,
which were manually skipped in our studies.

The Internet video sites we visited cover Youku, Tudou, iQIYI, Sohu video,
and Tencent video. For each video site, we selected 100 romance movies and 100
action movies. The first 15 min of each movie were played and its packets were
captured. Considering the storage limitation, we did not collect the complete
video of each movie. In fact, we consider that the 15 min section is enough to
contain the unique network characters of an Internet video. Table1 shows the
details of the collected video traffic data.
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Fig. 1. The architecture of data collection

Table 1. Collected video traffic data

Video site Video type | # instances | # bytes (GB)
Youku Romance | 100 2.3
Action 100 5.1
Tudou Romance | 100 1.9
Action 100 4.9
iQIYI Romance | 100 2.1
Action 100 4.9
Sohu video Romance | 100 1.8
Action 100 4.8
Tencent video | Romance | 100 2.2
Action 100 5.2

4.2 Data Preprocessing

The raw data is saved in standard .pcap format files. As most Internet video sites
using the TCP protocol for video stream transmission, we first picked up all TCP
packets in the preprocessing operations. Then all the packets were converged into
distinguished TCP flows (connections). In some TCP flows, the SYN packet,
or the FIN packet, or RST packet are missed, because we just captured the
first 15 min of each movie instance. Therefore, we use the timeout strategy to
determine the beginning and ending of the incomplete TCP flows. In addition,
flows that contain less than 1000 packets were discarded. The underlying fact is
that such “short” flows are usually generated by background applications, and
should be filtered as noise data.

5 Feature Extraction

It is well known that feature extraction is vital for machine learning tasks, as
the learning results greatly depend on the qualities of the extracted features.
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In traffic identification researches, packet-level and flow-level features are widely
used, such as packet size, packet inter-arrival time, up/down byte rate, up/down
byte volume, etc. Such features perform well in general traffic identification tasks.
However, for video traffic identification, traditional packet-level and flow-level
features that are just statistical features at the network level, not at the content
level obviously cannot reveal the differences of different video content types.
On the other hand, as stated in Sect.1, it is very hard to extract computer
vision features from the living video streams on networks. They analyze and
process the complete video file while we analyze and process the data packet.
In comparison, our method is more convenient and real-time. Therefore, we
propose fast video traffic feature extraction method using the BCD features of
packet payloads, which will be introduced in details in Subsect. 5.1. We also use
two basic packet-level features, packet size and packet inter-arrival time, in our
study for comparison.

5.1 Byte Code Feature

It can be easily and intuitively concluded that each video content type has its
unique scene style. For example, romance movies have smooth and mild scenes,
in contrast with the violent and fast-paced scenes of action movies. Similarly,
different video content types also have different patterns for the sound, the emo-
tional expression, and so forth. When the videos are packed into network packets,
and transmitted on the network, such different patterns can be mapped to the
byte coding styles of the network packets. If we observe these packets on the net-
work, and extract the features with right ways, we can identify different video
types by finding their unique patterns.

Let’s observe a fraction of a video flow, for example 2min. Suppose there
are n packets in this fraction, all the packets in this fraction form a sequence
Py, Py, ..., P,. The payload size of the ith packet is S;. If we extract each byte of
the packet, and get its values (varying from 0 to 255), then all the byte values
can be illustrated as Table2. If we sum up the byte values of each row in the
table, then we get 256 counts ci,ch, ..., cheo for the ith packet. We conduct the
counting procedure on each packet of the packet sequence Py, Ps, ..., P,, and get
a count matrix

Table 2. Byte values of the ith packet

Bytel | Byte2 | ... | ByteS;
0 0 0 1
1 0 .10

2550 1 ..|0
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1.1 1
c% cg c%56
CT C5 ... Cixg

C=1... . (1)

ct ch ... Chsg
Finally, we sum up each column of this matrix, and get 256 count numbers. Then
compute the proportion of the jth count number as follows.

n Ci
Liz19 L ji=1,2 ..

2256 n 7
i= lck

So we get a vector containing 256 components F' = {f1, fa, ..., fase }. That is the
feature vector.

It can be observed these features show the distributions of the 256 byte codes
in the video flow fraction. Such simple statistical features have two significant
advantages. First, these features can be easily extracted with low computation
and storage costs. Second, such features depend on the contents of the original
videos to some extent. That is to say, they can show the patterns of the original
videos.

fi= ,256. (2)

5.2 Feature Extraction Algorithm

Algorithm 1 describes the feature extracting procedure. In which the input is
the preprocessed data set D. That is to say, in D, we have filtered the noise data
and all the flows have been converged as illustrated in Sect.4. We go through
the whole data set, and compute a feature vector F' containing 256 components
for each video flow. Therefore, a feature data set is formed, and each instance
is a video flow instance. Finally, the video type labels, 0 for romance and 1 for
action, are added to each instance. This feature data set can be used for the
training and testing of the learning models, which will be introduced in the next
section.

Algorithm 1. BCD features extraction

Input: Preprocessed data set D;
Output: Feature data set FD(BCD features data set);

Compute the feature vector Fy according to Eq. (2);
Add the video type label of the flow yj, to the end of Fy;
end for

1: for each flow FLOW} in D do

2: Initialize the count matrix C' using zero elements;
3: for each packet P; in FLOW) do

4: for each byte b; in P; do

5: cb + +;

6: end for

7 end for

8:

9:

0:

—_
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6 Experiments

6.1 Performance Measures

We use accuracy and f-measure as the performance measures in our empirical
evaluations. Without lose of generality, we consider binary classification tasks.
For such tasks, the accuracy acc can be defined as follows.

acc=(TP+TN)/(TP+TN + FP+ FN) (3)

Where, true positive (TP) is the number of the correctly classified positive
instances, true negative (TN) is the number of the correctly classified nega-
tive instances, false positive (FP) is the number of the negative instances those
be incorrectly classified as positive ones, false negative (FN) is the number of
the positive instances those be incorrectly classified as negative ones. Precision
p and recall r are two typical measures, which are defined as:

p=TP/(TP + FP) (4)

r =TP/(TP + FN) (5)

Both precision and recall are able to show the prediction performance of a learn-
ing model from different points. F-measure, the harmonic mean of precision and
recall, is a complicated measure which is defined as follows.

F —measure = (21 xp)/(r+p) (6)

6.2 Classifier Parameter Settings

Three classification algorithms are used to classify the feature data sets in our
experiments. Including C4.5 decision trees, SVM and BPNN. Table 3 shows the
parameter settings of the classifiers.

Table 3. Classifier parameter settings

C4.5 SVM BPNN

confidenceFactor:0.25 | kernel function:linear | Transfer function of ith layer
minNumObj:2 method:SMO hidden layers:‘tansig’ ‘logsig’
seed:1 polyorder:3 output layer:‘purelin’
splitCriterion:IGR rbf sigma:1 training function:‘traingd’

learning function:‘learngdm’

number of iterations:15000

learning rate:0.01
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6.3 Results and analysis

Table 4 shows the accuracies and f-measures the three classifiers got using BCD
features.

Table 4. Comparison of experimental results

Accuracy | F-measure
C4.5 10.9992 0.9992
SVM | 0.9950 0.9950
BPNN | 0.9942 0.9942

As can be seen from the results, all the three classifiers output extremely
high values (higher than 99%) for both of accuracy and f-measure. These results
strongly imply that the BCD features are really effective for video traffic type
identification.

Comparisons Between Packet-Level Features and BCD Features. To
further validate the effectiveness of the BCD features, we carry out a set of
comparing experiments between the packet-level features and the BCD features.
This time, we extract the packet sizes and IAT's of the original video flow, and
then use C4.5, SVM and BPNN for the identification. Finally, the results are
compared with those of the BCD features, as Figs. 2 and 3 show. The significant
differences between the results of the BCD features and the results of the two
types of packet-level features can be easily observed. For both of accuracy and f-
measure, all the three selected learning models output result values no more than
0.9, far lower than the high values of the BCD features. The comparison results
strongly suggests the BCD features are far more effective than the traditional
packet-level features in video traffic identification.

s
Y
)

te code
acket size
acke

P
Packet inter-arrival time

F-measure

c45 SVM BPNN

Fig. 2. Comparison results of accuracy Fig. 3. Comparison results of F-measure
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Identification Results of the Sampled Data. We use three packet sampling
strategies to validate the real application effectiveness of the BCD features. First,
we randomly select a 10 min fraction from each video flow for the feature extrac-
tion, and we call such strategy as the fraction sampling. For the second strategy,
we select the packets in the first 2s of each flow to extract the features, and we
call it as early stage sampling. The third sampling method, namely regular inter-
val sampling, selects the packets of each video flow every 3s. We then extract
the BCD features from the sampled video data, and put the feature data into
C4.5, SVM and BPNN for identifications. Again, we use histograms to show the
identification results, as shown in Figs.4 and 5.

[ Fraction sampling [ Fraction sampling

N Early stage sampling S Early stage sampling
BRI Regular interval sampling 1.00
099

B Regular interval sampling

0.98
097
0.96
095

Acc
F-measure

0.54
053
052
051
050

Fig. 4. Results of classification accuracy Fig. 5. Results of classification F-maesure

As can be seen from the results in Figs. 4 and 5, all the three packet sampling
strategies can get high classification performance. Most of the result values of
the three learning models are higher than 0.98. The differences between them are
negligible. In other words, the two video types can be accurately identified using
both the stream’s early features and equal interval sampling features. Regarding
these results, two conclusions can be drawn. First, the BCD features are proved
to be effective for either the complete traffic data or the sampled data. Second,
it is possible to accurately identify video content types in real network traffic
environment.

7 Conclusions

We propose a new effective feature extraction method for Internet video traf-
fic type identification in this paper, which computes the BCD of the packets
of the target video traffic. Comparing with the traditional packet-level feature
extraction methods, our proposal is able to get more accurate discrimination
information of different video types. Consequently, our features work more effec-
tive than the traditional packet-level features for video traffic identifications.
We conducted our proposal on a real collected video traffic data, using three
classic machine learning algorithms. The experimental results provide empirical
evidences that the BCD features are able to get extremely high identification
performance, which are far higher than that of the traditional packet-level fea-
tures. Our experimental results also show that the BCD features work well with
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packet sampling techniques, which is important for high speed networks. How-
ever, we only investigated two typical types of videos: romance and action. In
our future work, more video traffic types should be studied, and that will be a
big challenge.
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