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Preface

The DLES Workshop series, which started in 1994, focuses on modern techniques
to simulate turbulent flows based on the partial or full resolution of the instanta-
neous turbulent flow structures, as Direct Numerical Simulation (DNS),
Large-Eddy Simulation (LES), or hybrid models based on a combination of LES
and RANS approaches.

With the growing capacities of modern computers, these approaches have been
gaining more and more interest over the years. Significant progress has been made
in computational techniques as well as in subgrid scale (SGS) modeling. In parallel,
these approaches are applied to more and more complex flow problems and con-
figurations, both in academic and industrial contexts, and they will undoubtedly be
further enhanced and applied in the future. Nonetheless, open problems and chal-
lenges still remain. The increasing complexity of the simulated problems and the
use of turbulence resolving approaches in an engineering context require the
development of numerical methods being accurate but at the same time able to deal
with complex geometries and/or with physical phenomena interacting with turbu-
lence, e.g., particle/droplet dispersion, combustion, or heat transfer. At the same
time, physical models must be developed, improved, and validated for the
increasing complexity and variety of applications. Validation is indeed a crucial
issue for LES and hybrid simulations, since different sources of errors may be
present (numerics, boundary conditions, closure models) and these errors may
interact in a complicated way. Moreover, systematic sensitivity studies to compu-
tational or modeling parameters are difficult to be carried out because of the large
cost of each single simulation. On the other hand, the availability of more and more
DNS data sets provides a detailed and accurate reference to validate the other
approaches and to guide in the development of physical models.

The goal of the workshop series is to establish a state-of-the-art of DNS, LES,
and related techniques for the computation and modeling of turbulent and transi-
tional flows and to provide an opportunity for discussions about recent advances
and applications.
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The 11th edition of the bi-annual Workshop series on Direct and Large-Eddy
Simulation (DLES11) was held in Pisa, Italy on May 29–31, 2017. A record
number of 140 participants from 17 different countries attended this 3-day
workshop. The majority of participants was from academia and research institutes,
but several companies were also represented. Eight keynote lectures were given by
experts in different scientific fields: extreme scale direct numerical simulations of
turbulent combustion (Jacqueline Chen, Sandia National Laboratories, USA),
modulation and control of jets and flames (Arthur Tyliszczak, University of
Czestochowa, Poland), ocean modeling and idealized DNS applied to rotating and
stratified flows (Beth Wingate, University of Exeter, UK), direct numerical simu-
lations of fluid–structure interaction in biological flows (Marco De Tullio,
Politecnico di Bari, Italy), simulation and control of wind farms by means of
large-eddy simulation (Johan Meyers, Katholieke Universiteit Leuven, Belgium),
new insight on how roughness affects the dynamics of turbulence (Ugo Piomelli,
Queen’s University, Kingston, Canada), applications of DNS and LES to multi-
phase flows of industrial interest (Djamel Lakehal, ASCOMP, Switzerland), and
direct numerical simulations of particulate flows (Markus Uhlmann, Karlsruhe
Institute of Technology, Germany).

Next to the invited lectures, 114 oral and poster presentations were selected by a
Scientific Committee of 28 experts. This volume contains most of the contributed
papers, which were submitted and further reviewed for publication. They cover
advances in computational techniques, SGS modeling, boundary conditions,
post-processing and data analysis, and applications in several fields, namely,
multiphase and reactive flows, convection and heat transfer, compressible flows,
aerodynamics of airfoils and wings, bluff-body and separated flows, internal flows
and wall turbulence, and other complex flows.

The organization of DLES11 and the preparation of these proceedings would
not have been possible without the help of many. Funding from ERCOFTAC
(SIG1) enabled the participation of Ph.D. students to DLES11 to be supported.
J. M. Burgerscentrum and University of Pisa are also gratefully acknowledged for
their support. Finally, thanks go to the members of the Scientific Committee
for their help in reviewing the submitted abstracts and the contributions to the
proceedings.

Pisa, Italy Maria Vittoria Salvetti
March 2018 Vincenzo Armenio

Jochen Fröhlich
Bernard J. Geurts

Hans Kuerten
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Adaptive Direct Numerical Simulation
with Spatially-Anisotropic
Wavelet-Based Refinement

G. De Stefano, E. Brown-Dymkoski and O. V. Vasilyev

1 Methodology

In the wavelet-based adaptive multi-resolution approach to the numerical simulation
of turbulent flows, the separation between resolved energetic structures and unre-
solved flow motions is achieved through the application of a wavelet thresholding
filter. For very small threshold values, the effect of residualmotions upon the resolved
flow dynamics can be completely neglected, which leads to the adaptive Wavelet-
based Direct Numerical Simulation (W-DNS) approach. The method allows for the
direct solution of the organized flow motions, which consist of both large-scale and
small-scale coherent structures with non-negligible energy, e.g. [6, 8].

Due to the ability to identify and efficiently represent energetic dynamically
important turbulent eddies, the method has been proven reliable and effective for
the simulation of unsteady external flows [7, 9]. However, when dealing with flow
around obstacles, one of the main challenges of the traditional W-DNS approach is
the requirement of high spatial grid resolution in both the near-wall and the wake
regions. Furthermore, when the presence of the obstacle is mimicked by means of
the volume-penalization technique, e.g. [5, 12], for the accurate estimation of the
wall stresses, and thus the aerodynamic loads, the thin boundary layer inside of
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Fig. 1 Example of spatially non-adaptive anisotropic two-dimensional mesh: (left) global and
(right) close-up views of the near wake zone

the porous region representing the obstacle also needs to be accurately resolved.
The isotropic mesh refinement, which is characteristic of classical wavelet-based
methods, results in the simultaneous grid refinement in all directions, irrespective
of the actual requirement, even in situations where just one particular direction is
involved. This represents a strong constraint of realizability and limits the application
of W-DNS to moderate Reynolds number flows. In this study, a novel approach that
overcomes this limitation is exploited.

The newW-DNSmethodology is developed bymaking use of the adaptivewavelet
transform on curvilinear grids recently introduced in [3]. The traditional wavelet
methods suffer from the “curse of anisotropy,” due to the isotropic wavelet refine-
ment procedure and the inability to deal with mesh elements with spatially vary-
ing aspect ratio and orientation. The new approach utilizes a spatially anisotropic
wavelet-based refinement, which takes advantage of coordinate mapping between
the physical space, where the curvilinear numerical mesh is defined, and the com-
putational space, where the adaptive rectilinear wavelet collocation grid is used.
The new approach permits to construct dynamically adaptive body-fitted meshes,
thus avoiding the use of the volume penalization technique. The anisotropic wavelet-
basedmesh refinement has been recently employed also to develop adaptive unsteady
Reynolds-averaged turbulence models of external flows [4].

2 Numerical Experiments

In this work, the flow around a circular cylinder is considered as a prototype for
wall-bounded external flows. The curvilinear approach makes it possible to con-
struct stretched body-fitted O-meshes, differently from [2], where the same flow was
simulated by exploiting uniform rectilinear meshes in conjunction with a volume
penalization approach. Moreover, the introduction of a suitable mapping between
computational and physical spaces allows for a particular arrangement of the grid
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Fig. 2 Two-dimensional cylinder flow at ReD = 40: time histories of (left) the drag and (right) the
lift force coefficients

points that permits a more efficient representation of both the wall and the wake
regions. In the current work, a more favorable mesh anisotropy is imposed using
the wake envelope mapping proposed in [1]. For example, a non-adaptive spatially
anisotropic two-dimensional mesh is illustrated in Fig. 1, along with the close-up
view of the grid in the near wake region.

The newly proposed W-DNS method is demonstrated for both the laminar steady
separated two-dimensional flow at a low Reynolds number, which is ReD = 40, and
the three-dimensional turbulent flow at a sub-critical Reynolds number, which is
ReD = 1000, where the Reynolds number is based on the cylinder diameter D. For
the low Reynolds number simulation, five levels of resolution are used to simulate
the vortex shedding flow, which corresponds to employing five nested wavelet collo-
cation grids in the computational space (J = 5). Based on previous experience, the
wavelet thresholding level is prescribed at the value of ε = 5× 10−4.

Looking at the aerodynamic loads on the cylinder, the time histories of the drag
and the lift force coefficients are reported in Fig. 2. After the transient period, during
which the regular shedding flow develops starting from initial conditions, the drag
coefficient achieves the constant value of CD = 1.52, which is very close to the
reference value of 1.51 provided in [11]. As to the lift coefficient, predictably, it tends
towards zero, with oscillations of decreasing amplitude. The present method allows
for the exact enforcement of the no-slip condition at the body surface, whereas, with
the volume penalization approach, the same condition could be only approximated.
In that case, the inexact nature of the wall boundary condition manifested itself in
higher resolution requirement to compensate for the velocity slip error at the body
surface [2]. Due to the adaptivity of the method, the number of retained wavelets,
and thus the computational cost, nearly follow the flow evolution. After the initial
increase caused by the evolution of thewake region, the number of grid points remains
practically constant for fully developed flow.

The key characteristic of the proposed W-DNS method stands in the possibility
to effectively control the accuracy of the numerical solution. On the one hand, the
spatial resolution can be increased by adding further levels of resolution. On the
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Fig. 3 Two-dimensional cylinder flow at ReD = 40: time histories of (left) the drag and (right) the
lift coefficients for three different resolutions that are (J = 5; ε = 5× 10−4) (solid line), (J = 6;
ε = 5× 10−4) (dash-dotted line) and (J = 5; ε = 5× 10−5) (dashed line)

x/D

y/
D

0 1 2 3 4

x/D

0 1 2 3 4

-2

-1

0

1

2

y/
D

-2

-1

0

1

2

10
7.5
5
2.5
0

Level
7
6
5
4
3
2

Fig. 4 Three-dimensional cylinder flow at ReD = 1000: (left) instantaneous vorticity contours and
(right) adaptive mesh in the mid plane, colored by the level of resolution

other hand, for a given number of wavelet collocation grids, the thresholding level
can be properly reduced. In this work, two additional simulations are carried out,
starting form the previous baseline solution at the non-dimensional time tU/D =
60, where U stands for the freestream velocity, by either using a further level of
resolution (J = 6) or choosing a lower wavelet threshold that is ε = 5× 10−5. The
time histories of the drag and the lift force coefficients for three different simulations
with different resolutions are reported in Fig. 3. While the use of an extra level
of resolution, without changing ε, results in a more noisy solution, the use of a
lower threshold undoubtedly results in a more accurate solution. This demonstrates
that the direct numerical solution is actually achieved for a sufficiently low level of
thresholding.

The present method has been developed for the accurate and efficient simulation
of wall-bounded turbulent flows. Some preliminary experiments for the unsteady
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Fig. 5 Three-dimensional
cylinder flow at
ReD = 1000: main vortical
structures in the near wake of
the cylinder identified by the
iso-surfaces of Q

three-dimensional W-DNS solution of the turbulent flow past a circular cylinder are
conducted for the sub-critical flow regime, where the boundary layer exhibits laminar
separation and the transition to turbulence occurs in the shear layers developing on
the cylinder side, e.g. [10]. The calculation is performed at ReD = 1000, by using
seven nested rectilinear wavelet collocation grids in the computational space. The
associated anisotropic O-meshes in the physical space are constructed following
the same approach of the previous two-dimensional solution in the cross-section
planes, while no mapping is used in the third spanwise homogeneous direction,
where uniform grid spacing is used. The adaptive method provides a non-uniform
spatial resolution, which is actually varying in time following the dynamic evolution
of the turbulent flow structures in the three spatial dimensions. This is illustrated in
Fig. 4, where the contours of the vorticitymagnitude and the numerical mesh, colored
by the level of resolution, in the mid-plane, are reported at a given time instant. The
anisotropic refinement results in a more efficient representation of the flow field at
the wall region, which, in turn, translates into the decrease of the number of active
wavelet collocation points and, ultimately, into the reduction of the computational
cost. In fact, the use of anisotropically stretched mesh elements close to the surface
reduces the number of wavelet levels that are actually needed to resolve the local flow
structures. In particular, the maximum level of resolution (J = 7) is only involved in
very limited zones, compared to excessively high resolution requirement in the near-
wall region for the volume penalization approach [3]. Finally, in order to demonstrate
how the complex three-dimensional vortex structures in the wake behind the cylinder
are well represented by the W-DNS solution, the instantaneous iso-surfaces of the
second invariant of the velocity gradient tensor, Q = 0.4U 2/D2, are shown in Fig. 5.
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Towards Adaptive Mesh Refinement for
the Spectral Element Solver Nek5000

N. Offermans, A. Peplinski, O. Marin, P. F. Fischer and P. Schlatter

1 Introduction

When performing computational fluid dynamics (CFD) simulations of complex
flows, the a priori knowledge of the flow physics and the location of the domi-
nant flow features are usually unknown. For this reason, the development of adaptive
remeshing techniques is crucial for large-scale computational problems. Some work
has been made recently to provide Nek5000 with adaptive mesh refinement (AMR)
capabilities in order to facilitate the generation of the grid and push forward the limit
in terms of problem size and complexity [10]. Nek5000 is an open-source, highly
scalable and portable code based on the spectral elementmethod (SEM) [4],which of-
fers minimal dissipation and dispersion, high accuracy and exponential convergence.
It is aimed at solving direct and large-eddy simulations of turbulent incompressible
or low Mach-number flows with heat transfer and species transport. The approach
chosen for adapting the mesh is the h-refinement method, where elements are split
locally, which requires the relaxation of the conforming grid constraint currently
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imposed by Nek5000. Other challenges include the implementation of an efficient
management of the grid as refinement is applied, the development of tools to lo-
calize the critical flow regions via error estimators and the extension of the current
preconditioning strategy to non-conforming grids. In this paper, we present a new
procedure to setup an algebraic multigrid solver used as part of the preconditioner
for the pressure equation.

2 Pressure Preconditioning in Nek5000

2.1 Coarse Grid Solver

The major source of stiffness when solving the Navier–Stokes equations comes
from the pressure equation, which requires an efficient preconditioning strategy. The
method chosen for Nek5000 is additive Schwarz [2] and the preconditioner can be
expressed as M−1

0 = RT
0 A

−1
0 R0 + ∑K

k=1 R
T
k A

−1
k Rk,where K is the number of spec-

tral elements and Rk and R0 are restrictions operators. This preconditioner can be
seen as the sum of the global coarse grid operator (A0) and local subdomain opera-
tors (Ak). The present work focuses on the solution of the coarse grid operator, A0,
a finite element Laplacian matrix. The so-called “coarse grid” denotes the spectral-
element grid, where the inner collocation points are not taken into account. Two
choices are available in Nek5000 to solve this problem: using a sparse basis pro-
jection method, called XXT [11] or an algebraic multigrid (AMG) method, which
is more efficient for massively parallel large simulations (more than 10,000 cores
and 100,000 elements) [3]. As usual with AMG methods, a setup step is required
for the matrix A0, which will define the necessary data for solving the problem:
a coarsening operation and the definition of the interpolation and smoother opera-
tors. In the particular case of Nek5000, the AMG solver performs a single V-cycle,
and a fixed number of Chebyshev iterations, computed during the setup, is applied
during the smoothing part. This method has the advantage to avoid inner products,
thus reducing communication. More information about the theoretical background
for the setup can be found in Ref. [7]. While the AMG solver is highly scalable
and efficient, the setup phase is currently performed by a serial Matlab code, which
can take up to a few hours for the largest current cases on a modern desktop com-
puter. This bottleneck is an obstacle to the use of AMR, where the grid, and thus
the operator A0, is modified regularly, every time requiring a new setup compu-
tation. For that reason, an alternative method has been investigated to replace the
Matlab setup.
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Table 1 Summary of the cases used for testing the Hypre setup. The name of the case, number
of spectral elements, polynomial order and total number of degrees of freedom for each velocity
component are indicated

Case name Num. of el. Pol. order D.O.F.

Jet in crossflow [9] 47,960 7 16,461,424

Straight pipe [1] 853,632 7 293,870,304

NACA4412 [5] 1,847,664 11 1,847,664,000

2.2 Use of Hypre for the AMG Setup

As an alternative way of performing the setup, the Hypre library for linear algebra
is used [6]. Specifically, only the time consuming coarsening and interpolation op-
erations are performed with Hypre, while the computation of the smoother remains
unchanged in order to keep the good performance of the AMG solver. The use of
Hypre offers the possibility to choose among various algorithms for coarsening and
interpolation. For the current tests, we chose the Ruge–Stuben algorithm for the
coarsening and the so-called “classical” modified technique for the interpolation.
The setup is currently performed by a serial, external C code. The main goal with
this new setup is to demonstrate two points: the use of the Hypre library reduces
significantly the setup time but does not impact the solver time.

3 Validation of the Hypre Setup

In this section, we experiment with the new setup code on several real test cases. In
particular, we verify that the Hypre setup is faster than the Matlab one, while the
computational time is not affected. We also show the advantage of AMG over XXT
for large parallel simulations.

The test cases considered are the simulations of a jet in a crossflow [9], of a
turbulent straight pipe (Reτ = 550) [1] and of the flow around a NACA4412 airfoil
(Re = 400,000) [5]. Some basic information about the cases is summarized in Table
1. All cases are physically relevant, three-dimensional, flagship simulations. The
cases of the straight pipe and the NACA4412 are both obtained by extrusion of a
2D grid and are chosen for their large number of elements. The wing case also has
elements with large aspect ratios, which makes it more challenging. The grid of the
jet in a crossflow is smaller but is chosen because it is not built by extrusion of a 2D
grid. Moreover, the complexity of the grid at the junction between the pipe and the
channel makes it an interesting case.
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Table 2 Comparison between the timings of the Matlab and Hypre codes for the AMG setup

Time (s.) I/O Computation Total

Jet in crossflow Matlab 1.17 97.47 98.64
Hypre 0.4 2.02 2.42

Straight pipe Matlab 26.49 2205 2231
Hypre 32.75 44.4 77.15

NACA4412 Matlab 93.98 3662 3756
Hypre 90.4 91.7 182.1

3.1 Timing of the AMG Setup

The timings for the setup are reported in Table 2 for theMatlab and the Hypre setups.
The total setup time is split between I/O time (reading and writing the setup data) and
computational time (coarsening and computation of the interpolation operator and
smoother at each level). All setups are performed a single time on the same desktop
machine (CPU: Intel Core I7 990 Extreme, RAM: 24gb), in serial.

In all cases, the computational and total times for the setup are reduced by more
than one order of magnitude. The timings for I/O remain similar on the other hand.
Overall, numerical experiments clearly show that Hypre can be used to drastically
reduce the setup time, up to levels that can be used for AMR simulations. In addition,
so far only the serial version of Hypre has been used; upon inclusion of the setup
phase into the main code, even the parallel capabilities will be employed, which
might lead to additional reduction of the setup time.

3.2 Timing of the Simulation

The mean total wall clock time per time step during the simulation is presented in
Figs. 1 and 2 for the jet in crossflow and the straight pipe, respectively. A straight
line showing linear strong scaling is also plot as an indication. Similarly, the time for
the coarse grid solver and the total computational time are shown, per time step, in
Fig. 3a, b for the NACA4412 airfoil. For all cases, the reported times correspond to
averages over 20 time steps and exclude I/O. Each simulation has been run, once, on
Beskow, a Cray XC40 supercomputer (1676 nodes, 32 cores per node) based at The
Royal Institute of Technology in Stockholm. For the jet in crossflow and the pipe,
several number of cores have been considered and the plots show the strong scaling
of the code. The NACA4412 simulation has been run on 16,384 cores only.

The results for the jet in crossflow, illustrated in Fig. 1, show that the Hypre setup
does not affect the time to solution, as both setups lead to very similar results in
terms of computational time. Regarding the comparison between AMG and XXT,
the simulation of the jet in crossflow is too small to see a consistent difference between
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Fig. 2 Straight pipe (Reτ = 550) - Total computational time using XXT (circles), AMG with the
Matlab setup (squares) and AMG with the Hypre setup (triangles). Dashed line shows linear strong
scaling

both coarse grid solvers, as can be seen by the fact that the best performing method
depends on the number of processes.

It is observed again in Fig. 2 that both the Hypre and the Matlab setups perform
similarly well in the case of the simulation of a turbulent straight pipe. Given the
larger size of the case, it also appears that the use of XXT for preconditioning the
pressure equation is systematically slower compared to AMG. This difference is a
only a few percents but occurs at all numbers of cores considered.

Furthermore, Fig. 3a, b show once more that either setup method can be used
without affecting significantly the solver time. The slightly higher time for the coarse
grid solver may be partly attributed to a higher number of Chebyshev iterations when
using Hypre compared to Matlab (33 vs. 26). Other factors that might explain the
difference are the algorithms used for coarsening and interpolation. Both figures also
illustrate that the use of AMG should be preferred over XXT for large simulations.
In the case of the wing, the gain in coarse grid solver time is about 70%, which
translates into a reduction of the total computational time by about 10%.

Finally, we show the effect of the setup method on the number of pressure
iterations, i.e. the number of iterations of the iterative solver (GMRES in this case)
required to drive the L2-norm of the residual of the divergence equation to some tol-
erance (10−7 in this case), at the start of the simulation of the straight pipe in Fig. 4.
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Fig. 4 Comparison of the number of pressure iterations for the AMG setups in the case of the
turbulent straight pipe (Reτ = 550) using Matlab (squares) and Hypre (triangles)

Both plots collapse most of the time, showing once more that both setup methods
are equivalent. Similar results have been observed for the two other cases.

4 Conclusion and Outlook

Thepresentwork showsnumerical results for speeding up the pressure preconditioner
with the eventual goal of using adaptive mesh refinement (AMR)with Nek5000 [10].

First, with the help of Hypre, the setup time was reduced by more than one order
of magnitude compared to the Matlab code. This improvement will benefit the users
of Nek5000 and should facilitate the use of the AMG solver within the framework of
AMR. It has been shown that the use of AMG instead of XXT for solving the coarse
grid problem in Nek5000 significantly improves the time to solution for large cases
(typically more than 100,000 elements on more than 10,000 cores) [8].
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Finally, it was shown that replacing the coarsening and interpolation operations
of the original Matlab code for the setup by the Hypre routines, while keeping the
same strategy for the smoother, does not affect significantly the total solver.

In the future, the setup code using Hypre will be parallelized and included inside
Nek5000 such that no interruption in the workflow of a simulation is required. As the
result of the AMG setup in Hypre is dependent on the number of parallel processes
used, the effect of parallelization on the quality of the coarsening and interpolation
operations will also be studied.
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Discrete Conservation of Helicity in
Numerical Simulations of Incompressible
Turbulent Flows

D. Vallefuoco, F. Capuano and G. Coppola

1 Introduction

Helicity is the scalar product between velocity and vorticity and, just like energy, its
integral is an inviscid invariant of the 3D incompressible Navier–Stokes equations,

∂ui
∂t

+ Ni (u) = − ∂p

∂xi
+ 1

Re

∂2ui
∂x j∂x j

,
∂ui
∂xi

= 0 , (1)

where Ni (u) is the non-linear convective term and Re is the Reynolds number.
Since its relatively recent discovery [8], helicity has been found to play an im-

portant role in both laminar and turbulent flows [7]. A significant research effort has
been carried out over the last years to develop numerical algorithms that preserve
invariants also in a discrete sense, with the aim of obtaining stable computations and
physically relevant solutions. Particular attention has been paid to the development
of energy-preserving numerical methods, that have ultimately allowed stable long-
time integrations and realistic representations of the energy cascade [1]. On the other
side, invariance of helicity has been very seldom considered in the derivation of nu-
merical methods, despite recent developments showing the physical importance of
helicity cascade [3]. Notable exceptions include the works by Lui and Wang [6], for
axisymmetric flows, and by Rebholz and coworkers (see, e.g., [9]), in the framework
of finite-element methods.
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The aim of the present work is to investigate the discrete helicity conservation
properties in physical-space finite-difference or finite-volume methods. Particularly,
the conservation properties of the various discretized forms of the nonlinear termNi

are discussed. Time advancement is also taken into consideration in the analysis.

2 Discrete Helicity Balance

A semi-discretized version of Eq. (1) can be expressed as

S
du
dt

+ C(u)u = −SGp + 1

Re
Lu , Mu = 0 , (2)

where u is the discrete velocity vector containing the three components on the three-
dimensional mesh, u = [

ux uy uz
]T
, S is a diagonal matrix containing the metrics of

the mesh, and the operatorsC, L,G,M are suitably defined discrete approximations
of the corresponding convective, laplacian, gradient and divergence terms respec-
tively (see [1] for further details). A general colocated mesh is considered here (i.e.,
variables are all arranged in the same points); periodic boundary conditions are also
assumed hereinafter.

We aim to derive a discrete evolution equation for helicity, defined as

h = uTSw , (3)

where w = S−1Ru is the vorticity. The curl operator R is defined as

R =
⎡

⎣
−Dz Dy

Dz −Dx

−Dy Dx

⎤

⎦ , (4)

where the matrices D are the difference operators along the three directions and
are supposed to be skew-symmetric. This property is a discrete analogous of the
summation-by-parts rule and is satisfied by any central-differencing scheme, both
explicit and compact [1]. Note that R is a skew-symmetric block matrix constituted
by skew-symmetric blocks, and is thus symmetric, RT = R.

The fully discrete evolution equation for helicity can be derived by further as-
suming a time-integration method. Here, a generic s−stage Runge–Kutta method is
considered. After proper manipulation, one has

Δh

Δt
= 2

Re

s∑

i

biuTi RS
−1Lui − 2

s∑

i

biuTi RS
−1C (ui ) ui − Δt

s∑

i, j

gi j fTi S
−1RS−1f j , (5)

where ai j and bi are the Runge–Kutta coefficients, gi j = biai j + b ja ji − bib j , and
fi = −C (ui ) ui + Lui/Re.The three terms appearing in the right-hand side ofEq. (5)
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are respectively the contribution of the discretized (physical) viscous dissipation, the
spatial error term due to convection, and the temporal error. No pressure term arises
as long as RG = 0. For a simulation to be physically relevant, the last two terms
should vanish, so that helicity preservation is correctly recovered for Re → ∞.

Concerning the spatial term, the conservation properties depend on the formu-
lation adopted for the convective term. In the continuous case, the nonlinear term
Ni can be written in several analytically equivalent forms (skew-symmetric, diver-
gence, rotational, among others) which instead behave differently when discretized
due to violation of the product rule. The property CT = −C, that is sufficient to
provide discrete conservation of energy [1], does not guarantee helicity preservation
alone. However, if the rotational form is employed, Crot = −V(u)R, with V(u) a
skew-symmetric matrix expressing vector product with u, both energy and helicity
are spatially preserved. All the other commonly used forms of convection contribute
spuriously to the energy and helicity balance.

The temporal error vanishes for symplectic (implicit) integrators, which provide
biai j + b ja ji − bib j = 0. Indeed, these methods are known to preserve all quadratic
invariants of a conservative system. Any explicit method gives an error term in both
the energy and helicity discrete evolution equations [2].

By collecting the outcome of this section with known literature results [1], the
conservation properties (also including global momentum and energy) of several
NS algorithms are reported in Table 1. Note that the rotational form, coupled to a
symplectic integrator, fully conserves momentum, energy and helicity.

3 Numerical Results

We are interested here in the effect of the different possible formulations of the
nonlinear term on the helical dynamics. Simulating an inviscid system allows to
eliminate the numerical error related to the viscous term in Eq. (5). Therefore, in
order to isolate the errors related to the formulation of the convective term (and
possibly to the time-advancing scheme) from the truncation error, we choose to use
a pseudo-spectral method with no de-aliasing. In particular, we solve the spherically
truncated Euler equations, i.e. the system obtained by truncating the periodic Euler
equations in Fourier space at a wavenumber |k| = kmax. In the absence of numerical
errors, this truncated system also preserves energy and helicity. We analyze the
statistically stationary state (absolute or statistical equilibrium), for which the exact
spectra of both energy and helicity are available [5],

E(k) = 4π

α

k2

1 − (
β

α

)2
k2

, H(k) = 8πβ

α2

k4

1 − (
β

α

)2
k2

, (6)

where α and β are constants that depend on the energy and helicity content. The
statistical equilibrium is governed by a single non-dimensional parameter, e.g. the
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Table 1 Conservation properties of 3D Navier–Stokes discretizations on a colocated grid. + con-
servative a priori, ◦ conservative if and only if continuity is discretely satisfied, × non conservative

# Algorithms
space

Time Momentum
space

Time Energy
space

Time Helicity
space

Time

1 Rot. Symp. ◦ + ◦ + + +
2 Rot. Expl. ◦ + ◦ × + ×
3 Skew Symp. ◦ + ◦ + × +
4 Skew Expl. ◦ + ◦ × × ×
5 Div. Expl. + + × × × ×

relative helicity Hrel = Kh/(2kmaxKe), where Ke and Kh are the mean energy and
helicity, respectively. In the non-helical case, i.e. Hrel = β = 0, the helicity spectrum
vanishes and the energy spectrum becomes simply

E(k) = 4π

α
k2. (7)

In the performed simulations kmax = 42 and the initial condition is the sum of two
Arnold–Beltrami–Childress (ABC) flows [4], yielding Hrel = 0.687. The various
algorithms listed in Table 1 are tested; the explicit method is a third-order RK scheme
(RK3), while the symplectic one is the Gauss midpoint method.

Time evolutions of global energy and helicity are reported in Fig. 1. Algorithm 1
is fully conservative and indeed is found to preserve energy and helicity in time up
to machine precision. The rotational and skew-symmetric forms in conjunction with
explicit Runge–Kutta schemes (Algorithms 2 and 4) are found to slightly dissipate
energy in time, with Algorithm 2 being more dissipative than Algorithm 4. This
is attributed to the accumulation of energy at the smallest scales due to the larger
aliasing errors of the rotational form. On the other hand, the skew-symmetric form
is found to completely dissipate the initial helicity content in few turnover times. It
is interesting to note that Algorithm 2, which employs the rotational form and an
explicit RK3, is slightly helicity-productive.

Energy and helicity spectra are reported in Fig. 2. The fully conservative computa-
tion matches very closely the exact solution, while Algorithm 2 is slightly dissipative
due to the temporal dissipation of the RK3. Importantly, the computation employing
Algorithm 4 drives the system towards the non-helical equilibrium solution, i.e. the
relative helicity vanishes and E(k) is proportional to k2, see Eq. (7). Finally, the
solution computed through Algorithm 5 diverges due to violation of energy conser-
vation.

We also tested the classical second-order staggered scheme (not shown here) and
observed that it dissipates helicity similarly to the collocated skew-symmetric form.

The effects of discrete helicity conservation will be further characterized and
quantified via direct numerical simulations of high-Reynolds number turbulence.
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Fig. 1 Time evolution of global energy and helicity for spherically truncated Euler dynamics using
the algorithms listed in Table 1; t0 = K−1/2
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Fig. 2 Energy and helicity spectra in spherically truncated Euler dynamics for the algorithms listed
in Table 1. The exact solution is reported in Eq. (6)
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AMassively Parallel, Direction-Splitting
Solver for DNS in Complex Geometries

F. Auteri, M. D. de Tullio, J.-L. Guermond, D. Montagnani
and P. D. Konghar

1 Introduction

The Direct Numerical Simulation of turbulent flows (DNS) has proved itself, over
the years, an extremely valuable tool to investigate the fundamental properties of
turbulence, often rivalling experiments by virtue of its accuracy and of the insight it
offers to the investigator [15].

While DNS has been restricted to very simple geometries for quite a long time—
the plane channel is still the most investigated one, see [12] and the references
therein—the increasing availability of high performance computers allowed the ap-
plication of this valuable tool to more general geometries. Among the various numer-
ical approaches adopted to reach this goal, of particular interest are spectral elements
[7], well suited to deal with complex geometries by construction, and finite differ-
ences. The latter can be applied to complex geometries either using boundary fitted
grids, that usually require sophisticated, multi-block grid generators [3], or using
an immersed boundary approach [14]. This technique has two notable advantages:

F. Auteri (B) · D. Montagnani
Dipartimento di Scienze e Tecnologie Aerospaziali, Politecnico di Milano, Milan, Italy
e-mail: franco.auteri@polimi.it

D. Montagnani
e-mail: davide.montagnani@polimi.it

M. D. de Tullio
Dipartimento di Meccanica, Matematica e Management, Politecnico di Bari, Bari, Italy
e-mail: m.detullio@poliba.it

J.-L. Guermond
Department of Mathematics, Texas A&M University, College Station, TX, USA
e-mail: guermond@math.tamu.edu

P. D. Konghar
DICCA, Università degli Studi di Genova, Genova, Italy
e-mail: peyman.davvalo.khongar@edu.unige.it

© Springer Nature Switzerland AG 2019
M. V. Salvetti et al. (eds.), Direct and Large-Eddy Simulation XI,
ERCOFTAC Series 25, https://doi.org/10.1007/978-3-030-04915-7_4

23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04915-7_4&domain=pdf
mailto:franco.auteri@polimi.it
mailto:davide.montagnani@polimi.it
mailto:m.detullio@poliba.it
mailto:guermond@math.tamu.edu
mailto:peyman.davvalo.khongar@edu.unige.it
https://doi.org/10.1007/978-3-030-04915-7_4


24 F. Auteri et al.

it requires very simple, inexpensive Cartesian grids; it allows the treatment of very
complicated geometries while maintaining a relatively simple algorithmic structure.

The simple algorithmic structure of immersed boundary codes is the key for their
success in the DNS of turbulence in complex geometries [5]. In fact, exploiting
the full power of recent supercomputers, which are necessary to support DNS of
flows at a relatively high Reynolds number, is by itself a challenge. Porting compli-
cated algorithms on massively parallel computers, or even on hybrid architectures,
fully exploiting GPUs and many-core CPUs, can be very expensive. In this respect,
Cartesian-grid finite differences can offer a distinct advantage.

Despite the fact that several techniques have been developed to increase the perfor-
mance of finite-difference solvers, for instancemultigrid and fast Poisson solvers [13,
16], DNS is such a demanding application that the quest for faster algorithms never
ends. Quite recently, Guermond andMinev [9, 10] proposed a new class of direction-
splitting, fractional step algorithms whose computational complexity scales linearly
with the number of grid points. A quasi-optimal version of this method based on
Chebyshev polynomials has also been developed [1]. This class of solvers has also
two distinct advantages: it can be parallelised with ease to scale on thousands of
processors, since the communication overload grows as the cubic root of the number
of processors, and it has the potential to fully exploit hybrid architectures, since the
large part of the computing time is spent solving tridiagonal linear systems.

In this work, we show that the aforementioned fractional-step method can be
effectively coupled with the treatment of immersed boundaries to obtain a very fast,
scalable and flexible solver for the DNS of turbulent flows in complex geometries.

2 The Numerical Approach

The equations to be solved are the incompressible Navier–Stokes equations,

∂u
∂t

+ (u ·∇)u − ν∇2u + ∇p = f(r, t), ∇· u = 0, (1)

supplemented by Dirichlet or Neumann boundary conditions. Here f(r, t) represents
a volume-force field, e.g. the gravity-force field, and p is the pressure rescaled by
the density. A second order Crank–Nicolson scheme with explicit treatment of the
nonlinear term is employed for time discretization,

{
uk+1−uk

Δt − ν
2∇2(uk+1 + uk) = fk+1/2 − (uk+1/2

� ·∇)uk+1/2
� ,−∇pk+1/2

� ,

∇· uk+1 = 0,
(2)

where pk+1/2
� = pk−1/2 + φk−1/2 represents the pressure predictor and uk+1/2

� =
(3uk − uk−1)/2.

The discretised Navier–Stokes equations are then advanced in time according
to the fully split fractional step pressure-correction algorithm proposed in [9, 10].
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According to the algorithm, the velocity can be obtained by solving the following
sequence of 1D equations

wk+1−uk

Δt − ν
2∂xx (w

k+1 − uk) = fk+1/2 + ν∇2uk − (uk+1/2
� ·∇)uk+1/2

� − ∇pk+1/2
� ,

(3)
vk+1−wk+1

Δt − ν
2∂yy(v

k+1 − uk) = 0, (4)
uk+1−vk+1

Δt − ν
2∂zz(u

k+1 − uk) = 0, (5)

where wk+1 and vk+1 denote auxiliary variables representing the intermediate solu-
tion of the direction-splitting algorithm, while uk+1 is the intermediate velocity.

Once the velocity field has been updated, the pressure field is updated in two steps.
First, the following cascade of 1D Neumann elliptic problems is solved

⎧⎪⎨
⎪⎩

(
1 − ∂xx

)
ψ = − 1

Δt ∇· uk+1, ∂xψ |ξ=±1 = 0,(
1 − ∂yy

)
ϕ = ψ, ∂yϕ|η=±1 = 0,(

1 − ∂zz
)
φk+1/2 = ϕ, ∂zφ

k+1/2|ζ=±1 = 0

(6)

to compute the auxiliary variable φk+1/2; then, the pressure is updated by applying
the explicit relation

pk+1/2 = pk−1/2 + φk+1/2 − χ
ν

2
∇· (uk+1 + uk). (7)

The algorithm is stable for 0 ≤ χ ≤ 1 [9, 10]. This process preserves the ellipticity
of the pressure Poisson equation, since the split operator is also elliptic.

The elliptic problems are all discretised by standard, second-order finite differ-
ences in all the directions, this allows nonperiodic boundary conditions to be imposed
easily and it makes the parallelisation of the code easier.

A sponge region is employed in the outlet region together with homogeneous
Neumann conditions to avoid the reflection of pressure perturbations [4].

Solid boundaries that are present within the computational domain are treated by
means of a discrete-forcing immersed boundary technique, based on a moving least-
square approximation to reconstruct the solution in the vicinity of the immersed
surface [6]. The body surface is discretised into triangular elements (Lagrangian
mesh),whose centroids act asLagrangianmarkers. The forcing required to impose the
interfacial boundary condition is first computed on themarkers lying on the immersed
surface, and then transferred to the fixed Eulerian mesh. A moving–least–square
(MLS) approach is adopted to build a transfer function around each Lagrangian
marker, which is used to exchange information between the Eulerian and Lagrangian
meshes. To this purpose, a support domain is built, centred around each Lagrangian
marker, which includes Ne Eulerian grid nodes closer than a threshold value in each
Cartesian direction. Here, Ne = 7 Eulerian nodes are considered in three dimensions.
The reconstruction procedure consists in the following steps:
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1. Compute the intermediate i th velocity component in all the Eulerian grid points,
ûi ;

2. Using the MLS approach, compute the velocity components at each Lagrangian
grid point, approximated in the support domain as:

Ûi (x) =
Ne∑
k=1

φl
k(x) û

k
i , (8)

where k indicates the Eulerian point in the support domain and φl
k are the shape-

function values for marker point l, calculated as in [6];
3. Calculate the volume force component Fi at all Lagrangian grid points:

Fi = V b
i − Ûi

Δt
, (9)

where V b
i is the velocity component on the marker to be imposed as a boundary

condition.
4. Transfer back Fi to the k Eulerian grid points associatedwith eachLagrangian grid

point, using the same shape functions employed in the interpolation procedure,
properly scaled by imposing that the total force acting on the fluid is not changed
by the transfer;

5. Correct the intermediate velocity so as to impose the correct boundary conditions
on the immersed body.

3 Results

The scalability of the code has been tested on an IBM NeXtScale Linux Infiniband
cluster, with 512 nodes and two 8-core Intel Haswell 2.40GHz processors per node.
The results of a weak scalability analysis are reported in Fig. 1. For ideal scalability,
the elapsed timewould be constant. The timing results reported in the figure show that
the communication overhead grows as the cubic root of the number of processors.

The code has been first validated comparing the lift coefficients on the two cylin-
ders in a reference flow, obtaining a difference with the reference solution less than
2%, and then it has been used to investigate the properties of the flow past two side-
by-side cylinders for a Reynolds number and non-dimensional distance between the
cylinders (g) just beyond the neutral curve associated with the steady asymmet-
ric baseflow [2]. For values of the aforementioned parameters near the instability
threshold, reaching the steady final state requires very long transients that are hardly
affordable with a standard immersed boundary code [8]. In Fig. 2 we report the evo-
lution towards the periodic limit cycle of the drag coefficients starting from a steady,
symmetric base flow. As can be appreciated from the figure, a very long transient is
necessary to attain the final limit cycle, which bifurcates from the steady asymmetric
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Fig. 1 Weak scalability test: elapsed time for 103 time steps and 106 points per node on an IBM
NeXtScale Linux Infiniband cluster. Solid line: least-square fitting with a = 1645 and b = 49

Fig. 2 Long time simulation of the flow past two side-by-side cylinders for Re = 68 and g = 0.57.
Left: time history of the drag coefficients on the two cylinders. Right: Zoom corresponding to the
small rectangle in the left panel to highlight the asymptotic limit cycle

flow. In fact the flow first approaches the steady, asymmetric base flow, a saddle
fixed point according to dynamical system terminology, this first transient being
quite long. Then the flow evolves towards the final limit cycle, whose amplitude is
quite small owing to the proximity to the neutral curve. The simulation is very time
consuming since a very long domain is necessary to obtain results independent from
the domain size, as shown by the linear stability analysis. In this case the domain
is a rectangle 950 cylinder diameters long and 100 cylinder diameters wide with
1028608 grid points. The simulation has been run for 4.5 × 106 time steps with a
time step Δt = 0.005.

To test the 3D version of the code, the steady flow around a rotating sphere
has been simulated for two different rotation rates, ω∗ = ωR/U = 0.5 and ω∗ =
ωR/U = 0.6. The computational domain is a box of size 15D × 15D × 45D and
a nonuniform grid of 200 × 200 × 400 points has been used, as reported in Fig. 3.
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Fig. 3 Steady flow past a rotating sphere for two different rotation rates and Re = 300: ω∗ = 0.5
(left, top) and ω∗ = 0.6 (left, bottom). Employed mesh (right)

The results, reported in Fig. 3, agree very well with the reference results reported in
[11].

In all the presented test cases, a vanishing volume force f was assumed.

References

1. Auteri, F.: A quasi-optimal spectral method for turbulent flows in non-periodic geometries. In:
Talamelli, A., Oberlack, M., Peinke, J. (eds.) Progress in Turbulence V. Springer Proceedings
in Physics, vol. 149. Springer, Dordrecht (2014)

2. Carini, M., Giannetti, F., Auteri, F.: First instability and structural sensitivity of the flow past
two side-by-side cylinders. J. Fluid Mech. 749, 627–648 (2014)

3. Castagna, J., Yao, Y.: Multi-block high order DNS code development for jet in turbulent cross-
flow simulation. J. Algorithms Comput. Technol. 6, 593–622 (2012)

4. Chevalier, M., Schlatter, P., Lundbladh, A., Henningson, D.S.: SIMSON: a pseudo-spectral
solver for incompressible boundary layer flows. Technical Report, TRITA-MEK2007:07. KTH
Mechanics

5. de Tullio, M., Cristallo, A., Balaras, E., Verzicco, R.: Direct numerical simulation of the pul-
satile flow through an aortic bileaflet mechanical heart valve. J. Fluid Mech. 622, 259–290
(2009)

6. de Tullio, M.D., Pascazio, G.: A moving-least-squares immersed boundary method for simu-
lating the fluid-structure interaction of elastic bodies with arbitrary thickness. J. Comput. Phys.
325, 201–225 (2016)

7. Fischer, P.F.: An overlapping Schwarz method for spectral element solution of the incompress-
ible Navier–Stokes equations. J. Comput. Phys. 133, 84–101 (1997)

8. Giannetti, F., Luchini, P.: Structural sensitivity of the first instability of the cylinder wake. J.
Fluid Mech. 581, 167–197 (2007)

9. Guermond, J.-L., Minev, P.D.: A new class of fractional step techniques for the incompressible
Navier–Stokes equations using direction splitting. C. R. Acad. Sci. Paris Ser. I 348, 581–585
(2010)

10. Guermond, J.-L., Minev, P.D.: A new class of massively parallel direction splitting for the
incompressible Navier-Stokes equations. Comput. Methods Appl. Mech. Eng. 200, 2083–2093
(2011)

11. Kim, D., Choi, H.: Laminar flow past a sphere rotating in the streamwise direction. J. Fluid
Mech. 461, 365–386 (2002)



A Massively Parallel, Direction-Splitting Solver … 29

12. Lee,M.,Moser, R.D.: Direct numerical simulation of turbulent channel flow up to Reτ ≈ 5200.
J. Fluid Mech. 774, 395–415 (2015)

13. Liu, C., Liu, Z.: High order finite difference and multigrid methods for spatially evolving
instability in a planar channel. J. Comput. Phys. 106, 92–100 (1993)

14. Mittal, R., Iaccarino, G.: Immersed boundary methods. Ann. Rev. Fluid Mech. 37, 239–261
(2005)

15. Moin, P., Mahesh, K.: Direct numerical simulation: a tool in turbulence research. Ann. Rev.
Fluid Mech. 30, 539–578 (1998)

16. Simens,M.P., Jimenez, J., Hoyas, S.,Mizuno,Y.:A high-resolution code for turbulent boundary
layers. J. Comput. Phys. 228, 4218–4231 (2009)



An Analysis of Time-Integration Errors
in Large-Eddy Simulation of
Incompressible Turbulent Flows

F. Capuano, E. M. De Angelis, G. Coppola and L. de Luca

1 Introduction

There is widespread theoretical and numerical evidence that Large-Eddy Simulation
(LES) of turbulent flows has to be performed using high-order accurate numerical
schemes.Much of the research has so far focused on the spatial discretization, coming
to the conclusion that: (1) higher-order methods (≥ 2) are preferred, to ensure that
the magnitude of the truncation error does not overwhelm the subgrid-scale model
contribution, and (2) non-dissipative (centered) schemes should be employed, so that
the energy cascade mechanism is not artificially contaminated [2, 3].

This work is concerned with time-integration errors. Although the above reason-
ings can be similarly applied to the time-advancement method, errors in time are
usually considered to be negligible, provided that (at least) second-order methods
are employed and the time step is kept lower than the smallest time scale of the flow.
As a consequence, a systematic analysis of time-integration errors has been seldom
carried out in literature. Choi and Moin [5] investigated the effects of using large
time steps in a turbulent channel flow, and found that excessively large time incre-
ments led to relaminarization or inaccurate turbulence statistics. Verstappen et al. [8]
compared several explicit schemes for the numerical simulation of a driven-cavity
flow, and found no significant differences in the results. They also concluded that the
time step is generally determined by stability and not by accuracy.
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The aim of this work is to carry out systematic tests to investigate time-integration
errors in LES of a canonical turbulent flow at time steps close to the ones dictated
by the stability constraint of the temporal scheme. Building on the basis of a recent
paper by the authors [4], the discrete energy evolution equation is considered, and
the contribution of the temporal error is compared to the physical and subgrid-scale
model dissipation rates. The analysis is carried out for general Runge–Kutta schemes,
although it can be extended to other methods (e.g., multi-step).

2 Theoretical Framework

2.1 Discretization of Navier–Stokes Equations

The filtered incompressible Navier–Stokes (N–S) equations read:

∂ui
∂t

= −Ci(u) − ∂p

∂xi
+ 1

Re

∂2ui
∂xj∂xj

− Ri (u, u) ,
∂ui
∂xi

= 0 , (1)

where Ci(u) is the non-linear convective term, Re is the Reynolds number and
Ri = Ci(u) − Ci(u) is the subfilter-scale term. A discretization in space leads to
the semi-discrete version of the filtered N-S equations, which can be expressed as:

du
dt

= −C(u)u − Gp + 1

Re
Lu − r(u) , Mu = 0 , (2)

where u is the filtered discrete velocity vector containing the three components on the
three-dimensional mesh and the operatorsC,L,G,M, r are suitably defined discrete
approximations of the corresponding convective, Laplacian, gradient, divergence and
subfilter-scale terms respectively. For this last term a further model assumption has
been implicitly made in order to express r as a function of u only.

From Eq. (2) an evolution equation for the kinetic energy of the filtered field can
be derived. For uniform meshes it reads:

dE

dt
= −uTC(u)u − uTGp + 1

Re
uTLu − uT r (u) , (3)

whereE = uTu/2.A similar equation can be derived for the case of nonuniformmesh
by considering the relevant scalar product. In Eq. (3) the pressure term vanishes if the
divergence free constraint is satisfied (and assuming that MT = −G holds), while
the convective term vanishes only if a skew-symmetric operator C is adopted. Thus,
an energy-conserving spatial discretization leads to a semi-discrete energy balance
which is a close counterpart of the continuous energy budget.
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Due to the incompressibility constraint, the system in Eq. (2) is an index-2
Differential Algebraic system. By introducing a projector operator P it can be
formally recast as the system of ODE u̇ = ˜F(u), where ˜F = PF and F (u) =
−C (u) u + 1

ReLu − r (u), with P = I − GL −1M andL = MG. Time integration
is now straightforward. Here, a s−stage Runge–Kutta method is considered [1]:

un+1 = un + Δt
s

∑

i=1

bi˜F(ui) , (4)

ui = un + Δt
s

∑

j=1

aij˜F(uj) . (5)

The pressure at each RK sub-step is evaluated by solving a Poisson equation [2].

2.2 Evaluation of Temporal Errors

In general, Eqs. (4)–(5) introduce aliasing errors [6] (due to discrete evaluation of
products) as well as dispersive and diffusive errors (coming from both spatial and
temporal discretizations). This work is primarily concerned with diffusive errors,
which are believed to be the most critical in LES. Indeed, in recent years energy
conservation has been considered a priority over the formal order of accuracy of
the method. In this work, spatially energy-conserving methods are assumed and the
attention is focused on temporal errors.

The diffusive temporal error can be evaluated by deriving an expression for the
variation of the kinetic energy of the filtered field introduced by Eqs. (4)–(5). The
fully discrete evolution equation can be obtained in closed form by taking the inner
product between un+1 and itself. After some basic manipulation [4], one has

ΔE

Δt
= 1

Re

∑

i

biuT
i Lui −

∑

i

biuT
i r (ui) − Δt

2

s
∑

i,j=1

gij˜FT
i
˜Fj, (6)

where ΔE = E
n+1 − E

n
and gij = biaij + bjaji − bibj.

The first two terms in the r.h.s. of Eq. (6) are, in order, the time-discrete coun-
terparts of the viscous (physical) dissipation rate εν , and of the subfilter-scale con-
tribution εSGS . The last term is a purely temporal error, which will be denoted as
εRK . In a LES simulation, it would be desirable to have the filtered energy balance to
be modified only by the viscous dissipation and the subfilter-scale terms. Currently
available methods to reduce the magnitude of the temporal error, on equal time step,
include using symplectic (implicit) or pseudo-symplectic (explicit) methods, which
are able to eliminate the error entirely, or to reduce it to O (Δtq) respectively [4].
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The aim of this work is to evaluate the magnitude of the temporal error term with
respect to the viscous and subfilter-scale contributions for a canonical turbulent flow,
for various RK methods and as a function of proper non-dimensional parameters.

3 Results

The three-dimensional Taylor–Green vortex is here investigated to assess the im-
pact of temporal errors. The problem is entirely governed by the Reynolds number,
which is chosen to assume the values Re = 1600 and Re = 3000. Estimates of the
Kolmogorov length- and time-scale can be obtained by well-known relations [7].
The flow is well resolved with 2563 grid points. Here, a large-eddy simulation is
carried out using 643 points, and a dynamic Smagorinsky model is adopted. The
Navier–Stokes equations are solved using a second- or fourth-order centred method
with the convective term cast in skew-symmetric form, so that the spatial scheme is
energy conserving. The Runge–Kutta schemes here investigated belong both to clas-
sical methods and to more recently investigated pseudo-symplectic explicit schemes.
More specifically, five RK schemes are employed: the third- and fourth-order clas-
sical RK schemes (denoted as RK3 and RK4 respectively) and the four-, five- and
six-stage explicit pseudo-symplectic schemes studied in [4], denoted respectively as
3p5q, 3p6q and 4p7q (refer to [4] for details). In Figs. 1 and 2 the results of a pre-
liminary calculation without any model (i.e. by dropping the subfilter-scale term in
Eq. (2)) obtained by employing fourth-order spatial discretization and for CFL = 1
are reported. The normalized temporal numerical dissipation εRK/εν is plotted as a
function of time for various RK schemes at Re = 1600 and Re = 3000. These plots
show that a significative numerical dissipation is produced by classical RK3 andRK4
schemes, as compared to the physical viscous contribution, while pseudo-symplectic
schemes are effective in reducing this production to negligible values. These conclu-
sions are also supported by the ratio of the effective to nominal Reynolds number,
reported on the right y-axis, where the effective Reynold number is defined to take
into account the sum of physical and numerical viscosity (see [4] for further de-
tails). In Fig. 3 the same calculation is performed in conjunction with the application
of the dynamic Smagorinsky model for the Re = 1600 case. In this simulation the
spatial discretization is obtained with second-order schemes and the CFL number is
set to 0.5. The numerical dissipation is in this case normalized with the sum of the
physical viscous dissipation and the subfilter-scale contribution. The results confirm
that classical RK schemes can provide a significative spurious contribution to energy
dissipation, while pseudo-symplectic schemes are able to reduce this contribution to
values below 0.1%.

A more systematic comparison among the various methods is reported in Fig. 4
and in Fig. 5, where the ratio εRK/(εν + εSGS), evaluated at the point of transition
to turbulence, is shown as a function of the time step adopted, starting from the
maximum Δt allowed from stability criteria. An inspection of Figs. 4 and 5 suggests
that higher-ordermethodsmight bemore efficient than lower-order ones. In Fig. 4 two
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Fig. 1 Normalized temporal
numerical dissipation εRK as
a function of time for various
RK schemes for the TGV
test case at Re = 1600
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Fig. 2 Normalized temporal
numerical dissipation εRK as
a function of time for various
RK schemes for the TGV
test case at Re = 3000
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Fig. 3 Normalized temporal
numerical dissipation εRK as
a function of time for various
RK schemes for a LES
simulation with the dynamic
Smagorinsky model of the
TGV test case at Re = 1600
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thresholds have been fixed:
∣

∣

∣

εRK

(εν+εSGS )

∣

∣

∣ < 0.1%, to keep low numerical dissipation

levels, and Δt/τη < 0.5 for proper temporal resolution, where τη is the Kolmogorov
time scale. The pseudo-symplectic methods 3p6q and 4p7q fall within the operative
area at higher time steps. In Fig. 5 the same results are plotted by evaluating a cost
function, which is defined as the number of total r.h.s. evaluations required to reach
a given error level at the transition point. This second plot confirms that pseudo-
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Fig. 4 Maximum
normalized dissipation as a
function of time step. LES of
TGV test case at Re = 1600

Fig. 5 Maximum
normalized dissipation as a
function of the number of
function evaluations. LES of
TGV test case at Re = 1600

symplectic schemes are more efficient than classical RK schemes, and suggest that
the 3p6q scheme should be more cost effective than the more accurate 4p7q scheme.

In Fig. 6 the variation of the maximum temporal dissipation produced by the
different schemes with the Reynolds number is reported. The plot shows that the
relative importance of the spurious dissipation increases as the Reynolds number
is increased. This is particularly true for the RK3 scheme, while RK4 and pseudo-
symplectic schemes are able to keep lower level of dissipation uniformly in the range
investigated.

In conclusion, temporal dissipation errors have been analyzed for standard and
pseudo-symplectic Runge–Kutta methods in large-eddy simulations of the Taylor–
Green vortex flow. At time steps close to the ones dictated by the linear stability
constraint (but lower than the Kolmogorov time scale), standard RK methods are
found to introduce significant numerical dissipation, as compared to the contributions
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Fig. 6 Variation of
maximum temporal
dissipation with Reynolds
number. LES of TGV test
case with second-order
spatial discretization on a
643 grid. CFL = 0.5

1600 2000 2500 3000

0

2

4

6

Re
m
ax

εR
K

εν
+

εS
G
S

×
10
0

RK3

RK4

3p6q

4p7q

of the physical andmodeling terms. Pseudo-symplectic schemes, and particularly the
3p6q method, are found to be more efficient than standard RK methods in providing
the same error levels with a lower number of r.h.s. evaluations.
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Evaluation of the Spectral Element
Dynamic Model for LES on
Unstructured, Deformed Meshes

G. Lodato and J. B. Chapelier

Discontinuous finite element methods (DFEM) such as the discontinuous Galerkin
(DG) [1] or the spectral difference (SD) [7, 9, 21] methods show a strong poten-
tial for the direct numerical simulation (DNS) and large-eddy simulation (LES) of
turbulent flows on realistic geometries. These methods are characterized by a rather
peculiar mix of features, such as their high-orders of accuracy, the ability to handle
unstructured meshes, curved boundary elements and the compactness of the stencil,
which allows for optimal parallelism. The extremely low level of numerical dis-
sipation which can be achieved when high-orders are selected, and the consequent
significant increase in resolving power,makeDFEMparticularlywell suited for LES.
Nonetheless, recent studies on the SD and DG methods have highlighted the need
of an explicit sub-grid scale (SGS) model in order to obtain physical results when
performing LES [2, 4]. Being the order of accuracy a user-selected—potentially
adaptable via p-refinement techniques—parameter, the question arises of designing
SGS models which can detect and adapt to the level of numerical dissipation. The
semi-local nature of DFEM, which provides a spectral representation of the solution
in each of the discretization cells, offers many possibilities in terms of turbulence
modeling. In particular, the modal decomposition of the signal in each cell allows to
evaluate local spectra which can then be used for various modeling approaches.

Based on the above considerations, the Spectral Element Dynamic Model (here-
after referred to as SEDM) was recently developed [3]. Thanks to the adoption of a
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modal turbulence sensor, which detects the level of local resolution of the flow, the
SEDMhas the ability to dynamically adapt the SGS viscosity according to the numer-
ical dissipation of the scheme. The model blends ingredients from existing dynamic
turbulence models and modal detection techniques, in order to provide an accurate,
robust and easy-to-implement LES methodology for DFEM. The SEDM has been
extensively validated over canonical test cases on structured Cartesian meshes. In
view of applications to more realistic geometries, the performances of the SEDM are
here assessed on selected academic test cases which involve the use of unstructured
and deformed meshes and some level of additional physical complexity (e.g., curved
boundaries, detached flows).

1 Methodology

The compressible low-pass Favre filtered Navier–Stokes equations for the evolution
of the density ρ, momentum ρu and total energy ρE (internal + kinetic) of an ideal
gas are considered in the present study.According to the LES formalism [8, 17], these
equations are augmented by a flux f sgs which characterizes the interaction between
sub-grid and resolved scales. Using the eddy-viscosity assumption, f sgs is:

f sgs =
⎛
⎝

0
2ρνsgsÃ
λsgs∇ϑ̃

⎞
⎠ , with λsgs = ρνsgsCp

Prsgs
, (1)

where Ã is the deviator of the strain rate tensor computed on the resolved velocity
gradient, ϑ̃ is the filtered macro-temperature [8, 13], Prsgs = 0.5 is the SGS Prandtl
number [5],Cp the heat capacity at constant pressure and νsgs the SGS eddy-viscosity.
The relevant transport equations are discretized on hexahedral elements using the SD
methodology [7, 9, 19, 21].

The eddy-viscosity in Eq. (1) is approximated using the SEDM, for which, full
details can be found in [3]. One of the main features of the SEDM is its ability to
detect under-resolution at the cell level and adapt the intensity of the SGS dissipation
accordingly. The relevant expression of the eddy-viscosity within the j th element is

ν j
sgs = C2

SEDM f (σ j , σth, κ)Δ j

√
k j , j = 1, . . . , Nel, (2)

where k j is the mean turbulent kinetic energy in the element and Δ j ∼ 3
√
V j/p the

relevant cutoff length, with Vj the element volume. A continuous spatial variation
of νsgs is recovered by computing the mean values of the viscosity at the element
vertices. The eddy viscosity is then made piece-wise linear within each element.

The main ingredient of the SEDM is its turbulence sensor f (σ j , σth, κ), which
is able to discriminate between (well-resolved) laminar and (under-resolved) tur-
bulent regions. Starting from the fundamental assumption in LES that small scales
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are expected to have a rather universal character, and from the hypothesis that the
turbulence is spectrally self-similar in the inertial range—in which the energy spec-
trum verifies E(k)∝k−5/3 in the Fourier space, for high Reynolds number isotropic
turbulence—the evaluation of the spectral energy decay (in each element) provides
a powerful indication of the presence of well- or under-resolved turbulence. The
one-dimensional energy spectrum in each element is obtained by computing the
modes of the velocity components corresponding to the hierarchical Legendre poly-
nomial basis. The modal energy decay rate is evaluated by assuming that the energy
spectrum follows a power decay law with exponent σ j . High values of |σ j | charac-
terize a fast decay of energy in the cell (well-resolved regions in which the small-
scale energy is low), whereas low values correspond to under-resolved regions with
highly-energetic small-scales and the possible presence of high-frequency numeri-
cal oscillations. Hence, using the measured modal decay exponent σ j , the turbulence
sensor guarantees a smooth transition of νsgs between the well- and under-resolved
regions of the flow, and locally triggers the SGS viscosity such as to complement the
numerical dissipation where necessary. In a sense, phenomena of error cancellation
between the scheme and the LES model are not possible, as the SEDM is numerical-
dissipation-aware. The retroactive loop established by the sensor between the flow
and the eddy-viscosity provides the dynamic behavior of the SEDM. Thanks to this

(a) u1 (b) u1 along the centerline

(c) u1u1 (d) u1u2

Fig. 1 Circular cylinder at ReD = 2 580: solid lines, present LES; dashed lines, reference LES at
ReD = 3 900 [15]; circles, experiments [6]; squares, experiments at ReD = 3 900 [15]
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dynamic behavior, the model parameters CSEDM = 0.23, σth = 1.6 and κ = 0.3—
which were calibrated from a priori DNS of isotropic turbulence [3]—show a rather
weak problem-dependency. To further prove this particularly desirable property, the
same values of these parameters are retained in the present study.

2 Results

Large-eddy simulations are performed using the SD code with the SEDM. Results
are reported on three configurations for which the computational grids are fully
unstructured, the relevant hexahedral elements being characterized by some level
of distortion. The computations are a circular cylinder in cross-flow at Reynolds
2580 (6th-order, 4.0 × 106 degrees of freedom, or DoF), a square cylinder in cross-
flow at Reynolds 22400 (4th-order, 2.3 × 106 DoF), and a channel with periodic
constrictions at Reynolds 10595 (5th-order, 9.0 × 106 DoF). The Mach number has
been set at 0.3 for the three simulations. Details of the computational meshes can be
found in [10–12].

The relevant results are reported in Figs. 1, 2 and 3, where selected (resolved)
statistical quantities are plotted against experimental measurements or reference LES

(a) u1 (b) u2

(c) u1u1 (d) u1u2

Fig. 2 Square cylinder at ReD = 22 400: lines, LES; symbols, experiments [14]
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Fig. 3 Channel with periodic constrictions at Reh = 10 595: solid line, SEDM with Roe flux [16];
dashed line, SEDMwith AUFS flux [18]; dotted line,WALE SimilarityModel [11, 13]; dash-dotted
line, DSM [20]

[6, 11, 14, 15, 20]. Mean profiles and Reynolds stresses are well captured in all the
configurations. For the circular and square cylinder tests, the right shedding frequency
is captured, with Strouhal numbers of 0.219 and 0.135, respectively. Regarding the
circular cylinder, in particular, the recirculation length is accurately reproduced (see
Fig. 1b), and the results are in better agreement with the PIV measurement and LES
results in [15] for a ReD = 3 900 test case. Although no major impact is expected
due to the different Reynolds number, additional tests at ReD = 3 900 are advisable.
Concerning the channel with periodic constrictions, the skin friction coefficient at the
lower boundary is in good agreement with the reference LES and the reattachment
length—a parameter which is extremely sensitive to overall dissipation—is slightly
underestimated. For this test case, different interface fluxes (with different levels of
numerical diffusion) have been tested [16, 18]. Here, despite the SEDM reacts to
the different amounts of numerical diffusion by producing different levels of SGS
viscosity (not shown), first- and second-order statistics collapse on each other and
good agreement with reference results is observed. This confirms the ability of the
model to properly compensate for different levels of numerical dissipation.



44 G. Lodato and J. B. Chapelier

3 Conclusions

In view of applications to complex geometries, the behavior and the performances of
the Spectral Element Dynamic Model for LES using DFEM have been assessed in
the case that unstructured hexahedral meshes are adopted. The original development
and validation of the model having been done on structured Cartesian meshes, and
the relevant modal resolution sensor being formalized assuming direction-splitting
in computational space, the present study aimed at highlighting potential issues in
the case that the physical elements’ axis are non-orthogonal. Different configura-
tions have been addressed, namely, circular and square cylinders in cross-flow and a
channel with periodic constrictions, with mesh topologies spanning from body-fitted
to fully unstructured element distributions.

The statistical results, in good agreementwith the experimentalmeasurements and
reference computations reported in the available literature, confirm the accuracy of
the proposedmodelwithout any need of a priori tuning,which also confirms the rather
weak problem-dependency of the relevant parameters. The use of different orders of
accuracy and different numerical fluxes in the present tests, these two aspects being
intimately connected to the amount of numerical dissipation of the scheme, confirms
the ability of the model to detect and compensate numerical diffusion in order to
provide the right amount of SGS dissipation overall.
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A Discontinuous Galerkin Variational
Multiscale Approach to LES of Turbulent
Flows

M. de la Llave Plata, E. Lamballais and V. Couaillier

1 Introduction and Numerical Method

In recent work [1] we have developed a variational multiscale simulation (VMS)
approach based on a modal discontinuous Galerkin (DG) method. The separation
of scales is achieved in each element via projection onto the discontinuous modal
space. In [1], the DG-VMS technique was applied to the Taylor–Green vortex (TGV)
flow at Re = 3 000 demonstrating the potential of this approach to perform LES.

In this paper, we investigate the behaviour of the DG-VMS technique for two
higher-Reynolds-number configurations, the TGV at Re = 20 000 and the flow past
a circular cylinder at Re = 3 900 and 20 000, which constitutes a more complex
configuration, involving real boundary conditions and flow separation. The no-model
as well as the standard LES approaches are also considered and confronted to DG-
VMS. For our model-based LES simulations two methods are employed: standard
LES based on either the Smagorinsky model, referred to as DG-Smag, or the WALE
model, denoted by DG-Wale, and the DG-VMS approach in combination with a
Smagorinsky eddy viscosity to model the effect of the unresolved scales on the
small-scale resolved field. The results from the DG simulations are assessed by
detailed comparisons against reference data from DNS and experiment. The effect
of the numerical flux function on the different terms involved in the kinetic energy
(k.e.) balance equation is also studied in the case of the TGV configuration.
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The simulation results presented here have been performed using the compressible
DG solver Aghora developed at ONERA [1, 2]. The DG discretization is based on
a modal approach, and over-integration is performed for de-aliasing purposes. As
regards the numerical flux used in the discretisation of the convective terms the
Roe and local Lax–Friedrichs (LLF) fluxes are employed in this work. We also use
a modified version of the LLF flux, hereafter called αLLF, in which a parameter
α = 0.1 scales its upwind component, thus allowing us to reduce the numerical
dissipation introduced by the scheme. The time integration is performed using an
explicit third-order accurate Runge–Kutta method.

2 Taylor–Green Vortex Problem at Re = 20 000

In this section, LES simulations of the TGV at Re = 20 000 and M = 0.1 are carried
out and compared to filtered DNS data. The reference DNS data have been generated
using a 6th-order FD code on a grid composed of 34583 nodes [3]. These data are
filtered following a procedure similar to the one described in [1].

A very coarse grid composed of 283 hexahedral elements is used in the LES. The
degree of the polynomial basis is set to p = 8 which leads to 9th-order accuracy in
space. The number of degrees of freedom (DOFs) in the LES is thus 2523, which
corresponds to approximately 1/143 of the number of DOFs of the reference DNS.

We monitor the quantities involved in the balance of the volume-averaged k.e.
E . For a DNS, this energy balance is simply given by − dE

dt = ε + εc, in which
− dE

dt is the k.e. dissipation, ε = 2 μ

ρ0V

∫
V S : S dV is the viscous dissipation, and

εc = − 1
ρ0V

∫
V p∇ · u dV is the dissipation due to compressibility effects. Here, S

denotes the rate-of-strain tensor, μ the molecular viscosity, ρ0 the volume-averaged
density, and p the static pressure.

In an LES, however, the energy balance involves an additional term, εsgs , which
is called the subgrid-scale (SGS) dissipation, leading to − dE

dt = εls + εsgs + εc. The
term εls is computed using the full resolved LES field in the expression for ε provided
above, and is now called the large-scale (LS) dissipation. As regards εsgs , there does
not exist, in the general case, an explicit expression for this term, and in a posteriori
computations it is simply obtained as εsgs = − dE

dt − εls − εc. If the Mach number is
low, εc is expected to be negligible.Wewill see however that, due to under-resolution
and other numerical errors, this term can actually take on very important values.

Figure 1 compares the evolution of εls , εsgs , and εc, respectively, for the three
different approaches considered. The LLF flux is employed in these simulations. It is
straightforward to see from Fig. 1 that the no-model DG exhibits an under-dissipative
behaviour, with a peak of LS dissipation which is largely above that of the reference,
and the lowest level of SGS dissipation, well below the reference. The opposite
behaviour is observed for the DG-Smag simulation which presents the lowest level
of LS dissipation. Overall, we see that the DG-VMS solution appears to provide the
closest results to the reference with an evolution of LS dissipation almost on top of
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Fig. 1 From left to right, evolution of εls , εsgs , and εc for TGV at Re = 20 000. Filtered DNS: •,
no-model DG: —, DG-VMS: —, DG-Smag: —

Fig. 2 From left to right, evolution of εls , εsgs , and εc for DG-VMS of the TGV at Re = 20 000.
Filtered DNS: •, LLF flux: —, αLLF flux: —, Roe flux: —

the reference. The evolution of SGS dissipation, in between the no-model DG and
the DG-Smag solutions, is however far from the reference data. If we now examine
the evolution of εc, we notice that, contrary to what we would expect, the dissipation
due to pressure dilatation is far from being negligible. The levels of εc tend to be
reduced with the introduction of SGS viscosity, the DG-Smag simulation presenting
the lowest values, while for the no-model DG εc is even larger than εsgs near the
peak. Further investigation into the behaviour of εc using different discretisations
(not shown here for brevity) results in the following observations: the levels of εc
are reduced when the number of DOFs is increased, when the polynomial order p
is increased (at equal number of DOFs), and when the SGS dissipation is increased.
These observations suggest that, in the context of this low-Mach-number flow, a
non-negligible value of εc is clearly linked to under-resolution, and thus somehow
to the jumps in the DG solution, which lead to excessive numerical dissipation via
the flux upwinding term.

In a quest to get rid of these spurious compressibility effects we have studied the
effect of the numerical flux on the solution. Recent research [4] has actually shown
the strong influence that the numerical flux employed can have on the accuracy of
no-model DG simulations of the Euler equations. In Fig. 2 we therefore compare
three simulations using different fluxes: the standard LLF, the αLLF (with α = 0.1),
and the Roe flux. Only the DG-VMS approach is shown in this figure. The DG-Smag
approach yielded similar trends to the DG-VMS, while the no-model DG simulations
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crashed when the αLLF or the Roe flux were considered. By looking at the evolution
of εc shown in Fig. 2 we readily see that this term is linked to a numerical dissipation
mainly introduced by the numerical flux at this low Mach number. Note that, for
clarity, the y-axis scale in the plot of εc has been stretched by a factor of about 10
with respect to the other graphs. The better performance displayed by the Roe flux
with respect to the LLF scheme was pointed out in [4]. In terms of agreement of
the three dissipation components εls , εsgs , and εc with the filtered DNS, the use of
the αLLF flux is found here to provide the best results over the whole course of the
simulation.

Finally, we would like to highlight the importance of examining each of the terms
involved in the balance equation, rather than focusing on the analysis of an isolated
quantity such as the k.e. dissipation, or even the enstrophy alone. Indeed, we have
seen from this study that a successful LES simulation is one that is able to yield
accurate results for εls , εsgs , and εc, separately.

3 Flow Past a Circular Cylinder at Re = 3 900 and 20 000

In this section, we consider the flow past a circular cylinder at Reynolds numbers,
Re = 3 900 and 20 000 based on the cylinder diameter D, and the freestream velocity
Uc. Periodicity of the flow is assumed in the spanwise direction, and an isothermal
no-slip boundary condition is imposed on the cylinder wall. The freestream Mach
number is set toM = 0.2.A fourth-order hexahedral O-type grid composed of 20736
elements is considered in a computational domainwith radial and spanwise extension
of 25D and πD, respectively. The mesh resolution at the wall is Δr = 0.05D. The
polynomial degree is set to p = 4, which leads to fifth-order accuracy in space, and
an effective resolution at the wall of Δr/p + 1 = 0.01D. The number of DOFs of
the problem is 2.59 million (Mdofs).

For the lowest Re, three different approaches are considered: no-model DG,
DG-Wale, and DG-VMS. For Re = 20 000 only the DG-Smag and the DG-VMS
approaches yielded stable simulations and their outcome is reported here.

Following the conclusions drawn from the previous section, the αLLF flux is
used in the case of model-based LES, whereas the Roe flux is used in the no-model
simulation. For the sake of comparison, Table 1 compiles, together with the present
DG results, a number of simulation results from the literature for the two Reynolds
numbers considered, as well as the PIV experimental results of Parnaudeau et al.
[5] at Re = 3 900. As regards the lower Re, we observe that overall the results from
the no-model and the DG-VMS simulations are the closest to the experimental data.
We know from previous studies [5] that the length of the recirculation bubble Lr is
one of the most sensitive quantities, as can be seen from the significant scatter in the
values reported in Table 1.We see that the no-model DG approach leads to the lowest
value of Lr/D = 1.42, while the use of DG-Wale leads to the largest Lr/D = 1.69,
closer to the value of Lysenko et al. [6]. Finally, the value of Lr/D = 1.47 from
DG-VMS appears close to that of the experimental data and the values reported in
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Table 1 Simulation results for the flow past a circular cylinder at Re = 3 900 and 20 000
Re = 3 900

Simulation Mach Model Mdofs Tvs Cd Clrms St Lr
D −Umin

Uc

Parnaudeau et al. [5] – (Exp. PIV) – – – – 0.208 1.51 0.34

Wornom et al. [7] 0.1 VMS-Wale 1.80 30 0.99 0.11 0.210 1.45 –

Lysenko et al. [6] 0.2 TKE 5.76 150 0.97 0.09 0.209 1.67 0.27

DG-P4 WALE 0.2 Wale 2.59 100 0.96 0.09 0.209 1.69 0.31

DG-P4 VMS4 0.2 VMS-Smag 2.59 150 0.99 0.16 0.206 1.47 0.30

DG-P4 no-model 0.2 – 2.59 150 1.00 0.15 0.209 1.42 0.30

Re = 20 000

Wornom et al. [7] 0.1 VMS-Wale 1.80 30 1.27 0.60 0.19 0.80 –

Lysenko et al. [8] 0.2 TKE 5.76 75 1.39 0.73 0.17 0.59 0.18

Lysenko et al. [8] 0.2 TKE 12.4 75 1.36 0.70 0.19 0.57 0.16

DG-P4 SMAG 0.2 Smag 2.59 40 1.09 0.30 0.21 1.05 0.29

DG-P4 VMS2 0.2 VMS-Smag. 2.59 40 1.38 0.62 0.19 0.69 0.20

Fig. 3 Flow past a circular cylinder at Re = 3 900. Wake statistics at x/D = 1.06, 1.54, and 2.02.
• : PIV [5], —: no-model DG, —: DG-VMS, —: DG-Wale

[7]. Nevertheless, our values of root-mean-square of the lift coefficient Cl,rms are
higher and those of the Strouhal number St lower than those reported in [7], which
might be interpreted as the result of a lower amount of numerical dissipation in the
DG simulation. The values of the drag coefficient Cd from the DG simulations are
in line with those reported in the literature.

To examine in more detail the performance of the different approaches considered
we have also compared the wake statistics with the reference PIV data reported in
[5]. The outcome from this comparison can be seen in Fig. 3. A quick look at these
figures, and in particular at the plot of 〈u′v′〉/U 2

c , shows that the DG-Wale exhibits
the most significant discrepancies with the experimental data. Despite the fact that
the no-model DG simulation clearly outperforms the standard LES approach, it is
the DG-VMS simulation that yields the best agreement with the experimental data.
These observations are corroborated by the results at the higher Re = 20 000. Indeed,
despite the large scatter found in the data compiled in Table1, it is fair to state that
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overall, the DG-VMS results are in line with the reference data from the literature,
whereas the DG-Smag approach leads to an over-estimation of Lr and St .

4 Conclusions

The performance of the DG-VMS approach to LES has been assessed in two high-
Reynolds-number configurations by detailed comparison with reference data from
DNS and experiment. The DG-VMS results have also been contrasted to those from
the no-model DG and the standard LES approaches. It appears from this research
that the use of the DG-VMS approach in combination with a low dissipative numer-
ical flux leads to the best match with the reference data for the two configurations
considered. We have also highlighted the lack of robustness of the no-model DG
approach for under-resolved simulations when the Reynolds number is high, as well
as the over dissipative character of the standard approach to LES. Finally, a method-
ology has been proposed for the detailed evaluation of LES simulations on the TGV
configuration in the context of very coarse discretisations.
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Implicit LES Approaches via
Discontinuous Galerkin Methods
at Very Large Reynolds

R. C. Moura, J. Peiró and S. J. Sherwin

1 Introduction

We consider the suitability of implicit large-eddy simulation (iLES) approaches
via discontinuous Galerkin (DG) schemes. These are model-free eddy-resolving
approaches which solve the governing equations in unfiltered form and rely on
numerical stabilization techniques to account for the missing scales. In DG, upwind
dissipation from the Riemann solver provides the baselinemechanism for regulariza-
tion. DG-based iLES approaches are currently under rapid dissemination due to their
success in predicting complex transitional and turbulent flows at moderate Reynolds
numbers [1–4]. However, at higher Reynolds number, accuracy and stability issues
can arise due to the highly under-resolved character of the computations and the
suppression of stabilizing viscous effects.

As iLES approaches rely on numerical stabilization techniques in lieu of subgrid-
scale models, the assessment of built-in dissipation is of key importance in under-
standing why and how to use these methods at high Reynolds numbers. In spite of
that, fundamental studies along those lines have only appeared recently [5–8] and
still need wider dissemination. These are discussed in the present work along with
new results, covering the effects of polynomial order, Riemann solver and dealias-
ing techniques on resolution power, solution quality and robustness in the limit of
vanishing viscosity.
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Fig. 1 DG’s dissipation for
linear advection (with
standard upwinding) versus
normalised wavenumber
kh/(p + 1), with h being the
mesh spacing and p the
polynomial order

2 Rationale and Resolution Power

Dispersion-diffusion analysis has revealed that DG’s dissipation in wavenumber
space becomes sharper as the scheme’s polynomial order p is increased, as shown
in Fig. 1, which is based on 1D linear advection with standard upwinding [6]. In
the same work, Burgers turbulence simulations confirmed these dissipation charac-
teristics in a nonlinear setting and motivated a measure of spectral resolution power
based on the extent of the wavenumber region where dissipation is negligible (less
than 1% of wave damping per DOF crossed). This became a criterion named ‘the 1%
rule’ whereby one estimates the wavenumber k1% beyondwhich dissipation becomes
significant, given the DOF length h/m, where h is the mesh spacing and m = p + 1
is the number of polynomial modes per element, cf. Fig. 1. This criterion indicated
the wavenumber where a numerically-induced dissipation range begins to take place
in the energy spectrum of (Burgers turbulence) simulations.

The 1% rule was subsequently adapted for 3D energy spectra in the context
of Euler turbulence [7], which mimics Navier-Stokes turbulence at high Reynolds
number. As the behaviour in Fig. 1 holds for inviscid turbulence, it seems legitimate
to compare DG-iLES to a direct numerical approach where hyperviscosity is used
to truncate the energy spectrum. If this truncation is placed well within the inertial
range, one can expect the large scales to be faithfully represented. This is currently
perhaps the main rationale for DG-based iLES.

As can be anticipated from Fig. 1, higher order discretisations provide superior
resolution power (larger k1%) per DOF employed. This has been in fact confirmed in
simulations [2] and suggests one should use the largest order possible. However, as
p is increased, dissipation becomes increasingly sharp (in wavenumber space) and
induces a spurious accumulation of energy at the small scales [6, 7]. This is seen as
an ‘energy bump’ in the energy spectra of solutions obtained with very high orders
and will be discussed further in the next section. Therefore, use of moderately high
orders is advised (e.g. sixth order).
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3 Robustness and TGV Instabilities

Reference [7] considered a comprehensive set of test cases of the inviscid Taylor-
Green vortex (TGV) problem, spanning different polynomial orders (m = 4–8) and
Riemann solvers (Roe and Lax–Friedrichs in particular). Here we complement these
test cases with low-order ones (m = 2 and 3) and discuss aspects of solution quality
and robustness. The inviscid TGV can be extremely demanding in terms of numerical
stability due to the formation of very thin shear layers which, if not adequately
resolved, may feature spurious oscillations and cause numerical divergence. Not
surprisingly, high-order test cases can easily crash if polynomial dealiasing is not
employed to start with. Hence, all test cases relied on consistent/over-integration of
the nonlinear terms, so as to reduce polynomial aliasing errors to a minimum. Even
so, some of the test cases diverged during the transitional phase of the flow, prior to
the dissipation peak.

All computations have been conducted on equispaced grids of nel cubic elements.
Higher-order cases, namely,m = 6 to 8 for Lax–Friedrichs andm = 7 and 8 for Roe,
were prone to numerical divergence. Moreover, Roe-based cases showed superior
robustness and diverged less often. As explained in detail in [7], it is believed that
discretisations with sharper dissipation (in Fourier space) induce the formation of
energy bumps and promote spurious oscillations at the small scales, thus favouring
TGV instabilities. This energy bump consists of a spurious pile-up of small-scale
energy which takes place prior to the dissipation range of turbulent spectra, cf. Fig. 2
(bottom plot). Pre-dissipative bumps are caused by the bottleneck phenomenon [9,
10] and are intensified by a sharper spectral dissipation [11, 12].

We stress that the Lax–Friedrichs flux yields a much sharper dissipation than
that shown in Fig. 1 due to its over-upwind bias for the momentum equations (the
convective eigenvalue being replacedby the acoustic one), see [8]. TheotherRiemann
solvers tested matched the behaviour of either Roe or Lax-Friedrichs, see Fig. 2. The
vertical dashed lines delimit the wavenumber region were numerical dissipation is
expected to begin, as estimated from dispersion-diffusion analysis [7]. The lack of
robustness observed at higher orders revealed that standard DG schemes, even with
consistent/over-integration, might require additional stabilisation for under-resolved
turbulence computations at very large Reynolds numbers.

A recently developed DG discretisation based on the skew-symmetric form of the
governing equations proved capable of stabilizing inviscid TGV cases even at much
higher orders [13]. This scheme is currently being analysed with regards to solution
quality, but preliminary results indicate that high-order solutions have accuracy very
similar to that provided by standard DG with consistent/over-integration. If this is
confirmed for the TGV and other types of flows, the proposed scheme will aggregate
significant advantages for DG-iLES.
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Fig. 2 Energy spectra of the
inviscid TGV flow at t = 9
(dissipation peak) and
t = 18 for various Riemann
solvers. Results obtained for
m = 5, nel = 233

4 Analysis of Solution Quality

Figure 2 indicates that “complete” solvers, such as Roe’s, yield better solution qual-
ity, considering their compliance to Kolmogorov’s −5/3 slope, which is expected
near the peak dissipation (t ≈ 9). Visual inspection of flow structures via the Q-
criterion, see Fig. 3, also suggests that Roe-based solutions are “cleaner” than those
obtained with Lax-Friedrichs. This is not surprising, since the over-energetic scales
at the energy bump are poorly-resolved and thus strongly contaminated by dispersion
errors.

Further insight into flow topology can be obtained through the so-called QR
diagrams [14], cf. Fig. 4. These are derived from the Q and R invariants of the velocity
gradient tensor Ai j = ∂ui/∂x j , where Q = −Ai j A ji/2 and R = −Ai j A jk Aki/3,
Einstein’s notation being assumed. As shown in Fig. 4, QR diagrams consist of joint
PDFs of the normalised values Q/〈Si j Si j 〉 and R/〈Si j Si j 〉3/2. Note that averaging 〈·〉
is performed over the whole domain and Si j = (Ai j + A ji )/2.

The teardrop-like profile of Roe-based solutions at moderately high order shown
in Fig. 4 (upper-right corner) agrees very well with the canonical shape expected
from well-resolved turbulent flows [15]. When Lax–Friedrichs is used instead, this
same case yields a more symmetrical QR profile (upper-left corner), suggesting the
presence of random (dispersive) turbulent features probably caused by the energy
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Fig. 3 Isosurfaces of theQ-criterion comparing simulations based onRoe (left) and Lax–Friedrichs
(right). Results based on test case m = 4, nel = 283 at t = 7

Fig. 4 QR diagrams of same-DOF solutions at t = 9 for Lax–Friedrichs (left) and Roe (right)
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bump. Lower-order cases (m = 2 and 3) of the same DOFs (on finer grids) provided
results of inferior quality, i.e. with smaller inertial range and noisier QR diagrams.
The latter are exemplified in Fig. 4 (bottom). While these still retain the correct
profile shape (overall), their quality is clearly inferior to that obtained at moderately
high orders for the same number of DOFs.

5 Concluding Remarks

The results discussed support the suitability of high-order DG-based implicit LES
approaches for the simulation of free turbulence at high Reynolds numbers, although
conscientious usage is advised. Dealiasing techniques should be employed, use of
extremely high orders is not encouraged and ‘complete’ Riemann solvers are to be
preferred. Further analysis is needed to assess how well upwind dissipation alone is
able to yield the correct behaviour for the decay phase of the TGV flow. Preliminary
results (not discussed here) indicate that a certain percentage of viscous dissipation
might be required to that end.
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Implicit LES of a Turbulent Channel
Flow with High-Order Discontinuous
Galerkin and Finite Volume
Discretization

M. Bergmann, C. Morsbach and M. Franke

1 Introduction

Owing to the permanently growing computational resources and the known predic-
tive deficiencies of unsteady Reynolds averaged Navier–Stokes (URANS) simula-
tions, scale-resolving methods, i.e. direct numerical simulations (DNS) and large
eddy simulations (LES), become affordable methods to further study the unsteady
phenomena of complex flows. To resolve all or most of the scales of turbulent flows,
high grid resolutions and highly accurate spatial discretization schemes are required.
In this regard, the discontinuous Galerkin (DG) finite element method has become
a widely used method as it combines the flexibility of state-of-the-art finite volume
methods (FVM) with an arbitrary order of accuracy and, nevertheless, local data and
algorithmic structures.

Several authors have highlighted the dispersion and dissipation properties of the
DG method, cf. [6, 10]. It has been shown that dissipation errors of the DG dis-
cretization only affect higher wave numbers, leaving low and medium wave num-
bers unaffected. In the context of scale-resolving simulations, this inherent property
of the method leads to a dissipation of the smallest scales and is comparable to a
sub-grid scale model. Therefore, the DG method may be well suited to the implicit
LES (ILES) approach [4].
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If the polynomial approximation order is increased, the range of affected wave
numbers decreases and the dissipation error of the highest wave number grows.
Therefore, it is desirable to choose a high polynomial order of the DG discretization.
In the context of high-order polynomial approximations, the collocation discontin-
uous Galerkin spectral element method (DGSEM) is an efficient alternative to the
standard nodal or modal DG approaches [3, 5].

In this paper, we investigate and compare the suitability of DGSEM and FVM for
an ILES of a turbulent channel flow. Both investigated spatial discretization schemes
are integrated into DLR’s in-house solver for turbomachinery flows TRACE, which
is developed at DLR’s Institute of Propulsion Technology, c.f. [2].

2 Numerical Methods

2.1 Discontinuous Galerkin Spectral Element Method

The DG discretization of the compressible Navier–Stokes equations is based on the
weak formulation. The solution is approximated as piecewise polynomial functions,
which are not continuous across the element interfaces. As a consequence of the non-
unique definition, an approximate Riemann solver is used in the surface integrals.
In this work, we apply Roe’s numerical flux function for the convective part and the
Bassi-Rebay 2 method for the diffusive terms, cf. [1]. The integrals are computed
using Gaussian quadrature formulae.

In theDGSEM, proposed byKopriva [9], we apply tensor-product nodal Lagrange
polynomials as basis functions with Legendre-Gauss (LG) points as interpolation
nodes, which are also used as the quadrature nodes. Utilizing this collocation and
the property of Lagrange polynomials, i.e. li (x j ) = δi j , where x j are the LG nodes,
many numerical operations can be omitted and the scheme becomes highly efficient
(see [3] for further details). The downside of the efficiency is the fixed precision of
integration, which is only exact for polynomials of degree p ≤ 2M + 1, where M
denotes the number of Gauss points.

2.2 Finite Volume Method

We used a FVM with a 2nd order accurate mid-point approximation of the flux
integrals. Roe’s flux difference splitting method is applied with a constant blending
factor φ for the upwind term. A blending factor of φ = 1 leads to the standard Roe’s
numerical flux, as it is used for all DG simulations, and φ = 0 results in a central
flux. The reconstruction of the states is performed with a 3rd order accurate MUSCL
scheme without limiter function, cf. [7]. The derivatives for the viscous fluxes are
approximated by central differences. The time integration is performed using a 3rd
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order accurate explicit Runge–Kuttamethodwith a constant time step for both theDG
and FV simulations. The maximal, stable time step was estimated through numerical
experiments for each mesh resolution. The maximum CFL number, based on the
acoustic eigenvalues, is typically about 1.

3 Implicit LES of a Channel Flow at Reτ = 395

Both spatial discretization schemes are investigated for the ILES of a fully developed
turbulent channel flow. The flow is considered to be periodic in both the stream- (x)
and spanwise (z) directions. A constant body force source term in the streamwise
momentum equation is used to enforce the Reynolds number based on the friction
velocity of Reτ = δuτ /ν = 395, where δ is half of the channel height. The ILES
results are compared with the incompressible reference DNS results of Iwamoto et
al. [8]. In order to minimize the compressibility effects in our simulations, the Mach
number is set to Ma = 0.1. Furthermore, a computational domain of 2πδ × 2δ ×
πδ is chosen for all simulations and the same grid stretching in the normal wall
direction is applied for FVM and DGSEM. Note that the usage of geometrically
linear elements, i.e. no inner element stretching, in combination with the location of
the LG nodes does not lead to same spacing between the degrees of freedom (DOF),
see Fig. 1. Moreover, when comparing both methods, the number of DOF in the
wall-normal as well as in wall-parallel directions are equal for FVM and DGSEM.

The flow is initialized with a superposition of a RANS solution and synthetic
turbulence, proposed by Shur et al. [11], to create the turbulent velocity fluctuations.
Starting from this point, a transient phase of 20 eddy turnover times ETT = tuτ /δ is
simulated to reach a converged state, i.e. linear profile of the total shear stress, and,
following that, another 20 ETT to average the flow variables. In Table 1, the effictive
mesh spacings for all simulations are listed.

Figure 2 shows the average streamwise velocity profiles and the velocity fluctua-
tions for both discretization schemes with the same order of accuracy and number of
DOF. Comparing DGSEM and FVM using the Roe’s numerical flux (red and blue
line), both results show large differences to the DNS reference data and overestimate
the mean velocity and streamwise velocity fluctuations dramatically. It seems that
the naive low-order application is not sufficient for the ILES on the given mesh as

Fig. 1 One-dimensional distribution of DOF with grid stretching. The DOF are visualized as black
dots and the element vertices are shown as vertical black lines. The one-dimensional FV grid with
cell centered DOF is shown at the top and DGSEM with p = 3 and LG nodes at the bottom
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Table 1 Effecitve mesh spacing for all presented simulations. The effective mesh spacing is equal
to huτ /ν(p + 1), where p is the polynomial approximation order, which is 0 for FV simulations.
h is the cell size in x and z direction for Δx+ and Δz+, respectively. In case of the wall normal
direction Δy+, h is the distance from the first solution point to the wall

Figures Method Order of
accuracy

DOF Mesh spacing

nx ny nz Δx+ Δy+ Δz+

Figure 2 FV 2nd 96 64 96 25.69 0.53 12.84

Figures 2, 3 DG 2nd 96 64 96 24.86 0.47 12.43

Figure 3 DG 3rd 90 72 90 27.59 0.38 13.80

Figure 3 DG 4th 96 64 96 25.66 0.37 12.83

Figure 3 DG 5th 100 80 100 25.09 0.26 12.54

Figure 4 FV 2nd 128 96 128 19.21 0.34 9.60

Figure 4 DG 4th 128 96 128 19.41 0.23 9.91

Fig. 2 ILES of a turbulent channel flow at Reτ = 395.Mean streamwise velocity profilesU+ (left)
and RMS turbulent velocities u′+, v′+, w′+ and shear stress u′v′ (right) of the 2nd order accurate
DGSEM (red solid), FVM using the standard Roe flux (blue dashed) and FVM using a fraction of
Roe’s flux, i.e. φ = 10−3,(green dash dotted) on a mesh with 96 × 68 × 96 DOF compared with
the DNS results of Iwamoto et al. [8]

both schemes are too dissipative. However, it can be noted that both schemes lead to
similar results when the same numerical properties are applied. In order to reduce the
dissipation of the FV scheme, we decrease the impact of the Roe damping term by
setting the blending factor to φ = 10−3 (green line). Thus, the mean velocity profiles
as well as the velocity fluctuations are in a significantly better accordance with the
reference profiles. In fact, the fluctuations in the y and z directions and the shear
stress of the blended FVM match the reference solution almost perfectly.

A way to improve the dissipation properties of the DG scheme is to increase the
polynomial approximation order, see Fig. 3. The number of DOF are nearly constant
for all approximation orders. Using the 3rd order accurate DGSEM improves the
results significantly in comparison to the 2nd order scheme. Still similar trends are
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Fig. 3 ILES of a turbulent channel flow at Reτ = 395.Mean streamwise velocity profilesU+ (left)
and RMS turbulent velocities u′+, v′+, w′+ and shear stress u′v′ (right) with DGSEM and various
polynomial approximation orders compared to the DNS results of Iwamoto et al. [8]

present, including an over-prediction of the streamwise mean velocity and velocity
fluctuations. When we further increase the approximation order, the average velocity
profilematches theDNS results nearly perfectly. The largest deviations are noticeable
in the streamwise velocity fluctuations with an overestimation in the buffer layer and
no visible curvature in the log layer (y+ ≈ 105). When applying a 5th order accurate
scheme, the peak of streamwise RMS velocity is in a perfect agreement with the
DNS. On the other hand, the mean velocity profile of the 4th order accurate DGSEM
is closer to the DNS results than the 5th order. It seems that the slight overestimation
of the streamwise velocity fluctuations leads to a shift of the mean velocity and,
therefore, to a better match of the average velocity profiles.

In Fig. 4, the results of the 2nd order accurate FVM with a blending factor of
φ = 10−3 and the 4th order accurate DGSEM on a finer mesh with 128 × 96 ×
128 DOF are shown. It can be observed that the higher-order DGSEM results are
overall closer to DNS reference profiles than the FVM results. Especially, the peak
of RMS streamwise turbulent velocity and the mean velocity around y+ ≈ 120 are
underestimated by the FV scheme, whereas the DGSEMprofiles are in nearly perfect
agreement with the reference data. The only deviations are visible in the log layer
(y+ ≈ 105) of the streamwise velocity fluctuations profiles, which is on the other
hand well captured by the FV scheme. Although the cost per timestep of the 4th
order DG scheme was lower than the 2nd order FV scheme with the same number
of DOF, the overall runtime was about 1.3 times greater, which can be attributed to
a stricter time step limit.
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Fig. 4 ILES of a turbulent channel flow at Reτ = 395.Mean streamwise velocity profilesU+ (left)
and RMS turbulent velocities u′+, v′+, w′+ and shear stress u′v′ (right) of the 2nd order accurate
FVM using a fraction of Roe’s numerical flux and the 4th order accurate DGSEM on a mesh with
128 × 96 × 128 DOF compared with DNS of Iwamoto et al. [8]

4 Conclusions

In this work, we have investigated the implicit LES of a fully developed turbu-
lent channel flow using low-order FVM and higher-order DGSEM, which are both
integrated into the CFD solver TRACE. We have demonstrated that the results of
both schemes are very similar when applying the same numerical properties, i.e.
same accuracy order, same numerical flux and same DOF. Increasing the polynomial
approximation order of DGSEM and using only a fraction of Roe’s numerical flux
in the context of the FVM can significantly improve the results on a coarse mesh
in comparison to a lower-order naive approach. Overall, a 4th order DGSEM shows
advantages over a 2nd order FVM on the same grid. In the future, we plan to extend
our studies to higher Reynolds number flows and further investigate the potential of
over-integration and entropy-stable formulations in the context of the DGSEM.
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An Implicit Discontinuous Galerkin
Method with Reduced Memory Footprint
for the Simulation of Turbulent Flows

A. Crivellini, M. Franciolini and A. Nigro

1 Introduction

In recent years the increasing availability of High Performance Computing (HPC)
resources strongly promoted Large Eddy Simulation (LES) as a viable approach to
the simulation of thosemoderateReynolds flowconditionswhereReynolds-averaged
Navier–Stokes (RANS) formulation fails, e.g. massively separated flows. In particu-
lar, the practice of an implicit LES (ILES) based on the Discontinuous Galerkin (DG)
method showed to be very promising due to the favourable dispersion and dissipation
properties [1]. The high potential of DG approximations for the under-resolved sim-
ulation of turbulent flows has already been demonstrated in literature and research on
this topic is growing fast [2, 6]. However, how to integrate in the most efficient way
the semidiscrete set of NS equations exploiting at best such large computational facil-
ities is an active research topic. A growing interest in using high-order implicit time
integration schemes has born mainly to overcome the strict stability limits of explicit
methods which significantly decrease for high order of polynomial approximation.
Nevertheless, implicit schemes require to solve large non-linear/linear systems of
equations, which may become prohibitive for massively computations due to the
high memory demand. The present paper attempts to overcome such limitations by
introducing a memory saving and computationally efficient strategy to solve the
system of equations in the context of high-order DG discretizations. The numerical
framework relies on Runge–Kutta schemes of the Rosenbrock type, which require
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the solution of linear systemswithin each stage.We propose here amatrix-free imple-
mentation of the generalized minimal residual method (GMRES) linear solver. Such
implementation enjoys more flexibility than standard matrix-based methods since
the Jacobian is employed only to build the preconditioner operator, which can also
be assembled using an approximation of the iteration matrix. While for non-stiff
problems the use of a cheap and memory saving element-wise block Jacobi (EWBJ)
can be an effective choice, the efficiency of such operator is typically insufficient
for stiff systems (e.g. stretched elements, low Mach flows or large time step). The
present work overcomes such limitation by combining EWBJ preconditioners with
multigrid operators. The effectiveness of the solution strategy is here assessed on
two test cases: the first one is the two-dimensional laminar incompressible flow over
a cylinder at Re = 200, while the second involves the solution of the transitional
incompressible turbulent flow on the T3L configuration at Re = 3450 using dif-
ferent levels of free-stream turbulence. Preliminary results show that the proposed
strategy reduces the memory footprint and the computational time.

2 Matrix-Free Implicit Time Integration

The Incompressible Navier–Stokes equations are discretized as in [3]. The artificial
compressibility flux approach is employed for the convective numerical fluxes, and
the BR2 scheme is used for the diffusive terms. The time integration of the semidis-
crete system of equations, performed by means of linearly implicit four-stage, order-
three ROSI2PW scheme [5] can be compactly written as

Un+1 = Un +
s∑

j=1

m jΔU j , (1)

(
M̃

γΔt
+ J

)
ΔUi = −R

⎛

⎝Un +
i−1∑

j=1

ai jΔU j

⎞

⎠ − M̃
Δt

i−1∑

j=1

ci jΔU j , (2)

with i = 1, . . . , s, where s is the number of stages and γ,m j , ai j , ci j are the coef-
ficients of the scheme. Here, U = [p ui ]T is the vector of degrees of freedom, R
is the residuals vector, J = ∂R(Un)/∂U is the Jacobian matrix and M̃ is a modi-
fied mass matrix equal to the identity matrix due to the choice of orthonormal basis
functions apart from the entries corresponding to the pressure DoFs, which are zero.
The matrix-vector product required by the GMRES algorithm is approximated, in a
matrix-free fashion, by a double evaluation of the residuals vector

AΔUi =
(

M̃
γΔt

+ J
)

ΔUi � M̃
γΔt

ΔUi +
(
R(Un + hΔUi ) − R(Un)

h

)
; (3)

which avoids the storage of the Jacobian to compute the time step.
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3 GMRES Preconditioners

For practical applications the linear system should be always preconditioned. Stan-
dard approaches, such as the ILU(0) in serial computations or the block-Joacobi
(BJ) and the Additive Schwartz method (AS) in parallel, use the iteration matrix A
to compute the preconditioner. Those approaches still need the evaluation and the
storage of one matrix, even in the matrix-free framework, which is CPU andmemory
consuming. In fact, A is a block structured matrix, whose computational effort for
its evaluation scales as Ne(N f + 1)(d + 1)2k3d , and the memory footprint scales as
Ne(N f + 1)(d + 1)2k2d , where Ne is the number of mesh elements, N f the number
of element faces, d is the space dimension and k is the polynomial approximation.

A valuable alternative, able to significantly reduce these computational requests,
employs an element-wise block-Jacobi (EWBJ) preconditioner obtained neglecting
the off-diagonal blocks of the Jacobian. Despite the EWBJ is a less effective precon-
ditioner, which means that the number of GMRES iterations required to converge
increases, the overall computational efficiency can raise for non-stiff problems since,
in a matrix-free framework, only the diagonal portion of the full Jacobian matrix is
computed.Moreover, the off-diagonal blocks in each row of J, equal to the number of
faces of one element, are not stored, and therefore the EWBJ preconditioner requires
less memory. For example, using hexahedral elements, its memory footprint is only
1/7 of those employed by a standard ILU(0) approach. In other words coupling the
matrix-free and the EWBJ approaches it is possible to save about 93% of the memory
used by the ILU(0)-MB algorithm to store the iteration matrix and its preconditioner
operator [3].

For highly stretched space discretizations this approach becomes ineffective since
the number of linear iterations raises excessively. To solve this issuewe propose a new
class ofmemory savingpreconditioningoperators. The idea is to couple a p-Multigrid
(pMG) preconditioner, which in the DG context is known to be quite efficient, to a
flexible GMRES (FGMRES) matrix-free solution algorithm. In our implementation
all the smoothers consist of preconditioned solutions on coarse levels, obtained using
the restriction of A, namely Ai , to a lower order polynomial approximation, i . Note
that, in a modal DG framework, all the restriction and prolongation operators can
be performed easily by manipulating directly the DoFs. According to the above
mentioned scaling, the size ofAi can be quite small for i � k. For instance, within a
three-dimensional case, when k = 6 and i = 1 Ai is 440 times smaller with respect
to the original A matrix, while with i = 2 is about 70 times smaller. In addition, if
the EWBJ algorithm is adopted as fine level smoother, it is possible to obtain a still
effective and memory saving solution strategy using few multigrid levels with low
order smoothers, even with very high order polynomials.
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Table 1 Laminar flow over a two-dimensional circular cylinder at Re = 200. Results obtained in
serial computations on an AMD Opteron CPU

ILU(0)-MB ILU(0)-MF EWBJ-MF pMG-MF

CPU ratio 1 2.8 12 1.9

Memory ratio 1 0.65 0.97 0.24

GMRES 120 110 543 6.2

4 Results

The new solution strategies have been tested by solving two problems. In both the
cases we used a 6th order polynomial approximation of the solution and three multi-
grid levels, built on 1st and 2nd order coarse smoothers. The first test case is a two-
dimensional laminar flow over a cylinder at Re = 200. The computational domain,
characterized by 4710 curved and anisotropic mesh elements with a severe refine-
ment on the wake region, resulted in a very stiff space discretization. Moreover,
the time-step used is equal to 1/20 of the shedding period, which further increases
the ill-conditioning of the linear system. Table1 reports the computational perfor-
mance, in terms of relative CPU-Time, allocated memory for the linear solver, and
average number of GMRES iterations per stage, for different solution strategies and
preconditioners in serial computations. Note that the CPU-Time and the memory
saving are related to the corresponding ILU(0)-MB approach. It can be seen that
in such two-dimensional test case the matrix-free solver penalizes the CPU-Time
by a factor of 2.8 with respect to the corresponding matrix-based case. This quite
large value is due to the fact that a single residual computation is more expensive
than performing a matrix-vector product, particularly for a grid consisting of curved
elements (second-order piecewise polynomial representation of the faces) as in the
current case. Nevertheless, it should be noted that the procedure saves the 35% of
memory. While the pure EWBJ preconditioner is not enough efficient for such stiff
problem (a huge increase in CPU-Time and GMRES iterations can be noted, as
well as a similar memory to the ILU(0)-MB due to the very high number of Krylov
subspaces allocated), the situation changes if it is employed within a pMG context.
Here the EWBJ-MF is employed only on the finest level smoother. The results show
that, while reducing the 76% of memory footprint, this procedure improves also the
efficiency from the CPU-Time point of view respect to the ILU(0)-MF strategy, and
reduces considerably the number of GMRES iterations.

The second test case is an ILES of the transitional flow on a flat plate with semi-
circular leading edge. This test case, named T3L, is part of the ERCOFTAC test
case suite and it is characterized by a diameter-based Reynolds number Re = 3450.
The solution exhibits a leading edge laminar separation bubble and, downstream the
transition, an attached turbulent boundary layer. The simulations were performed in
parallel using 540 cores and a grid consisting of 38320 elements clustered at the wall
and near the reattachment region. Table2 reports the computational performances
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Table 2 Transitional flow over a rounded leading edge flat plate at Re = 3450. Results obtained
on 540 Intel Xeon CPUs

BJ-MB BJ-MF EWBJ-MF pMG-MF pMG-MF L3

CPU ratio 1 0.95 1.01 0.47 0.31

Memory ratio 1 0.6 0.28 0.15 0.15

GMRES 115 115 229 3 3

obtained similarly to that of the previous test case. Here the reference is the BJ-
MB, which employs the ILU(0) preconditioner within each domain partition. In
this case we used the integration formulas for straight faces, being the number of
curved elements small (second order representation) and located only close to the
leading edge, where the boundary layer is still laminar. Thus, switching from the
matrix-based to the matrix-free solver using the BJ preconditioner, we observed that
the computational efficiency is more or less the same. Also in this case, the EWBJ
preconditioner is poorly performing from the CPU-Time point of view, although
reduces thememory requirements of about the 72%. Differently, when it is employed
as fine level smoother on a multigrid preconditioner, the code saves the 85% of
memory and requires the 0.47 of the baseline computational time. Note that, in
addition, a very small number of Krylov subspaces are required for the iterative
process. Note that the pMG is used only for preconditioning purposes, and therefore
it is possible to freeze it for some time steps (three in this case) to further reduce the
CPU time to the 0.31 of the reference, see Table2.

From a physical point of view, we solved the T3L problem with different free-
stream turbulence (Tu) intensities. The Tu was synthetically injected in the flowfield
through a properly defined random forcing, in consistency to what has been done
in [4]. The bubble length, which has been evaluated on the time and spanwise aver-
aged flow fields, was found to be very sensitive to the turbulence levels. In particular,
increasing the Tu from 0 to 0.2 and 5.6% the bubble length reduces from x/d = 3.9
to 2.69 and 1.08, respectively (see Fig. 1). We point out that, in the Tu = 0.2% case,
the value x/d = 2.69 is in a better agreement to the experimental data, equal to
x/d = 2.75, if compared to other literature values. The Fig. 2 reports a visualiza-
tion of the obtained instantaneous flow-fields. For the low turbulence intensity case
it is possible to identify the quasi two-dimensional Kelvin–Helmholtz instabilities
taking place in the shear-layer above the separation bubble and the appearance of
hairpin vortices after the flow reattachment.With the highest turbulence level, streaky
like structures stream-wise oriented are visible close to the leading edge, while the
Kelvin–Helmholtz instability stage is bypassed anticipating the reattachment and the
formation of the hairpin vortices.
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Fig. 1 Skin friction coefficient for the solution obtained using different free stream turbulence
intensities

Fig. 2 λ2 = −1.5 iso-contour, for two different Turbulence Intensities (Tu) – 0.2% (left) and 5.0%
(right) – coloured by the streamwise velocity magnitude

5 Conclusions

An implicit in time DG solver with a low memory requirement has been here pro-
posed. The approach relies on the use of a matrix-free FGMRES solver coupled with
a pMG preconditioner. The computational efficiency, as well as the solution quality
for a quite complex test case demonstrate that the approach is very well suited for
the DNS/ILES using unstructured highly stretched meshes.
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On the Development of an Implicit
High-Order Discontinuous Galerkin
Solver for a Hybrid RANS-LES Model

F. Bassi, L. Botti, A. Colombo, A. Ghidoni, F. Massa and G. Noventa

1 Introduction

Recent years have seen an ever-increasing interest in turbulence models able to go
beyond the limited predictive capability of the Reynolds-averaged Navier–Stokes
(RANS) formulation. In the range of moderate Reynolds numbers, availability of
large HPC resources now allows to employ Large Eddy Simulation (LES) also in
complex flow applications. In this context, the practice of an implicit LES (ILES)
based on the Discontinuous Galerkin (DG) method showed to be very promising
due to the good dispersion and dissipation properties of DG methods. However, to
date, characteristic Reynolds numbers of many industrial applications are too large
for a fully resolved LES. For these applications the use of a hybrid RANS-LES
model or a wall modelled LES approach seems mandatory. In hybrid RANS-LES
models the RANS equations are active close to solid walls, where LES would be
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prohibitively costly, while LES is used in regions of separated flow where larger
eddies can be resolved. Among the hybrid approaches available in the literature, we
chose the eXtra-Large Eddy Simulation (X-LES) [1, 2] for three attractive features:
(i) independence from the wall distance; (i i) use in LES mode of a clearly defined
subgrid-scale (SGS) model [3]; (i i i) use of the k-ω turbulence model integrated to
the wall.

2 Implementation and Discretization of the X-LES Model

In this section we review some details of the proposed X-LESmodel implementation
and DG discretization [2]. For the sake of compactness we only report the govern-
ing equations for the turbulent kinetic energy k and the logarithm of the specific
dissipation rate ω̃

∂

∂t
(ρk) + ∂

∂x j

(

ρu j k
) = ∂

∂x j

[

(

μ + σ ∗μ̄t
) ∂k

∂x j

]

+ Pk − Dk, (1)

∂

∂t
(ρω̃) + ∂

∂x j

(

ρu j ω̃
) = ∂

∂x j

[

(μ + σμ̄t )
∂ω̃

∂x j

]

+ (μ + σμ̄t )
∂ω̃

∂xk

∂ω̃

∂xk
+ Pω − Dω + CD, (2)

where the production, destruction and cross diffusion terms are

Pk = τi j
∂ui
∂x j

, Pω = α

[

α∗ ρ

eω̃r

(

Si j − 1

3

∂uk
∂xk

δi j

)

− 2

3
ρδi j

]

∂ui
∂x j

, (3)

Dk = β∗ρk̄ω̂, Dω = βρeω̃r , CD = σd
ρ

eω̃r
max

(

∂k

∂xk

∂ω̃

∂xk
, 0

)

, (4)

and

μ̄t = α∗ ρk̄

ω̂
, k̄ = max (0, k) . (5)

In our implementation, being k limited to zero, X-LES actually switches between
three different flowmodels, i.e., ILES,LESwith awell defined explicit SGSmodel [3]
and RANS closed by the k-ω model. The automatic switching among the models is
obtained through the definition of a “composite” specific dissipation rate

ω̂ = max

(

eω̃r ,

√
k̄

C1Δ

)

, (6)
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where Δ is the SGS filter width and C1 = 0.05. Although in the literature the filter
width parameter is often related to the local mesh spacing, here we setΔ to a constant
value over the whole computational grid.

The variable ω̃r in the source terms of Eqs. 3 and 4, and in the “composite” specific
dissipation rate definition in Eq. 6, indicates that ω̃ must fulfill a suitably defined
“realizability” condition, which sets a lower bound on ω̃. This constraint ensures
that X-LES, regardless of being in RANS or LES mode, predicts positive normal
turbulent stresses and satisfies the Schwarz inequality for shear stresses

ρu′2
i ≥ 0, i = 1, 2, 3;

(

ρu′
i u

′
j

)2 ≤ ρu′2
i ρu′2

j , i, j = 1, 2, 3, i �= j, (7)

where u′
i indicates the fluctuating part of the i th component of the velocity and the

overline symbol the temporal average operator.
Being in X-LES both the Reynolds and the subgrid stress tensor modelled accord-

ing to the Boussinesq hypothesis, an overall “realizability” condition can be enforced
through the definition of a suitably modified specific dissipation rate. In fact, after
some algebra, Eqs. 7 can be written in terms of modelled stresses as

eω̃

α∗ − 3

(

Sii − 1

3

∂uk
∂xk

)

≥ 0, i = 1, 2, 3, (8)

(

eω̃

α∗

)2

− 3

(

Sii + Sj j − 1

3

∂uk
∂xk

)

eω̃

α∗ (9)

+ 9

[(

Sii − 1

3

∂uk
∂xk

)(

Sj j − 1

3

∂uk
∂xk

)

− S2i j

]

≥ 0, i, j = 1, 2, 3, i �= j.

Let us denote with a the maximum value of the unknown eω̃/α∗ that fulfills the
inequalities Eqs. 8 and 9. The lower bound ω̃r0 that guarantees realizable stresses is
then given by

eω̃r0

α∗ = a. (10)

Since in this work the underlaying turbulence model is the high-Reynolds version of
k-ω, α∗ is constant and the solution of Eq. 10 is trivial. The “realizability” constraint
can be finally enforced as

ω̃r = max (ω̃, ω̃r0) . (11)

X-LES equations are here discretized in space according to theDGmethod, see [2]
for details. The complete governing system can be written in compact form as

P (w)
∂w
∂t

+ ∇ · Fc (w) + ∇ · Fv (w,∇w) + s (w,∇w) = 0, (12)
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where w is the unknown solution vector of the m variables, the tensors Fc and Fv

are the convective and viscous flux functions, s is the vector of source terms. In this
work we rely on the set of variables w = [ p̃, ˜T , ui , k, ω̃]T , where p̃ = log(p) and
˜T = log(T ). In practice we substitute (p, T )with e p̃, e˜T in the governing equations,
and use the polynomial approximation of the working variables p̃ and ˜T instead of
p and T directly. This trick ensured, by design, the positivity of the thermodynamic
unknowns at a discrete level, adding robustness to high-order simulations of transonic
flows. The matrix P(w) is the transformation matrix that takes into account of the
change of variables from the conservative set wc = [ρ, ρE, ρui , ρk, ρω̃]T to the
set w.

The system of Eq. 12 is discretized in space firstly multiplying by an arbitrary
smooth test function and then integrating by parts, thus obtaining its weak form.
The solution and the test function are then replaced with a finite element approxima-
tion and a discrete test function both belonging to the set Vh := [Pk

d(Th)]m , where
P
k
d(Th) := {vh ∈ L2(Ω) | vh|K ∈ P

k
d(K ), ∀K ∈ Th} is the discrete polynomial space

in physical coordinates. Pk
d(K ) denotes the restriction of the polynomial functions

of d = 3 variables and total degree k to the element K belonging to the triangulation
Th = {K }, consisting of a set of non-overlapping elements, built on an approxima-
tion Ωh of the computational domain Ω . A set of hierarchical and orthonormal basis
functions for the space Pk

d(K ) is computed following the approach of Bassi et al. [4].
Being the functional approximation discontinuous, the flux functions are not

uniquely defined over the mesh faces, and thus a numerical flux vector is suitably
defined both for the convective and viscous part of the equations. The former relies
on the van Leer flux vector splitting method as modified by Hänel et al. [5]. The
latter employs the BR2 scheme, proposed in Bassi et al. [6].

By assembling together all the elemental contributions a system of ordinary differ-
ential equations governing the evolution in time of the discrete solution is obtained.
The accurate high-order time integration is performed by means of the multi-stage
linearly implicit (Rosenbrock-type) Runge–Kutta schemes. Such schemes require
the solution of a linear system at each stage, while the Jacobian matrix needs to
be assembled only once per time step. An extended review of several Rosenbrock
schemes as well as their coefficients is reported in [7].

3 Numerical Experiments

In this section we present preliminary results obtained with X-LES in the compu-
tation of the transonic turbulent flow through the NASA Rotor 37. These results
are compared with the RANS simulations to assess the predicting capabilities of
the two different approaches. This test case has been thoroughly investigated both
numerically and experimentally, e.g. [8–10].

We performed all the computations up to P2 solution on a grid of 160512 20-node
hexahedral elements (quadratic edges), created by agglomerating a structured linear
mesh. The height of elements adjacent to the solid wall corresponds to y+ ≈ 7. The
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governing equations were formulated in the non-inertial reference frame, see [10],
setting the rotational speed equal toω = [1800rad/s, 0, 0]T .We prescribed adiabatic
wall boundary conditions on the blade, the hub and the tip surfaces. The total pressure
and temperature, the flow angle α1 = 0◦ and the turbulence intensity Tu1 = 3%
were set at the inlet, while the static pressure was imposed at the outlet. For the
RANS computations we relied on the DG implementation proposed in [10, 11],
performing the implicit time integration to the steady state bymeans of the linearized
backward Euler scheme coupled with a pseudo-transient continuation strategy to
evolve the CFL number. X-LES computations were initialized with the RANS fields,
advancing the solution in time with the linearly-implicit third-order three-stages
ROS3P Rosenbrock scheme [7, 12]. The X-LES filter width was set equal to Δ =
5 × 10−5.

Figures 1 and 2 compare the RANS and instantaneous X-LES solutions in terms
of pressure contours and skin friction lines on the blade. The unsteady nature of
X-LES can be clearly appreciated together with the remarkably different distribution
of separation lines with respect to the RANS result. In Figs. 3 and 4 the pitch-wise
mass averaged p0,2/p0,1 and T0,2/T0,1 radial distributions for the RANS and X-
LES computations are compared with the experimental data at 98% of the choked
mass flow. X-LES results are averaged over 46800 time-steps, corresponding to 13
convective time units, defined as tc = c/(a Mr,ti p), where c is the chord at midspan,
Mr,t i p the relative tip Mach number at the inlet, and a the speed of sound at the

Fig. 1 Pressure contours, P2 solutions
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Fig. 2 Skin friction lines, P2 solutions

Fig. 3 Pitch-wise total
pressure ratio p0,2/p0,1,
P
1→2 solutions
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Fig. 4 Pitch-wise total
temperature ratio T0,2/T0,1,
P
1→2 solutions

inlet. The pressure ratio distribution is better predicted by X-LES starting from 40%
of the span, while up to 40% both models, i.e. RANS and X-LES, are not able
to capture the total pressure deficiency. The total temperature distribution is better
predicted by X-LES everywhere with the exception of the zone near 60% of the span,
where it is slightly underestimated. At hub and tip regions some discrepancies with
respect to experimental measurements occur, even if less pronounced for the X-LES;
however similar behaviours are also observed for other numerical results reported in
the literature.

4 Conclusion

A high-order DG method coupled with an implicit time integration strategy for
the high-fidelity simulation of turbulent flows was presented. The X-LES hybrid
approach was chosen, being considered appealing for many industrial applications
characterized by high Reynolds numbers. X-LES proved to be robust and able to
correctly deal with separated flows, also improving the predicting capabilities over
RANS model.

Future work will be addressed to further investigate the filter width influence
on results accuracy, to move towards very-large scale parallel computations (ten-
of-thousands cores), and to include in our X-LES implementation some recently
proposed improvements to the model [13].
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Assessment of High-Order Discontinuous
Galerkin Methods for LES of Transonic
Flows

J. S. Cagnone, Z. Zeren, A. Châtel, M. Rasquin, K. Hillewaert
and L. Bricteux

1 Introduction

This paper concerns implicit large eddy simulation (ILES) of turbulent flows of
industrial interest using high order discontinuous Galerkin method (DGM). DGM
has a high potential for industrial applications using ILES. As dissipation is only
active on very small scale features, the method mimics a subgrid scale model, while
its high accuracy ensures that large scale dynamics are not contaminated by dis-
persive/dissipative errors. Previously DGM/ILES has been assessed on many low
Mach number canonical test cases (e.g. Carton et al. [3]). This paper recapitulates
recent validation on transonic benchmarks (Hillewaert et al. [6]) and proceeds to the
application on the LS89 cascade, a well-known turbomachinery benchmark.
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2 Computational Framework

The discontinuous Galerkin method [4] is a Galerkin finite element method. Its
interpolants are polynomials of arbitrary order p on each of the elements in the
mesh, but are not required to be continuous across the interfaces between elements.

Due to the solution discontinuities, DG method faces the appearance of the con-
vective and diffusive flux contributions for the element interfaces that couple the
solutions between the elements. The Roe approximate Riemann solver is used for
the convective and the symmetric interior penalty (Arnold et al. [1]) for the diffusive
part. The method provides O(hp+1) accuracy and good dispersion/dissipation prop-
erties on unstructured, low quality meshes. Combining this with good scalability
performances provides the necessary properties for fast and reliable LES of complex
industrial geometries. The shock capturing method (SCM) of Persson and Peraire [9]
is used for this study due to the transonic flow regime. An artificial viscosity decreas-
ing with polynomial degree is activated by a resolution indicator that measures the
energy contained in the pth mode of the polynomial expansion in each element.

3 Compressible Homogeneous Isotropic Turbulence

Following Johnsen [7], the first validation test case concerns a compressible homo-
geneous isotropic decaying turbulent flow in a periodic box. The Reynolds number
based on the Taylor length scale is Reλ = 100. The grid includes (643) DOF and
different interpolation orders (p = 3, 4, 5) were investigated.

To complete the reference work, a fine resolution DNS, was also performed with
a (3843) resolution using fifth order elements. The simulations were run with and
without a shock capturing method in order to investigate its impact on the stability.

The flow is initialized with an incompressible synthetic turbulent flow field fol-
lowing Rogallo [10]. This induces a violent transient phase due to acoustic imbalance
in the initial incompressible turbulent flow field and the large turbulentMach number
(Mt = 0.6), resulting in the formation of high intensity shocks. We propose to use
the energy dissipation (W ) budget

− d

dt

(
1

2

∫
V

ρ u · u dV
)

︸ ︷︷ ︸
W

=
∫
V

(
2μS : S − λ(∇ · u)2

)
dV

︸ ︷︷ ︸
Wd

−
∫
V
p∇.u dV

︸ ︷︷ ︸
Wc

. (1)

as an error indicator. For a periodic control volume V , there is no net flux of energy
in or out of the volume, and the balance ofW only consists of viscous dissipationWd

and compressionworkWc. Here p,ρ,u andS represent respectively pressure, density,
velocity and strain rate tensor,whileμ andλ represent dynamic viscosity coefficients.
Eq. 1 will not be exactly satisfied due to discretization errors and shock capturing.
The imbalance between the right and the left hand sides of Eq. 1 will be a quality



Assessment of High-Order Discontinuous Galerkin Methods … 85

Fig. 1 Dissipation balances
for the compressible HIT,
top: p = 4 3843 DNS,
middle: p = 5 643 LES,
bottom: p = 5 643 LES
using SCM
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indicator of the simulation. The results are presented in Fig. 1. For both computations
without SCM, the difference between the left hand side W and the right hand side
Wd − Wc of Eq.1 is very small, both at so-calledDNS (384) and LES (64) resolution.
It is worth mentioning that the DG solver was not consistently stable during these
simulations and often crashed around t/τ = 0.6 − 0.7 for p = 3, 4 without SCM.
The inclusion of SCMstabilized the simulations, however resulted in loss of precision
(see the bottom plot of Fig. 1). The so-called LES resolution (64) is in fact still close
to DNS. As the difference is attributable to the SCM, it is clear that improvements are
required for transonic turbulence levels. These conditions are not, however, readily
encountered in free stream flows: for transonic flows, the turbulence intensity would
correspond to about 50%.

4 Homogeneous Isotropic Turbulence Passing
Through a Shock

The second test case consists in a high Mach number freestream with superposed
turbulent flow passing through a stabilized shock. The inflowMach number isMin =
1.5 as in the reference DNS of Larsson and Lele [8]. The size of the computational
domain is [4π×2π×2π ], where periodic boundary conditions are applied in the y
and z directions and x is the streamwise direction. Three simulations were performed
using a coarse (192 × 642) and a fine mesh (384 × 1282) clustered around the shock.

The inlet turbulence is extracted from a precursor simulation of incompressible
homogeneous isotropic turbulence, initialized with Reλ = 140. It was then evolved
in time to a Reynolds value of 40 and was blended following the procedure of Xiong
et al. [12] in order to obtain a larger flow realization. The fluctuations were then
continuously superposed on the main inflow condition. The outlet static pressure
was adjusted in order to fix the position of the shock following Larsson [8].

The turbulence intensities are shown in Fig. 2 for two different grid resolutions
and compared to the reference data. The intensities initially decrease approaching
the shock and sharply increase through it. They then continue to decay downstream.
The relatively large fluctuations for the streamwise component is most likely due to
the unsteady shock position which intensifies the fluctuations. The monotonically
decaying behavior persist but the anisotropy of the turbulent structures, acquired
through the shock, keeps its strength until the domain outlet. The present simulations
correctly reproduce the reference results, even if resolution-dependent differences
were observed. By varying the baseline artificial viscosity for the fine mesh, it is
shown that the effect of the SCM is minor. As the SCM is only active around the
shock location it does not affect fundamentally the physics of the turbulence for this
much more prevalent flow regime.
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Fig. 2 Evolution of velocity
correlations for the
shock/turbulence interaction
case.Min = 1.5
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Fig. 3 LS89 transonic stator
blade geometry and flow
features

5 Flow Around a Transonic Turbine Stator Blade

The transonic flow around a high pressure turbine blade cascade LS89 (Arts. [2])
is simulated. A 2D quadrilateral mesh is extruded in the spanwise direction leading
to 1.56 × 106 elements and 100 × 106 degrees of freedom using p = 3. The mesh
is refined close to the walls resulting in equivalent normal �y+ ≈ 1 and tangential
resolutions �t+ ≈ 11. A subsonic turbulent inflow superposed on a uniform inlet
velocity of 60m/s is imposed at the inlet. Two inlet turbulence generation methods
were considered. The first one uses a precursor simulation similar to the previous test
cases and the second one relies on the analytical method proposed by Davidson [5].
The subsonic flow at the inlet becomes transonic at blade suction side where the
Mach number increases up to around 1.2. Resulting complex unsteady shock system
can be seen in Fig. 3.

The isentropic Mach number and heat transfer coefficient are presented in Fig. 4
compared to the experimentalmeasurements for the inlet turbulence intensity ofTI =
6%. The agreement is satisfactory for the isentropic Mach number for both inflow
generation methods. The heat transfer coefficient curve requires more comments.
Experimental results for both TI = 4% and TI = 6% are included in the figure for
the discussion. Focusing on these experimental measurements, there is a significant
effect of the inlet flow turbulence on the heat transfer coefficient, especially on the
suction side from S/c = 0.5 onwards. None of the inflowmethods are able to capture
correctly the leading edge behavior, although there is an important improvement with
the precursor method. Both methods seem to reproduce the results with TI = 4%,
although 6% was imposed at the inlet. Only the method of Davidson is able to
correctly predict themaximumheat transfer forS/c > 1.We foresee agrid refinement
study to capture the bypass transition on suction side, which is known to provide the
enhance the heat transfer, instead of increasing the turbulence at the inlet to better
match with experiments [11].
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Fig. 4 Left: Isentropic Mach number; Right: Heat transfer coefficient on the blade surface. S:
Curvilinear coordinate on the blade; c: the chord

6 Conclusion and Perspectives

Weconclude based on the test cases that theDGMhas good prediction capabilities for
transonic flows. For applications with a limited turbulentMach number where shocks
are not caused by high level of turbulent fluctuations, the SCMseems to performwell.
Larger Reynolds numbers are required in order to be more conclusive on the subject.
No discernible solver instability were observed during the LS89 turbine blade case,
which confirms the applicability of the current SCM for transonic applications in
turbomachinery. Current results seem to indicate that a goodmatch with experiments
can be obtained without tuning the inlet turbulence level, leading to truly predictive
simulations.
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Efficient Pressure-Correction Method
for Interfacial Tracking Appropriate
for the Immersed Boundary Method

C. Frantzis and D. G. E. Grigoriadis

1 Introduction

Solving the Navier–Stokes equations to simulate incompressible two-fluid flows
with interfaces, is still a developing scientific field. One of the main challenges,
is the reduction of the computational cost which is still significantly higher when
compared to single-fluid problems. This is mainly due to the variable coefficients
Poisson equation arising from the projection method to impose mass conservation.
Recently, [1, 2] proposed a new pressure correction method to transform the variable
coefficients Poisson equation into a constant coefficients one. Among other advan-
tages, such a transformation allows the use of efficient and robust Fast Direct Solvers
(FDS) to solve the Poisson equation. As a result, the pressure solution could be
achieved 20-60 times faster when compared to classical iterative multigrid solvers,
such as those implemented in HYPRE library.

In the present study, a pressure correction formulation that is based on FDS and
is appropriate for the Immersed Boundary (IB) method of two-fluid flow problems
is proposed. The resulting constant coefficients Poisson equation was solved using
FISHPAK. The proposed formulation has been compared with the original one [2]
for density ratios up to 1000, showing very good agreement. In addition, it does not
add any extra complexity or cost; on the contrary, it extends the capabilities of the
constant coefficients approach and the IB method even further.
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The results presented in this study are generated using the conservative Level-
Set method [3] to track the position of the interface. The proposed methodology
could also be used along with different interface tracking approaches such as VoF or
phase-field methods.

2 Mathematical Formulation and Numerical Methods

Governing Equations

In the absence of surface tension effects, the two-phase incompressible viscous flow
for immiscible fluids is described by the Navier–Stokes equations, which in their
non-dimensional form read,

∇ · u = 0 (1)
∂u
∂t

= −∇P

ρ
+ 1

ρRe
∇ [μ (∇u + (∇u))] + 1

Fr
a − u∇ · u (2)

where Re and Fr are the Reynolds and Froude number, respectively. P represents
the total pressure, u is the velocity vector field and a is the acceleration vector. The
non-dimensional density and viscosity are denoted as ρ and μ respectively.

Fractional Step Technique for Interfacial Problems

The fractional step method is one of the most popular techniques to numerically
solve the Navier–Stokes (NS) equations. In this method, a provisional velocity field
u∗ is first computed from Eq. (2) which is not solenoidal, i.e. it does not satisfy
mass-continuity since ∇ · u∗ �= 0. Mass conservation is then imposed by solving a
Poisson equation for the pressure at each time step. For single fluid-flow problems the
derivedPoisson equation can easily be solvedbecause it involves constant coefficients
in time. Following this approach for the case of two-fluid flow problems with density
gradients, the derived Poisson equation becomes,

∇ ·
(∇Pn+1

ρ

)
= ∇ · u∗ (3)

In this case the discretised form of (3) leads to a mathematical problem with variable
coefficients in time, due to density variations. To overcome this complexity, [1]
proposed to split the variable coefficients operator into two parts according to,

∇Pn+1

ρn+1
−→ ∇Pn+1

ρo
+

(
1

ρn+1
− 1

ρo

)
∇ P̂ (4)

where ρo is the density of the lighter fluid and P̂ is an approximation of Pn+1. Using
this formulation, Eq. (3) leads to a constant coefficients Poisson equation of the form,
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∇2Pn+1 = ∇ ·
[(

1 − ρo

ρn+1

)
∇ P̂

]
+ ρo

Δt
∇ · u∗ (5)

Proper Pressure Correction for the IB Method

The formulation of Eq. (5) has been proposed in [1, 2] for problems without internal
obstructions. In the present study, we propose an approach to extend the formulation
in order to be consistent with the IBmethod. In doing so, flows with interfaces can be
simulated efficiently in the presence of obstacles, which may even deform or move.

FDS is a very efficient and popular choice for the solution of the Poisson equation
with constant coefficients.When combinedwith the IBmethod, FDS solvers generate
a solution for all the nodes within a rectangular domain, meaning that the pressure is
also solved inside the solid phase of immersed obstacles. Looking at Eq. (5), or (3),
an appropriate RHS or density field should be set for the solid nodes respectively, in
order to satisfy the proper BC on the IB solid interface. More sophisticated IB forms
[4, 5] have been proposed, that modify the LHS of the Poisson for the fluid nodes
close to the IB solid interface, in order to solve the pressure only in the fluid phase.
However, such a modification automatically excludes the use of FDS for the solution
of the pressure Poisson equation.

To overcome this restriction, we propose a new pressure correction formula-
tion. Instead of solving an equation for the overall pressure Pn+1, we formulate
a pressure correction scheme based on a pressure difference δPn+1, defined as
Pn+1 = Pn + δPn+1. Combined with Eq. (5), one can derive a constant coefficients
Poisson equation for the pressure difference,

∇2δPn+1 = ∇ ·
[(

1 − ρo

ρn+1

)
∇ P̂

]
+ ρo

Δt
∇ · u∗ − ∇2Pn (6)

which is now appropriate for FDS and the IB method. Using the above formulation,
we can set the RHS of Eq. (6) equal to zero for all the solid nodes, which is valid
regardless of the unknown density field ρn+1 inside the solid body.

Contrary to the VBF method [5] and the ghost cell approach [4], the LHS of the
pressure Poisson equation that we solve in Eq. (6) is not modified at all. However,
when the RHS of Eq. (6) is calculated, we explicitly set it equal to zero if it refers to
a solid node. As a result, the Poisson equation for the pressure difference in Eq. (6)
reduces to a Laplace equation inside the solid.Moreover, the pressure gradient terms,
that appear in the RHS of Eq. (6) and the correction step of the fractional step
method, are modified at the locations where a solid pressure node is required for the
calculation. In that sense, we indirectly satisfy the proper boundary condition for the
pressure on the IB solid interface.

Discretisation Schemes

The equations are discretised with central differences on Cartesian staggered grids.
The momentum field of Eq. (2) is advanced in time using a fully explicit 2nd order
Adams-Bashforth scheme. The spatial discretisation of the convective terms is per-
formed either with a 2nd order central or a 5th order WENO scheme. The LS
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advection equation is discretised in space using the WENO scheme, while for the
re-initialisation equation a 2nd order upwind scheme is used. Time advancement
for both the LS advection and re-initialisation is performed with a 3rd order TVD
Runge–Kutta scheme.

3 Validations and Results

The proposed formulation was first validated without the use of the IB for low
and high density ratios. The results given by the three different formulations of
Eqs. (3), (5), (6) have been compared using the same LU-based solver. Afterwards,
the coupling of the FDS, the IB method and the proposed formulation is examined
by comparing the results given by Eq. (3) on a boundary conforming grid. Very small
time steps Δt were used (CFL < 0.01) in order to eliminate temporal errors.

Rayleigh–Taylor Instability

The vertical position of the front of the rising and falling fluids as a function of time
are shown in Fig. 1 and they are compared against previous studies by [6, 7] in Fig. 2.
Our results are in absolute agreement with each other, while they are in very good
agreement with other numerical studies as well.

Run-up of a Solitary Wave

Figure4 shows the wave run-up Arun−up as a function of the solitary wave height
Ac defined in Fig. 3. The results given by each formulation are exactly the same and
also in very good agreement with other studies [8–10].

Fig. 1 Interface profile at
different time instants
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Fig. 2 Comparison for the
temporal evolution of the
highest (top line) and lowest
(lower line) location of the
interface
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Fig. 5 Profile of the free-surface at different time instants and different bafflewidths.Wba f f le = 0.4
(left) and 0.05 (right)

Sloshing in a 2D-Baffled Tank (FDS/IB Coupling Validation)

Figure 5 presents the profile of the interface in two different time instants for the case
of a thick and a thin baffle. The computed results are exactly the same using either
the variable coefficients approach on a boundary conforming grid or the constant
coefficients approach of Eq. (6) with the IB method and a FDS.

Computational Efficiency

The efficiency of the proposed methodology can be demonstrated by comparing the
required CPU time of LU-based and the proposed FDS-based solvers. An OpenMP
implementation was tested on a computational node with 48 cores for a 3D sloshing
case. Table 1 shows the time required by each approach and the speed-up of the
proposed formulation. The first line refers to the LU-solution of Eq. (3) and the
second line to the LU-solution of Eq. (5). The third line refers to the proposed FDS
(with FFT along y direction), to solve either Eq. (5) or (6).

An enormous speed-up occurs for the proposed approach when comparing with
the first one, due to the inversion of the matrix that is required at every time step by
the first approach. Keeping the formulation the same, the speed-up of the FDS over
the LU-direct solver is still considerably large.

Moreover, the memory requirements of each solver were examined. The RAM
required by the LU direct solver increases exponentially with the grid nodes, while
it increases almost linearly for the FDS. For considerably large problems the RAM
required by the proposed FDS formulation is more than 100 times less than the
memory required by an LU-based direct solver.



Efficient Pressure-Correction Method for Interfacial Tracking … 97

Table 1 Execution time for a 3D-sloshing test case using (320 × 48 × 264) computing cells

Poisson (sec/itr) NS (sec/itr) Poisson/NS (%)

1 VC-LU 5.259e + 2 5.261 + 2 99.96

2 CC-LU 1.130e + 1 1.170e + 1 96.58

3 CC-1DFFT 1.492e − 1 5.507e − 1 27.10

4 Conclusions

We have developed a robust and efficient pressure-correction scheme which solves
a constant coefficients Poisson equation for two-fluid problems. This formulation
allows the use of FDS while it is also appropriate for the use of the IB method,
satisfying the pressure BC indirectly on the IB solid interface.

We verified that the proposed methodology has the same accuracy as the con-
ventional variable coefficients approach. The proposed formulation maintains all the
advantages of a FDS pressure solution concerning the computational efficiency, as
they were presented in [2]. Moreover, it offers the additional capability of using the
IBmethod, allowing the simulation of two-fluid flows around obstacles with complex
geometries which can also deform or move.

The proposed methodology allows the simulation of interfacial tracking problems
with immersed obstacles for considerably larger problems (several million nodes)
on smaller computers, even on laptops.
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Part II
LES Modeling



On the Eddy Viscosity Associated
with the Subgrid Stresses

A. Cimarelli, A. Abbà and M. Germano

1 Introduction

Thanks to its simplicity and robustness, the models based on the eddy viscosity con-
cept represent the most common procedure to introduce the effect of the unresolved
scales in the equations of motion for the Large Eddy Simulation (LES) approach.
Indeed, the subgrid scale (sgs) viscosity approach allows from an energetic point of
view to respect the dissipative nature of turbulence.

Starting from the pioneering proposal of Smagorinsky [18], a large number of
modifications have been proposed in literature in order to account for relevant physi-
cal phenomena that can not be adequately reproduced by the originalmodel. Between
them, a significant improvement has been done by the contribution of Germano et
al. [13] in which the dynamic procedure allows the subgrid model to better adapt to
the local structure of the flow and to transitional conditions.

Besides, all the models based on a scalar subgrid viscosity are developed in the
Kolmogorov hypothesis of isotropicity of the small turbulent scales. Instead it is
well known that not only the large turbulent structures are not isotropic, but also the
unresolved turbulent ones [6]. To overcome this limit several proposals can be found
in literature. On the one hand anisotropic grid and filters can be used to reproduce the
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anisotropy of the flow structures. The definition of the characteristic length Δ of the
filter is still an open question when anisotropic filters are used or when the Navier–
Stokes equations are implicitly filtered using strongly anisotropic unstructured grids,
although several attempts have been done to solve this ambiguity [3, 4, 8, 16, 17].

Moreover, the eddy viscosity models are based on the proportionality between
the subgrid stress tensor components and the strain rate tensor of the filtered velocity
field, but it has been demonstrated that the sgs stress tensor is not usually alignedwith
the resolved strain rate one [1]. Some tensorial eddy viscosity models are proposed in
literature with the aim to solve this contradiction [2, 5, 9, 14]. In this work we further
exploit the subgrid viscosity approach by analysing an alternative formulation which
leads to a tensorial eddy viscosity and takes into account the shape and the size of
the applied filter.

2 Theoretical Framework

The flow equations in a LES approach are obtained by applying a filter to the Navier–
Stokes equations. In the present work we will focus on the filter in space operator,
applied to the incompressible flow equations, assuming that the scale of the filter in
time is directly related to the characteristic length of the filter in space and the filtered
velocity. A filter in space extracts the large scales velocity vector components ui as
follow [15]:

ui (x) =
∫

G(x, ξ )ui (ξ)dξ , (i = 1, 3) (1)

where G denotes the filter kernel with characteristic length Δ and

∫
Ω

G(x, ξ)dξ = 1.

By assuming commutativity with spatial derivatives, the filtering of the convective
terms of the Navier–Stokes equations leads to the unknown subgrid stress tensor
τ(ui , u j ), defined as [12]

τ(ui , u j ) = uiu j − ūi ū j , (2)

which needs to be modeled. This subgrid stresses can be usefully expressed by the
equivalent relation

τ(ui , u j ) = 1

2

∫∫
G(x, ξ)G(x, η)[ui (ξ) − ui (η)][u j (ξ) − u j (η)]dξdη. (3)

Let us now introduce the following velocity decomposition
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ui = ūi + υi , (4)

where υi represents the subgrid scale fluctuations. Applying this decomposition to
the subgrid flux (2) [11] it is easy to verify that

τ(ui , u j ) = 1

2

(
τ(ūi , u j ) + τ(υi , u j ) + τ(ui , ū j ) + τ(ui , υ j )

)
(5)

where

τ(ūi , u j ) = ūi u j − ūi ū j

τ(υi , u j ) = υi u j − ῡi ū j . (6)

We remark that this decomposition is Galilean invariant since it is composed by
Galilean invariant terms [10]. Similarly to (3) we can apply the filter operator (1) to
the previous mentioned subgrid contributions [12]

τ(ūi , u j ) = 1

2

∫∫
G(x, ξ )G(x, η)[ūi (ξ) − ūi (η)][u j (ξ) − u j (η)]dξdη

τ(υi , u j ) = 1

2

∫∫
G(x, ξ )G(x, η)[υi (ξ) − υi (η)][u j (ξ) − u j (η)]dξdη . (7)

By assuming that the filtered value ūi is sufficiently smooth at the LES scale, we can
make use of the Taylor expansion approximations

ūi (ξ) ≈ ūi (x) + (ξh − xh)∂hūi (x) (8)

neglecting higher orders terms. We remark that the Taylor expansion is formally
justified only for filtered quantities. The same expansion cannot be applied to sub-
grid quantities that are rapidly varying at the LES scale of resolution. Introducing,
expansion (8) in Eq. (7), we get

τ(ūi , u j ) = 1

2

∫∫
G(x, ξ )G(x, η)(ξh − ηh)∂hūi (x)[u j (ξ) − u j (η)]dξdη

= −νh j∂hūi (9)

where the eddy viscosity tensor νh j

νh j = −τ(xh, u j ) (10)

defined as

τ(xh, u j ) = 1

2

∫∫
G(x, ξ )G(x, η)(ξh − ηh)[u j (ξ) − u j (η)]dξdη (11)
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has been introduced. The eddy viscosity tensor νh j only depends on the turbulent
velocity field u j and on the filter G. As such it is peculiar of the given turbulent
velocity field, and the study of this quantity should be of some interest by itself. In
particular its variations with the filter shape and length Δ, and near the boundaries
could be interesting for modeling.

We would like to observe that a similar procedure can be applied to the subgrid
fluxes τ( f, ui ) = f ui − f̄ ūi of a transported scalar f . It easy to verify that the
proposed approach leads to the relation

τ( f, ui ) = νhi∂h f̄ (12)

where the eddy viscosity νhi depends on the convective velocity field and has no
relation with the transported scalar f .

The expression (11) highlights the relevance of taking into account how the veloc-
ity field is distributed within the filter scales. If an implicit filter is used and the oper-
ator coincides with a projection onto the discrete solution space, the eddy viscosity
(11) depends on the structure function of the velocity of grid element size. More-
over a tensorial viscosity should be an important contribution to subgrid models in
order to take into account the anisotropy of the flow. Actually if we now make the
approximation

τ(ui , u j ) = 1

2

(
τ(ūi , u j ) + τ(ui , ū j )

)
(13)

where we introduce the eddy viscosity tensor, we get

τ(ui , u j ) = −1

2

(
νh j∂hūi + νki∂k ū j

)
. (14)

In the relation (14) a coefficient to be determined using the dynamic procedure, or an
additional Smagorinsky like term, can be added to take in account the terms discarded
by the approximation (13).

3 Comparison with the Gradient Model

In more traditional approaches, the Leonard decomposition for the subgrid stresses

τ(ui , u j ) = τ(ūi , ū j ) + τ(ūi , υ j ) + τ(υi , ū j ) + τ(υi , υ j ) (15)

is used. Here

τ(ūi , ū j ) = 1

2

∫∫
G(x, ξ)G(x, η)[ūi (ξ) − ūi (η)][ū j (ξ) − ū j (η)]dξdη (16)
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are the so called Leonard stresses τ(ūi , ū j ) = ūi ū j − ūi ū j . Introducing the Taylor
expansion for the filtered velocity in Eq. (16) we get

τ(ūi , ū j ) = 1

2

∫∫
G(x, ξ)G(x, η)(ξh − ηh)(ξk − ηk)∂hūi (x)∂k ū j (x)dξdη. (17)

If we now make the following similarity approximation

τ(ui , u j ) ≈ τ(ūi , ū j ) (18)

we recover the so called gradient model for the subgrid stresses [7],

τ(ui , u j ) ≈ τ(xh, xk)∂hūi∂k ū j (19)

where

τ(xh, xk) = 1

2

∫∫
G(x, ξ)G(x, η)(ξh − ηh)(ξk − ηk)dξdη (20)

is a tensor a priori known and depending on the geometrical properties of the filter.
We would highlight that similar procedure has been applied by Clark et al. [7] and
Vreman et al. [19, 20] to obtain different versions of the original gradient model.

We remark that introducing the Taylor expansion for the velocity in Eq. (11) we
get

τ(xh, u j ) = 1

2

∫∫
G(x, ξ)G(x, η)(ξh − ηh)(ξk − ηk)∂k ū j dξdη (21)

from which the gradient model can be again recovered. It is finally interesting to
remark that the tensor τ(xh, xk) can be actually understood as generalized defini-
tion of filter length that can be computed in every type of computational grids thus
solving the ambiguity of the determination of the filter length Δ in non-Cartesian
computational grids.

4 Concluding Remarks

In the present work a particular subgrid stress decomposition is considered, which
leads to a tensorial subgrid viscosity tensor. This approach highlights that the subgrid
viscosity is a peculiar property of the filtered velocity field. Moreover this tensorial
formulation of the subgrid viscosity overcomes the limit of the isotropicity assump-
tion related to the eddy viscosity models and it should constitute a useful element
for subgrid models suitable for numerical simulations using unstructured grids.
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Implicit/Explicit Spectral Viscosity and
Large-Scale SGS Effects

E. Lamballais, T. Dairay, S. Laizet and J. C. Vassilicos

1 Introduction

Subgrid-scale (SGS) modelling based on regularization has become a popular ap-
proach for Large Eddy Simulation (LES). When the regularization is driven by the
numerical error or by an extra discrete operator like a filter, it is usual to refer to
implicit LES in the sense that the discretization provides an artificial dissipation in-
terpreted as a substitute of SGS modelling. Typically, it is expected that this artificial
dissipation is inactive at very large scales thanks to the numerical convergence of
the associated discretization. This assumption of large-scale dynamics virtually free
from any artificial dissipation can even be intentionally extended on a wide range of
scales through an optimal design of the associated discrete schemes. This idea can
also be recovered in explicit SGS models with for instance the concept of Spectral
Vanishing Viscosity (SVV) [1] and the Variational Multiscale (VMS) methods [2].

The goal of this study is to assess this inviscid assumption at very large scales for
a flow at high Reynolds number while using DNS results to estimate the exact en-
ergy transfers from large to SGS. These transfers are investigated in the challenging
situation of a flow subjected to a complete transition up to a fully developed tur-
bulent state. The corresponding benchmark is the Taylor–Green vortex problem at
Re = 20,000. In a previous work [3], using an implicit SVV associated to the dif-
ferentiation errors of the viscous term, we have shown that very accurate results can
be obtained by LES at Re = 10,000 with a reduction of the number of degrees of
freedom (DOF) of 83 by reference to DNS. In this study, we want to investigate
the ability of this type of SGS modelling (without any direct influence on large
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scales) at higher Reynolds number and with a stronger reduction of DOF. Note that
both Reynolds numbers Re = (10,000; 20,000) correspond to fully turbulent condi-
tions as suggested by the value of their counterparts based on the Taylor microscale
Reλ ≈ (200; 300) obtained after the complete turbulence breakdown at t ≈ 13.

2 A Priori Analysis from DNS Results

The DNS of reference as well as the LES are performed using the sixth-order flow
solver “Incompact3d” which is kinetic energy conserving in the discrete and inviscid
sense (up to the time advancement error). For the present high Reynolds number
case Re = 20,000, 34563 mesh nodes are required for a computational domain of
(2π)3 but using some symmetries of the problem, the number of DOF is actually
divided by 8. Here, the goal is to carry out counterpart LES where the number of
DOF and computational cost are reduced by 163 and 164 respectively leading to a
cutoff wavenumber of kc = 108 for the LES mesh against 1728 for the DNS one.

Following our conclusions in a previouswork, the targeted LES solution is defined
using a progressive spatial filter as illustrated in Fig. 1-left where raw and filtered
DNS energy spectra are compared. The filter is obtained by solving the Lin equation
using a simplified spectral Pao-like closure while taking the implicit SGS dissipation
into account [3]. An important remark is that this filter is applied once in each spatial
direction and not in all directions as it would be for an isotropic filter. This 1D
definition of the filter is believed to be more significant by reference to the actual
anisotropy of the LES mesh. Using this specific filter applied on the DNS data, the
time evolution of the supergrid scale kinetic energy Ēk can be computed a priori
with its associated total dissipation ε̄ = −d Ēk/dt . Then, it is easy to estimate the
viscous large-scale dissipation εLS and its complementary SGS part εSGS such as
ε̄ = εLS + εSGS . These dissipations as well as the full DNS dissipation are presented
in Fig. 1-right where it can be seen that this benchmark is very challenging with SGS
dissipation εSGS up to 90% of the total dissipation ε̄, this unequal distribution giving
a major role to the SGS model.

To have a more detailed view of the kinetic energy transfer, a scale by scale
analysis of the SGS dissipation can be done starting from the large-scale Lin equation
decomposed as

(
∂

∂t
+ 2νk2

)
Ē(k, t) = T̄ (k, t) + TSGS(k, t) (1)

where Ē(k, t) is the kinetic energy of the filtered solution, T̄ (k, t) the transfer term
involving only the filtered solution (i.e. explicitly computed in LES) and TSGS(k, t)
the remaining term that describes transfers between the supergrid and subgrid scales.
In this formalism expressed in the Fourier space, TSGS(k, t) is simply the spectral
density of εSGS that leads to the introduction of the spectral eddy viscosity
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Fig. 1 Left: raw and filtered DNS energy spectra. Right: time evolution of the viscous large-scale,
SGS, SGS for k < kc/4, filtered DNS and full DNS dissipations (εLS , εSGS , εSGS<kc/4 , ε̄, ε)

νt (k, t) = − TSGS(k, t)

2k2 Ē(k, t)
. (2)

Using theDNSdata and following the procedure of [4] adapted in the present context,
νt (k, t) is estimated from 200 snapshots distributed throughout the calculation.

Figure2-left presents 5 samples of νt (k, t) with a normalization based on the
molecular viscosity ν. This figure clearly exhibits the dominant transfers close to kc
meaning that the “hyperviscous feature” is observed for this benchmark, especially
in the early transition. Figure2-left also reveals that more distant triad interactions
result in high values of νt (k, t) at small k, not only during the transition (for instance
at t = 10) but also until the end of the simulation where a fully developed non-
equilibrium turbulence is observed. Then, at least qualitatively, the “plateau-cusp”
profile of the spectral eddy viscosity, as predicted by two-point closure theories at
high Reynolds numbers [5–7], is well recovered in the present a priori analysis.

In Fig. 2-right, the average value νt<kc/4 of νt (k, t) for 2 < k < kc/4 (as an estima-
tion of the “plateau” value) and its cutoff value νt=kc

at k = kc are plotted throughout
the simulation. The values of νt=kc

are found to be very high in the early transition
but exhibit a global decrease as the turbulence develops. More importantly, the sig-
nificance of direct effect of SGS on the large scale dynamics is confirmed during the
turbulence breakdown (with νt<kc/4 that can be more than 4 times larger than ν) but
also when the turbulence is fully developed where νt<kc/4 is still of the same order as
ν. This observation is against the lack of any direct dissipative effect at large scales
in the SGS modelling as it is assumed in implicit LES, SVV or VMS.

It could be thought that despite the high values of νt (k, t) for k < kc/4, the cor-
responding fraction of SGS dissipation

εSGS<kc/4 = 2
∫ kc/4

0
νt (k, t)k

2 Ē(k, t) dk (3)
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is negligible. In Fig. 1-right, it can be seen that this quantity can actually be about 20%
of the full SGS dissipation εSGS during the turbulence breakdown while remaining
about 10% until the end of the calculation. In the next section, it will be examined
whether this significant contribution can be ignored in practical LES.

3 A posteriori Analysis of LES Results

The same flow configuration is investigated by LES (i) without any SGS modelling;
(ii) with the standard/dynamic Smagorinsky model and (iii) with our implicit SVV
[3]. Figure3 presents the time evolution of the total dissipation ε̄ obtained for the
different LES. The very unrealistic behaviour observed for the no-model case con-
firms the major role of the SGS modelling for the present high Reynolds number
case where the LES are based on a coarse mesh by comparison to DNS. The strong
overestimation of ε̄ without SGS model corresponds to an almost complete thermal-
ization of the flow due to the development of small-scale spurious oscillations during
the transition, as it can be clearly observed by visualization and spectral analysis (not
shown for conciseness). The standard and dynamic Smagorinsky models are found
to lead to a partial thermalization resulting in an overdissipative behaviour in the
early transition. The resulting damping of small-scale spurious oscillations has, in a
second stage, a feedback effect with an underestimation of ε̄.

The use of implicit SVVprevents any thermalizationwith a good prediction of ε̄ in
the early transition.However, the excellent agreement obtained in [3] at Re = 10,000
with a less coarse mesh is not recovered for the present more demanding benchmark.
In particular, the peak of dissipation cannot be captured (underestimation of ε̄) and
as a subsequent feedback effect, a spurious secondary peak (overestimation of ε̄)
can be clearly observed. A similar spurious secondary peak can be observed for the
enstrophy ζ (see Fig. 4-right).
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Fig. 3 Time evolution of the total dissipation ε̄ predicted by LES

For the implicit SVV, the main discrepancy can be attributed to the poor reproduc-
tion of the main peak of ε̄ that has the potential to spoil the flow any time thereafter.
Even a very strong increase of the implicit SVV near kc is unable to capture this
peak (not shown for conciseness). A spectral analysis shows that the kinetic energy
is overestimated at large scales during this particular moment, especially in the range
10 < k < kc/2, as illustrated in Fig.4-left. This overestimation is interpreted as the
consequence of the quasi-inviscid cascade at large scales. For this type of LES, free
from distant triad interaction modelling, the overestimation of Ē(k, t) in the range
10 < k < kc/2 can be interpreted as a bottleneck effect. This interpretation is con-
sistent with the a priori analysis presented in previous section. This view can even be
supported quantitatively by observing that the main peak of dissipation is underesti-
mated by about 22%. Because the implicit SVV is essentially inactive for k < kc/4,
this behaviour may be related to the a priori ratio εSGS<kc/4/εSGS ≈ 20% reported in
the previous section.

To restore the peak, an idea could be to combine an explicit model with our
implicit SVV with the hope that the former can boost the total dissipation during
the transition while the latter can avoid the unrealistic partial thermalization. This
kind of mixed model approach has been tried with the standard Smagorinsky (see
Fig. 3-right) but without any improvement for the prediction of the main peak of ε̄.
However, it is worth noting that this mixedmodel can remove the spurious secondary
peak.

Another attempt was tomodify our implicit model to allow non-vanishing spectral
viscosity while adjusting its “plateau” value in order to follow precisely the time
evolution of ε̄. Such LES can be considered as “optimal” in terms of ability to predict
the filtered kinetic energy Ēk . The time evolution of the resulting plateau value is
presented in Fig. 2-right. Even if significantly higher levels of eddy viscosity are
required by comparison with the a priori estimation of νt<kc/4 , it confirms the ability
of a direct influence of the SGSmodel on very large scales to ensure the correct energy
dissipation. However, this “optimal” approach (that is only a test case in the sense
that it requires to know the expected time evolution of Ēk) is found to underestimate
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Ē(k, t) at small scales (see Fig. 4-left) with a resulting strong underestimation of
enstrophy (see Fig. 4-right).

4 Conclusion

In order to investigate the scale-selective influence of SGS on the large scale dy-
namics, DNS and LES are performed for the Taylor–Green vortex problem. An a
priori analysis confirms the interest of the hyperviscous feature at small scale as used
in implicit LES, SVV and VMS. However, the assumption of zero SGS dissipation
at very large scales is found unrealistic for the high Reynolds number and coarse
LES mesh considered. A posteriori analysis shows that SGS modelling based on the
assumption of an inviscid cascade leads to a bottleneck effect on the kinetic energy
spectrum with a significant underprediction of the total SGS dissipation. The simple
addition of a constant eddy viscosity, even targeted to be optimal in terms of SGS
dissipation, is unable to give realistic results. To allow accurate predictions by LES,
a specific closure that incorporates both the hyperviscous feature (i.e. regularisation)
and the expected SGS dissipation at large scales has to be developed.
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Realizable Dynamic Large Eddy
Simulation

R. Mokhtarpoor, S. Heinz and M. K. Stoellinger

1 Introduction

A very attractive feature of large eddy simulation (LES) is the possibility to apply
the dynamic subgrid scale model calculation developed by Germano et al. [1]. This
is a method for the calculation of model parameters as functions of time and space as
the simulation progresses. It avoids empirical treatment of model parameters such as
damping or wall modeling near the wall boundaries. On the other hand, dynamic LES
models usually suffer from instabilities. The mechanism of instability of dynamic
sub-grid scale (SGS) models has not yet been fully clarified. Several methods are
in use for the stabilization of dynamic SGS models. The most popular methods are
clipping of model parameters and their space averaging in homogeneous directions.
These stabilization techniques are often difficult or even impossible to apply. In
real flows, there are no homogeneous directions in space. It is also difficult to find
appropriate clipping values for dynamic LES parameters, which can depend on the
type of flow, Reynolds number and grid resolution.

The first step to avoid instability would be developing a physically consistent
SGS model. The application of the realizability principle is extremely useful for the
design of consistent dynamic LES models [2]. A dynamic SGS model based on a
realizable stochastic model for turbulent velocities [2, 3] was proposed. By applying
this realizable model for different flows we found that the model was always stable
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for turbulent channel flow [4] and the turbulent Ekman layer [5]. But with respect
to periodic hill flow simulations it was almost always but not always stable. We also
found that a dynamic LES model based on a realizable stochastic model does not
necessarily ensure the realizability of SGS stress tensor. In this paper we introduce a
method for the stabilization of any SGSmodel that applies the Boussinesq hypothesis
for the eddy viscosity. By examining the structure of the SGS stress tensor we derive
a condition for the realizability of the SGS stress tensor.

The paper is organized as following. In Sect. 2, wewill consider the realizability of
an LES model based on two approaches: realizability with respect to the underlying
probability density function (PDF), which is also called filter density function (FDF),
and realizability of the SGS stress tensor. We show the derivation of the condition for
the realizability of the SGS stress tensor. In Sect. 3, we describe the flow considered
for testing our method. The results are presented in Sect. 4.

2 A Realizable LES Model

The concept of realizability expresses the need that an acceptable turbulence model
must describe a velocity field that is physically possible or realizable [6]. There are
several ways to actually apply this constraint. One way is to derive LES equations
from an appropriate realizable stochastic velocity model. This will be referred to
as PDF-realizability. Heinz proposed a dynamic LES model based on a realizable
stochastic model for turbulent velocities [2–4, 7–10]. This model implies the exact
but unclosed filtered Navier–Stokes equations.

The second way is to relate realizability constraints to the structure of the SGS
stress tensor. This will be referred to as stress-realizability. It is known that the
realizability constraints can be related to the property of the SGS stress tensor to be a
positive semi-definitematrix [11]. The SGS stress tensor τi j is a positive semi-definite
matrix if it satisfies

τi j ≥ 0 f or i = j, (1)

τ 2
i j ≤ τi iτ j j f or i �= j, (2)

det (τi j ) ≥ 0. (3)

By using the Boussinesq eddy viscosity assumption τi j = 2/3kδi j − 2νt S̃i j , the re-
sulting three realizability conditions can be written

k ≥ 0, (4)

|ν∗
t | ≤ 1, (5)
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ν∗2
t

{
1 + 2

√
2

3
sν∗

t

}
≤ 1

3
. (6)

Here, the nondimensional variables ν∗
t and s are defined by

ν∗
t =

√
3

2

νt |S̃|
k

, s = 33/2det (S̃i j )

(S̃mn S̃mn)3/2
. (7)

A relevant property of s follows from linear algebra. Using Hadamard’s inequality
we conclude that |s| ≤ 1. The use of a ν∗

t realizability criterion that is independent
of s simplifies the use of this approach significantly. This can be accomplished by
the constraint that ν∗

t varies between the allowed values at s = −1 and s = 1, this
means |ν∗

t | ≤ 23/48. To summarize, given that k ≥ 0 the condition to ensure that the
sub-grid scale (SGS) stress tensor τi j is a positive semi-definite matrix is to ensure
that |ν∗

t | ≤ 23/48, which satisfies both Eqs. (5) and (6).
Now, we apply the stress realizability condition to the PDF-realizable LES model

proposed byHeinz,whichwill be referred to as linear dynamicmodelwith k-equation
(LDMK) [2]. This model uses the expression νt = CSk1/2Δ for the eddy viscosity,
where CS is obtained via

CS = − Ld
i j M ji

MklMlk
. (8)

Here, Ld
i j refers to the deviatoric Leonard stress Li j = Ũi Ũ j − Ũi Ũ j (the overbar

refers to the test filter operation), and Mi j is given by

Mi j = 2ΔT
√
kT S̃i j , (9)

which involves the test-filter SGS kinetic energy kT = Lnn/2 and filter width ΔT =
2Δ on the test-filter level.

According to the realizability condition |ν∗
t | ≤ 23/48 derived, we find the CS

realizability condition for the LDMK to be given by

|CS| ≤ 23

24
√
3

k1/2

Δ|S̃| . (10)

3 The Flow Considered

For testing our stabilization method we apply the new realizable LDMK model to
a separated flow over two-dimensional hills. This flow configuration encompasses a
variety of relevant flow features such as separation, recirculation, andnatural reattach-
ment. Figure1 shows the computational domain applied in our simulations. The size
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Fig. 1 Computational domain of two-dimensional hill flow simulations

of the computational domain is Lx = 9h, Ly = 3.035h, and Lz = 4.5h in stream-
wise (x), wall normal (y), and spanwise (z) directions, respectively, where h is the
height of the hill. The Reynolds number Re = Ubh/ν is Re = 37,000 based on the
hill height and bulk velocity above the hill crest. At the bottom and top, the channel
is constrained by solid walls. No-slip and impermeability boundary conditions are
used at these walls. Periodic boundary conditions are employed in streamwise and
spanwise directions. In a recently published paper [12] we investigated the same flow
using pure LES and also unified RANS-LESmodels. We also studied grid effects for
both models for grids ranging from 60K to 20M cells. In the present study, our aim
is to analyze the stability of dynamic models by investigating the effect of different
parameters. Therefore, we will use the same grid for all of our studies. From our pre-
vious studies we found that the grid of Nx × Ny × Nz = 128 × 80 × 48 with 500K
cells is a well appropriate mesh for the present study. Computations are initialized
by a uniform bulk velocity Ub except in cases in which we wanted to calculate cor-
relation functions (we used stationary solutions to calculate correlation functions).

4 Stability and Realizability

Although our original SGS model LDMK [2] was based on a realizable stochastic
model for turbulent velocities, it does not necessarily ensure the realizability of the
stress tensor. We found that our PDF-realizable LES model was computationally
stable for turbulent channel flow [3] and turbulent Ekman layer [5] simulations.
However, in periodic hill flow simulations [12] it turned out that PDF-realizable
model simulations were almost always but not always stable. This fact is shown in
Fig. 2 which shows the time histories of Cs and realizability bounds for two probe
points for 30 flow-through times (FTT). The location of the probe point P1 is in the
shear layer at the top of the first hill, and P2 is downstream of P1 in the middle of
the two hills. The red and blue circles in Fig. 2 indicate the times at which Cs values
hit the upper and lower realizabilty bounds, respectively. At P1, we found that over
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Table 1 Stability of the LDMK and its extended bound versions depending on Δt

Simulation Δt = 0.001 Δt = 0.002 Δt = 0.004 Δt = 0.008 Δt = 0.01

LDMK Stable Stable Stable Stable Stable

LDMK − 1.2B Stable Stable Unstable Unstable Unstable

LDMK − 1.5B Unstable Unstable Unstable Unstable Unstable

LDMK − 2B Unstable Unstable Unstable Unstable Unstable

30 FTT (corresponding to 150,000 iterations) on average 2% of Cs values hit the
upper (positive) realizability bound and about the same number of Cs values hit the
lower (negative) realizability bound.With respect to the probe point P2, we observed
corresponding hittings in about 0.4% of cases (again, the lower and upper bounds
had about the same hitting rates).

First, this shows that the PDF-realizable LDMK model, which is not combined
with the realizability bounds Eq. (10), is almost always realizable, but it is not strictly
always realizable, which may promote instability. Second, these results do also in-
dicate that the stress-realizable LDMK (the LDMK combined with the use of the
realizability bounds Eq. (10)) is stable. It should be noted that the realizability of
the LDMK model was also studied in the entire flow field (not shown here), and we
came to the same conclusions. We also considered the effect of the simulation time
step Δt on the realizability of the model. We found that an increasing simulation
time step increases the fluctuations of Cs values such that the probability of hitting
the bounds increase as well.

To study the effectiveness of the realizability bounds on the stability of the dynamic
model we applied bounds that are 1.2, 1.5, and 2 times bigger than the regular bounds
Eq. (10). We refer to these models as LDMK-1.2B, LDMK-1.5B and LDMK-2B,
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step is Δt = 0.002
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respectively. Table1 summarizes the stability analysis results for the LDMK and
its extended bound versions. We called a model stable when it does not become
unstable for 100 FTT. We see that the LDMK is strongly stable for a wide range of
time steps Δt = 10−3–10−2, which corresponds to CFL numbers ranging between
0.1–0.8. But the LDMK-1.2B is only stable forΔt = (0.001, 0.002), and the LDMK-
1.5B and LDMK-2B are unstable even for small CFL numbers (small Δt). First, it
can be concluded that the use of realizability bounds makes the LDMK model fully
realizable, and second, a model that is not stress-realizable can become unstable. It
seems that realizability is a required and sufficient condition for stability.

5 Conclusions

A PDF-realizable LES model has significant advantages compared to non-realizable
LES models. In particular, it has been shown for several flows that a PDF-realizable
models enabled stable simulations without any model parameter clipping or averag-
ing. But for complex flows, a PDF-realizable model can suffer from instability. On
the other hand, we found that consistency with underlying stochastic model equa-
tions does not necessarily ensure the realizability of the SGS stress tensor. Therefore,
we derived a condition for the realizability of the SGS stress tensor which makes
the LES model fully realizable. Stability analysis performed for a high Reynolds
number separated flow shows that the new fully realizable LES model (the LDMK)
is always stable for a wide range of CFL numbers. It is found that strict realizabil-
ity (PDF-realizability and stress-realizability) ensures the stability of the model. A
model that is not stress-realizable can become unstable.
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The Dynamic Smagorinsky Model in
5123 Pseudo-Spectral LES of Decaying
Homogeneous Isotropic Turbulence at
Very High Reλ

O. Thiry, G. Winckelmans and M. Duponcheel

1 Introduction

We consider the large-eddy simulation (LES) of turbulent flows, in the classical view
where no regular explicit filtering is added to the truncation/projection due to the LES
grid. The truncation of the complete field ui (experimental or from direct numerical
simulation, DNS) to the much coarser LES grid corresponds to the incomplete LES
field and is noted ui . Assuming perfect numerics, the “effective subgrid-scales (SGS)
stress” is then obtained as σ SGS

i j = uiu j − uiu j : i.e., the product of LES quantities
minus the product of complete quantities, and further truncated to the LES grid. The
divergence of that stress (i.e., the “effective SGS force”) represents the effect of the
removed scales on the LES scales. As there is no information beyond the LES grid
cutoff, the SGS stress (or the SGS force) can only be modeled.

The Smagorinsky model [8] is one of the oldest ones used to parameterize, in a
simple way, the effect of the deviatoric part of the SGS stress tensor on the scales
captured by the LES grid. It reads:

τ SGS
i j

model= 2 νSGSSi j ,

where Si j is the strain rate tensor of the LES field and νSGS = CS Δ2 |S| is the “effec-
tive SGS viscosity” (with |S|def=

√
2Skl Skl the characteristic inverse time scale and Δ

the characteristic size of the local grid). The value CS � (0.3)3 = 0.027 is obtained
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from an a priori analysis when assuming decaying homogeneous isotropic turbu-
lence (DHIT) at high Reλ, LES on a uniform grid (hence Δ = h) with cutoff well
within the inertial range, and a Kolmogorov constant CK � 1.6, see [5] (and [6] for
a complete analysis).

Based on the assumed similarity of the SGS stress at two levels (the LES grid level,
and a coarser “test level” obtained by additional projection of the LES field onto a
coarser grid), a dynamic procedure was then further proposed that allows to obtain
the optimal value of the CS coefficient of the model [4]. Good success was obtained
with that “dynamic version of the Smagorinsky model” (DSM) by comparing LES
results to DNS results (hence necessarily at moderately high Re): first in DHIT, next
in turbulent channel flow, and then on more complex flows.

In DHIT, the least-square error minimization used in the dynamic procedure can
be volume averaged, and the obtained CS is then solely a function of time. The
Smagorinsky model is also only “weakly non linear” in DHIT, because the LES field
|S| is quite uniform: the expected spectral behavior is thus that of an quasi-linear
SGS viscosity model.

When using classical numerical methods (finite differences, finite volumes, etc.),
there are dispersion errors; even for methods without numerical dissipation (i.e., with
energy conserving discretization of the convective term). When using a de-aliased
pseudo-spectral method, as here, there are neither dispersion errors nor diffusion
errors (except the small numerical diffusion caused by the time integrator). Such a
method can, of course, only be used for flows with homogeneous directions such as
DHIT; yet, such study is instructive as it allows to investigate how the SGS model
really performs when using an “essentially perfect” numerical method.

The spectral behavior of various SGS models (Smagorinsky model, filtered
Smagorinsky model, filtered structure function model, multiscale models that solely
act on the high wavenumbers part of the LES field, linear high order hyper-viscosity
model) in DHIT was already studied in [2]: at moderate Reλ (and then compared to
a reference DNS); and then at very high Reλ (not even defined, as LES run with-
out molecular viscosity) and using large LES grids (1283 and 2563). A de-aliased
pseudo-spectral method (energy conserving in the absence of molecular or SGS
viscosity [3]) was used as the reference. Then a hybrid (i.e., Eulerian–lagrangian)
“vortex particle-mesh” (also called “vortex-in-cell”) method was also used: it solves
the Navier–Stokes equations in the vorticity-velocity formulation, also has good
properties (negligible numerical dispersion and dissipation) and also can be used for
LES (using SGS models expressed in vorticity form). Those simulations were all
done using the static approach: the coefficient of each model was calibrated so as to
provide the desired global dissipation: that of the truncated DNS for the former case;
that obtained using the Smagorinsky model with CS = 0.027 for the latter case.
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2 Present Investigation: Set Up and Results

In the present investigation, we revisit the Smagorinsky model with the de-aliased
pseudo-spectral code, but using instead the dynamic procedure to determineCS: thus
the “dynamic Smagorinsky model” (DSM).We consider DHIT at very high Reλ, and
we use an even larger LES grid (5123) than in [2]. The fundamental question is then:
how does the DSM perform in such DHIT, relatively to the state of knowledge and
theory?

The computational box is L3 with L = 2π . The 1-D grid cutoff wavenumber is
thus kc = π

h = 256. When integrating in time the LES equations, we do not apply a
spherical truncation after each time step to the modes with k2 = k2x + k2y + k2z ≥ k2c .
The test filter used in the dynamic procedure corresponds to a sharp Fourier cutoff of
the modes with kc

2 ≤ |kx |, |ky|, |kz| ≤ kc. We also do not apply a spherical truncation
when applying the test filter: the dynamic procedure is thus fully self-consistent as
the cutoff test filter is similar to the cutoff filter corresponding to the LES grid.

We start from a theoretical energy spectrum, using random phases for the spectral
modes. It then takes an initial transient (not shown) to reachLESofDHIT at statistical
equilibrium. The time t = 0 is here a time when such a statistical equilibrium has
been reached. We then measure global quantities at that time: the turbulent kinetic
energy E0 (�0.689), the characteristic global velocity U0 = √

E0 (�0.830), the
energy dissipation rate ε0 = − dE

dt

∣∣
0 (�0.752), the characteristic global length scale

L0 = U 3
0

ε0
(�0.760), and the characteristic global time scale t0 = L 0

U0
(�0.915); those

are used to make plots dimensionless. The Taylor micro-scale Reynolds number

is defined as usual: Reλ =
√

20
3

E2

ε ν
. As can be seen in Fig. 1, it is very high. The

obtained statistical equilibrium is thus here also maintained for very long times
(timesmuch longer than the present LES), so long as the molecular viscosity remains
negligible relatively to the SGS viscosity. As expected, the dynamically obtained CS

is very stable, and it slowly decreases in time. The obtained value is of the order of
Cs � 0.0115: less than half the value predicted by the simplified, a priori, theoretical
analysis (that value is not an error: the predicted CS at one time was cross-checked
using two implementations, and codes, of the dynamic procedure run on the same
LES field).

We also recall that, in DHIT, the energy E decays like t−n; and hence the dissipa-
tion rate ε decays like t−(n+1). Values of n between 1.15 and 1.45 are reported in the
literature; the study by [7] suggesting that the good quality data are consistent with
n � 1.3. One then also obtains that 1

n = d
dt

(
E
ε

)
; which is here also used to measure

the “effective n exponent” (noted ne) of the present DSM LES. We here obtain that
ne � 1.5, see Fig. 2 (the variations are due to computing the instantaneous derivative
of E

ε
, where ε = − dE

dt is also computed instantaneously; they should not be taken
as an “experimental range” of our LES). For comparison, the studies in [2], using
static SGS models, gave ne � 1.49 for the Smagorinsky model (thus very close to
the value obtained here using the DSM), ne � 1.45 for the structure function model,
and ne � 1.38 for the regularized variational multiscale (RVM)model. As the exper-
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Fig. 1 Evolution of the dynamic coefficient CS , of the Taylor micro-scale Reynolds number Reλ,
of the energy E (relatively to E0) and of the energy dissipation rate ε (relatively to ε0)

imental data used to measure n were at moderately high Reλ, an interesting question
arises as to a possibly higher value of n for DHIT at very high Reλ.

The next investigation concerns the spectra. The energy spectra, made dimen-
sionless using E(kc, t), collapse very well over the range k � 20 to kc = 256. So
do the compensated energy spectra. We, of course, do not expect to recover a fully
inertial k−5/3 range all the way to the highest wavenumbers, as such behavior can
only correspond to zero dissipation. The obtained spectra are however quite remark-
able, see Fig. 2: we obtain an inertial behavior over a wide range of wavenumbers:
from ki,1 � 30 to ki,2 � 180 (� 0.70 kc). Even the rest of the spectrum, from ki,2 all
the way to kc, is still quite good, as it does not depart much from the inertial range.
To anyone experienced in LES, this additional “pseudo-inertial” behavior is quite
remarkable (and, to our knowledge, not seen before in such LES of DHIT); it is also
quite encouraging for the use of the DSM in LES of more complex flows.

The SGSmodel dissipation spectra are then also provided in Fig. 2, andwith linear
scale axes (the molecular viscosity dissipation spectrum, εν(k, t) = 2ν k2 E(k, t), is
here relatively very small as the SGS dissipation overwhelms the molecular one).
When made dimensionless using L ε(t), those spectra are seen to collapse very well,
over all wavenumbers. We have thus obtained the effective dissipation spectrum of
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such “DSM fluid in DHIT at very high Reλ and run on a large LES grid”. From
that result, we can further compute the “effective spectral SGS viscosity” defined as
εSGS(k, t)

def=2 νSGS(k, t) k2 E(k, t): see Fig. 2, also with linear scale axes. When made

dimensionless using
√

E(kc,t)
kc

, as also done in [1], the collapse is very good; whereas
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it is clearly not that good when using L
√
E(t). We also clearly observe the quasi-

uniform value of the spectral SGS viscosity over all wavenumbers; confirming the
quasi-linear behavior of the Smagorinsky model in such DHIT (i.e., re-running the
LES using a uniform SGS viscosity would lead to very similar results). Finally,
we stress that such DSM LES is basically “under-resolved with respect to its own
dynamicSGSviscosity”. Indeed, ifwe compute the “velocity gradientmeshReynolds

number” based on that SGS viscosity, we obtain ReSGS
h = |S| h2

νSGS = 1
CS

� 87: this is too
high for properly resolving suchSGSviscosity effects on such grid. This also explains
why the end of the spectrum does not plunge downmore at the highest wavenumbers;
here, it instead sort of prolongates the inertial range into a pseudo-inertial range all
the way to kc.

3 Conclusion

The DSM has been investigated in pseudo-spectral LES of decaying HIT (DHIT)
at very high Reλ and using a large 5123 LES grid. The asymptotic behavior has
been reached, and the effective SGS dissipation spectrum has been obtained. The
derived spectral SGS viscosity was confirmed to be essentially uniform over all
wavenumbers; confirming the quasi-linear behavior of the DSM in LES of DHIT.
Moreover, the obtained SGS viscosity value is such that the mesh Reynolds number
based on it is too high to properly resolve the SGS viscosity effects on the LES
grid; this leads to an energy spectrum where the true inertial range (here ending at
�0.70 kc) is prolongated by a sort of “pseudo-inertial” range all the way to kc.
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Nonlinear Subgrid-Scale Models for
Large-Eddy Simulation of Rotating
Turbulent Flows

M. H. Silvis and R. Verstappen

1 Introduction

We consider large-eddy simulation of incompressible rotating turbulent flows. In
large-eddy simulation one seeks to predict the large-scale behavior of turbulent flows
without resolving all the relevant flow details. This is commonly done by supple-
menting theNavier–Stokes equationswith an additional forcing term, a subgrid-scale
model, aimed at representing the unresolved flow physics.

Rotating turbulent flows form a challenging test case for large-eddy simulation
due to the presence of theCoriolis force. TheCoriolis force conserves the total kinetic
energy, while also redistributing it. More specifically, the Coriolis force transports
kinetic energy from small to large scales of motion, leading to the formation of large-
scale anisotropic structures [7].Many subgrid-scalemodels for large-eddy simulation
are, however, (primarily) designed to parametrize the dissipative nature of turbulent
flows, ignoring transport processes.

We therefore consider a subgrid-scale model consisting of two terms. The first
term is of eddy viscosity type. It is linear in the rate-of-strain tensor and it is used to
represent the dissipative behavior of turbulent flows. The second term is nonlinear in
the local velocity gradient and is aimed at parametrizing nondissipative processes,
such as those due to rotation. We study the behavior of this nonlinear subgrid-scale
model in large-eddy simulations of a spanwise-rotating plane-channel flow.

The structure of this paper is as follows. The nonlinear subgrid-scale model for
large-eddy simulation is introduced in Sect. 2. Then, Sect. 3 describes the details of
spanwise-rotating plane-channel flows, of which we perform large-eddy simulations
in Sect. 4. Finally, conclusions are drawn in Sect. 5.
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2 Nonlinear Subgrid-Scale Models

Large-eddy simulations of incompressible rotating turbulent flows can be described
by

∂ui
∂xi

= 0,
∂ui
∂t

+ ∂

∂x j
(uiu j ) = − 1

ρ

∂p

∂xi
+ 2ν

∂

∂x j
Si j − 2εi jk� j uk − ∂

∂x j
τmod
i j .

(1)
Here, ui indicates the xi -component of the large-scale velocity field, while p repre-
sents the modified large-scale pressure, including the centrifugal force. The density
and kinematic viscosity are labeled ρ and ν, respectively. The rate-of-strain and
rate-of-rotation tensors of the large-scale velocity field are defined according to

Si j = 1

2

(
∂ui
∂x j

+ ∂u j

∂xi

)
, �i j = 1

2

(
∂ui
∂x j

− ∂u j

∂xi

)
, (2)

while �i represents the rotation rate of the frame of reference about the xi -axis.
Without loss of generality we will assume that the axis of rotation is the x3-axis, i.e.,
�i = δi3�3. The Einstein summation convention is assumed for repeated indices.
Note that we consider large-eddy simulation without explicit filtering. Hence, no
bars or tildes indicating a filtering operation appear in the above equations.

We model the deviatoric part of the subgrid-scale stress tensor with the following
nonlinear model,

τmod,dev = −2νeS + μe(S� − �S). (3)

The first term on the right-hand side of (3), the usual eddy viscosity term, is used
to parametrize dissipative processes in turbulent flows. The second term, that is
nonlinear in the velocity gradient, is added because it is perpendicular to the rate-
of-strain tensor. Therefore, it does not directly contribute to the subgrid dissipation
and it represents energy transport. As this term contains the rate-of-rotation tensor,
it has “a particular potential for [the simulation of] rotating flows” [4].

We propose to define the eddy viscosity, νe, and the transport coefficient, μe, by

νe = (Cνδ)
2 1

2
|S| f 3VS, (4)

μe = Cμδ2
1

4
f 4VS. (5)

Here, Cν and Cμ are the model constants, δ represents the subgrid characteristic
length scale and the magnitude of the rate of strain is defined as |S| = √

tr(S2). The
nondimensionalized vortex stretching magnitude,

fVS = |Sω|
|S||ω| , (6)
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is used to enforce the proper near-wall scaling behavior of themodeled stresses and to
make sure that the model vanishes in two-component flows [6]. The vorticity vector
is given by ωi = −εi jk� jk .

3 Spanwise-Rotating Plane-Channel Flow

To study the vortex-stretching-based nonlinear subgrid-scale model of (3) we con-
sider large-eddy simulations of a spanwise-rotating plane-channel flow. Such a flow
can be characterized using the friction Reynolds and rotation numbers,

Reτ = uτd

ν
, Ro+ = 2�3d

uτ

, (7)

where uτ is the friction velocity and d represents the channel half-width.
The rotation number, Ro+, determines the behavior of a spanwise-rotating plane-

channel flow. For small rotation numbers the flow is mostly turbulent, although a
(small) laminar region may appear close to one of the walls. As the rotation number
increases, the laminar flow portion grows, until, for significant rotation numbers,
the flow fully laminarizes. The mean velocity profile of a spanwise-rotating plane-
channel flow exhibits a characteristic linear slope (proportional to Ro+) correspond-
ing to the unstable (turbulent) part of the flow, while a parabolic profile emerges on
the stable (laminar) side. Laminarization is further characterized by the decay of the
Reynolds stresses. Refer to the work by Grundestam et al. [3] for more information
about spanwise-rotating plane-channel flows.

4 Numerical Results

We studied the vortex-stretching-based nonlinear subgrid-scale model of (3) by per-
forming direct and large-eddy simulations of a spanwise-rotating plane-channel flow
with Reτ ≈ 395 and a moderate rotation number, Ro+ = 100. These simulations
were performed using an incompressible Navier–Stokes solver employing a kinetic-
energy-conserving spatial discretization of finite-volume type [9]. As such, the ki-
netic energy in the simulations was by construction conserved by convection, by the
Coriolis force and by the nonlinear term of the subgrid-scale model.

The flow domain in the simulations had dimensions 2πd × 2d × πd and was
taken periodic in the streamwise (x1) and spanwise (x3) directions. The large-eddy
and direct numerical simulations were, respectively, performed on 323 and 128 ×
256 × 128 grids that were stretched in the wall-normal direction.

The large-eddy simulations made use of the vortex-stretching-based eddy viscos-
ity model ((3) with Cμ = 0) and the vortex-stretching-based nonlinear subgrid-scale
model of ((3) with Cμ �= 0). The value of the eddy viscosity constant was estimated
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to be Cν ≈ 0.59 by requiring that the average dissipation due to the model matches
the average dissipation of the Smagorinsky model [6]. The value of the transport
coefficient of the nonlinear model, Cμ, was subsequently tuned to obtain the best
prediction of the Reynolds stresses. As is commonly done, the subgrid characteristic
length scale was defined using the local grid size, δ = (�x1�x2�x3)1/3 [2]. Refer
to the literature for an overview of alternative (flow-dependent) definitions of this
length scale [5, 8]. Results from direct numerical simulations and from large-eddy
simulations without a subgrid-scale model serve as reference data.

Figure1 shows the mean velocity profile, and the behavior of the Reynolds shear
stress and spanwise Reynolds stress as obtained from the simulations. Since we
consider traceless subgrid-scale models, only the deviatoric (anisotropic) part of the
Reynolds stresses is considered. These results are further compensated by the average
contribution from the subgrid-scale model [10].

The typical features of the flow in a spanwise-rotating plane-channel are clearly
visible: the mean velocity profile exhibits a linear slope on the unstable side of the
channel, while the Reynolds shear stress attains small values on the stable side.
Contrary to what could be expected, the stresses do not exactly vanish on the stable
side of the channel, which is most likely due to the occurrence of turbulent bursts [1].

The large-eddy simulationswith the vortex-stretching-based subgrid-scalemodels
slightly improve the prediction of the peak height and slope of the mean velocity pro-
file when compared to the no-model result. Corresponding behavior can be observed
in the Reynolds shear stress. These results indicate that the vortex-stretching-based
eddy viscosity and nonlinear subgrid-scale models behave well.

The added value of these subgrid-scale models becomes clear when consider-
ing the deviatoric part of the streamwise Reynolds stress. Large-eddy simulations
without a subgrid-scale model fail to predict that quantity, supporting the conclu-
sion that subgrid-scale modeling is indeed justified, even at low friction Reynolds
numbers [5]. Large-eddy simulations with the vortex-stretching-based eddy viscos-
ity model provide a reasonable prediction of the streamwise Reynolds stress. This
prediction is improved when including the nonlinear model term, as can most clearly
be seen on the unstable side of the channel (0 ≤ x2/d ≤ 1). Similar conclusions can
be drawn for the deviatoric part of the wall-normal and spanwise Reynolds stresses
(not shown). Thus, the addition of the nonlinear term to an eddy viscosity model
leads to an improved prediction of the Reynolds stress anisotropy, while maintaining
a reasonable prediction of the mean velocity profile and the Reynolds shear stress.

5 Conclusions

We focused on the construction of subgrid-scale models for large-eddy simulation of
rotating turbulent flows. Rotating turbulent flows are characterized by the presence
of the conservative Coriolis force. These flows form a challenging test case for large-
eddy simulations using eddy viscosity models, as these subgrid-scale models are
mainly aimed at capturing the dissipative behavior of turbulent flows. We therefore
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Fig. 1 a Mean velocity
profile, b Reynolds shear
stress compensated by the
model contribution and c
deviatoric part of the
streamwise Reynolds stress
compensated by the model
contribution, as obtained
from large-eddy simulations
(LES) of a spanwise-rotating
plane-channel flow at
Reτ ≈ 395 and Ro+ = 100
on a 323 grid. Simulations
were performed without a
subgrid-scale model (dotted
line, circles), with the
vortex-stretching-based eddy
viscosity (VS EV) model
((3) with Cν ≈ 0.59 and
Cμ = 0) (dashed line,
squares), and with the
vortex-stretching-based
nonlinear (VS EV + NL)
subgrid-scale model ((3)
with Cν ≈ 0.59 and Cμ = 5)
(solid line, triangles).
Results from direct
numerical simulations (DNS)
on a 128 × 256 × 128 grid
are shown as reference (thick
solid line). The quantities on
the vertical axis are
nondimensionalized using
the friction velocity

(a)

(b)

(c)

proposed a new subgrid-scale model that, in addition to a dissipative eddy viscos-
ity term, contains a nondissipative nonlinear term. This subgrid-scale model was
successfully tested in large-eddy simulations of a spanwise-rotating plane-channel
flow. In particular, we showed how the addition of the nonlinear model term leads
to an improved prediction of the Reynolds stress anisotropy. These findings confirm
the potential of a nondissipative nonlinear model term for large-eddy simulation of
rotating turbulent flows.
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A New Subgrid Characteristic Length
for LES

F. X. Trias, A. Gorobets and A. Oliva

1 Introduction

Large-eddy simulation (LES) equations result from applying a spatial commutative
filter, with filter length Δ, to the Navier–Stokes equations

∂tu + (u · ∇) u = ν∇2u − ∇ p − ∇ · τ(u), ∇ · u = 0, (1)

where u is the filtered velocity and τ(u) is the subgrid stress (SGS) tensor and aims
to approximate the effect of the under-resolved scales, i.e. τ(u) ≈ u ⊗ u − u ⊗ u.
Most of the difficulties in LES are associated with the presence of walls where
SGS activity tends to vanish. Therefore, apart from many other relevant properties,
LES models should properly capture this feature [1]. Numerically, this implies an
accurate resolution of the near-wall region which results on a high computational
cost at high Reynolds numbers. Accurate estimations of these costs, including the
temporal scales, are given in the next section. They lead to the conclusion that, in
the near future, the feasibility of wall-resolved LES (WRLES) at high-Reynolds
numbers should rely on substantial cost reductions in the viscous wall region. This
may be achieved by decreasing the number of grid points using high-order schemes
or/and using larger time-steps (implicit-explicit time-integration?). Furthermore, it is
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also concluded that the mesh anisotropy increases with the Reynolds numbers. This
represents an additional challenge for WRLES. In this context, a novel definition of
subgrid characteristic length, Δ, is proposed with the aim to answer the following
research question: can we find a simple and robust definition of Δ that minimizes the
effect of mesh anisotropies on the performance of SGS models?

2 Wall-Resolved LES: Computational Costs and Mesh
Anisotropies

In his 1979 pioneering paper, Chapman [2] estimated the number of grid points for
an LES of turbulent boundary layers with and without wall modeling as

Nwm ∼ Re2/5Lx
and Nwr ∼ Re9/5Lx

, (2)

respectively, where ReLx = ULx/ν is the Reynolds number based on the free-stream
velocity, U , and the flat plate length in the streamwise direction, Lx . To reach these
scalings, Chapman used the following skin friction correlation

c f = 0.045Re−1/4
δ , (3)

where Reδ = Uδ/ν is the Reynolds number based on the boundary layer thickness,
δ(x), and assumed a seventh-power velocity distribution law, i.e. u ∼ y1/7. The latter
leads to an exact relation between the momentum thickness, θ , and δ given by θ =
7δ/72. Then, using Eq. (3) and c f = 2dθ/dx leads to

δ

x
= 0.37Re−1/5

x and c f = 0.0577Re−1/5
x , (4)

where Rex = Ux/ν is the Reynolds number based on the streamwise distance from
the leading edge, x . From these equations it is relatively easy to show the scaling given
by Chapman in Eq. (2). Recently, Choi and Moin [3] gave new estimations based on
a more accurate skin friction correlation for high Reynolds numbers (106 ≤ Rex ≤
109) given by

c f = 0.020Re−1/6
δ . (5)

In this case, the analysis leads to

Nwm ∼ ReLx and Nwr ∼ Re13/7Lx
. (6)

These findings are extensively used to emphasize the prohibitive costs of LES with-
out wall-modeling and the necessity, in the foreseeable future, of wall-modeling
techniques for applications at high Reynolds numbers. However, under some as-
sumptions, these scalings are only valid for a range of Rex ; moreover, they do not
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include the costs associated with temporal scales which eventually can be even more
restrictive due to the inherent difficulty (impossibility?) to parallelize LES equations
in time. These two issues are addressed in the next paragraphs. Let us consider a
general power-law for the skin friction coefficient

c f = aReβ

δ . (7)

Then, following the above explained reasonings it leads to

δ

x
= bReα

x and c f = 7b/36(α + 1)Reα
x , (8)

where b = (36a(1 − β)/7)1/(1−β) and α = β/(1 − β). Notice that with a = 0.045
and β = −1/4 it leads to the Chapman’s scalings given in Eqs. (4). Following the
same reasonings as in Ref. [3] the number of grid points in the outer layer and the
viscous wall region can be estimated as follows

Nout = nxnynz

(
1

b2(1 + 2α)

)
Lz

Lx
Re−2α

Lx

((
ReLx

Rex0

)1+2α

− 1

)
, (9)

Nvis = nwy
Δx+

w Δz+
w

7b

72

Lz

Lx
Re2+α

Lx

(
1 −

(
Rex0
ReLx

)1+α
)

, (10)

where nxnynz is the number of grid points to resolve the cubic volume δ3(x) in
the outer layer (typically in the range 103 − 104 [3]), Lz is the spanwise length and
x0 is the initial streamwise location where the skin friction correlation (8) holds.
Then, Δx+

w , Δz+
w and nwy are respectively the grid resolutions (in wall units) and the

number of grid points in the wall-normal direction in the viscous wall region, i.e. 0 ≤
y+ � l+y ≈ 100. Typical values for WRLES lead to nwy /(Δx+

w Δz+
w ) ∼ 0.01 [3]. This

analysis can be extended giving estimations of the number of time-steps for the outer
layer and the viscous wall region

Nout
t = NTUnx

bCconv
ReLx Re

−(1+α)
x0 ; Nvis

t = max(Nvis
tdi f f , N

vis
tconv ), (11)

where

Nvis
tdi f f = NTU

Cdi f f

7b

72

α + 1

(Δy+
w )2

ReLx Re
α
x0; Nvis

tconv = NTU

Cconv

√
7b

72

α + 1

(Δx+
w )2

ReLx Re
α/2
x0 ,

(12)
where NTU is the number of time-units, Lx/U , to be computed; Cconv and Cdi f f are
the convective and diffusive constants in the CFL condition. In summary, combining
Eqs. (9)–(11) leads to the following costs for LES with and without wall-modeling:
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Nwm
t Nwm ∼ Re2Lx

and Nwr
t Nwr ∼ Re3+α

Lx
. (13)

Nowadays, this represents the main limitation of (wall-resolved) LES. On the other
hand, it is also possible to give estimations of the mesh anisotropy, i.e. Δx/Δy, in
the boundary layer. Namely, in the viscous sublayer, max(Δx/Δy) = Δx+

w /Δy+
w ≈

50 − 100 is not expected to change with the Reynolds number. However, in the
overlap region (y+ � 50, y/δ < 0.1) where control volumes of the viscous wall
region and the outer layer (y+ � 50)must be smoothly connected, the grid anisotropy
can be estimated as (

Δx

Δy

)
overlap

≈ (Δx)out
(Δy)vis

= δ

nx

nwy
ly

, (14)

where ly is the size of the viscouswall region, i.e. l+y = uτ ly/ν ≈ 50 − 100.Recalling
the definition of the skin friction coefficient, c f = τw/(ρU 2/2), and using the relation
given in Eq. (8), an expression in terms of Rex can be obtained

(
Δx

Δy

)
overlap

≈ 1√
2

nwy
nx

b

l+y

√
7b

36
(α + 1)Re1+3α/2

x . (15)

Therefore, for any value of α > −2/3 the mesh anisotropy, Δx/Δy, tends to grow
with Rex . Taking typical values for nx = 10, nwy = 20 and l+y = 100, and using,
respectively, the skin friction coefficient correlations used by Chapman [2], i.e. α =
−1/5 and b = 0.37, andChoi andMoin [3], i.e.α = −1/7 and b = 0.17, it simplifies

(
Δx

Δy

)Chapman

overlap

≈ 0.00125Re7/10x ;
(

Δx

Δy

)Choi&Moin

overlap

≈ 4.047 × 10−4Re11/14x .

(16)
Just as examples, this leads to mesh anisotropies of 19.9 and 20.96 at Rex = 106, and
99.7 and 127.97 at Rex = 107. Therefore, numerical techniques that behave robustly
in such meshes are of great interest. In this context, a new definition of the subgrid
characteristic length in presented and tested in the next section.

3 A New Definition of the Subgrid Characteristic Length

Because of its inherent simplicity and robustness, the eddy-viscosity assumption,
τ(u) ≈ −2νeS(u), is by far the most used closure model for LES equations (1).
Then, the eddy-viscosity, νe, is usually modeled as follows

νe = (CmΔ)2Dm(u). (17)

In the last decades most of the research has focused on either the calculation of the
model constant, Cm (e.g. the dynamic modeling approach), or the development of
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Fig. 1 Energy spectra for decaying isotropic turbulence corresponding to the experiment of Comte-
Bellot and Corrsin [10]. Results obtained with the new definition Δlsq proposed in Eq. (18) are
compared with the classical definition proposed by Deardorff given in Eq. (20). For clarity, latter
results are shifted one decade down

more appropriate model operators Dm(u) (e.g. WALE [4], Vreman’s [5], Verstap-
pen’s [6], σ -model [7], S3PQR [1],…). Surprisingly, little attention has been paid on
the computation of the subgrid characteristic length, Δ, which is also a key element
of any eddy-viscosity model. Despite the fact that in some situations it may provide
very inaccurate results, three and a half decades later, the approach proposed by
Deardorff [8], i.e., the cube root of the cell volume (see Eq.20), is by far the most
widely used to computed the subgrid characteristic length, Δ. Its inherent simplicity
and applicability to unstructuredmeshes is probably a very good explanation for that.
With the aim to overcome the limitations of the Deardorff definition, the following
definition is proposed [9]

Δlsq =
√
GΔGT

Δ : GGT

GGT : GGT
, (18)

where G ≡ ∇u, GΔ ≡ GΔ and Δ ≡ diag(Δx,Δy,Δz) (for a Cartesian grid). This
definition of Δ fulfills a set of desirable properties. Namely, it is locally defined
and well bounded, Δx ≤ Δlsq ≤ Δz (assuming that Δx ≤ Δy ≤ Δz). Moreover, it
is sensitive to flow orientation and applicable to unstructured meshes (by simply
replacing the tensor by the Jacobian of the mapping from the physical to the compu-
tational space). This definition (18) is obtained minimizing (in a least-squares sense)
the difference between the leading terms of the Taylor series of the SGS tensor, τ(u),
for an isotropic and an anisotropic filters lengths; namely,

τ(u) = Δ2

12
GGT + O(Δ4); τ(u) = 1

12
GΔGT

Δ + O(Δ4). (19)

Results displayed in Fig. 1 correspond to the classical experimental results ob-
tained by Comte-Bellot and Corrsin [10]. LES results have been obtained using
the Smagorinsky model, for a set of (artificially) stretched meshes. Regarding the
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spatial discretization of the eddy-viscosity models, the approach proposed in
Ref. [11] has been used. Results for pancake-like meshes with 32 × 32 × Nz and
Nz = {32, 64, 128, 256, 512, 1024, 2048} are displayed in Fig. 1 (top): for increas-
ing values of Nz the results obtained using the Deardorff definition, given in

Δvol = (ΔxΔyΔz)1/3, (20)

diverge. This is because the value of Δ tends to vanish and, therefore, the subgrid-
scale models switch off. This is not the case for the definition of Δ proposed in
this work. Instead, results rapidly converge for increasing values of Nz . A similar
behavior is observed in Fig. 1 (bottom) for pencil-likemesheswith 32 × Nz × Nz and
Nz = {32, 64, 128, 256, 512, 768}. Therefore, the proposed definition of the subgrid
characteristic length, Δlsq , seems to minimize the effect of mesh anisotropies on the
performance of subgrid-scale models.

4 Concluding Remarks

Estimations of the computational costs for LES with and without wall modeling
were originally given by Chapman [2], and more recently, by Choi and Moin [3].
Here, these estimations have been extended by the general power-law of the skin
friction coefficient given in Eq. (7), including the temporal scales. Furthermore, it
has been found that the mesh anisotropy in the overlap region increases with the
Reynolds number (see Eq.15). This represents an additional challenge for LES. In
this context, a novel definition of subgrid characteristic length, Δ, is proposed with
the aim to answer the following research question: can we find a simple and robust
definition of Δ that minimizes the effect of mesh anisotropies on the performance
of SGS models? In this regard, we consider the novel definition of Δlsq proposed in
Eq. (18) as a very good candidate. Results for decaying isotropic turbulence show
that the proposed definition of Δ seems to minimize the effect of mesh anisotropies
on the performance of subgrid scale models.
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On the Richardson Extrapolation of the
Reynolds Stress with the Systematic Grid
and Model Variation Method

M. Klein, G. Scovazzi and M. Germano

1 Introduction

The error assessment, and more generally the Uncertainty Quantification, of a Large
Eddy Simulation is a difficult topic that presently is extensively explored. Apart the
error-landscape approach [1], that requires a large number of simulations as well as
a reference DNS, two are mainly the practical approaches to this problem, the first
based on stochastic projections, and the second based on the Richardson extrapola-
tion. The first approach addresses the sensitivity of LES to grid resolution and subgrid
scale modeling by using a small number of LES simulations. They are considered
as input random variables with a given probability distribution, and the propagation
of the uncertainty through the computational model is quantified by using the gen-
eralized Polynomial Chaos (gPC) approach. This technique can be applied in two
different ways: the intrusive approach is based on inserting the gPC decomposition
of all stochastic quantities directly into the Navier-Stokes equations [2], while in the
non intrusive approach the errors are directly projected over the orthogonal basis
spanning the random space, without any modification of the deterministic solver [3].

The Richardson extrapolation [4], or the deferred approach to the limit [5], is
based on the intuitive and appealing idea that if we combine two or more different
simulations at different grid resolution, we could eliminate leading order error terms
in an assumed error expansion. Its application to computational fluid dynamics has
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been pioneered by Roache [6] and can be applied both as a postprocessing technique
and an error estimator. Its extension to LES presents some specific problems [7], due
to the interaction of the discretization error with the subgrid scalemodel contribution.
Another important peculiarity of the application of the Richardson extrapolation to
LES is due to the chaotic nature of the numerical results. They are averaged in
time, and the extrapolation is usually applied to the statistical mean extracted by
postprocessing procedures.

The quantities that are usually extrapolated, both in order to improve the com-
putational results and to estimate the related errors, are the long time averages of
the velocity components and the Reynolds stresses. The application of the Richard-
son extrapolation to the mean velocities is straightforward, but its extension to the
Reynolds stresses is not so simple. First of all we have to distinguish in the reconstruc-
tion of the statistical Reynolds stresses starting from a LES database, two distinct
contributions: the resolved part, directly given by the filtered velocity components,
and the subgrid scale contribution, in some cases explicitly provided by the subgrid
model. The trace of the Reynolds stresses is two times the turbulent kinetic energy,
a very important quantity both from the practical point of view and as an indicator
of the quality of LES [7].

In order to estimate the discretization error and the subgrid scalemodel uncertainty
in a large eddy simulation, a Systematic Grid and Model Variation has been recently
proposed by Klein [7]. As in the case of the error-landscape approach, and the non
intrusive stochastic method, it requires some different simulations at different grid
length and modeling constants but their number is limited to three. As such this
method seems more practical when the complexity of the case requires too much
time for an extended multisimulation as required by different UQ methods. In this
paper we will explore in more detail the fundamentals of this approach, in particular
as regards the extrapolation of the Reynolds stresses.

2 The Operational Systematic Grid and Model
Variation Method

The key idea of the Richardson extrapolation [4] is to consider a numerical calcula-
tion, provided by a numerical code, as an analytic function, possibly very complex,
of some parameters introduced by the discretization, typically the grid length. We
remark an interesting analogy with the key idea that sixty years later is applied by
Leonard [8] to the formalization of the Large Eddy Simulation. In this last case we
assume that an under-resolved numerical computation can be formally represented as
a convolution in the physical space operated by an analytic, possibly very complex,
explicit filter. In both cases, at the very beginning of two capital advancements of the
applied research, we have a similar attitude. In this paper we would like to connect
these two approaches. Ideally we will interpret the Richardson extrapolation opera-
tionally, as a defiltering procedure that should provide the best that can be extracted



On the Richardson Extrapolation of the Reynolds Stress … 145

by a multigrid large eddy estimation. In a sense we try to couple the Leonard filtering
and the Richardson extrapolation in a joint filtering-defiltering approach.

In order to be more precise as regards the operational procedure proposed, we will
apply here the newmethod to a particular Richardson extrapolation recently proposed
by Klein [7] in order to estimate the discretization error and the subgrid scale model
uncertainty in a Large Eddy Simulation, the Systematic Grid and Model Variation
method. Let us indicate with F1, F2 and F3 three filtering operators associated to
three large eddy simulations at different grid resolution and modeling factor, and let
us indicate withI the identity operator. The operational interpretation of the SGMV
method can be written as

I = c1F1 + c2F2 + c3F3 (1)

where
c1 + c2 + c3 = 1 (2)

and in a sense should represent the approximate deconvolution operated by the
Richardson extrapolation to the three LES simulations. We will further assume that
this relation can also be applied to Reynolds stresses. Following this idea and using
Fi = 〈·〉i we can write

ui = c1〈ui 〉1 + c2〈ui 〉2 + c3〈ui 〉3
uiu j = c1〈uiu j 〉1 + c2〈uiu j 〉2 + c3〈uiu j 〉3 (3)

and we finally obtain

Ri j = c1R1,i j + c2R2,i j + c3R3,i j

+ c1τ1,i j + c2τ2,i j + c3τ3,i j
+ c1c2

(〈ui 〉1 − 〈ui 〉2
) (〈u j 〉1 − 〈u j 〉2

)

+ c2c3
(〈ui 〉2 − 〈ui 〉3

) (〈u j 〉2 − 〈u j 〉3
)

+ c3c1
(〈ui 〉3 − 〈ui 〉1

) (〈u j 〉3 − 〈u j 〉1
)

(4)

where Ri j is the extrapolated Reynolds stress

Ri j = uiu j − uiu j (5)

Rα,i j , τα,i j are the resolved Reynolds stresses and the subgrid stresses associated to
the three LES simulations

Rα,i j = 〈ui 〉α〈u j 〉α − 〈ui 〉α 〈u j 〉α
τα,i j = 〈uiu j 〉α − 〈ui 〉α〈u j 〉α , α = 1, 2, 3 (6)
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and where the overline stands for the statistical average. We see that three different
contributions concur to the reconstruction of the Reynolds stresses. The first Tres is
due to the resolved stresses at the three different simulations, the second Tsgs is due
to the averaged subgrid stresses, null in the case of a no-model LES, and finally we
have some new terms Tdi f f that depend explicitly on the differences between the
statistical mean values of the velocity components in the three different simulations.
The first term is the usual one, while the second and the third terms are relatively
new, and their importance should be verified in specific tests.

It seems to be worth remarking that the above formalism covers the LES error
assessment of the full Reynolds stress tensor in a systematic manner. The formula
for turbulent kinetic energy can be derived straightforward from Eq.4. Furthermore
the method is not limited to a three grid study as discussed here. It could as well be
applied to a two (or more) grid study like the concept proposed in [10]. For clarity,
it is briefly mentioned that the Systematic Grid and Model Variation approach has
been suggested in the context of LES using implicit filtering. For an implicit LES (i.e.
without an explicit sgs model) the classical Richardson extrapolation, i.e. a two-grid
study would be more suitable.

3 Extrapolation of the Reynolds Stress in the LES of a
Plane Jet. Preliminary Results

The method outlined above has been tested for a plane turbulent jet. The config-
uration is identical to the setup described in [9] except that here Re = 10000 and
consequently a higher resolution is required. Three simulations form the basis of the
extrapolation approach in this work: a standard LES solution, a LES solution with a
grid coarsened by a factor of two in each direction and a LES solution with a doubled
Smagorinsky parameter. It is assumed that numerical and modelling error scale as
n = 2 respectively m = 4/3. The coefficients c1, c2, c3 have been calculated based
on the suggestion in [7].

Earlier studies on LES error assessment have mostly been focused on turbulent
kinetic energy [10] or mean velocities [7]. Hence, it will be interesting to analyse
the possibility of estimating the shear stress error in the LES of a plane jet i.e. the
component R13 in the present setup. The shear stress vanishes at the centerline of
the jet. Figures1, 2 and 3 therefore shows lateral plots of the quantities under con-
sideration at two different axial positions. The quantity RDNS,13 − R1,13 refers to the
difference between DNS and standard LES solution, whereas Tres − R1,13 refers to
the estimated error in shear stress prediction based on resolved quantities. Transition
and breakup of plane jets are very sensitive to resolution and model viscosity. As a
result of this, the breakup point in the three simulations is shifted to some extent,
resulting in different jet widths at the same axial location (see Fig. 1). Nevertheless
themagnitude of the shear stress error is captured qualitativelywell. The extrapolated
subgrid contribution Tsgs and the term based on differences of resolved quantities
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Fig. 1 Absolute error in shear stress prediction for a plane turbulent jet at two different axial loca-
tions x/D = 5, x/D = 10. RDNS,13 − R1,13 refers to the difference between DNS and standard
LES solution. Tres − R1,13 refers to the estimated error in shear stress prediction based on extrap-
olated resolved quantities using the SGMV three grid study. Tsgs , Tdi f f are the extrapolated new
terms shown in Eq. (4)
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Fig. 2 Absolute error when predicting the trace of the Reynolds stresses for a plane turbulent jet at
two different axial locations x/D = 5, x/D = 10. RDNS,i i − R1,i i refers to the difference between
DNS and standard LES solution. Tres − R1,i i refers to the estimated error in shear stress prediction
based on extrapolated resolved quantities using the SGMV three grid study. Tdi f f is the extrapolated
new term shown in Eq. (4). Note that the trace of the modelled sgs contribution Tsgs is zero

Tdi f f are relatively small for this configuration. For completeness the trace of the
Reynolds stresses is shown in Figs. 2 and 3. Results from Fig. 2 are based on a three
grid study whereas results from Fig. 3 are based on a two grid study assuming the
scaling exponents n = m = 2. The behavior observed in Figs. 2, 3 is qualitatively
similar to Fig. 1. However, it is worth noting that under the assumption that the con-
tribution Tsgs can be represented by the model actually used in the simulations the
trace of this term vanishes in the context of the Smagorinsky model and is therefore
not shown in Figs. 2, 3. Future research has to show if these new terms will help to
improve the error assessment for other configurations.
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Fig. 3 Absolute error when predicting the trace of the Reynolds stresses for a plane turbulent jet at
two different axial locations x/D = 5, x/D = 10. RDNS,i i − R1,i i refers to the difference between
DNS and standard LES solution. Tres − R1,i i refers to the estimated error in shear stress prediction
based on extrapolated resolved quantities using a two grid study. Tdi f f is the extrapolated new term
shown in Eq. (4). Note that the trace of the modelled sgs contribution Tsgs is zero

4 Conclusions

A new operational Richardson extrapolation applied to the SGMV method in order
to reconstruct the Reynolds stress associated to three LES simulations is proposed.
The main difference with the standard reconstruction consists in two new terms, and
their importance is tested in the case of a plane turbulent jet. Preliminary results
show that in this case their contribution is small but reasonable. The extrapolation of
the resolved shear stress works qualitatively well. Different Reynolds numbers and
different turbulent flows will be examined in the future.
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Spatial Filtering for Reduced Order
Modeling

L. C. Berselli, D. Wells, X. Xie and T. Iliescu

1 Introduction

Spatial filtering has been central in the development of large eddy simulation reduced
order models (LES-ROMs) [9, 11, 12] and regularized reduced order models (Reg-
ROMs) [4, 7, 10] for efficient and relatively accurate numerical simulation of
convection-dominated fluid flows. In this paper, we perform a numerical investi-
gation of spatial filtering. To this end, we consider one of the simplest Reg-ROMs,
the Leray ROM (L-ROM) [4, 7, 10], which uses ROM spatial filtering to smooth the
flow variables and decrease the amount of energy aliased to the lower index ROM
basis functions. We also propose a new form of ROM differential filter [7, 10] and
use it as a spatial filter for the L-ROM. We investigate the performance of this new
form of ROM differential filter in the numerical simulation of a flow past a circular
cylinder at a Reynolds number Re = 760.
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2 Reduced Order Modeling

For the Navier–Stokes equations (NSE), the standard reduced order model (ROM) is
constructed as follows: (i) choose modes {ϕ1, . . . ,ϕd}, which represent the recurrent
spatial structures of the given flow; (ii) choose the dominantmodes {ϕ1, . . . ,ϕr }, r ≤
d, as basis functions for the ROM; (iii) use a Galerkin truncation ur = ∑r

j=1 a j ϕ j ;
(iv) replace u with ur in the NSE; (iii) use a Galerkin projection of NSE(ur ) onto the
ROM space Xr := span{ϕ1, . . . ,ϕr } to obtain a low-dimensional dynamical system,
which represents the ROM:

ȧ = A a + a� B a , (1)

where a is the vector of unknownROMcoefficients and A, B areROMoperators; (iv)
in an offline stage, compute the ROMoperators; and (v) in an online stage, repeatedly
use the ROM (for various parameter settings and/or longer time intervals).

3 ROM Differential Filter

The ROM differential filter is based on the classic Helmholtz filter that has been used
to great success in LES for turbulent flows [3]. For a given velocity field ur ∈ Xr ,
the filtered flow fieldF (ur ) ∈ X f , where X f is a yet to be specified space of filtered
ROM functions, is defined as the solution to the Helmholtz problem

Find F (ur ) ∈ X f such that
(
(I − δ2Δ)F (ur ), v

) = (ur , v), for all v ∈ X f , (2)

where δ is the radius of the ROM differential filter and Δ is the Laplacian. We
consider two different versions for the choice of the range of the ROM differential
filter X f :

The FE Version. This version corresponds to X f = Xh , where Xh is the finite
element (FE) space: we seek the FE representation of F (u) and work in the full
discrete space when calculating the filtered ROM vectors. The FE representation of
F (u) suffices in applications because we use it to assemble the components of the
ROM before time evolution: put another way, since filtering is a linear procedure,
it only has to be done once and not in every ROM time step, e.g., for FE mass and
stiffness matrices M and S we have that, modulo boundary condition terms,

a j (M + δ2S)F
(
ϕ j

) = a j Mϕ j ⇒ (M + δ2S)

r∑

j=1

a jF (ϕ j ) = M
r∑

j=1

a jϕ j . (3)

Hence, applying the differential filter to each proper orthogonal decomposition
(POD) basis vector ϕ j , results in F (ϕ j ) /∈ Xr . Due to the properties of the differ-
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Fig. 1 Contour plots of y velocity of the first and fifth POD vectors from a 3D flow past a cylinder
computation.We use the FE version of the ROM differential filter with δ = 0.5. The unfiltered POD
vectors are on top and the filtered are on the bottom. The choice δ = 0.5 is too large for practical
purposes, but demonstrates that filtering both removes kinetic energy (the isosurface s are smaller)
and enlarges the scales of motion (e.g., the first POD vector goes from twelve structures to just nine)

ential filter (see Fig. 1), these new ROM functions will correspond to longer length
scales and contain less energy.

The ROM Version. Alternatively, we can pick X f = Xr , i.e., the ROM differential
filter simply corresponds to an r × r Helmholtz problem.

(Mr + δ2Sr )F (a) = Mra , (4)

where Mr and Sr and the ROM mass and stiffness matrices, respectively, and a and
F (a) are the POD coefficient vectors of ϕ j and F (ϕ j ), respectively. Here, unlike
in the FE version, the range of the Helmholtz filter is Xr , so filtered solutions retain
the weakly divergence free property.

Properties. Both versions of the ROM differential filter (2) share several appealing
properties [2]. They act as spatial filters, since they eliminate the small scales (i.e.,
high frequencies) from the input. Indeed, the ROM differential filter (2) uses an
elliptic operator to smooth the input variable. They also have a low computational
overhead. For efficiency, the algorithmic complexity of any additional filters should
be dominated by the O(r3) cost in evaluating the nonlinearity. The ROM version is
equivalent to solving an r × r linear system; since the matrix only depends on the
POD basis, it may be factorized and repeatedly solved for a cost of O(r2), which is
also dominated by the cost of the nonlinearity. The FE version requires solving large
FE linear systems, but these linear systems are solved in the offline stage; thus, the
online computational cost of the FE version is negligible. Finally, we emphasize that
the ROM differential filter uses an explicit length scale δ to filter the ROM solution
vector. This is contrast to other types of spatial filtering, e.g., the ROM projection,
which do not employ an explicit length scale.
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4 Leray ROM

Jean Leray attempted to solve the NSEs in his landmark 1934 paper [6]. He was able
to prove the existence of solutions for the modified problem

wt = 1

Re
Δw − F (w) · ∇w − ∇ p, (5)

where ∇ · w = 0, andF (w) is a convolution with a compact support mollifier with
filter radius δ, or

F (w) = gδ � w. (6)

For additional discussion on the properties of different filters see [2, 5, 8].We approx-
imate the convolution with the differential filter

F (w) = (δ2Δ + 1)−1w. (7)

In turbulencemodeling, Leray’smodel is the basis for a class of stabilizationmethods
called the Leray-α regularization models [5]. Leray’s key observation was that the
nonlinear term is the most problematic as it serves to transfer energy from resolved
to unresolved scales.

The Leray model has been recently extended to the ROM setting [7, 10]. The
resulting Leray-ROM (L-ROM) can be written as

(wr )t = 1

Re
Δwr − F (wr ) · ∇wr − ∇ p, (8)

which is the same as the Galerkin ROM up to the filtering of the advective term in
the nonlinearity.

5 Numerical Results

We consider the flow past a cylinder problem with parabolic Dirichlet inflow con-
ditions, no-slip boundary conditions on the walls of the domain, and zero tangential
flow at the outflow. We compute snapshots by running the deal.II [1] step-35
tutorial program for t ∈ [0, 500]. We use a kinematic viscosity value of 1/100, a cir-
cular cylinder with diameter of 1, and parabolic inflow boundary conditions with a
maximum velocity of 7.6; this results in a Reynolds number Re = 760. We calibrate
the filter radius δ by choosing a value for δ that gives the L-ROM the same mean
kinetic energy as the original numerical simulation. Calibrating the ROM to this filter
radius also improves accuracy in some structural properties: this amount of filtering
removes enough kinetic energy that the phase portrait connecting the coefficients in
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Fig. 2 3D flow past a cylinder, L-ROM (green) and DNS (blue). Mean (left column) and time
evolution (right column) of the L2 norm of the solution; r = 6 (top row) and r = 20 (bottom row).
The time evolution of the L2 norm of the solution (right column) is plotted for the optimal mean L2

norm of the solution (left column): δ = 0.33 for r = 6 (top row) and δ = 0.18 for r = 20 (bottom
row)

the ROM on the first and second POD basis functions are close to the values obtained
by projecting the snapshots onto the POD basis over the same time interval.

Figure2 displays the time evolution of the L2 norm of the solutions of the L-
ROM and DNS for r = 6 and r = 20. Figure2 shows that, for the optimal δ value,
the L-ROM-DF accurately reproduces the average, but not the amplitude of the time
evolution of the L2 norm of the DNS results for both r = 6 and r = 20. Figure3
displays the phase portraits for the first and second POD coefficients of the L-ROM-
DF and POD projection of DNS data for r = 6 and r = 20. Figure3 shows that, for
the optimal δ value, the L-ROM-DF yields moderately accurate results for r = 6 and
accurate results for r = 20.
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Fig. 3 3D flow past a cylinder, L-ROM-DF with optimal δ value (green) and POD projection of
DNS data (blue). Phase portraits for a1 and a2; r = 6 (left) and r = 20 (right)

6 Conclusions

In this paper, we proposed a new type of ROM differential filter. We used this new
filter with the L-ROM, which is one of the simplest Reg-ROMs. We tested this fil-
ter/ROM combination in the numerical simulation of a flow past a circular cylinder
at Reynolds number Re = 760 for r = 6 and r = 20. The new type of ROM differ-
ential filter yielded encouraging numerical results, which were comparable to those
for the standard type of ROM differential filter and better than those for the ROM
projection [10]. We emphasize that a major advantage of the new type of ROM
differential filter over the standard ROM differential filter is its low computational
overhead. Indeed, since the filtering operation in the new type of ROM differential
filter is performed at a FE level (as opposed to the ROM level, as it is generally
done), the new filter is applied to each ROM basis function in the offline stage. In the
online stage, the computational overhead of the new type of ROM differential filter
is practically zero, since it simply amounts to using the filtered ROM basis functions
computed and stored in the offline stage.

The first results for the new type of ROM differential filter are encouraging. We
plan to perform a thorough investigation of the new filter, including a comparison
with the standard form of the ROM differential filter and the ROM projection, in the
numerical simulation of realistic flows [10, 12].
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A RANS Assisted LES Approach

A. Abbà, M. Germano and M. Nini

1 Introduction

In the particular approach herein proposed, RANS and LES are combined in order
to achieve a detailed description of turbulent flows without incurring in infeasible
computational effort. This model is based on the hybrid filter approach proposed by
Germano [5]. One of the most interesting point of this approach, is that the equations
obtained by filtering Navier–Stokes equations, already include terms which are able
to represent the interactions between RANS and LES regions. Therefore no further
artificial terms are needed to allow the appropriate energy and momentum transfer
between RANS and LES. This approach has already been tested [3, 8, 10] showing
promising results.

The present proposal is quite different from a traditional hybrid RANS/LES
approach. The main novelty preliminary presented in [7] and herein completely
developed is represented by the reconstruction of Reynolds stress tensor, which
avoid dependencies from the choice of RANS model and, potentially, could give
significant benefits in terms of computational cost. Numerical simulations have been
performed using a variational approach with a Discontinuous Galerkin (DG) space
discretization, which allows high accuracy and parallelization efficiency [1, 9].
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2 Model Description

We apply Germano’s hybrid filter [5] defined as:

H = kF + (1 − k)E (1)

to the Navier–Stokes equations. In Eq. (1) F and E represent respectively the LES
filter and the statistical operator (i.e. RANS operator) while k is a blending factor
which can vary between 1, resulting in a pure LES, to 0 yielding a pure RANS.
We observe that the hybrid filter does not commute with space and time deriva-
tive. Although in the following this hybrid filter will be applied to the compressible
Navier-Stokes equations, the model will be used at low Mach number such that the
effect of the density variations can be neglected. The extension of the model to full
compressible flow will be object of future works.

Applying the filter to the convective term of the momentum equation and using
the definition for the generalized central moment of second order [4], we arrive at

τH
i j = kτF (ui , u j ) + (1 − k)τ E (ui , u j ) + G (ui , u j ), (2)

where τF (ui , u j ) is the LES stress, τ E (ui , u j ) is the RANS stress and

G (ui , u j ) = k(1 − k)(〈ui 〉F − 〈ui 〉E )(〈u j 〉F − 〈u j 〉E ) (3)

represents the Germano term, an additional stress peculiar of the hybrid filter
approach [8]. The filtered velocity 〈u〉F can be obtained from

〈ui 〉F = 〈ui 〉H − (1 − k)〈ui 〉E
k

, (4)

and introducing Eq. (4) in Eq. (2) we get

τHi j = kτF (ui , u j ) + (1 − k)τE (ui , u j ) + 1 − k

k
(〈ui 〉H − 〈ui 〉E )(〈u j 〉H − 〈u j 〉E )

(5)
It is worth noting that Eq. (5) can be closed by means of two arbitrary RANS and
LES models for τF (ui , u j ) and τ E (ui , u j ) respectively. In this work we have used
the anisotropic model for LES presented in [2] where the equivalent filter length is
determined dynamically. Concerning the RANS stress, it is here reconstructed from
the hybrid and LES stress tensor, as we discuss in the next paragraph.
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2.1 RANS Reconstruction

Applying the properties of the hybrid filter to the tensor τ E (ui , u j ) we get

τ E (ui , u j ) = 〈τH (ui , u j )〉E + τ E (〈ui 〉H , 〈u j 〉H ) (6)

where the latter term represents the resolved turbulent stresses

τ E (〈ui 〉H , 〈u j 〉H ) = 〈(〈ui 〉H − 〈ui 〉E )(〈u j 〉H − 〈u j 〉E )〉E . (7)

Substituting the hybrid stress tensor definition (5) in Eq. (6) and using relation (7),
the Reynolds stress tensor becomes:

τ E (ui , u j ) = 〈τF (ui , u j )〉E + 1

k2
τ E (〈ui 〉H , 〈u j 〉H ). (8)

A drawback of this procedure is represented by the presence of term 1
k2 in Eq. (8),

which leads to an ill conditioned problem for low values of k. In fact, although a
lower limit for k must be set also in the traditional approach (i.e. using an explicit
RANS model), the square terms k2 at the denominator leads to a greater value for
this limit.

3 Constant Blending Factor

First of all three different values of blending factor k, constant in all the domain,
have been tested, k = 0.5, 0.75 and k = 1.0, to simulate the turbulent channel flow
at Ma = 0.2 at two different skin friction Reynolds numbers: Reτ = 180 and 395.
The results are compared to data obtained by the incompressible DNS [6]. The com-
putational domain size, in dimensionless units, is 2π × 2 × 4/3π . The structured
mesh used is composed by 6 × 12 × 10 hexahedra, each ones divided into 6 tetra-
hedral elements and 4th order polynomial degree is used. The resolution parameters
are reported in Table1. The mean velocity profiles are shown in Fig. 1. Although the
results obtained are quite similar, the hybridmethodwith k = 0.75 gives better results
for Reτ = 180, whereas for Reτ = 395 the better results are the ones obtained with
k = 0.5. This trend is confirmed also by the shear stress profiles in Fig. 2. The blend-
ing factor strongly impacts on the amount of the resolved and modelled quantities.
As shown by Fig. 2 for the shear stress and by Fig. 3 for the turbulent kinetic energy,
the resolved part is the most important in pure LES, for k = 0.75 the resolved part
decreases while the modelled one increases and finally, for k = 0.5, the magnitude
of two contributions is inverted. Therefore, at least theoretically, the blending factor
permits a direct control of the resolved kinetic energy.
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Table 1 Grid and simulations parameters for constant blending factor

Reb Δ+
x Δz+ Δ+

ymin
/Δ+

ymax

Reτ = 180 2800 31.68 12.8 0.65/11.52

Reτ = 395 6880 69.5 28.1 1.4/25.28

Fig. 1 Mean velocity profiles in wall units. Left: Reτ = 180; right: Reτ = 395

Fig. 2 Turbulent shear stress. Dotted: modelled; dashed: resolved; continuous: total. Left: Reτ =
180; right: Reτ = 395

Fig. 3 Turbulent kinetic energy. Dotted line: modelled; dashed line: resolved; continuous: total.
Left: Reτ = 180; right: Reτ = 395
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Table 2 Grid and simulations parameters for the channel flow at Reτ = 590

grid A grid B

p = 4 p = 2 p = 4

Elements 3840 3840 12960

Degrees of freedom 134400 38400 453600

Δ+
x 78 118 52

Δz+ 39 59 26

Δ+
ymin

1.78 2.71 1.19

Fig. 4 Mean velocity
profiles in the channel flow
at Reτ = 590 using
variable blending factor

4 Variable Blending Factor

Simulations of the channel flow at the higher Reynolds number Reτ = 590 have
been made to the aim of investigate the behaviour of a variable blending factor
using different space resolutions. The parameters of the grids, the polynomial order
p and the corresponding space resolutions used in the simulations are reported in
Table2. The blending factor is determined as the ratio between the turbulent kinetic
energy tke( j), 0 ≤ j ≤ p/2, corresponding to the lower polynomial degrees and
larger resolved scales, and the total one

k = <
∑p/2

j=0 tke( j) >

<
∑p

j=0 tke( j) >
.

Here < · > represents average over the element and in time, so a piecewise constant
blending factor results and commutation terms are avoided. The blending factor
results varying in the ranges 0.45−0.66 and 0.47−0.75 for the grid A respectively
with second- and fourth-order polynomial. The mean velocity profiles, the shear
stress and the turbulent kinetic energy profiles reported in Figs. 4 and 5 demonstrate
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Fig. 5 Mean shear stress (left) and turbulent kinetic energy (right) profiles in the channel flow at
Reτ = 590 using variable blending factor

the improvement when the RANS/LES approach is applied. Actually we can see that
when a very low resolution is used with the RANS assisted model, the correct mean
profiles are restored while a pure LES gives a completely non-physical solution.

5 Conclusions

We have studied and tested a RANS reconstruction technique for Germano’s hybrid
filter approach. Different tests for the simulation of channel flow using constant or
variable blending factor, have demonstrated the advantages in using this approach
with low resolution in space, allowing saving of computational resource. Moreover
the results highlighted the importance of the blending factor to control the ratio
between resolved and modelled turbulent kinetic energy.

Acknowledgements The presented numerical results have been obtained with the computational
resources provided by CINECA (Italy) and NIIF (Hungary), respectively within the high perfor-
mance computing projects ISCRA-C LES-DiG and DECI-11 HyDiG.
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Analysis of a Synthetic Turbulence
Generation Method for Periodic
Configurations

C. Morsbach and M. Franke

1 Introduction

With increasingly available computational resources, scale-resolving simulations
begin to become affordable for industrially relevant flows. While full Large Eddy
Simulations (LES) may still be out of reach, the combination of Reynolds-Averaged
Navier–Stokes (RANS) and LES methods is a promising approach. Both LES and
zonal RANS-LES methods require the prescription of resolved velocity fluctuations
at the inflow or the RANS-LES interfaces. Especially in turbomachinery applica-
tions, due to upstream blade rows or the combustor, the inflow is highly turbulent
and the prediction of phenomena such as transition depends crucially on the correct
representation of turbulent scales. To save computational resources, the solution is
usually assumed to be periodic in one or two directions. One assumption is span-
wise periodicity when blade profiles are computed. Specifically in a turbomachinery
application, it is often reasonable to compute only the flow around a fraction of the
blades and apply rotational periodicity to model the full wheel.

A method to obtain realistic velocity fluctuations is a precursor simulation, from
which the turbulent flow field is extracted and prescribed at the inflow of the actual
simulation. Since this is not feasible for general industrial applications, variousmeth-
ods have been devised to generate resolved velocity fluctuations from statistical quan-
tities, such as the Reynolds stress tensor and the turbulent length scale [6]. Keating
et al. [2] review the performance of different approaches of prescribing a proper
turbulence field in plane channel flow. We implemented the synthetic turbulence
generation method recently suggested by Shur et al. [4] in DLR’s flow solver for
turbomachinery applications TRACE [1]. The method is based on a Fourier recon-
struction of the fluctuating velocity field using wave number vectors with uniformly
distributed random directions.
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By definition, turbulence generated by Shur’s method is not periodic in a given
direction. This leads to a violation of continuity at periodic boundaries of the compu-
tational domain and can, in turn, result in abnormal turbulence statistics downstream.
Motivated by this deficiency, we propose a simple correction which restores period-
icity. We will evaluate the performance of the correction with respect to statistical
properties of turbulence such as Reynolds stresses, two-point correlations and energy
spectra.

2 Synthetic Turbulence Generator and Periodic Correction

The synthetic turbulence generator is implemented as described in Shur et al. [4]
Only the parts of the formulation which are important to understand the deficiency
and proposed correction are stated here. For all details of the approach, the reader is
referred to the original publication. The velocity fluctuations v′ at the location r and
time t are given by

v′(r, t) = 2

√
3

2

N∑
n=1

√
qn

[
σ n cos

(
kndn · r′(r, t) + φn

)]
. (1)

The wave numbers kn and amplitudes
√
qn are determined from a modified von-

Karman spectrum. The vectors dn are uniformly distributed over a unit sphere. For
the condition of vanishing divergence, σ n ⊥ dn is required and σ n is computed to be
in the plane perpendicular to the respective dn and rotated by a uniformly distributed
angle in the interval [0, 2π). Finally, uniformly distributed random phases φn are
selected. The spatiotemporal variation is determined by

r′(r, t) =
⎛
⎝

ke
kn (x −U0t)

y
z

⎞
⎠ (2)

with the wave number ke of the most energetic eddies and the mean velocity U0.
For the velocity signal to be periodic in a domain with lengths Li , the relations

kndn
i Li = 2πmn

i , i ∈ {y, z} (3)

with integer numbers mn
i ∈ Z need to be fulfilled for every combination of wave

number kn and random unit vector dn . In the original formulation of the method, this
is generally not the case. Therefore, we propose a simple algorithm for each kn to
ensure these conditions:

1. Find the largest mn
y for which dn

y < 1

2. Find the largest mn
z for which

√
(dn

y )
2 + (dn

z )
2 < 1
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Fig. 1 Probability density
function for components of
dn after application of
periodic correction in y- and
z-direction. The dotted line
indicates the expected value
for uniformly distributed
random vectors on a sphere

3. Rescale dn
i = 2πmn

i
kn Li

for i ∈ {y, z}
4. Recompute dx = 1 −

√
(dn

y )
2 + (dn

z )
2

In other words, the kni d
n
i Li are rounded to the closest multiple of 2π with the restric-

tion of the resulting vector being possible to scale to a length of 1. For the wave
number vectors kndn this means that their y- and z-components are multiples of the
minimum wavenumber corresponding to the domain size.

Figure1 shows the effect of this algorithm on the distribution of random vectors
in terms of a probability density function (PDF) for each component of the vectors
dn . For random vectors uniformly distributed on a sphere, the expected PDF would
be a constant value of 0.5 as indicated by the dotted line. Both y- and z-components
show a peak at zero with a resulting depletion of the x-component. This is a result
of the proposed rounding strategy for small wave numbers kn .

3 Analysis of Generated Turbulence

Spatially decayinghomogeneous isotropic turbulencewas computed to test the inflow
boundary condition. Thedomain size is given inmultiples of the turbulent length scale
LT as 8π × 2π × 2π on a mesh of 128 × 32 × 32 cells. At the inlet, the velocity
fluctuations obtained from the synthetic turbulence generator are superimposed on
the constant bulk velocity U0. At the outlet, a constant static pressure is specified
using a non-reflecting boundary condition.

The filtered Navier–Stokes equations are discretised using a second-order accu-
rate finite volume scheme applying MUSCL reconstruction with κ = 1/3 [7]. A
fraction of 10−3 of Roe’s numerical flux [3] is added to a central flux to avoid odd-
even decoupling. Time integration is performed using a third order accurate explicit



172 C. Morsbach and M. Franke

x / LT

R
ey

n
o

ld
sS

tr
es

s

0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

1.2 ReynoldsStressXX time avg
ReynoldsStressYY time avg
ReynoldsStressZZ time avg
ReynoldsStressXX time & space avg
ReynoldsStressYY time & space avg
ReynoldsStressZZ time & space avg

x / LT

R
ey

n
o

ld
sS

tr
es

s

0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

1.2 ReynoldsStressXX time avg
ReynoldsStressYY time avg
ReynoldsStressZZ time avg
ReynoldsStressXX time & space avg
ReynoldsStressYY time & space avg
ReynoldsStressZZ time & space avg

Fig. 2 Temporally and both temporally and spatially averaged decay of Reynolds stress tensor
components for the original formulation (left) and periodic correction (right)

Fig. 3 Temporally and both temporally and spatially averaged decay of Reynolds stress anisotropy
invariants for the original formulation (left) and periodic correction (right)

Runge–Kutta method. The subgrid stresses are computed by a classic Smagorinsky
model [5].

In the following, we will compare the development of the Reynolds stress tensor,
its anisotropy invariants as well as two-point correlations and energy spectra. First
insights into the deficiency of the original method in a periodic configuration can be
gained from Fig. 2 (left). The thin lines represent the variation in temporal averages
while the thick lines are temporally and spatially averaged. It can be observed that
even in the temporal average, a spatial variation remains. The extreme values for
the Reynolds stresses can be located at the periodic boundaries of the domain. If the
periodic correction is applied, these spatial variations vanish and the temporal average
at all locations converges to the spatial average. Furthermore, the spatial average of
the y- and z-fluctuating velocities do not show the spurious drop below the reference
value of 1 as in the original formulation. Figure3 confirms these observations in terms
of the turbulence anisotropy. The axial development within the barycentric map is
colour-coded from blue at the inlet to yellow at the outlet. After a short distance
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Fig. 4 Two-point correlations for y- and z-velocity components at x/LT = 1.5 downstream of the
inlet for the original formulation (left) and periodic correction (right)

Fig. 5 Two-point correlations for y- and z-velocity components at x/LT = 14 downstream of the
inlet for the original formulation (left) and periodic correction (right)

of adaptation, the generated turbulence follows a return-to-isotropy path. With the
correction, the scatter is greatly reduced.

Two-point correlations were gathered at various distances downstream of the
inlet in both homogeneous directions. Figure4 shows them at an axial position
x/LT = 1.5. In the original formulation (left), the length scales for y- and z-
components of the velocity are nearly equal. The chosen algorithm clearly affects the
length scale for the y-component of the velocity (right) whose two-point correlation
does not reach 0. Downstream, at x/LT = 14, this effect has already mixed out and
both formulations show only very subtle differences in Fig. 5. From the two-point
correlations at the latter station, one-dimensional energy spectra were computed by
taking the Fourier transform. Figure6 shows that the periodic correction does not
negatively affect the energy spectra.
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Fig. 6 Energy spectra for y- and z-velocity components at x/LT = 14 downstream of the inlet for
the original formulation (left) and periodic correction (right)

4 Conclusion

We investigated the performance of a method to generate synthetic turbulence in the
case of spatially decaying homogeneous isotropic turbulence. As thismethod showed
spurious effects at the periodic domain boundaries, we suggested an approach to
ensure periodicity. This approach eliminates the spatial variation of the temporal
average. Analysis of the turbulence anisotropy as well as two-point statistics has
shown that properties of the original method are preserved in the far field.
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The Effect of Lossy Data Compression
in Computational Fluid Dynamics
Applications: Resilience and Data
Postprocessing

E. Otero, R. Vinuesa, P. Schlatter, O. Marin, A. Siegel and E. Laure

1 Introduction

The field of computational fluid dynamics (CFD) is data intensive, particularly for
high-fidelity simulations. Direct and large-eddy simulations (DNS and LES), which
are framed in this high-fidelity regime, require to capture a wide range of flow scales,
a fact that leads to a high number of degrees of freedom. Besides the computational
bottleneck, brought by the size of the problem, a slightly overlooked issue is the
manipulation of the data. High amounts of disk space and also the slow speed of
I/O (input/output) impose limitations on large-scale simulations. Typically the com-
putational requirements for proper resolution of the flow structures are far higher
than those of post-processing. To mitigate such shortcomings we employ a lossy
data compression procedure, and track the reduction that occurs for various levels
of truncation of the data set. The Discrete Chebyshev Transform (DCT) has been
used in the image compression community [1], as well as in CFD [7]. In the present
work we assess the use of the DCT in situations such as data post-processing, vortex
identification, as well as simulation restart from compressed data fields. In the com-
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pression algorithm under consideration [5], the data is truncated using an a priori
error estimator, thus allowing total control over the permissible error. Note that this is
an improvement with respect to previous compression algorithms. Here we illustrate
the ability of the data compression algorithm to compress the data at very large scales
and on complex grids, with a very good approximation of the total error.

2 Error Controlled Lossy Data Compression

The lossy data compression used in the present work relies on applying orthogonal
transforms (DCT, or Discrete Legendre Transform (DLT)) to reference elements
stemming from a discretization on hexahedral elements. This can be performed on
either finite difference/volumediscretizations, but preferably on discretizations based
on variational formulations, since in this case the reference elements are universal
for the simulation and a single orthogonal transform has to be computed. In this
case the computation over a reference hypercube differs from the computation over
a distorted curvilinear hypercube only via a mapping.

Consider the entire domainΩ as consisting of elementsΩe, as in Fig. 1a, such that
Ω = ∪eΩe. A local elemental restriction of the global velocity field u is ue = u|Ωe .
On a general curvilinear mesh, the L2 norm of the global velocity field ||u|| has to
be weighted by V = ∫

Ω
dΩ , the volume of the domain. Given the decomposition of

the entire mesh in hexahedral elements e, we have u|Ωe = ue. Then we can write the
global L2 norm as a sum of local norms as: ||u||2L2

= ∑
e ||ue||2L2

. Straightforward
algebra yields ||u|| ≤ ε → ||ue|| ≤ ε. Presume now that we apply, blockwise, the
orthogonal transform T to a signal u yielding w = Tu, where T is an N × N matrix
and w is an array in spectral space corresponding to the array u in physical space. At
the element level we can note that ||u||2 = √

uTu = √
(Tu)T Tu, where Tu = w is

the signal transformed in DCT space. It is therefore natural to perform the truncation
in spectral space, based on the error we intend to commit in real space. In the context
of the presentwork, the data compression is used in a spectral-element code,Nek5000
[3], where the partial differential equations (PDEs) are discretized over a spectral-
element grid of hexahedral elements (Fig. 1a). The PDEs are further discretized over

Fig. 1 a Spectral-element mesh. b Schematic view of the algorithm for data compression
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Fig. 2 (Left) Compression ratio distribution per element on the pipe-flow case described in Sect. 3.
(Right)Compression ratio profile averaged in time, streamwise and azimuthal directionswith respect
to the wall-normal distance in inner scaling

each element using a spectral quadrature. In the context of Nek5000, the quadrature
is based on Gauss–Lobatto–Legendre (GLL) points, however it might as well have
been Chebyshev (GLC) points.

The truncation procedure is the core of the whole algorithm, sketched in Fig. 1b,
and is the main novelty of our method. In fact our DCT truncation is defined in terms
of mode amplitude instead of mode frequency, as it is the case when performing
simple downsampling. Therefore, our method truncates data in an adaptive way by
setting to zero the weak modes with less contribution to the flow. More precisely, the
algorithm is applied on each spectral element, and the truncation is carried out with
respect to an error threshold adapted to the element volume. Then, the compression
ratio Cr for that element is computed as the number of entries set to zero over the
total number of grid points. The larger the compression ratio is, the smaller the files
size is. In this work we define the overall compression ratio as the arithmetic average
over all the elements. Finally, the error estimator allows to control the error incurred
through the truncation. Figure2 illustrates the behavior of the DCT truncation with
respect to the flow properties and using an error threshold of 10−4. It can be observed
that higher compression ratios are present in regions of low turbulent fluctuations, as
it is the case in the viscous sublayer. The corresponding averaged compression ratio
is of 68%.

3 Results

We investigate the effect of the data compression on different post-processing meth-
ods used to characterize the flow, and in various test cases. The first case is the turbu-
lent flow through a smooth circular pipe at a friction Reynolds number Reτ = 180
[2], and we use 205 instantaneous velocity fields from a fully-resolved DNS [2]. In
the second case, we use instantaneous velocity fields from a well-resolved LES of
the turbulent flow around a NACA4412 wing section at a Reynolds number based
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Fig. 3 Turbulence statistics for the pipe case at Reτ = 180, obtained from fields with different
levels of compression

on inflow velocity and chord length of Rec = 100,000 [9]. Finally, we also consider
results from the jet in cross-flow (JCF) [6]. This case was chosen due to its sensitivity
to initial conditions, and we select a stable configuration [6] with a polynomial order
of N = 7 and a velocity ratio of R = 0.63 defined as R = V/U∞ where V and U∞
are the peak jet velocity and the free-stream velocity, respectively.

3.1 Turbulence Statistics

In Fig. 3 we analyze the effect of various compression ratios on the turbulence statis-
tics in the pipe case. The statistics were computed based on the original flow fields
(with 0% compression ratio), and based on the compressed instantaneous fields. In
particular, we show inner-scaled mean streamwise velocity U+, the streamwise and

azimuthal velocity fluctuations u2
+
and w2

+
, and the Reynolds shear stress −uv+.

This figure shows that up to a compression ratio of around 70%, corresponding to
an error of 10−4, the turbulence statistics are in very good agreement with the ones
obtained without any compression. Note that the significant deviations in the largest
compression ratios are mainly caused by changes in the friction velocity.
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Fig. 4 Instantaneous in-plane horizontal velocity in the pipe, for compression ratios of (from left
to right) 0, 68, 89 and 98%

Fig. 5 Vortical structures identified with the λ2 criterion [4] in the turbulent flow (top) through
the pipe and (bottom) around the wing section. The compression ratios under consideration are
(from left to right) 0, 68, 89 and 98%. The isovalues of λ2 are fixed in viscous units to −0.01 and
−9 × 10−4 for the pipe and the wing, respectively

3.2 Flow Visualization and Vortex Identification

In Fig. 4 we show the instantaneous in-plane horizontal velocity in a Cartesian frame
of reference in the pipe for a number of compression ratios ranging from 0% to
the maximum, i.e., 98%. It can be observed that, for simple visualization purposes,
a compression ratio of around 90% is acceptable. Higher compression ratios show
significant discontinuities across element boundaries, as observed in the case with
Cr = 98%. The impact of compression on the vortical structures in the turbulent
flow through the pipe, and around the wing section, is studied in Fig. 5. In that
case, a compression ratio of 89% shows deviations with respect to the case without
compression. However, a lower Cr of 68% still shows good agreement with the
original structures. Note that, since the isovalues used to define the structures are
defined in viscous scaling, part of the observed effect is due to the modified uτ as a
result of the compression. Furthermore, it would be possible to achieve even higher
Cr values in fully-resolved DNS cases, such as the one reported in Ref. [8].
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Fig. 6 Restart procedure on the JCF case. (Left) Time evolution of the streamwise velocity for
different restart points, from fields without and with compression. (Right) Comparison of a restart
from a field without compression and a restart using compressed files with 73% compression ratio

3.3 Resilience

Finally, we analyze the impact of data compression on the simulation restart using the
jet in cross-flow case. Figure 6 (left) shows the evolution in time of the streamwise
velocity U for different restart points, from fields without and with compression
for comparison. As indicated in this figure, we perform a restart at around 5,000
convective time units from the beginning of the simulation, using files with 73%
compression ratio. In Fig. 6 (right) it can be observed that the impact of restarting
from compressed files is negligible. This implies that in less sensitive cases, such as
turbulent simulations, highly compressed files could potentially be used for restart,
which would give large benefits in terms of checkpointing, and resilience in large-
scale simulations.

4 Conclusions

In the present work we propose a lossy data compression algorithm, with which we
have obtained high levels of acceptable compression ratios for the turbulent pipe
and the wing cases. It was possible to truncate up to 70 and 90% of the data for
statistics computation and visualization purposes, respectively. Our DCT truncation
has shown to remove data in an adaptive way depending on the flow properties in
the domain. Moreover, we have observed that the data compression could be also
applied for a restart procedure in simulations of transition, which are typically highly
sensitive to the initial conditions. Hence, our method highly compresses the data,
while preserving the most relevant flow physics with a control on the error incurred.
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Augmented Prediction of Turbulent
Flows via Sequential Estimators

M. Meldi and A. Poux

1 Introduction

Among the numerous research aspects in the analysis of complex flow configura-
tions of industrial interest, the accurate prediction of turbulent flows is one of the
ultimate open challenges. Investigation via classical tools, such as experiments and
numerical simulation, is difficult because of fundamental drawbacks which can not
be completely excluded. Experiments provide a local description of flow dynam-
ics via measurements sampled by sensors. A complete reconstruction of the flow
behavior in the whole physical domain is problematic because of the non-linear,
strongly inertial behavior of turbulence. While reduced-order models, such as POD
[4], have been extensively used for this purpose, they usually provide an incomplete
reconstruction of turbulent flows for the aforementioned reasons.

While CFD can provide flow characteristics on large physical domains, it is
affected by errors/epistemic uncertainties. The boundary conditions/turbulencemod-
eling [7, 8] can not exactly reproduce the fine perturbations and inhomogeneity of
the real flow, which are unknown a priori but are responsible for the emergence of
turbulent regimes. This bias, which stems from uncertainties of a completely differ-
ent nature, is among the reasons why the comparison of experiments and numerical
results is a difficult task even for the classical case of grid turbulence decay [1].

New methodological approaches coming from Estimation Theory (ET) [9] and
Data Assimilation (DA) are nowadays used to obtain an optimal state estimation of
flow configurations, accounting for the level of uncertainty/stochasticity in multiple
sources of information. These techniques, which are usually referred to as estimators,
are used to integrate experimental/numerical data and they have the potential to
eliminate the bias which can not be identified in the two methods alone.
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A new reduced order technique for sequential state estimation via Data Assimila-
tion is here proposed. Thismethod can naturally integrate sampled data (observation)
obtained via experimental sampling or numerical databases in CFD solvers.

2 Methodological and Numerical Ingredients

The method exploits features of the segregated solvers implemented in commercial
CFD software in order to obtain sequential state estimation via Kalman filter [3, 5,
10]. An optimized (augmented) prediction is achieved accounting for the information
by amodel and by available observation, which are characterized by a different level
of confidence. The sequential time advancement goes through two steps:

1. A prediction step, where the model is used to advance in time the physical state
2. An update step, where available observation is integrated in the model prediction

to obtain the augmented state estimation.

This algorithm is reminiscent of CFD solvers for incompressible flows, such as
the PISO algorithm [2]. In this case, the resolving algorithm is defined as follows:

1. A predictor step, where the momentum equation is resolved to obtain a first
estimation of the velocity field U

2. An corrector step, where a pressure equation resolution/velocity correction is
iteratively performed until the velocity field complies with both the momentum
equation and the zero-divergence condition.

The similarity between the two algorithms has been exploited in order to integrate
the sequential Kalman filter in the PISO algorithm of a finite volume solver [5]:

Û = U + K (z − H U) = Φ(U)

aP
− ∇ p

aP
+ F (1)

∇ ·
(∇ p

aP

)
f

=
∑
f

S ×
(

Φ(U)

aP
+ F

)
f

(2)

U = Φ(U)

aP
− ∇ p

aP
(3)

where p is the pressure, z is available local observation and Û is the augmented
state estimation for the velocity field. ∇ and ∇· represent the gradient operator
and the divergence operator, respectively. The subscript f indicates face values of
the quantities investigated. The resulting augmented prediction naturally exhibits a
zero-divergence condition and the confidence in the observation and in the model is
controlled via the Kalman gain matrix K . In the present analysis, a reduced order
observer is employed, which filters all the off-diagonal elements of K .
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3 Application: Turbulent Spatially Evolving Mixing Layer

The numerical method introduced in Sect. 2 is applied to the analysis of the spa-
tially evolving mixing layer test case [6] for ReΔ = (U1 −U2)Δ/2ν = 100. Δ is
the vorticity thickness at the inlet and it is a measure of the transition between the
two asymptotic regimes characterized by the asymptotic velocities U1 and U2. The
streamwise direction x indicates the asymptotic trajectory of the flow. The velocity
gradient is observed in the normal direction y. Finally z is the spanwise direction.
The Kalman observer, which will be referred to as DA-LES, will integrate:

• Model: a Smagorinsky LES numerical simulation, which will be performed on
the whole physical domain [x × y × z] ∈ [0, 20 × −9, 6 × −3, 3]. The physical
domain is normalized over the characteristic instability length Λ = 15.4Δ.

• Observation: data sampled from a high resolution DNS, which is performed using
the same physical domain and boundary conditions of the LES previously intro-
duced. The observation is not provided in the whole physical domain, but it is
limited to the rectangular windows [y × z] ∈ [−0.0012, 0.0012 × −3, 3] for the
streamwise stations x = 6, 10, 14 (see highlighted regions in Fig. 1a).

This analysis is justified by the physical features of this test case. In fact, a pro-
gressive transition from a laminar unsteady state towards turbulence is observed for
x > 10Λmoving downstream from the inlet.While the DNS accurately captures this
transition, the Smagorinsky LES simulation introduces an unwanted eddy viscosity
effect upstream, which affects the global prediction. Thus, the Kalman observer is
employed to improve the characteristics of the LES simulation via integration of
DNS data. The numerical results obtained are compared with a classical LES sim-
ulation, carried out with the same set up, and with DNS data taken from the same
simulation which has been sampled to provide the observation. Numerical details are
given in Table1. Mesh spacing is constant in the x and z directions. In the y direction
Δy = const. for y ∈ [−1, 1] and it follows a geometric progression outside.

First, the instantaneous streamwise velocity Ux sampled in a plane normal to the
spanwise direction are shown in Fig. 1a (DNS), b (LES), c (DA-LES). The compar-
ison between the DNS and the LES results show that the latter fails in providing a
precise physical prediction of the flow, and the shear region appears to be larger in
size. On the other hand, the streamwise velocity contours for the DA-LES simula-
tion appear to be more physical in the whole domain, and in particular downstream
with respect to the very first assimilation window. While information is propagated
upstream, the beneficial effects of the state estimation are in this case reduced by the
proximity of the inlet boundary condition for x ∈ [0, 6]. In addition, the isocontours
for the simulation DA-LES appear to be continuous. This aspect highlights the good
performance of theKalman observer, which exploits the Poisson equation for smooth
diffusion of the local information integrated.

A significant improvement in state estimation via observer is obtained as well
in the prediction of statistical quantities. In Fig. 2a, the time averaged streamwise
velocity Ux is shown at the streamwise section x = 15. Averages are performed
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Fig. 1 a Isocontours of the instantaneous streamwise velocityUx . DNS data. The x axis is aligned
with the horizontal direction. b Isocontours of the instantaneous streamwise velocityUx . LES data.
The x axis is aligned with the horizontal direction. c Isocontours of the instantaneous streamwise
velocity Ux . DA-LES data. The x axis is aligned with the horizontal direction
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Table 1 Numerical details of the meshes used for the simulations. The value of Δy provided
represents the resolution in the range y ∈ [−1, 1] in Λ units. η is the bulk flow Kolmogorov scale

Simulation Δx Δy Δz Nr. elem.

DNS 5.86η 2.93η 3.5η 107

LES 23.44η 5.86η 14η 3.4 · 105
DA-LES 23.44η 5.86η 14η 3.4 · 105
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Fig. 2 a Spanwise time averaged Ux profiles sampled at the station x = 15Λ. b Zoom (upper
region) of the velocity profiles Ux

in the spanwise direction as well. The comparison between the three numerical
simulations, which is magnified in Fig. 2b, indicates that the Kalman observer is
significantly closer to the DNS prediction than to the pure LES simulation, which
has been used as model. This augmented prediction is improved as well outside of
the assimilation region. In addition, this gain has been obtained introducing data in a
very limited region, which is around 0.3%of thewhole physical domain investigated.

At last, the streamwise evolution of the mean momentum thickness

Θ(x) =
∫ 6Λ

−9Λ
(U2 −Ux (x))(Ux (x) −U1)dy (4)

is investigated. Results of the streamwise evolution of Θ are reported in Fig. 3.
The LES prediction is qualitatively similar to the DNS result, but it is shifted to
higher values. This result stems from the unwanted eddy viscosity contribution of
the Smagorinsky model upstream, which is carried in the turbulent region. This
result is as well tied with previous discussion about the thickness of the shear region
observed in the instantaneous velocity isocontours. On the other hand, the prediction
from DA-LES is roughly in the middle between the LES and the DNS. This result
has been obtained without any active modification of the subgrid scale model. Thus,
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Fig. 3 Streamwise evolution
of the momentum
thickness Θ
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an open question to be investigated is to what extent this state estimation can be
employed to actively improve the features of turbulence/subgrid scale models, as
well as any other parametric characteristic describing the numerical set-up.

4 Conclusions

In the present work, a reduced order Kalman filter observer for state estimation of
turbulent flows has been introduced. Its capabilities have been validated with the
analysis of the spatially evolving mixing layer test case. The observer produces a
smooth, physical flow condition via integration of different sources of information.
Even if the observation region is limited, the propagation of information via Poisson
equation appears to be efficient and the flow prediction is definitely more accurate.
In addition, the increase in computational resources compared to the model is very
limited (of the order of 15%). This class of models deserves further analysis for
testing their efficiency when integrated in active control strategies. The research
work has been developed employing computational resources within the framework
of the project A0012A07590 nr gen7590 DARI-GENCI.
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Multiphase and Reactive Flows



High Performance CFD/DEM Approach
in Complex Geometries on Unstructured
Meshes

Y. Dufresne, G. Lartigue, V. Moureau, E. Masi and O. Simonin

1 Introduction

Over the years, attention has been drawn to Computational Fluid Dynamics (CFD)
as a necessary tool to get a better understanding of Fluidized Bed Reactors (FBR)
dynamics and to avoid time-consuming and costly experiments on pilot-scale reac-
tors. In industry, FBR typically consists of ten up to a few tens meter high cylinders
also containing more complex parts and gathering several hundred billion particles
(see [8] for a complete review on FBR modeling). In such complex geometries,
unstructured meshes are easier to build and locally refine, but often shunned because
of the extra coding effort required. Moreover, the employ of thousands of processors
is often essential to ensure sufficient memory and performance of the code. In this
context, the Discrete Element Method (DEM) introduced by Alder and Wainwright
[1] is a promising meso-scale approach to perform simulations of industrial scale
FBR that has already proven to be a valuable tool for a few tens centimeter high sys-
tems studies [8]. This paper aims at suggesting a numerical methodology compatible
with the DEM approach to move towards large scale simulations involving complex

Y. Dufresne (B) · G. Lartigue · V. Moureau
CORIA, CNRS UMR6614 Université et INSA de Rouen,
Saint-Etienne du Rouvray, France
e-mail: yann.dufresne@coria.fr

G. Lartigue
e-mail: ghislain.lartigue@coria.fr

V. Moureau
e-mail: vincent.moureau@coria.fr

E. Masi · O. Simonin
IMFT, CNRS UMR5502 INP et Université de Toulouse, Toulouse, France
e-mail: enrica.masi@imft.fr

O. Simonin
e-mail: olivier.simonin@imft.fr

© Springer Nature Switzerland AG 2019
M. V. Salvetti et al. (eds.), Direct and Large-Eddy Simulation XI,
ERCOFTAC Series 25, https://doi.org/10.1007/978-3-030-04915-7_26

193

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04915-7_26&domain=pdf
mailto:yann.dufresne@coria.fr
mailto:ghislain.lartigue@coria.fr
mailto:vincent.moureau@coria.fr
mailto:enrica.masi@imft.fr
mailto:olivier.simonin@imft.fr
https://doi.org/10.1007/978-3-030-04915-7_26


194 Y. Dufresne et al.

geometries on unstructuredmeshes. Recently, in the framework of theMORE4LESS
project funded by the French National Research Agency and coordinated by IFP-EN,
this methodology has been applied in the finite-volume code YALES2, a Large-Eddy
Simulation and Direct Numerical Simulation solver based on unstructured meshes
[7], in the case of a semi-industrial scale FBR involving natural gas conversion [4].

2 DEM: A Challenging Cost

DEM computations can yield local information at the grid spacing scale as each
particle is individually described, despite only being represented by their center
of mass. To simulate dense particle-laden flows where multiple and simultaneous
contacts between particles and walls can occur, it is often associated with a soft
sphere model [3]. Here the contacts are accounted by inserting a collision force in
Newton’s second law of motion followed for the time advancement of spherical
particles:

mp
dup

dt
= FD + FG + FC and

dxp

dt
= up, (1)

where mp, up, and xp are the particle mass, velocity, and position, FD is the drag
force, FG is the gravity force, and FC is the collision force. The modeling of these
forces is beyond the scope of the presented work.

The total collision force FC acting on particle a is computed as the sum of all
forces fcolb→a exerted by the Np other particles and Nw walls in contact.

FC =
Np+Nw∑

b=1

fcolb→a . (2)

When dealing with computational domain decomposition it is then clear that
among the Np other particles, some don’t belong to the same processor as the parti-
cle a though physically colliding with it, revealing the need for an efficient parallel
algorithm for collisions. Furthermore, in complex geometries the Nw walls can actu-
ally be made of several concave or convex entities that have to be individually treated
for collision. This twofold aim will be discussed in Sects. 3 and 4.

3 Algorithm for Non-planar Boundaries Collisions in DEM

Industrial systems often contain non-planar boundaries, such as cylindrical parts or
more complex elements, which require special treatment. Several options have been
proposed by different authors to address this problem. Among them, the more com-
monly used is the one of the glued particles to approximate geometric surface and
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thus treat particle-wall interactions the same way as particle-particle interactions [6].
However, this method requires further effort concerning particle configuration of the
geometry, and suffers from a lack of accuracy, especially in the vicinity of convex
parts. Interesting work has been carried out to circumvent these drawbacks in a more
robust and accurate manner, but without dealing with parallelism [5]. Here is thus
proposed an algorithm for detecting the interaction between a spherical particle and
an arbitrarily complex geometric surface and mesh in the framework of the DEM
and consistent with massive parallelism.

This algorithm relies on the fact that a particle can collide with only three geo-
metrical entities; either a vertex, or an edge, or a face, or with any combination of
these objects simultaneously. It is based on the existence of a unique Voronoi regions
decomposition of those surface geometrical entities. The Voronoi region of an entity
is defined as the part of the domain where any point is closer to that entity than to
any other (see Fig. 1). Voronoi regions are defined by the oriented normals to each
of its faces (apart from the one opposite to the entity), i.e.:

1. A vertex Voronoi region is defined by surface normals corresponding to the unit
direction vectors carried by each edge connected to that vertex.

2. An edge Voronoi region is defined by four surface normals. Two are given by the
unit direction vector carried by this edge (but oriented oppositely), and the two
others correspond to unit vectors carried by each one of the connected faces and
orthogonal to this edge (see Fig. 1).

3. A face Voronoi region is defined by surface normals given by the unit vectors
orthogonal to each one of the bounding edges and belonging to the face plane.

The belonging of a particle to a specific Voronoi region is then given by the
following condition if the surface normals are oriented outwards:

particle ∈ Voronoi region if ∀i ∈ [1; Nnorm] nS,i.PC,i ≤ 0, (3)

where Nnorm is the number of surface normals nS,i of this Voronoi region, and PC,i

different vectors oriented towards the particle center, as presented in Fig. 1 for the
example of a convex edge. To avoid wasteful calculation, this test is discarded as
soon as one dot product is found positive.

nS,1

nS,2

nS,3

nS,4
E

PC,2=4
PC,1

PC,3V

F

Fig. 1 In green, Voronoi regions of a convex: vertex (left), edge (center), and face (right). The case
of the edge is explicited, with a particle approaching: the four unit surface normals nS,i are oriented
outwards. PC,i vectors are oriented towards the particle center
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The nearest non-planar boundaries to a particle are not straightforwardly obtained,
and a priori, Voronoi belonging tests have to be performed for each particle and for
eachvertex, edge and faceof all boundaries. To slash this brute-force cost, preliminary
operations are performed:

1. Layers of mesh elements (usually two) near boundaries are flagged at the begin-
ning of the simulation, so that the first test of the algorithm consists in discarding
the particles that are not located in flagged elements (see Fig. 2).

2. Boundary Face Groups (BFG) are created as groups of adjacent faces, and their
bounding spheres are defined using a center and a radius. The second step of the
algorithm is thus to discard particles that don’t overlap at least one BFG bounding
sphere (see Fig. 3).

3. Bounding spheres are also stored for each boundary face at the beginning of the
simulation. At that point of the algorithm, the remaining particles are close to
one BFG at least. The third preliminary step consists in selecting faces whose
bounding sphere is overlapping the particle.

The complete algorithm is represented in Fig. 4. Note that all distance checking
in that algorithm use comparison of squared distance to avoid costly square roots
calculations.

Fig. 2 Cut of an hourglass
unstructured mesh. Only
particles located in black
cells are accounted for
boundary collisions

Fig. 3 Boundary Face
Groups (BFG) on one
processor domain on
Cartesian mesh with two
bounding spheres
represented



High Performance CFD/DEM Approach … 197

Fig. 4 Algorithm for themanagement of non-planar boundaries. The initialization part is performed
once by run. The temporal loop part is performed by each particle at each particle time step. On the
right, statistics show that 80% of the particles are discarded by preliminary tests



198 Y. Dufresne et al.

Fig. 5 Unstructured mesh partitioning of a cylindrical domain part. On the right, the cell halo
(white) of processor ranked 1 is defined by two layers of neighboring processors’ cells

4 Algorithm for Parallelism Management

In order to simulate systems of which size has to tend towards the one of industrial
scale ones, a proper management of massive parallelism is an obvious step. To this
end, an efficient algorithm using message passing interface (MPI) based on ghost
particles [2] that has been optimized for unstructured meshes is presented.

At the beginning of the simulation, a cell halo is defined around each processor
domain, containing layers of cells belonging to neighboring processors (see Fig. 5).
This operation allows to store for each processor an exhaustive and symmetric list
of the closest processors and the corresponding closest mesh elements. All parallel
communications occurring during the run are based on this list: particles located
in a cell halo are first copied in a particle group to send. Only necessary data for
collision force computing are copied, i.e. velocities (translational and rotational),
position, diameter andmass. To shrink the number of exchanges between processors,
a packing method is employed to group all these data in one array that is next sent
using non-blocking MPI sending procedure. Reception of the packed data is done
by using MPI probes to detect which pack is ready to be received, so that waiting
is minimized for MPI receive operations as well. All the received packed data are
finally unpacked in "ghost" particle groups that can be treated locally for collision.
Communications have to be performed each time particles are advanced in time. It
should be highlighted that here particles don’t need to be sent back to their former
processor because only local particles’ momentum are updated.

The weak scaling of the DEM/CFD solver is plotted on Fig. 6, exhibiting a good
behavior on up to 4096 cores and 820 million particles.
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Fig. 6 Weak scaling of DEM/CFD solver
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Direct Numerical Simulation of Spherical
Bubbles in a Downward Turbulent
Channel Flow

C. Santarelli and J. Fröhlich

1 Introduction

Downward bubbly flows occur when the direction of the fluid velocity is opposite
to the direction of the rise velocity of the bubbles. This type of flow represents an
important element of several industrial processes such as drilling [8] and reactions
in chemical plants [4]. Many differences arise between upward and downward flows
and one basic, yet dominant issue is the transfer of energy between the fluid and
the bubbles. In upward flows the buoyancy force is oriented in the same direction
as the force induced on the bubbles by the fluid [14]. In downward configurations,
instead, the rise velocity of the bubbles must overcome the fluid-induced force on
the bubbles themselves, yielding physical phenomena which are quite different from
the corresponding ones in upward flows. Mainly experimental investigations, e.g. [2,
15] and recently [1], were carried out to address such issues, while numerical studies
are limited in number [6, 7], despite providing valuable insight into the complex
phenomena involved. The goal of the present work is to investigate the influence of
the direction of the fluid velocity on different flow features by means of numerical
simulations. To this end, two Direct Numerical Simulations (DNS) of an upward and
a downward configuration, only differing by the direction of the fluid velocity, will
be compared to address the physics of such flows.

2 Numerical Method

The simulations reported here were performed with an Eulerian-Lagrangian method
where the Navier–Stokes equations for an incompressible fluid are solved on a fixed,
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equidistantCartesian grid and the bubbles are accounted for bymeans of an Immersed
Boundary Method (IBM), as described in [3]. The original method was improved
in [13] to account for light objects, such as bubbles and light spheres, introducing
a numerical virtual mass force in the bubble equations of motion. Bubble-bubble
and bubble-wall collisions were represented by a collision model, which is based on
a repulsive force proportional to the distance between the surfaces. The numerical
method was extensively validated [3, 12, 13] and previously employed for very
similar problems [9, 10]

3 Configuration

The configuration investigated is the same for the two simulations presented here
and features a vertical channel between two parallel walls, with periodic conditions
in the streamwise (x) and spanwise (z) direction and a no-slip condition at the solid
walls, y/H = 0 and y/H = 1, with y the wall-normal direction. The extensions
of the computational domain are 4.43H × H × 2.21H in x-, y- and z-direction,
respectively, discretised with 1024 × 232 × 512 mesh points. For all simulations
the fluid Reynolds number is equal to 5263, based on the bulk velocity Ub, the
wall distance H and the fluid viscosity ν. The bulk velocity is kept constant by an
instantaneously adjusted volume force.

The composition of the swarms is equal in the two cases, featuring 2880 bub-
bles of density ρp, with ρp/ρ = 0.001 where ρ is the fluid density, and diameter
dp = 0.052H , so that the total void fraction is 2.14%. Contaminated fluid is consid-
ered justifying a no-slip condition at the bubble surface. The Archimedes number
Ar = |ρp − ρ|gd3

p/(ρν2) is 38171 and the mean bubble Reynolds number, obtained
by averaging over all bubbles in the flow field and in time, is Rep =221 for the
downward case and Rep =235 for the upward case.

The gravity force is oriented in the negative x-direction, so that bubbles tend to rise
in the positive x-direction. Thismotion is counteracted by themean fluid velocity ori-
ented downwards, so that this case is labelledSmManyDohere.An instantaneous flow
visualisation of an arbitrary instant in time is provided in Fig. 1. The case SmManyDo
is compared with an upward bubbly flow labelled SmMany which features exactly
the same parameters as the downward case apart from the direction of fluid velocity,
pointing in positive x-direction. This case was extensively investigated in [9, 11].
The volume force required to drive the flow is 18% larger in the downward case.
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Fig. 1 Computational
domain and instantaneous
flow in the case SmManyDo.
The contour plot in the x-y
plane shows the
instantaneous streamwise
velocity component. Bubble
positions and fluid velocity
are shown for an arbitrary
instant in time

4 Results

4.1 Fluid Phase

Fluid statistics were collected only for the domain cells completely filled with the
liquid and averaged over the two periodic directions and in time over a duration of
Tstat ≈ 500H/Ub. As shown in Fig. 2, left, the presence of the bubbles modifies the
mean velocity profile substantially in the case SmManyDo. In the core region the
velocity profile is flatter due to the presence of bubbles in this region (see Sect. 4.2
below). This feature was observed also in other downward flows [5, 15]. On the other
hand, the mean fluid velocity profile is almost not influenced by the presence of the
bubbles in the upward configuration.

For the downward configuration, the components of the Reynolds stress tensor
are substantially increased with respect to both the unladen flow and the upward
configuration, confirming that for the chosen parameter range bubbles enhance the
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Fig. 2 Averaged streamwise fluid velocity (left) and TKE (right): comparison between case
SmMany, case SmManyDo and case Unladen. For case SmManyDo, the velocity is inverted in
sign

liquid turbulence, as reported, e.g., in [2, 5]. This feature is represented here by
means of the turbulent kinetic energy (TKE), displayed in Fig. 2, right. It is also
backed by the analysis of the individual contributions to the budget of the TKE (not
shown here).

4.2 Disperse Phase

Figure3 shows bubble-related statistics collected over the two periodic directions and
over a duration Tstat . Themean void fraction distribution 〈φ〉 for the case SmManyDo
is presented in Fig. 3, right. It exhibits two peaks near thewalls and an almost uniform
value in the core region, similar to the case SmMany, Fig. 3, left. For the downward
case, as well as for the upward case, it can be demonstrated that such profiles result
from the contributions of the shear-induced lift force due to the gradient of the mean
fluid velocity and the turbophoresis, which represents the tendency of particles and
bubbles to acquire a drift velocity in the direction of decreasing turbulence intensity
[9]. The influence the bubble collisions, instead, is negligible due to the very low
number of such events, around 3.1 and 2.2 collision events for each instantaneous
flow considered for case SmManyDo and SmMany, respectively.

In the downward configuration, the mean rise velocity of the bubbles is slightly
positive close to the walls and then smoothly decreases towards the centre region.
Here, the value is

〈
u p

〉
/Ub ≈ 0.3 showing that for the chosen parameter range on

average the bubbles do not rise in the channel but are rather pushed down by the
fluid. The relative velocity, defined as the difference between the averaged bubble
velocity and the averaged fluid velocity, is almost uniform across the channel and is
similar, both in shape and magnitude, to the one of the case SmMany, as expected
due to the same buoyancy force and the very similar fluid-induced drag force in the
two configurations.

The fluctuations of the three components of the bubble velocity are reported in
Fig. 4 for the two cases addressed. The fluctuations are higher for the downward case
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Fig. 3 Mean void fraction distribution, streamwise bubble velocity and relative velocity for case
SmMany (left) and case SmManyDo (right)

Fig. 4 Bubble velocity fluctuations for case SmMany (left) and case SmManyDo (right)

and this is due to the higher turbulence level in the flow, as already mentioned when
the TKE was addressed. The maxima of the streamwise fluctuations are located
very close to the maxima of the mean void fraction distribution (Fig. 3) and the
streamwise fluctuations of the fluid velocity (not shown here). With respect to the
upward case, the different shape of the wall-normal and spanwise fluctuations for
the case SmManyDo is due to the presence of large-scale flow structures induced by
the bubbles in the flow. They have a pronounced spanwise component and, hence,
strongly influence the bubble trajectories. These structures are not observed in the
upward configuration and will be further investigated in a forthcoming publication.
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DNS of Thermocapillary Migration
of Deformable Droplets

N. Balcázar, O. Antepara, J. Rigola and A. Oliva

1 Introduction

A nonuniform distribution of temperature field on a fluid-fluid interface leads to
surface tension gradients, which induce shear stresses that produce the motion of
a drop in the direction of the temperature gradient. This phenomenon is known as
thermocapillary flow or Marangoni migration. In addition to its importance from a
fundamental point of view, thermocapillary flows play an important role in micro
gravity environments [1] and micro-devices [2].

Experimental research of these flows has inherent difficulties. However, the devel-
opment of high-performance computing in combination with Direct Numerical Sim-
ulation (DNS) of the Navier–Stokes equations open the possibility to perform con-
trolled numerical experiments, providing a good way to non-invasive measure of
droplet flows, although computationally expensive. Multiple methods have been
developed for DNS of bubbly (or droplet) flows [3–8], all of them based on the
so-called one fluid formulation. In the present work a novel multiple marker level-
set method introduced in [9] and extended in [3] to non-isothermal two-phase flows
with variable surface tension, is employed for DNS of thermocapillary migration of
deformable droplets. Thus, using the conservative level-set approach [4, 6], accumu-
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lation of mass conservation error inherent to standard level-set methods is avoided.
Furthermore, the multiple marker methodology [3, 9] prevents the numerical and
potentially unphysical coalescence of the fluid interfaces, taking into account the
collision of the droplets, while their volumes are kept constant throughout the sim-
ulation [10].

2 Mathematical Model and Numerical Methods

The mathematical formulation has been introduced in our previous work [3], and
here is presented for the sake of completeness. The Navier–Stokes equations for
the dispersed fluid in Ωd and continuous fluid in Ωc are written using the so-called
one-fluid formulation, in a global domain Ω = Ωd ∪ Ωc [3]:

∂(ρv)
∂t

+ ∇ · (ρvv) = −∇ p + ∇ · μ
(∇v + (∇v)T

) + ρg + fσ (T )δΓ , ∇ · v = 0

(1)
where v is the fluid velocity, p is the pressure field, ρ is the fluid density, μ is the
dynamic viscosity, defined as ρ = ρd Hd + ρc(1 − Hd) and μ = μd Hd + μc(1 −
Hd), Hd is the Heaviside step function that is one in Ωd and zero elsewhere, sub-
scripts d and c are used for the dispersed and continuous fluids respectively, g is the
gravitational acceleration, fσ is the surface tension force, and δΓ is the Dirac delta
function concentrated at the interface. Furthermore, an energy equation is introduced
in order to compute the temperature field (T ):

∂T

∂t
+ ∇ · (vT ) = 1

ρcp
∇ · (λ∇T ) (2)

where cp is the heat capacity and λ is the thermal conductivity, defined as λ =
λd Hd + λc(1 − Hd), and cp = cp,d Hd + cp,c(1 − Hd). A multiple marker level-set
method introduced in [4, 9] is used for interface capturing. The ith droplet interface
is the 0.5 iso-surface of a level-set function φi [4], where i = 1, ..., nd and nd is
the total number of droplets. Since the velocity field is solenoidal, the ith interface
transport equation is written in conservative form [3]. Furthermore, a re-initialization
equation is solved for steady state, in order to keep a sharp and constant level-set
profile [4]:

∂φi

∂t
+ ∇ · φiv = 0,

∂φi

∂τ
+ ∇ · φi (1 − φi )ni = ∇ · ε∇φi (3)

Normal vectors ni and curvature κi at the interface, are computed as ni (φi ) =
∇φi/‖∇φi‖ and κi (φi ) = −∇ · ni . The capillary andMarangoni forces [3] are intro-
duced in the context of the continuous surface force model [11], extended to the
multiple markers methodology with variable surface tension in [3]:
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fσ δΓ =
nd∑

i=1

(σ (T )κi (φi )ni − ∇σ(T ) + ni (ni · ∇)σ (T )) ||∇φi || (4)

The fluid properties are regularized by employing a global level-set function for the
dispersed phase [9], Hd = φd , with φd = max{φ1, ..., φnd−1, φnd }, computing the
fluid properties as described in [3]. The mathematical model is discretized using the
finite-volume method on a collocated unstructured grid as reported in [3, 4].

3 Numerical Experiments

Validations and verifications of the unstructured multiphase solver used in this
work are reported in [4, 9, 10, 12, 13]. Additional validations and verifications
are reported in [3] for thermocapillary flows, including the Marangoni migra-
tion of 3D single and multiple droplets. Thus, this work can be considered as
a further step in the understanding of the thermocapillary motion of multiple
deformable droplets. Thermocapillary flows (g = 0), are characterized by the ther-
mal conductivity ratio ηλ = λd/λc, heat capacity ratio ηcp = cp,d/cp,c, viscosity ratio
ημ = μc/μd , density ratio ηρ = ρc/ρd , Marangoni number Ma = Ur Lrρccp,c/λc,
Capillary number Ca = Urμc/σ0, and Reynolds number Re = Ur Lrρc/μc, with
Ur = (∂σ/∂T )||∇T∞||(d/2)/μc, Lr = d, dimensionless time t∗ = 2tUr/d, dimen-
sionless migration velocity V ∗

i = (ey · vi )/Ur , and vi = ∫
Ω
vφ/

∫
Ω

φdV . Material
property ratios are 2, unless otherwise stated.

First, a set of two-dimensional experiments is performed. The size of the domain
Ω is (Lx , Ly) = (6d, 12d), where d is the initial droplet diameter. No-slip boundary
conditions are used at the top and bottom boundaries, whereas Ω is periodic in the
x-direction, with g = 0. A linear temperature profile is imposed at the initial time,
with a higher temperature at the top boundary, and lower temperature at the bottom
boundary.Auniformcartesianmeshwith 480 × 720 cells is employed (h = d/40). In
the beginning, 18 droplets are distributed randomly in 3 layers of 6 droplets. Figure 1
shows the time evolution of the migration velocity for each droplet, including the
effect of Ma, Ca, Re, and bi-dispersion of droplet size. Figures 2 and 3 depict
instantaneous snapshots of the droplet distributions, the vorticity, and the Isotherms.
Finally, Fig. 4 illustrates the effect of the convective numerical scheme [3, 4] used
to discretize the momentum equation and energy equation.

Second, the thermocapillary interaction of 18 droplets is investigated in a 3D
domain.Ω is a rectangular channel of section 6d × 6d on the plane x − z, and length
12d on the y-axis. A uniform cartesian mesh of 240 × 240 × 480 cells (h = d/40)
is employed, distributed in 1536 CPU-cores. No-slip boundary condition is used at
the adiabatic lateral walls (x and z directions), a constant temperature is fixed at the
top (Tt ) and bottom boundaries (Tb), with Tt > Tb. At the initial time, 18 droplets
are distributed randomly in two layers of 9 droplets, similarly to the arrangement
used in [3], for Re = 40, Ma = 60, Ca = 0.04166̄ with physical property ratios 2.
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(a)

(b)

(c)

(d)

Fig. 1 18 droplets. a Effect of Ma. b Effect of Ca. c Effect of Re. d Effect of Re for a bi-dispersed
system, with bi-dispersed ratio 0.625. Continuous line for the average velocity. Discontinuous line
for each droplet velocity

(a) (b)

Fig. 2 18 droplets with diameter d, Re = 40, Ma = 10, Ca = 0.03, material property ratios are
2. a Vorticity ez · (∇ × v). b Isotherms
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(a) (b)

Fig. 3 9 droplets with diameter d, and 9 droplets with diameter 0.625d, Re = 40, Ma = 10,
Ca = 0.04166̄, material property ratios are 2. a Vorticity ez · (∇ × v). b Isotherms

Fig. 4 Effect of convective scheme, flux limiters [3, 4]. Average velocity of 18 droplets, Re = 80,
Ma = 40,Ca = 0.04166̄, material property ratios are 2. a Energy equation. bMomentum equation

Fig. 5 18 droplets with diameter d, Re = 40, Ma = 60, Ca = 0.04166̄, material property ratios
are 2, t∗ = 111. a Velocity ey · v. b Isotherms. c Vorticity ez · (∇ × v)
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Fig. 6 18 droplets with diameter d, Re = 40, Ma = 60, Ca = 0.04166̄, material property ratios
are 2. First layer of 9 droplets (blue lines), second layer of 9 droplets (black lines), average (red
line). Average migration velocity of a second initial condition (green line).U∗ = ex · vi/Ur , V ∗ =
ey · vi/Ur , W ∗ = ez · vi/Ur , vi is the droplet velocity

Figure 5 shows the migration velocity ey · v, temperature and vorticity ez · (∇ ×
v) on the plane x − y of the channel. Furthermore, the time evolution of the i th
droplet migration velocity (V ∗) is depicted in Fig. 6. This figure also indicates slight
sensitivity of the averagemigration velocity for a different initial droplet distribution.
A separation of the two droplet layers is observed, consistently with our previous
results [3]. Figure 6 also shows that lateral velocities (U ∗,W ∗) of the droplets present
oscillations, although the average velocity tends to zero.

4 Conclusions

DNS of thermocapillary-driven motion of droplet clouds has been performed using a
multiple marker level-set method introduced in our previous works [3, 9], including
the effect of Ma, Re and Ca and bi-dispersion of the droplet size, in both 2D and
3D domains. A repulsion effect arises from the interaction of two-droplets in vertical
alignment which induces the formation of horizontal layers. These interactions lead
to the random motion of the droplets, however the average velocity of the droplet
cloud tend to a quasi-steady state.
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The Motion of Settling Particles in
Isotropic Turbulence: Filtering Impact
and Kinematic Simulations as Subfilter
Model

J. Pozorski and B. Rosa

1 Introduction

Turbulent two-phase flows with small particles are quite common in environmental
and industrial contexts. The dispersed phase is involved in a range of phenomena,
including preferential concentration, collisions/agglomeration, and wall deposition.
In computations of practical flow cases, beyond relatively lowReynolds numbers and
simple geometries, DNS reveals to be overly expensive, even in the point-particle
approximation with the one-way momentum coupling. Therefore, LES has gained
more and more interest over the years. When feasible, the LES becomes particularly
well suited for situationswhere the solution of instantaneous eddy structures is crucial
for the prediction of the particulate phase. The subgrid scales (SGS) may have an
impact on themotion of particles, especially those of lower inertia. This issue is called
here the SGS particle dispersion. Several classes of models have been proposed to
account for the effect, as reviewed in [6], but the issue remains open.

Here, we use the DNS, spectrally-filtered DNS, and LES of forced isotropic
turbulence to study the effect of filtering on the dynamics of point-particles under
gravity, motivated by the physics of cloud droplets. The effects of gravity imply
changes in the radial distribution function and particle relative velocity [7] as well
as an increase (usually) of the mean settling velocity due to preferential sweeping
[9, 12]. In no-gravity cases, the filtering of the fluid velocity, performed in spectral
space, has already been shown to have a non-trivial impact on these quantities [1]. In
the present contribution, building on [10], we further examine the impact of filtering
on the dispersed phase. Another aim is to use the resulting data for model validation
and to test the closures based on the kinematic simulations of subfilter turbulence.
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2 DNS and LES with Particle Tracking, Impact of Filtering

The carrier phase is described by the incompressibleNavier–Stokes equationswritten
in the rotational form. The DNS of homogeneous isotropic turbulence are performed
on a 2563 grid, resulting in the Taylor-based Reynolds number Reλ = 107 for most
simulations. An efficient, massively parallel flow solver is used, as described in [8]
and references therein. The LES are run on a coarser grid of 643 points (N = 64).

The filtered velocity in the spectral space, ˆ̄U(k, t), is solved from

{
∂

∂t
+ [ν + νe(k|kc)]k2

}
ˆ̄U(k, t) = P(k)F(Ū × ω̄) + f̂(k, t) (1)

where P is the projection tensor, F denotes the Fourier transformation, and kc is
the maximum wavenumber resolved in the simulation; here, the cutoff is set to
kc = int (N/2 − 1.5) = 30. Then, Ū and ω̄ are respectively the filtered velocity and
vorticity in physical space. In LES runs, the subgrid term is closed with the Chollet-
Lesieur expression for the spectral eddy viscosity νe = νe(k|kc), see [10]. Both in the
DNS and LES, a stochastic forcing term, f̂(k, t), is applied at large wavenumbers.

Heavy (ρp/ρ � 1), point-particles are tracked in the flow:

dxp(t)

dt
= Vp(t)

dVp(t)

dt
= U(xp(t), t) − Vp(t)

τp
+ g (2)

where only the Stokes drag and gravity forces are retained; τp = (ρp/ρ)d2
p/(18ν) is

the particle momentum relaxation time. In the DNS, the fluid velocity seen by the
particles is computed as U∗(t) = U(xp(t), t); in the LES, Ū is taken instead.

The control parameters for particle motion are the Stokes number St and the
Froude number Fr (or the velocity ratio SV ), expressed with the Kolmogorov time
τk and velocity vk , and the terminal settling velocity in still fluid VT = τpg:

St = τp

τk
, Fr = St S2V , SV = VT /vk . (3)

The filtering of the fluid velocity has been performed in spectral space to allow for
a precise assessment of the small-scale impact on the inertial particles, representing
cloud droplets. Apart from the changes in the average settling velocity, due to pref-
erential sweeping, there occurs a direction-dependent reduction of the r.m.s. particle
velocity, see Fig. 1a. These quantities have not been considered in a comprehensive
study on filtering effects for particle systems in turbulence [3]. Then, we have com-
puted some collision-related statistics: the radial distribution function (RDF) of the
particles at contact and the radial relative velocity (RRV). We have found that both
RDF and RRV get reduced upon filtering for smaller-inertia droplets [10]. The effect
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(a) (b)

Fig. 1 Effect of filtering on particle statistics: a the rms of the respective particle velocity v’
component (horizontal or vertical) as a function of the Stokes number or particle size; DNS and
LES studies with gravity (u’ is the rms fluid velocity); b radial relative velocity of nearly-touching
cloud droplets in presence of gravity: DNS, filtered DNS (for several k f ) and LES (at two Δt)

is observed both in a priori and a posteriori LES. The radial relative velocity wr is
defined in terms of the relative velocity w between two droplets with the separation
vector r as wr (r) = w · r/|r|. The methodology for computing wr is similar to that
described in [8]. The average value of RRV, 〈|wr |〉(2a), is shown in Fig. 1b for a
monodisperse system of nearly touching particles as a function of their radii a for
DNS, filtered DNS and LES runs. The RRV generally increases with particle radius,
corresponding to a weakening correlation of velocities of two particles coming to
contact. For the largest particle radii considered, the gravity effect prevails and the
RRV starts to decrease. The effect of a priori filtering on wr is readily noticed; also,
in the LES the relative radial velocity is reduced. We note that the LES study, with
some surplus energy close to the spectrum cutoff, slightly overpredicts the RRV for
medium-inertia particles w.r.t. the DNS data.

3 Kinematic Simulation as Subfilter Model

When modelling the SGS particle dispersion, so-called functional and structural
approaches may be distinguished. The functional approaches aim at retrieving only
some ‘integral’ features of subfilter turbulence. In particular, stochastic models of
particle dispersion, such as Lagrangian, one-point diffusion-type closures for the
subfilter fluid velocity, belong to this category, see [6]. This is analogous to single-
phase turbulence closures in LES where the impact of subfilter scales on the resolved
ones is modelled with an additional viscosity.

The structural-type approaches to subfilter particle dispersion in LES aim at mim-
icking the residual scales themselves (see [6] and references therein formore details).
Essentially, (a part of) the subfilter velocity field is reconstructed in a simplified
manner at a low computational overhead. The clear advantage of these approaches
is the account, at least in part, for the spatial correlation of the SGS fluid veloc-
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ity field. Thus, unlike the one-point stochastic diffusion models, they allow for an
approximate retrieval of two-point particle statistics at the subfilter scale, such as
relative small-scale velocity and particle segregation patterns. These quantities are
crucial for particle collision rates and short-time relative dispersion. The structural
approaches include the approximate deconvolution (ADM) of the large-scale fluid
velocity field, the fractal interpolation, and the so-called kinematic simulations (KS)
based on Fourier modes. ADM is mathematically elegant, yet it retrieves only a part
of the non-resolved velocity field, of wavenumbers close to the cutoff flows was
proposed [5].

The KS [2], meant here to represent the small-scale velocity field, have recently
been used with some success to estimate the particle collision rates in isotropic
turbulence [7, 11], and to estimate the particle deposition in wall-bounded turbulence
for the aerosol drug inhalation [4]. Therefore, we have decided to test the suitability
of KS as a structural model for subfilter particle dispersion under gravity. In KS [7],
the incompressible velocity field is constructed as a sum of Nk × M separate random
modes knm with frequencies (or inverse time scales) ωn

uKS(x, t) =
Nk∑
n=1

M∑
m=1

[
Anm × k̂nm cos(knm · x + ωnt) + Bnm × k̂nm sin(knm · x + ωnt)

]

(4)
where k̂nm = knm/kn and kn = |knm |, n = 1, 2, . . . , Nk , are prescribed wavevector
magnitudes, or inverse length scales. Thevalues of kn are chosen as a geometric series.
For given n, the modes knm , m = 1, 2, . . . , M differ by orientation on a spherical
shell of radius kn . The random coefficients Anm and Bnm are chosen to satisfy the
incompressibility constraint∇ · uKS = 0. Also, the magnitude of the cross-products,
|Anm × k̂nm |2 = |Bnm × k̂nm |2 = E(kn)Δkn/M , should yield the pre-defined energy
spectrum of the flow beyond the LES cut-off wavenumber. It is most often taken
as spectrum in the inertial range, E(k) ∼ k−5/3, since it is assumed that the eddy
structures of that size are universal, i.e. independent (or weakly dependent) on the
detailed way of turbulence generation in the range of large scales.

The magnitudes of the modes are taken from the Gaussian (or normal) probability
distribution with zero-mean and the variance equal to the energy of particular mode:

Anm∈ N (0, σn), Bnm∈ N (0, σn) (5)

where σ 2
n = E(kn)Δkn/M . The KS field may vary in time, if frequencies ωn of the

modes are set non-zero. Most often:

ωn ∼
√
k3n E(kn) or ωn ∼ urmskn . (6)

We have computed particle trajectories in the frozen DNS field,U = U(xp(t), t0),
rather than U(xp(t), t) in Eq. (2), and next in the frozen LES field U = Ū(xp(t), t0).
As seen in Fig. 2a, the average particle settling velocity 〈VS〉 in such frozen fields is
reduced w.r.t. the true DNS or LES results. Regarding the particle velocity variance,
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results are shown in Fig. 1a. Here, some improvement is noticed for mid-inertia
particles upon the addition of KS as a subfilter model to a priori LES. Yet, this is still
not sufficient to retrieve the r.m.s. levels known from DNS.

Next,we have put forward an alternativeway tomake theKSfield time-dependent.
Rather than taking non-zero frequencies of the modes, we have prescribed a vari-
ability of the magnitudes, Anm and Bnm . To make them constant on the average, yet
varying on a suitable time-scale, we have proposed the Ornstein-Uhlenbeck model
for the magnitudes. The time-discrete formulae have the form:

Anm(t + Δt) = rnAnm(t) + σn

√
1 − r2n ξ A

Bnm(t + Δt) = rnBnm(t) + σn

√
1 − r2n ξ B (7)

where rn = exp(−ωnΔt) and the independent random vectors ξ A, ξB ∈ N (0, 1).
We have implemented the KS in the code described above and used for particle

tracking, Eq. (2), as U∗(t) = Ū(xp, t) + uKS(xp, t). We have studied the effect of
the KS parameters (Nk , M and ωn) on the mean settling velocity of particles; yet,
no clear-cut conclusion has appeared so far. In the test runs of particle tracking in
a frozen KS field, meant to reconstruct the whole DNS spectrum, an increase in the
average settling velocity 〈VS〉 w.r.t. the value of VT is noticed, see Fig. 2b. However,
the results for 〈VS〉 found from the LESwith a KS-based SGSmodel, both steady and
unsteady, also the one expressed byEqs. (4) and (7), are notmuch different from those
obtained using just the LES (with no KS on top of it, not shown here). A possible
reason may be the inability of KS to mimic correctly the sweeping mechanism in
turbulence where small-scale eddies are advected by the large ones.

(a) (b)

Fig. 2 The difference between the average particle settling velocity 〈VS〉 and terminal velocity VT
versus the particle radius or Froude number. a DNS and LES, true and frozen, b frozen KS results
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4 Concluding Remarks

We have considered the effect of filtering of the carrier fluid velocity on particle
dynamics in forced isotropic turbulence.We have shown that themean settling veloc-
ity gets further reduced when the frozen DNS or LES fields are taken. Next, as a
candidate for particle subfilter model, we have applied kinematic simulations in the
inertial range, to complement the LES of the flow. No significant enhancement of
the particle settling velocity was observed in the variants tested: steady KS, the time-
varying vector magnitudes or frequencies of modes. In our opinion, several aspects
of KS as a closure for the SGS particle dispersion still need a more careful scrutiny,
including the unsteady formulation as well as the possibility to mimic the effect of
sweeping the small scales of KS by the resolved eddies. We hope that this work,
together with an earlier detailed study [10], will be helpful to further improve the
models of the subfilter scales impact on the dispersed phase subject to gravity.
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Evaporation Dynamics in Dilute
Turbulent Jet Sprays

F. Dalla Barba and F. Picano

1 Introduction

Evaporation of dispersed droplets within a turbulent flow is of crucial importance in
several applications [1]. A typical example consists in designing innovative internal
combustion engines, capable to increase combustion efficiency and reduce pollu-
tants emission levels. These goals are directly related to the accurate control of the
vaporization process which, in turns, affects the mixing homogeneity. In particular,
turbulent sprays are complex multiphase flows in which liquid evaporating droplets
are dispersed within a turbulent gaseous phase. The evaporation process occurs via
mass, momentum and energy exchanges between the two phases causing the spray
dynamics to be a challenging modeling task due to the presence of unsteady, multi-
scale and multiphase processes. An improved comprehension of this phenomenon
will enhance model accuracy for applications. E.g. in these cases, sub-grid models
in the framework of Large Eddy Simulation (LES) have been used to describe the jet
spray evaporation and combustion at high Reynolds numbers [2, 3]. Direct Numer-
ical Simulation (DNS) has the capability to reproduce all details of the jet spray
evaporation solving the flow dynamics at any length scale and giving the possibility
to directly account droplet small-scale clustering and mixing. Despite its intrinsic
limitation to low Reynolds number conditions, DNS can provide significant infor-
mations to improve existing models. Following this way, the present study aims to
investigate the details of the vaporization process in a turbulent jet spray considering
non-reacting dilute conditions and the point-droplet approximation. The jet configu-
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ration allows to consider the effect of the entrainment of dry air on the process which,
to the best of authors knowledge, has never been studied using DNS.

2 Numerical Approach

In order to reproduce the spray vaporization dynamics an hybrid Eulerian/Lagrangian
DNS approach is adopted and a full coupling between the two phases is considered.
The governing equations for the Eulerian gas phase and for the Lagrangian dispersed
phase are consistent with those of previous studies in the field (see e.g. [4–6]):

∂ρ

∂t
+ ∇ · (ρu) = Sm (1)

∂

∂t
(ρYv) + ∇ · (ρYvu) = ∇ · (ρD∇Yv) + Sm (2)

∂

∂t
(ρu) + ∇ · (ρu ⊗ u) = ∇ · τ − ∇P + Sp (3)

∇ · u = γ − 1

γ

1

p0

(
∇ · (k∇T ) + Se − L0

v Sm

)
(4)

p0 = ρ RmT (5)
dud
dt

= f

τd
(u − ud), f = 1 + 0.15Re0.687d (6)

dmd

dt
= −1

3

md

τd

Sh

Sc
Hm, Hm = ln

(
1 + 1 − Yv

1 − Yv,s

)
(7)

dTd
dt

= 1

3τd

(
Nu

Pr

cp,g
cl

(T − Td) − Sh

Sc

Lv

cl
Hm

)
, (8)

where Yv is the vapour mass fraction, D the vapour binary diffusion coefficient, k the
gaseous phase thermal conductivity, Rm the specific gas constant of the gaseous mix-
ture, cp,g and cl the specific heat of the gaseous and liquid phases, L0

v the latent heat of
vaporization evaluated at the reference temperature T0 = 0K . τd is the droplet relax-
ation time, Sh, Sc, Nu and Pr the Sherwood, Schmidt, Nusselt and Prandtl numbers.
The right-hand side terms Sm , Sp, and Se describe the exchange of mass, momen-
tum and energy between the two phases, respectively. An Eulerian algorithm directly
evolves the gaseous phase dynamics solving a Low-Mach number asymptotic formu-
lation of the Navier-Stokes equations (1)–(5) on a cylindrical domain, see e.g. Dalla
Barba and Picano [7] and references therein for validation and tests. A Lagrangian
solver evolves the droplet mass, momentum and temperature laws (6)–(8). A third
order, low-storage Runge-Kutta scheme is adopted for the time integration of all the
equations. A convective outflow condition is adopted together with a traction-free
condition at the side boundary. The inflow velocity condition (Dirichlet) is provided
by a cross sectional slice of a turbulent pipe flow companion DNS.
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The present study reproduces the vaporization of liquid acetone droplets dispersed
within a turbulent air/acetone vapour jet. The flow rate of the gas is kept constant
fixing a bulk Reynolds number Re = 2U0R/ν = 6000, with U0 the bulk velocity,
R the inlet radius and ν the kinematic viscosity. The cylindrical domain extends
for 2π × 22 R × 70R in the azimuthal, θ , radial, r and axial, z, directions. The
domain has been discretized by Nθ × Nr × Nz = 128 × 225 × 640 points using a
non-equispacedmesh in the radial and axial direction. Themesh has been stretched in
order to resolve a few Kolmogorov scales in the downstream evolution. The acetone
mass flow rate is set to Φm = Ṁa/Ṁg = 0.23, with Ṁa = Ṁl + Ṁv the sum of
liquid and gaseous acetone mass flow rates and Ṁg the gaseous one. Liquid acetone
monodisperse droplets with diameter dd,0 = 12µm are injected at the inflow section
within a saturated vapour carrier phase. The bulk liquid volume fraction prescribed
at inlet (Φv = 8 10−5) is assumed to be small enough such that the effect of droplet
collisions and coalescence is negligible. The inflow temperature is set to T0 = 275K
both for droplets and gas.

3 Results and Discussions

Figure 1 shows how droplets are non-evenly distributed within the jet spray. A high
droplet density can be observed in the jet core where droplets are preferentially con-
fined in clusters surrounded by highly saturated vapour zones. The outer part of the
jet is instead depleted of droplets even if vapour is still present. This behavior is
caused by the high saturation level in the spray core that reduces the droplet vapor-

Fig. 1 Axial-radial slice of
the spray. Contours represent
the vapour mass fraction, Yv .
Black points represent the
droplets located within a
distance h/R < 0.025 from
the slice plane
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Fig. 2 Mean liquid mass
fraction, Φm . Labels
represent the axial distances
from the inflow section
where the 50, 90, 99 and
99.9% of the injected liquid
mass has evaporated

ization rate. Conversely, in the outer shear layer acetone vapour is diluted by the
dry air entrainment. Hence, droplets that can reach this region can fully evaporate.
These features originate due to the finite inertia of the droplets that prevents them
from following the highly convoluted turbulent structures. The deviations of droplet
trajectories from local turbulent motions induce a dissipative dynamics leading to
large fluctuations of the droplet concentration field originating clusters [8]. Droplet
preferential segregation has been previously observed in sprays both numerically
and experimentally [6, 9]. Inside these structures the vapour concentration can grow
till saturation reducing or even blocking the local droplet vaporization. It is then
clear how the presence of droplet clusters can strongly affect the overall vaporiza-
tion process. The average liquid mass fraction distribution is provided by Fig. 2. It
is possible to define a vaporization length based on the mean liquid mass fraction
distribution as the distance from the jet inlet where the 99.9% of the overall injected
liquid mass has evaporated. According to this definition, the vaporization process is
completely terminated at z/R � 48. The previously described spatial organization of
droplet and vapour structures leads to a significant oversampling of the mean vapour
concentration operated by the droplets (10–40%). In order to measure this effect
it is possible to considers the unconditional mean vapour concentration, Yv,u , and
the droplet conditional one, Yv,dc. This latter is defined as the average vapour mass
fraction conditioned to the droplet presence at a given location. Figure 3 provides
a comparison between the isolines of Yv,u and Yv,dc. On average, at the same axial
distance form the inflow section, the droplet conditional average is higher than the
unconditional value. This effect is related to the strongly inhomogeneous distribu-
tion of the droplets. Within droplet clusters indeed, the local vapour concentration
increases due to the high droplet density. Hence, within these features the droplets
sample a mean vapour concentration level that is significantly higher then the uncon-
ditional one. In particular, in the first part of the spray downstream evolution, the
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Fig. 3 Comparison between
the isolines of the
unconditional mean, Yv,u ,
and the droplet conditional
mean, Yv,dc, of the vapor
mass fraction field

Fig. 4 Radial profiles of the
unconditional and droplet
conditional mean vapour
concentration at z/R = 20
and z/R = 40

profile of the unconditional and droplet conditional statistics are similar in the spray
core while differs in the jet shear layer (Fig. 4). This effect is driven by the intermit-
tent dry air entrainment [10]. In the jet shear layer droplet-free, dry air bubbles are
engulfed in the turbulent jet region thus forcing fluctuation of low vapour concentra-
tion in phase with low droplet concentration. Further downstream, the oversampling
of the mean vapour concentration operated by droplets increases even in the jet core.
We attribute this effect to the progressive development of small scale clustering that
affect the droplet concentration even in the jet core.

The oversampling of the mean vapour concentration operated by the droplets
strongly impacts on the overall vaporization length of the spray and leads to a wide
polydispersity of the droplet sizes. Figure 5 provides the joint probability density
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Fig. 5 Joint probability
density function of the
non-dimensional droplet
square diameter, d2d/d2d,0,
and flight time, t/t0
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should be remarked that, after a given interval of time from the injection, the sizes of
the droplets are spread over a wide range. This extreme polydispersity together with
the strong inhomogeneity affect the possibility of simply predicting the spray vapor-
ization length. The d-2 law provides a valuable analytical tool in order to estimate
the evolution of the droplet square diameter if uniform environmental conditions
subsists in terms of the vapour concentration, d2

d/d
2
d,0 = 1 − k t/t0, with k the evap-

oration rate constant. Figure 6 provides the mean droplet square diameter, 〈d2
d/d

2
d,0〉,

as a function of the droplet flight time and the mean droplet flight time, 〈t/t0〉, as a
function of the droplet square diameter. It should be noted that no linear behavior is
found for both the evolution of the mean square diameter and flight time. In addition
the statistics differ one from the other. We attribute this effect to the wide polydis-
persity of the droplets sizes. Indeed, the time-based average is capable to capture the
whole events within the time interval, 50 < t/t0 < 100 leading to the end-tail of the
mean flight time curve. Conversely, the same occurs for the diameter-based average
in a narrow range around d2

d/d
2
d,0 � 1 but this effect is much less evident due to the

monodisperse condition prescribed at the inflow.
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4 Final Remarks

ADNSof a turbulent jet spray of acetone droplets is performed considering the point-
droplet approximation and accounting for mass, momentum and energy exchanges
between the two phases. Unlike LES and RANS frameworks, DNS reproduces all
details of evaporating droplet processes without using any turbulence closure model
and stochastic models for non-resolved droplet dynamics. Hence, small-scale droplet
clustering and micromixing are accessible and can be studied to improve existing
models. We found a strongly inhomogeneous distribution of the evaporating droplets
which is affected also by the jet entrainment process. This phenomenology strongly
influences the overall vaporization length and time of the spray and leads to a signif-
icant increase of the droplet size polydispersity. We believe that existing evaporation
models may be improved by accounting these phenomena.
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A Novel Turbulent Inflow Data
Generation Method and its Application
to the Simulation of Primary Breakup

S. Ketterl and M. Klein

1 Introduction

Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES) of spatially
inhomogeneous flows strongly depend on turbulent inflow boundary conditions. Tur-
bulence has to be prescribed at the inflow boundary in order to simulate turbulence.
Realistic coherent structures are required, otherwise random velocity fluctuations
are immediately damped to zero due to the lack of energy in the low wave number
range. There exists a wide range of different approaches to obtain turbulent bound-
ary conditions. An overview of methods to tackle the problem has been provided by
[7]. Without claiming completeness, these methods can be roughly classified in two
categories. On the one hand, precursor or auxiliary simulations are used to extract tur-
bulent boundary conditions. Realistic turbulence is provided but computational costs
are often high and the control of turbulent quantities is difficult. On the other hand,
turbulent inflow data can be produced by synthetic pseudo-turbulence generation
methods. Computational costs are low and full control over turbulence characteris-
tics e.g. turbulence intensity and integral length scale, is achieved. One possibility
among many [7] of the synthetic inflow turbulence is the digital filter method sug-
gested by one of the authors [2] which allows to reproduce first and second-order
statistics as well as locally defined autocorrelation functions. The generated turbu-
lence is often regarded as artificial and attested with a lack of physical information
[2] since the velocity fields are not necessarily a solution to the Navier–Stokes equa-
tions. The goal of this contribution is to present a new inflow generation method
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Fig. 1 Instantaneous view
of the velocity magnitude of
forced turbulence in the
auxiliary box simulation

which aims to overcome these problems while keeping the advantages of adjustable
turbulent length scales and turbulence intensity as well as reasonable computational
costs.

2 New Concept of Inflow Data Generation

The new concept to generate turbulent inflow data is based on an auxiliary simu-
lation of forced box turbulence, shown in Fig. 1. Planes of velocity fluctuations are
extracted from the box turbulence, superposed to a potential mean velocity profile
and prescribed as boundary condition to the application of interest. Without any driv-
ing mechanism, turbulence decays and dissipates within the auxiliary simulation. In
order to maintain the global kinetic energy, turbulence is continuously excited by a
driving force fi . The turbulence excitation manifests as a source term in the momen-
tum equation

ρ

(
∂ ui
∂t

+ ∂ uiu j

∂x j

)
= − ∂p

∂xi
+ ∂

∂x j

(
μ

(
∂ui
∂x j

+ ∂u j

∂xi

))
+ fi (1)

where ρ and μ denote the fluid density and viscosity, ui and p are the velocity
components and the pressure. This driving force plays the essential role in the new
procedure. On the one hand it allows the generation of a large time series of inflow
data since turbulence decay is prevented. On the other hand it controls the integral
length scale and turbulence intensity of the generated inflow data.

In contrast to Lundgren’s linear forcing technique [4] in physical space, the forcing
term is not chosen to be proportional to the velocity fluctuation [4] but to a high pass

filtered velocity fluctuation u′HP
i [1, 3]:
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Fig. 2 Comparison of
lateral autocorrelation
functions depending on the
filter width L f of the spatial
low pass filter G
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fi = Ai u′HP
i (2)

The high pass filtered velocity is obtained by applying a conventional LES convolu-
tion filter with filter kernel G, e.g. a Gaussian filter

G(xi ) =
(

6

πL2
f,i

)1/2

exp(−6 x2i /L
2
f,i ), (3)

to the velocity field in each time step and than subtracting it from the unfiltered
velocity vector

u′HP
i = u′

i − u′
i with ūi (x) = G ∗ ui (x) (4)

Other filter kernels are also possible. This band-width filtered forcing of turbulence
prevents the uncontrolled growth of length scales reported in [1, 5]. The injection of
energy is shifted towards small scales of turbulence. The integral length scale does
not converge to a constant fraction of the domain size as for Lundren’s linear forcing
[5]. Instead, band-width filtered turbulence forcing allows variable integral length
scales of the generated turbulent inflow boundary conditions. The filter width L f,i of
the convolution filter defined by Eq. (3) controls the size of the integral length scale.
This flexibility is demonstrated in Fig. 2 which shows the influence of the filter width
L f on the obtained autocorrelation function. The autocorrelation function grows
with increasing filter widths. Hence, band-width filtered forcing allows to generate
boundary fields with a desired prescribed integral length scale.

The turbulence intensity of the generated boundary data is controlled by the param-
eter Ai . A control mechanism of the following form

Ai = max

[
0 ,

u′
i u

′
i ,target − u′

i u
′
i

Δt · u′
i u

′
i ,target

]
(5)
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Fig. 3 Uniform (left) and spatially varying (right) turbulence intensity
√〈u′u′〉

regulates the forcing strength. The target function u′
i u

′
i ,target (no summation) denotes

the desired prescribed specific turbulent intensity level and Δt the time step size. It
should be noted, that the target turbulence intensity for the three spatial directions
is not necessarily equal and can be prescribed individually. Besides the integral
length scale, the desired fluctuation levels are the second of two input parameters
required for the inflow data approach. The turbulence intensity can be either uni-
form or defined locally, i.e. u′

i u
′
i ,target (x), which allows spatially varying turbulence

characteristics. If e.g. channel flow turbulence characteristics are desired, spatially
varying fluctuation levels are of interest. The performance of the inflow generation
method is demonstrated by prescribing DNS data of a plane channel flow. Figure 3
shows the averaged axial velocity fluctuations u′u′ plotted over the channel height.
The control mechanism allows to generate turbulent inflow data of uniform intensity
but is also able to imitate spatially varying velocity fluctuations of a channel flow.
The approach is easily adaptable to experimental data. For the application to primary
breakup, the fluctuating velocity field of the simulated box turbulence is superim-
posed to the mean axial velocity profile prevailing in the injection nozzle, given by
either an analytical function or extracted from experiments.

The generated inflow data is by construction divergence-free since it stems from
the solution of the incompressible Navier–Stokes equations. It has been shown that
band-width filtered forcing turbulence reveals the non-Gaussian characteristics of
real turbulence [1, 6]. Hence, it is expected that the new method provides a more
physical realization of inflow turbulence.

3 Application to the Simulation of Primary Breakup

The turbulent inflow data generated by the new method is applied to the simula-
tion of primary breakup. The atomization of a liquid Diesel jet injected into stag-
nant air is shown in Fig. 4. The Diesel jet is characterized by a Reynolds number
Re = 5000 and a Weber number We = 2000 with a viscosity and density ratio of
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Fig. 4 Liquid isosurface of a spatially developing plane Diesel jet with the turbulent inflow data
prescribed at the jet injection

Fig. 5 Mean axial velocity
(solid) and velocity profile
with superposed turbulent
velocity fluctuations
(dashed)
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μl/μg = ρl/ρg = 40. The computational domain is a rectangular box with dimen-
sion 12D × 6D × 2D. The inflow nozzle is discretized with 64 control volumes but
is not included in the computational domain itself. Instead, the turbulent velocity
profiles are prescribed at the inflow boundary. An axial mean velocity profile in form
of a hyperbolic tangent function Ū = 0.5 + 0.5 tanh((|y| + 0.5)/2θ) is superposed
by turbulent velocity fluctuations extracted from the auxiliary simulation of box tur-
bulence, see Fig. 5. A uniform turbulent intensity of 5% and a integral length scale
of 1/8 D is applied. Figure 6 shows the autocorrelation functions in the three spatial
direction at the inflow boundary. Integrating the autocorrelation yields an integral
length scale of 8 cells which corresponds to an integral length scale of 1/8 D in the
inflow nozzle. The integral length scale of the generated turbulent boundary data
with the new procedure is exactly reproduced in the application to the jet simulation.

The new forcing based method is compared to results obtained with the digital
filter based generation of turbulent inflow data by [2]. This comparison is carried
out on velocity fluctuation statistics which are shown in Fig. 7. The axial and lateral
velocity fluctuations are evaluated along the jet axis. At the inlet plane, turbulent
fluctuations of 5% are observed reflecting the uniform turbulent intensity of 5% of
the inflowdata. For the digital filter based approach small overshoots and undershoots
are visible whereas turbulence injectionwith the new inflow data is smoother. Further
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Fig. 6 Autocorrelation functions in the three spatial directions evaluated at the injection boundary
at x = 0 of the jet simulation
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Fig. 7 Axial
√〈u′u′〉 and lateral

√〈v′v′〉 velocity fluctuations plotted over axial jet direction
evaluated along the jet axis

downstream, the decrease of turbulent intensity for the newmethod is initially sligthly
more pronounced which might be due to the fact that the spectral energy content is
not the same for both methods. The influence of the different inflow data generation
methods to second-order statistics is overall small. However, there might be larger
differences for different flow configurations and higher-order statistics.

4 Conclusion

A new method to generate turbulent inflow data is proposed. The procedure is based
on an auxiliary simulation of forced box turbulence where the turbulence forcing
plays the essential role for the generation of turbulent boundary condition. The
approach allows to produce turbulent boundary conditions with full control over
the integral length scale and the turbulence intensity. The velocity fields are by con-
struction divergence-free. Generated turbulence is not artificial since the turbulent
velocity fields stem from a solution of the Navier–Stokes equation. The influence on
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second-order statistics of the new method compared to synthetic inflow data gener-
ation method is small and has to be further examined in future studies. A possible
explanation is that bothmethods are equallywell suited for triggering turbulence tran-
sition in free shear flows. The new method might be advantageous for applications
where details of the small scale physics and mixing are important, e.g. combustion.

Acknowledgements Support by the German Research Foundation (Deutsche Forschungsgemein-
schaft - DFG, GS: KL1456/1-1) is gratefully acknowledged. Computer resources for this project
have been provided by theGauss Centre for Supercomputing/Leibniz Supercomputing Centre under
grant: pr48no. The authors also express their gratitude to the developers of the PARIS Simulator
for providing the source code.

References

1. Klein,M.,Chakraborty,N.,Ketterl, S.:Acomparisonof strategies for direct numerical simulation
of turbulence chemistry interaction in generic planar turbulent premixed flames. Submitted to
Flow Turbul. Combust

2. Klein, M., Sadiki, A., Janicka, J.: A digital filter based generation of inflow data for spatially
developing direct numerical or large-eddy simulations. J. Comput. Phys. 186, 652–665 (2003)

3. Klein, M., Dressler, L., Chakraborty, N., Stafford, C.: A comparison of strategies for direct
numerical simulation of turbulence chemistry interaction in generic planar turbulent premixed
flames. In: Proceedings of the ETMM11 (2016)

4. Lundgren T.S.: Linearly forced isotropic turbulence. Annual Research Briefs (Center for Tur-
bulence Research), pp. 461–473 (2003)

5. Rosales, C., Meneveau, C.: Linear forcing in numerical simulations of isotropic turbulence:
physical space implementations and convergence properties. Phys. Fluids 17, 095106 (2005)

6. She, Z.S., Jackson, E., Orszag, S.A.: Scale-dependent intermittency and coherence in turbulence.
J. Sci. Comput. 4, 407–434 (1988)

7. Tabor, G.R., Baba-Ahmadi, M.H.: Inlet conditions for large eddy simulation: a review. Comput.
Fluids 39, 553–567 (2010)



Studying Transient Jet Flames by
High-Resolution LES Using Premixed
Flamelet Chemistry

E. Inanc, F. Proch and A. M. Kempf

1 Introduction

A transient piloted turbulent non-premixed methane jet flame approaching its blow-
off limit is numerically studied by high-resolution Large-Eddy Simulations (LES).
In the statistically steady jet phase, the high turbulence intensity leads to local flame
extinction and re-ignition events. During the transient phase, the pulsation leads to a
global flame extinction soon after the blow-off velocity is reached. The flame then re-
ignites when the strain is relaxed. To model turbulent combustion with a minimum
set of equations in order to reduce the computational effort, a tabulated detailed
chemistry approach is tested.

The non-premixed transient piloted flame experiments reported byWang et al. [1]
are based on the original Sydney Piloted Flame L investigated by Dibble et al. [2],
where the transient effects are introduced by pulsing the axial velocity of the fuel
jet. The statistically steady [2] and the transient [1] non-premixed piloted flame
experiments have been described extensively before, therefore the details are omitted
for brevity (refer to [1] for additional information).

2 Modelling

Combustion is modelled with the Flamelet GeneratedManifold (FGM) approach [3],
together with the Artificially Thickened Flame (ATF) technique [4]. Flamewrinkling
is considered based on the work by Charlette et al. [5]. An assumed top-hat filtered
density function (FDF) for the mixture fraction Z is used to account for the sub-filter
distribution of Z . The detailed formulations are omitted for brevity.
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The flamelets are computed with the detailed chemical mechanism GRI-3.0 [6]
and a unity Lewis number assumption. The manifold of flamelet solutions is ini-
tially stored in a two-dimensional equidistant look-up table, which is then accessed
in the subsequent LES calculations by the transported Z̃ and reaction progress vari-
able Ỹp = ỸCO2 + ỸCO , and the mixture fraction variance ˜Z ′′2 is calculated with an
analytical expression.

Two separate manifolds are created, where the first manifold (premixed FGM
denoted as PFGM) uses the thermochemical data obtained from solving freely prop-
agating flamelets with varying mixture composition, while the second manifold
(non-premixed FGM denoted as NFGM) uses the data of the counter-flow diffu-
sion flamelets with various strain rates. The strain rate contribution is included in the
LES by adjusting the source term with an exponential function, taken from the work
of Proch et al. [7].

The simulations are performed with the in-house LES solver PsiPhi [7, 8] in a
low-Mach number formulation. The computational domain has 800 × 200 × 200
equidistant grid points with Δ = 0.36 mm. The inflow conditions are prescribed at
all boundaries as suggested by Clayton and Jones [9], and the inflow turbulence is
generated by the method by Klein [10]. Nicoud’s σ -model [11] is employed to close
the momentum equations. The simulation setup described above takes 5000 CPUh
until 250 samples are acquired.

3 Results

In the first part, the simulation results with NFGMand PFGMmethods without strain
rate correction are compared with the Flame L measurements by Juddoo et al. [12]
at three axial locations x/D = 10, 20 and 30 on the centreline. Radial profiles of the
mean and root mean square (rms) axial velocity, mixture fraction and temperature are
shown in Fig. 1. A good agreement is achieved for the velocity fluctuations, whilst
the simulations under-predict the mean axial velocities. The mixture fraction is well
predicted by theNFGMmethod, on the contrary the temperatures are better predicted
with the PFGMmethod. Both the NFGM and PFGM show a good agreement for the
scalars’ rms values at the pilot (0.5 < r < 1.5) and co-flow (1.5 < r ) sides, however,
these methods slightly over-predict the scalars at the fuel side (r < 0.5).

The experimental radial temperature profiles imply that the flame extinction level
further increases towards higher downstream locations, which is well-captured by
the PFGM method. It should be noted that the flame is stabilized by a strong pilot
near the nozzle so that extinction happens more likely where the pilot looses its
stabilizing effect, at x > 15D. In the tested combustion model, the falsely predicted
trend of increased extinction levels at downstream locations of the NFGM model
could be explained by the abandoned scalar dissipation rate as control variable.

The conditional mean plots for the temperature, and themass fractions of CO2 and
H2Oover themixture fraction are presented in Fig. 2 for three different axial locations
x/D = 10, 20 and 30 on the centreline. The temperature versusmixture fraction plots
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Fig. 1 Radial mean and rms profiles of axial velocity (top row), mixture fraction (middle row) and
temperature

show that the local extinction level in the experiments at upstream locations is quite
low, which is interpreted from the steady flamelet solution profile that is matching the
experimental profile. At further downstream locations, the experimental conditional
mean temperatures drop, which is a result of increasing levels of extinction towards
downstream locations, which is well captured by the PFGM. On the other hand, the
NFGMonly shows a constant level of local flame extinction. The NFGM shows good
predictions for the CO2 mass fractions, and PFGMpredicts H2O concentrations well,
where this observation is consistent with the findings of the work by Vreman et al.
[13].

In the second part of this section, the Flame L simulation results with PFGM
method together with the applied strain rate correction technique are presented qual-
itatively. The qualitative experimental results [1] are omitted for brevity. It should
be noted that the strain rate effects in the transient phase of the jet is not negligible,
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Fig. 2 Conditional mean temperatures (top row), mass fractions of CO2 (middle row) and H2O. A
one-dimensional steady counter-flow flamelet solution with strain rate of a = 1 s−1 is also shown
to analyze the flame extinction and re-ignition events

hence the global flame quenching is fully observed if the strain correction method is
applied to the simulations.

In Fig. 3, the time series of OH mass fractions are presented during a single
pulsation. During the initial ramp-up phase, the pulsation interacts with the flame
front (OH concentrations) after a convective time delay at downstream locations of
the jet. The flame is expected to be globally quenched since the blow-off velocity of
the Flame L is reached during this acceleration phase. Because of the convection time
delay, the flame globally quenches at the downstream locations at the following phase
when the jet is suddenly decelerated. At the last phase where the strain is relaxed,
the flame re-ignites at the same location, where the initial global flame quenching
happened, again with a convection time delay.
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Fig. 3 Snapshots of the temperature (top row) and the OH mass fractions from the LES/PFGM
simulation of the transient jet flame at different times that are indicated in the subplots. The boxes
emphasize the expected location of the global flame extinction and re-ignition events
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4 Conclusion

It was observed that the local flame extinction events happen more likely where the
pilot loses its stabilizing effect, at x > 15D. The temperatures were successfully cap-
tured by the PFGMmethod, where the NFGMmethod predicted CO2 concentrations
better, which is consistent with the literature [13].

As it was shown by Vreman et al. [13], employing premixed flamelet chemistry to
the turbulent flame calculations was plausible, however with aforementioned draw-
backs. The fact is that the turbulent flame region consists of both premixed and
non-premixed zones.

An issue was faced for the missing strain rate (or scalar dissipation rate) infor-
mation in the premixed manifold, which was less of a problem in the (statistically)
steady phase of the jet, where the mixture fraction fluctuations were smaller. The
flame quenched globally only after the strain rate effects were included for the tran-
sient jet. Additionally, the applied ATF with flame wrinkling model in LES/PFGM
resulted in additional flame thickening due to the premixed laminar flame thickness
that was smaller than the non-premixed one.

The tested combustion model captured the local and global flame extinction and
re-ignition events and imposed aminimal additional computational cost to the LES in
spite of not having been optimized for such non-premixed cases. Hence, themodeling
is well suited as a basis for further work on transient flames and development of more
suitable models. Meanwhile, the flame quenching and re-ignition events in thickened
flames raised questions that only flame resolved investigations could answer.
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Identification of Combustion Trajectories
Using t-Distributed Stochastic Neighbor
Embedding (t-SNE)

E. Fooladgar and C. Duwig

1 Introduction

With increasing computational power, direct numerical and large eddy simulation
(DNS and LES) of reacting flows with complex chemistry are becoming common,
e.g. [1–3]. The resulting data which may occupy hundreds of gigabytes of storage,
consists of millions to billions of points each of which is described by tens to hun-
dreds of chemical species. To explore and analyze this large, high-dimensional data,
conventional visualization techniques such as scatter plots, histograms and pairs plots
are limited. Human visual perception is well tuned to identify patterns and trends
in graphs with one or a few data variables at a time, calling for new automated
identification tools.

One way to tackle the issue is employing computers to detect the main features
of the data prior to visualization, for example by making use of recent dimension
reductionmethods originally developed formachine learning and computer vision. In
these methods, the high-dimensional data is converted to a two or three dimensional
embedding of the data in which nearby and distant points represent similar and
dissimilar points of the original data respectively. The low-dimensional data can
readily be visualized in a scatter plot or it can be used as the input for the more
sophisticated visualizations and/or analysis.

One of themost promising nonlinear dimension reductionmethods is t-Distributed
Stochastic Neighbor Embedding (t-SNE) which has been recently introduced by
Maaten and Hinton [4]. t-SNE has been employed in many fields including music
analysis [5], computer aided diagnosis [6], bioinformatics [7] and electroencephalog-
raphy [8]. In this paper, we explore the application of the tree-based t-SNE [9], devel-

E. Fooladgar (B) · C. Duwig
KTH Mechanics, Linné FLOW Centre, Royal Institute of Technology, Stockholm, Sweden
e-mail: efoo@mech.kth.se

C. Duwig
e-mail: duwig@mech.kth.se

© Springer Nature Switzerland AG 2019
M. V. Salvetti et al. (eds.), Direct and Large-Eddy Simulation XI,
ERCOFTAC Series 25, https://doi.org/10.1007/978-3-030-04915-7_33

245

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04915-7_33&domain=pdf
mailto:efoo@mech.kth.se
mailto:duwig@mech.kth.se
https://doi.org/10.1007/978-3-030-04915-7_33


246 E. Fooladgar and C. Duwig

oped for large-scale data, on a dataset created from the results of an implicit LES
with complex chemistry performed on a model gas turbine designed for operating in
the flameless mode.

2 t-Distributed Stochastic Neighbor Embedding (t-SNE)

t-SNE is a nonparametric nonlinear dimensionality reduction method aiming to
embedhigh-dimensional data X = {x1, x2, . . . , xN }with xi ∈ Rl into a s-dimensions
map Y = {y1, y2, . . . , yN } (yi ∈ Rs) where s has a typical value of 2 or 3 and is
normally much smaller than l. The t-SNE algorithm starts by converting distances
between original data points into Gaussian joint probabilities pi j measuring the pair-
wise similarity between xi and x j using

p j |i =
e
(
−d

(
xi , x j

)2
/2σ 2

i

)
∑

k �=i e
(−d (xi , xk)

2 /2σ 2
i

) , pi |i = 0 (1)

pi j = pi | j + p j |i
2N

. (2)

Here d
(
xi , x j

)
is a function that returns a distance between a pair of data points

and σi is the variance of the Gaussian centered on xi . σi is determined by setting
the perplexity of the conditional distribution equal to a predefined perplexity u.
Therefore, σi is adapted to the density of the data. In the low-dimensional map Y ,
the similarities qi j between two points yi and y j are measured using a normalized
Student-t kernel with one-degree of freedom:

qi j =
(
1+ ‖ yi − y j ‖2)−1

∑
k �=l

(
1+ ‖ yk − yl ‖2)−1 , qii = 0. (3)

The heavy-tailed Student-t kernel allows dissimilar input points (i.e. points with
large distance in the high-dimensional space) to be modeled by low-dimensional
counterparts with a much larger distance in the map. This makes more space for
the similar points, with small pairwise distances, to be modeled accurately in the
low-dimensional embedding, leading to preserving the local data structure in the
map. t-SNE determines the locations of the points yi in the map by minimizing the
Kullback–Leibler divergence between the joint distributions P and Q:

C(Y ) = KL(P||Q) =
∑
i �=j

pij log
pij
qij

. (4)

The minimization of the objective function C(Y ) with respect to yi is performed
using gradient descent:
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(a)

(b)

Fig. 1 a A real image of the burner. b Drawing of the burner and chamber and snapshot of the
flame surfaces colored by temperature

∂C

∂yi
= 4

∑
j

(pi j − qi j )(yi − y j )
(
1+ ‖ yi − y j ‖2)−1

, (5)

by computing which, the solution at iteration t , Y t , is obtained using

Y t = Y t−1 + η
∂C

∂yi
+ μ(t)

(
Y t−1 − Y t−2

)
, (6)

where η indicates the learning rate and μ(t) denotes a relatively large momentum at
iteration t added to speed up the optimization and to avoid poor local minima. As
t-SNE scales quadratically (O[sN 2]) with the number of data points N , it is not appli-
cable to datasets with more than a few thousand samples. For larger datasets, compu-
tations become too slow and require substantial amount of memory. The Barnes-Hut
t-SNE is developed to address this issue by first constructing a sparse approxima-
tion of the similarities between the data points using vantage-point trees and then
approximating the gradient descent by computing interactions between groups of
points instead of all pairs of data points. The gradient approximation is parameter-
ized using a threshold θ trading off speed and accuracy. This results in a complexity
of O[sN log N ] and reduces the memory requirements to only O[N ].

3 Numerical Setup

To provide the input dataset for t-SNE, the model gas turbine studied (see Fig. 1a) by
Duwig et al. [10] is simulated in the flameless mode. The model combustor consists
of a plenum chamber, the flameless burner and a quartz combustion chamber, shown
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(a) (b) (c)

Fig. 2 a A snapshot of axial velocity. b A snapshot of temperature c A snapshot of OH mass
fraction

in Fig. 1b, with diameter of D = 0.1 m and length of 0.3 m. The propane/air mixture
is issued into the chamber through 12 equally spaced injectors of diameter d = 6mm.
The air (entering into the burner from the upstream plenum) and the fuel (coming
from 12×4 fuel injection holes) are premixed within the 12 straight coaxial tube
nozzles over a distance of 0.025 m before the combustion chamber.

For the numerical setup, one of the mixing tubes is simulated in isothermal con-
dition in order to obtain the profiles of velocity, propane and temperature (and their
variations with time) for the 12 chamber inlets. For the combustion chamber simu-
lation, reactive Navier-Stokes equations are solved using large eddy simulation and
Finite Rate Chemistry (FRC) approachwith a 38-species skeletal mechanism [11] for
chemistry description. Quasi laminar combustion model and Smagorinsky sub-grid
model are employed for closing equations. A hexahedral-dominant unstructured grid
with 5.8 million cells and 3 levels of refinement is used, yielding 22 cells over the
diameter of each jet, d. The simulation is initialized using global equivalence ratio
of φ = 0.35, air temperature of 823 K and total fuel mass flow rate of 0.01 kg/s.

4 Results

Figure 2 shows the distributions of axial velocity, temperature and mass fraction
of OH across an xy-plane crossing the center of two injectors and the chamber. A
strong recirculation zone (RZ) induced by the injectors can be observed at the center
of combustor, as seen by dark blue (Uz ≤ 0) in Fig. 2a. RZ is the main mecha-
nism providing rapid mixing of the burned gases and the fresh mixture needed for
flameless combustion. Temperature distribution depicted in Fig. 2b reveals that the
temperature jump (T/Tu) across the flame is around 1.7 which is much less than the
value for conventional flames (around 6 or 7). Moreover, maximum temperature in
the combustor is well below 1800K, prohibiting the formation of thermal NOx in
the flameless mode. OH mass fraction (Fig. 2c) shows a large distributed reaction
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Fig. 3 t-SNEmap of the LES data colored by temperature. Points with high heat release are plotted
using larger markers. Regions marked with I to III show respectively unburnt mixture, preheating
zones and reaction zones. ClustersmarkedwithV and IV needmore information to be distinguished.
This figure also indicates the difficulty of showing more than 3 variables on a scatter plot

zone located at z/D = 0.6. This zone, which is created by merging jets, contains a
very fuel lean, highly diluted hot mixture.

To generate the input dataset for t-SNE, the instantaneous value of all 38 species
and temperature is extracted from an xy-plane (shown in Fig. 2) for 10 time step with
the interval of 0.1 flow through time. This leads to an input dataset with 259,996
points (rows) and 39 dimensions or features (columns). By applying t-SNE to the
normalized input dataset, an output dataset with the same number of points but with
2 dimensions is obtained. Thus, the output can be plotted using a scatter plot, called
t-SNE map, in order to examine the similarity of the original data.

Figure 3 shows the t-SNE map of the LES data plotted using two components of
reduced manifold, Y1 and Y2, colored by temperature. Points with high heat release
are plotted using larger markers. Without any prior knowledge about the underlying
data, t-SNE categorizes the data into distinguishable clusters (trajectories). Using
temperature and heat release as labels, major features of the combustor including
unburnt mixture, preheating zones and reaction zones can be intuitively marked as
different clusters, as indicated by regions I to III in Fig. 3. Clusters IV andV, however,
needmore species information to bemarked. In order tomap t-SNE trajectories to the
LES grid, each component of the reduced manifold is used as a band of RGB color
code, R = 0, G = Y1, B = Y2, (Fig. 4a). This results in a customized colormap (t-
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Fig. 4 a t-SNE map of the LES data colored with t-SNE colormap. b Mapping t-sne trajectories
to physical space

SNE colormap) representing neighbor points with similar colors on the LES grid, see
Fig. 4b. Using Figs. 3 and 4a major features of the combustor can also be identified in
the physical space. Moreover, Fig. 4b depicts the contribution of all other variables
on a single plot. This can be verified by tracing T and OH patterns (Figs. 2b, c) on
the t-SNE contours in Fig. 4b. Hence, evolution of flame features can be monitored
by plotting only t-SNE components rather than all species.

In conclusion, we report that tree-based t-SNE algorithm has a great potential to
be used as a computer aided tool for visualization and analysis of the data produced
by LES and DNS of combustion with detailed chemistry.

Acknowledgements The financial support of the Swedish Energy Agency (Energimyndigheten)
is greatly acknowledged. The simulations were run on LUNARC and HPC2N super-computing
facilities within SNIC ressource allocation.
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Impact of Scalar Dissipation Rate on
Turbulent Spray Combustion
Investigated by DNS

A. Abdelsamie and D. Thévenin

1 Introduction

Spray combustion includes a lot of physical processes that occur simultaneously,
most prominently injection, atomization, dispersion, evaporation, and combustion.
Therefore, it is not sufficient to rely only on experimental techniques for understand-
ing this problem. As a complementary source of information, highly accurate nu-
merical models can be used to perform such investigations. Using high-performance
computers (HPC), even parametric studies become possible. The remaining question
is, which numerical models should be used? Direct numerical simulation combined
with discrete particles simulation (DNS-DPS) is recognized as one of the most accu-
rate approaches to understand spray combustion and answer open questions [1, 2].
Even though DNS-DPS simulations do not resolve the droplet interface, they capture
the relevant physics and the controlling phenomena. With this approach, impact and
behavior of scalar dissipation rate during evaporation and ignition of diluted spray in
turbulent reactive flows can be captured [3]. It has been observed by Abdelsamie and
Thévenin (2017) that scalar dissipation rate shows non-monotonic behavior when
increasing shear for spray combustion in a temporally-evolving planar jet (TEJ). Re-
sults considering TEJ have been often published [4–7], since such computations are
simpler and faster than the more realistic, turbulent spray in spatially-evolving jets
(SEJ). In this work, possible differences regarding the behavior of scalar dissipation
rate in spray combustion using either TEJ or SEJ are investigated. It is found that the
behavior is qualitatively similar but quantitatively different.
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Fig. 1 Exemplary results. Left: Case A. Middle: Case B. Right: Case C. Red and green isosurface
represent temperature and heptane concentration in gas, respectively. The gray spheres represent
the liquid droplets (magnified)

2 Numerical Setting

Spray combustion is investigated in two main configurations: TEJ or SEJ. For spray
in temporally-evolving planar jet (Case A) the domainwith dimension of Lx (stream-
wise direction) = 5.0 mm, Ly (spanwise direction) = 5.0 mm, and Lz (crosswise
direction) = 2.5 mm, is discretized over 6.3 million grid points. It is initially filled
with hot air (temperature of 1600 K and pressure of 5 bar). The central jet region
(width of 1mm)moves with jet speed of 60m/s. In this region, 6000 liquid n-heptane
droplets are randomly distributed and move initially with the same speed as the sur-
rounding air (60 m/s). The initial diameter and temperature of these liquid droplets
are 10 µm and 300 K.

For SEJ two settings are considered, Cases B and C. In Case B, the domain is
also filled with hot air at the same condition as Case A. Droplets with the same size
and temperature as for Case A are injected with hot air (T = 1600 K) at 60 m/s as
a round jet into the domain. The domain is in this case longer than for Case A in
streamwise direction, in order to avoid any impact of the boundaries on the spatial
evolution of spray: Lx = 10 mm, Ly = 5 mm, and Lz = 5 mm. It is discretized over
19 million grid points. Typical results for Cases A and B are presented in Fig. 1(left)
and (middle), respectively. Case C is similar to Case B with the only difference that
the droplets are injected into a quiescent flow, without simultaneous air injection,
as illustrated in Fig. 1(right). As it can be observed from Fig. 1, the ignition occurs
along the edges of the jet in Cases A and C, while ignition occurs at the head of the
jet in Case B.

All simulations are conducted using the in-house DNS code DINO. Complete
details about the code, governing equations, and validation can be found in [1, 8]. For
spray combustion, the computations rely on the model of Abramzon and Sirignano
[9]. Kinetic and transport terms are computed by relying on the open-source library
Cantera 1.8with a skeletal kineticmechanism for n-heptane, which contains Ns = 29
species and 52 elementary reactions, as described in [10].
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Fig. 2 Time evolution of scatter plot of temperature versus mixture fraction at three different times,
0.75τg , τg , and 1.2τg : Left: Case A. Middle: Case B. Right: Case C

3 Results

The results will be discussed for the three cases (A, B, and C) at three different times:
0.75τg , τg , and 1.2τg , where τg is the ignition delay time.

3.1 Temperature

Figure 2 shows the temporal evolution of the scatter plot of temperature for the
three cases A, B, and C. At early time, t = 0.75τg , the evaporation is dominating.
Therefore, the gas temperature reduces compared to the initial temperature (T0 =
1600K) over awide range ofmixture fraction for all cases. InCaseA, the temperature
reduction exists for a wider range of mixture fraction compared to the other cases;
evaporation is stronger inCaseA.At time equal to ignition delay time t = τg (ignition
being defined as the first occurrence of T > T0 + 400 K), the highest temperature
appears at lean condition (ζz < ζz,st ) for all cases; ignition is always found on the
lean side.
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Fig. 3 Probability density
function of mixture fraction
at t = τg

At later time, t = 1.2τg , it is observed that the maximum temperature for all cases
(T ∼ 2600 K) is found at the same mixture fraction, far in the lean range. However,
the high-temperature region in Case A reaches up to stoichiometric conditions (ζz ∼
ζz,st ), which is not found for the other cases. Also, evaporation continues during
and after ignition for cases B and C, which is not seen in Case A. This scenario is
confirmed by the probability density function (PDF) of mixture fraction presented
in Fig. 3, as well as by the scalar dissipation rate shown in the next section. It is
observed from Fig. 3 that a wider range of mixture fraction can be found in Case
A compared to the other cases, extending noticeably farther on the rich side. This
means that evaporation is stronger and faster in Case A, leading to more n-heptane
in the gas phase. Qualitatively, the trend of PDF(ζz) is similar for all cases.

4 Scalar Dissipation Rate

The behavior of the scalar dissipation rate χ is presented in Fig. 4. In this figure the
time evolution of χ versus ζz is plotted for all cases. At t = 0.75τg , χ is distributed
over a wide range of ζz . For case A, the peak value of χ is much higher than that for
the other cases, and is found at a larger value of ζz . Following the evaporation scenario
discussed in Fig. 2, more evaporation for Case A means more mixture fraction in
the gas mixture, more gradients, and hence higher and broader distributions of scalar
dissipation rate. Later, at t = τg , the scalar dissipation rate decreases for Case A,
while it remains at a similar level for Cases B and C. This is attributed to the fact that
fresh liquid droplets are constantly injected in SEJ (Cases B and C), which is not
the case for TEJ (Case A). Finally, at t = 1.2τg the scalar dissipation rate vanishes
for case A, because most of the evaporated fuel has been consumed, and no fresh
droplets are injected.
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Fig. 4 Time evolution of scatter plot of scalar dissipation rate versus mixture fraction at three
different times, 0.75τg , τg , and 1.2τg : Left: Case A. Middle: Case B. Right: Case C

Fig. 5 Conditional mean of
scalar dissipation rate versus
mixture fraction at t = τg

For a quantitative comparison between Cases A, B and C, the conditional mean
of scalar dissipation rate versus mixture fraction at t = τg is compared in Fig. 5. It
is observed that Cases B and C show nearly identical results. While Case A shows a
similar trend in a qualitative manner, large quantitative deviations are observed, the
mean values for Case A lying a factor 3–5 above those of Cases B and C.
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4.1 Computational Efforts

Initially, TEJ has been proposed in DNS in order to reduce the computational efforts
[11]. In our simulations, Case A (TEJ) consumes only 40% of the computational
time needed to simulate Case B or C. Hence, parametric studies are noticeably easier
with TEJ than with SEJ.

5 Summary and Conclusions

The behavior of scalar dissipation rate was compared during spray evaporation and
ignition in either temporally- or spatially-evolving jets. TEJ saves about 60% of
the computational time compared to SEJ. The behavior of temperature and scalar
dissipation rate show a good qualitative agreement between TEJ and SEJ, but large
quantitative differences. Therefore, it is recommended to use TEJ for systematic
parametric studies, while individual simulations can indeed already be done using
SEJ, closer to physical reality. Interestingly, Cases B and C deliver very similar
correlations and statistics, though the ignition location is different (B: head of the
jet; C: size of the jet). This point will be investigated further in the future, in particular
for high-speed jets.

Acknowledgements The computer resources provided by the Gauss Center for Supercomput-
ing/Leibniz Supercomputing Center Munich under grant pro84qo have been essential to obtain the
DNS results presented in this work.
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Modeling of Convective and Conductive
Conjugate Heat Transfer in a
Kerosene/Air Spray Flame Used for
Aeronautical Fire Resistance Tests

L. Boulet, P. Bénard, G. Lartigue, V. Moureau and S. Didorally

1 Introduction

Airworthiness standards require a fire resistance demonstration for aircraft or heli-
copter engines to obtain a type certificate. This demonstration relies on tests per-
formed with prototype engines in the late stages of the development. In these tests,
a propane or a kerosene standardized flame with imposed burnt gas temperature and
heat flux is placed next to the engine casing during a given time. The aim of this
work is to provide a better characterization of a kerosene/air certification burner in
order to reach a better understanding of the thermal environment during fire tests.

To this purpose, Large-EddySimulation (LES) of the certification burner is carried
out. Spray combustion, forced convection on walls and conduction in the solid parts
of the burner are coupled to achieve a detailed description of heat transfer. To a
large extent, the aim is to progress on fire test modeling so as to minimize the
risks of test failure. Because convective heat transfer is dominant on systems to test,
and convection and conduction are important to stabilize the flame inside the torch,
radiation of burnt gases as well as radiation of the equipment are not taken into
account in this first modeling step.

After introducing the geometry of the certification torch, the modeling and the
Conjugate Heat Transfer (CHT) strategy for the simulations is explained. In a second
part, an analysis of the flame topology and the air surrounding the torch in an CHT
case is followed by a comparison of results between a CHT case and experimental
data. An estimation of radiative heat transfer is finally conducted in order to quantify
its influence on the heat exchange balance.
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2 Certification Torch Modeling

Very few detailed studies of the certification torch are available in the literature. The
ISO standard [1] provides details about the flame temperature and heat flux but few
geometric details such as the cone dimensions. From the simulation point-of-view,
a first RANS study without CHT [2] compares the thermal behavior of a composite
material during a fire stress. In this study, the torch modeling is limited to the cone.

In this paper, a high-fidelity study of the flow inside the torch is conducted in order
to understand the flame dynamics and have a more precise characterization of the
heat flux on the engine casing. Ultimately, these simulations will help in increasing
the confidence level in the casing design before the certification tests.

The Large-Eddy Simulation approach, which resolves the large scale of the flow
and models the impact of the small scales onto the large ones, is chosen as it gives
access to the flame dynamics and is more accurate than RANS methods for this type
of internal flow with spray combustion.

2.1 Geometry Modeling and Computation Domain

Figure 1 shows the set-up of the certification burner. It is composed of three main
parts: (i) an injection line, where the air flows and the kerosene is injected, (ii) a
turbulator, that allows both to generate large turbulent scales and to stabilize the
flame, and (iii) a cone, guiding the burnt gases. The cone is modeled according to
the ISO norm 2685 [1]. The modeling of the turbulator is based on measurements
taken from the real apparatus.

Simulations are performed on unstructured grids using the parallel LES finite-
volume YALES2 code [3]. The burner is placed in a computational domain that
contains about 40 million tetrahedral cells with a cell size between 0.8 and 2 mm
(Fig. 2, left). Due to the slimness of the cone and the fact that at least four cells

Fig. 1 Exploded-view of the certification torch (left) and turbulator (right)
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Fig. 2 Fluid and solid mesh of the torch (left) and details around the turbulator (right)

are required to capture the thermal gradient in the cone wall, the mesh of the solid
consists of 140 million cells from 0.2 mm in the cone to 1 mm in the injection line
(Fig. 2, right).

2.2 Models and Conjugate Heat Transfer Strategy

YALES2 solves the low-Mach number Navier–Stokes equations for the fluid phase
considering combustion, buoyancy and the heat equation for conduction into the
solid. The global time integration relies on a variable-density projection method [4],
which enables to remove the constraints due to acoustics at low-Mach number.
The full injection line and primary atomization at the injector exit are not mod-
eled. Instead, a polydisperse spray of kerosene droplets is directly injected. The
spray transport model uses a point-particle Lagrangian approach, where droplets are
numerical parcels on which Newtonian mechanics can be applied. A two-way cou-
pling approach with a single-component evaporation model, as well as a simplified
swirled injector model for the atomization [5], are used. Combustion modeling relies
on the dynamic Thickened Flame Model (TFLES) [6] coupled to a 2-step analyti-
cal mechanism: the BFER kerosene scheme [7]. The sub-grid turbulence model is
a localized dynamic Smagorinsky model. A slip boundary condition is used on the
burner walls.

The torch is surrounded by a low-speed air co-flow and parameters of the swirled
air at the inlet, i.e. speed and swirling angle, are adjusted thanks to experimental
data. The kerosene spray is modeled thanks to a Rosin-Rammler diameter PDF and
the injection velocity is also adjusted thanks to experimental data.

To carry out CHT simulations, a parallel coupling strategy (PCS) using the Open-
PALM software [8] is employed to converge to steady-state more rapidly. Dirichlet–
Neumann interface conditions are used: the solid sends its temperature to the fluid
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whereas the fluid sends its heat flux to the solid. In this PCS, the two solvers run
simultaneously and asynchronously: each solver advance with its own timestep for a
given time before exchanging data. Compared to a synchronous approach, a longer
physical time can be simulated in the solid during a given fluid physical time. In the
following, each solver is advanced during 1/30 of its characteristic time scale before
coupling. While being efficient, this method only enables to study the converged
state. The number of CPUs for each solver is adjusted to minimize idle time.

Simulations are performed on the super-computer Occigen from CINES using
1084 processors: 1024 for the fluid phase, 60 for the solid phase. This set-up allows
to simulate 100 ms of physical time within 20h of wall clock time.

3 Topology of the Flow and of the Flame in a CHT Case

Figure 3 left shows the flame topology inside the burner. The flame features large-
scale wrinkling due to the shape of the turbulator. Some isolated hot spots are notice-
able, which correspond to the combustion of big droplets that are able to cross the
flame front. On the right hand side, the values of enthalpy source term inside the
turbulator shows that the hot wall temperature helps evaporating droplets blocked
inside the turbulator lobes. Moreover, an outer recirculation zone (ORZ) exists at the
exit of the turbulator. In this ORZ, where burnt gases recirculate, the CHT decreases
the temperature and incurs a flame lift-off, which is not present without CHT.

Figure 4 illustrates the influence of buoyancy on the flow around the torch. The air
is heated at thewall and has a different behavior above and below the cone.Above, the
temperature gradient induces a hot plume and below, a stable stratification is obtained
due to the negative temperature gradient. The Rayleigh number Ra, associated with
buoyancy-driven flow, is about 6.106.

This different thermal behavior leads to different wall heat losses on the cone:
heat flux is more important at the upper side and represents 56% of the total. The
wall heat flux on the cone can be compared to the total flux at the exit of the torch:
it represents only 2% of the exit enthalpy flux.

Fig. 3 Instantaneous volume rendering for high (left) and moderate values (right) of the sensible
enthalpy source term ω̇H s . Colors go from black (low values) to white (high values) through red
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Fig. 4 Instantaneous volume rendering of the air surrounding the torch for the upper (left) and the
lower side (right), heat flux is also plotted on the skin of the cone

Fig. 5 Qualitative comparison of the cone temperature profile between numerical (top) and exper-
imental (bottom) at the upper (1) and the lower (2) side of the torch

4 Temperature Distribution and Estimation
of Radiative HT

TheCHTcomputation enables to access to the temperature distribution on the torch as
shown in Fig. 5 even if the lack of radiative heat loss on the solidwall in the simulation
leads to unrealistically high temperature. However, a fairly good agreement between
the numerical data and the experiments is obtained. At the upper side, a hot zone is
observed, while in the lower part, the hot region seems to expand in the second part
of the cone. This comparison is only qualitative and will have to be done again with
radiative heat loss in future work.

These computations can help evaluating the radiative heat flux on the cone. An
estimation of the ratio between the convective and the radiative flux can be estimated
by simplifying the geometry of the cone into an equivalent cylinder. An equivalent
diameter Deq can be deduced keeping the same area and the same length L . Then,
fluxes can be computed thanks to a Newton and a Stephan–Boltzmann law:

qconv = (Tcone − T∞)λNu/Deq , and qrad = εσπDeq L(T 4
cone − T 4

∞) , (1)
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where T∞ is the fluid temperature, ε the material emissivity, σ the Stefan–Boltzmann
constant,λ the conductivity and Nu theNusselt number. This latter can be determined
thanks to a correlation [9] for Ra < 1012.

Taking a mean experimental temperature into account reveals that the radiative
flux on the torch is 88% of the total flux. So, even if convection is probably the
dominant flux when considering the impingement on the engine casing, the radiative
heat transfer can’t be neglected to obtain a good prediction of the cone temperature
and a correct stabilization of the flame into the torch.

5 Conclusion and Outlook

It has been shown that LES is a useful tool to model complex reactive flows such as
those in a certification torch. In such device, all heat transfer types are important in
order to have a good prediction of the flame stabilization and of the heat flux at the
exit of the torch.

The future work will focus on the influence of the radiative heat transfer by
coupling it with the fluid and solid simulations. The burner wall and the calorimeter
heat flux and temperature will be compared to the adiabatic simulations. A mesh
refinement sensitivity analysis will also be carried out in order to quantify the mesh
dependency. The LES model of the burner will finally be applied to the prediction of
heat transfer in an impacting flame configuration. A well instrumented metal plate
placed in vicinity of the burner will be investigated as a simplified test case.
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Towards the Direct Numerical
Simulation of a Simplified Pressurized
Thermal Shock

A. Shams and E. M. J. Komen

1 Introduction

The integrity assessment of a Reactor Pressure Vessel (RPV) is considered to be
an important issue for lifetime extension of nuclear reactors. A severe transient that
can threaten the integrity of the RPV is the existence of a Pressurized Thermal
Shock (PTS) during a Loss-of-Coolant Accident (LOCA) [1]. A PTS consists of
a rapid cooling of the RPV wall under pressurized conditions that may induce the
criticality of existing or postulated defects inside the vessel wall. The most severe
PTS event has been identified by Emergency Core Cooling (ECC) injection during
a LOCA. The injected cold water mixes with hot water present in the cold leg, and
flows towards the downcomer, causing further thermal mixing and, therefore, large
temperature gradients. This sudden change in temperature may induce high stresses
in the RPVwall, leading to the propagation of flaws inside the vessel wall, especially
in the embrittled region adjacent to the core. A proper knowledge of these loads is
important for the RPV remnant lifetime assessment.

Traditional one-dimensional thermal-hydraulic system codes like RELAP-5 or
CATHARE, often used in the nuclear industry, fail to reliably predict the complex
three-dimensional thermal mixing phenomena in the downcomer occurring during
ECC injection [1]. Hence, CFD can bring real benefits in terms of more realistic and
more predictive capabilities. However, to gain trust in the application of CFD mod-
elling for PTS, a comprehensive validation programme is necessary. In the absence
of detailed experimental data for the RPV cooling during ECC injection, high fidelity
DNS databases constitute a valid alternative and can serve as a reference [2, 3]. How-
ever, performing a DNS for a realistic PTS scenario is extremely expensive and not
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foreseeable in the near future. On the other hand, a high fidelity database of a rela-
tively simplified PTS case can be very helpful for the scientific community. This can
help in understanding the complex flow and heat transport in detail and can be used
for validation of turbulence modelling approaches such as (U)-RANS and Hybrid
LES/URANS models, which eventually can be applied for realistic PTS scenarios.

In this regard, at NRG, an extensive research programme has been carried out to
perform a DNS of a simplified PTS case without buoyancy effects [4]. As a first step,
a simplistic PTS geometry is designed and is discussed in Sect. 2. As a next step, a
thorough assessment of the code NEK5000 in order to perform high quality DNS
has been performed and is presented in Sect. 3. Finally, the high fidelity simulations
of the simplified PTS design are performed and reported in Sect. 4. This is followed
by a summary.

2 PTS Design Without Buoyancy Effects

The design of the PTS scenario without buoyancy effects has been performed via
in-depth CFD analysis. In that respect, extensive RANS computations have been
carried out in order to obtain an optimal PTS design, for details see [1, 2]. The PTS
design consists of a square duct cold leg, down-comer, vessel wall, and barrel wall,
as shown in Fig. 1. The dimensions of this PTS design are also given in Fig. 1 (Right).
A simplistic planar configuration is considered for the down-comer instead of the
typical curved geometry of RPV. Furthermore, the lower plenum is not considered
and a pressure boundary condition is selected for the outlet. It is worth mentioning
that for the DNS computations, constant flow properties are used. An additional hot
water inlet (Inlet 2) has been considered at the top of the down-comer in order to
obtain the characteristic cold plume cooling as observed in PTS scenarios. Namely,
this additional inlet forces the flow downward in the down-comer. The inlet 2 velocity
is selected as 10% of the inlet 1 bulk velocity, details are discussed in [1, 2]. A fully
developed turbulent velocity profile is imposed at Inlet 1, whereas, a uniform velocity
profile is chosen for Inlet 2. The inlet 1 velocity magnitude is calibrated in order to set
the friction Reynolds number (Reτ ) in the square duct cold leg equal to the value of
180. Constant temperature profiles are imposed at both the inlets. Due to the constant
flow properties and also the absence of thermal stratification, the ECC injected fluid
at inlet 1 is considered to be fully mixed in the cold leg, upstream of the down-comer
region.

Single-phase water is considered as a working fluid. This resulted in a Prandtl
number (Pr) of approximately 7. However, such a high value entails that Batchelor
scales are quite smaller than the Kolmogorov scales, requiring a much finer mesh
resolution in order to resolve the thermal scales. Hence, the Prandtl number is scaled
down to 1 by varying the water thermal properties. Effects of such a variation were
thoroughly investigated, and despite of small differences, it was found that the overall
topology of the thermal field remains similar [1]. Moreover, two different boundary
conditions, i.e. adiabatic (iso-flux) and iso-thermal conditions, at the outer surfaces
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Fig. 1 Geometric design of a simplified PTS scenario without buoyancy effects (Right) list of the
parameters used for the PTS design [2]

of the down-comer were studied. It is worth mentioning that, since the actual PTS
is a transient scenario, steady-state RANS can only be representative of stationary
flows and thermal behaviors. However, the iso-flux and iso-thermal cases are repre-
sentative of different temporal stages of a transient PTS scenario. In addition, these
two boundary conditions also cover the two extremes of the actual conjugate heat
transfer case. Hence, these two boundary conditions are selected to replicate the PTS
scenarios in the fluid-only domain of the selected PTS design. This, in turns, saves
a lot of computational efforts, which is foreseen to be used for the PTS case with
conjugate heat transfer case. For details regarding the PTS design, flow parameters,
and the related boundary conditions, readers are referred to [1].

3 Code Assessment to Perform a True DNS

The higher order spectral element code NEK5000 has been selected as CFD tool
to generate the high fidelity DNS database for the simplistic PTS without buoyancy
effects. The code NEK5000 adopts a Spectral Element Method (SEM) for the spatial
discretization, which is a finite element method and is coupled with a high-order
weighted residual technique [5]. This consists in computing velocity in each element
as Lagrange polynomials over a N -th order Gauss–Lobatto–Legendre (GLL) point’s
distribution. Pressure is computed on the same spatial discretization (PN -PN formu-
lation) or over a (N − 2)-th order distribution (PN -PN−2 formulation) [6]. The former
approach is selected in this work for the spatial discretization of the Navier–Stokes
equations. NEK5000 uses a semi-implicit time-stepping method. In the formulation,
the viscous terms in the Navier–Stokes equation are treated implicitly using a k-step
backward differentiation formula (BDFk) based on a truncated Taylor expansion of
the solution, while the non-linear (convective) terms are treated using an explicit
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Fig. 2 (Left) Balance of the turbulent kinetic energy budget for a planar channel flow with Reτ =
180. (Right) Iso-contours of velocity field in the cold leg of PTS

extrapolation scheme of order k (EXTk). For the present study, an order of k = 3 is
considered, which results in a BDF3/EXT3 time-stepping scheme which is globally
third order accurate.

A thorough assessment of this code to perform high quality DNS has been per-
formed for a well-known turbulence channel flow configuration at Reτ = 180 (tur-
bulent Reynolds number based on the wall friction velocity and half duct height).
Different numerical parameters of NEK5000 have been extensively tested and their
influence has been studied to obtain high quality turbulence statistics, see [2, 3].
One of the limitations of NEK5000 is that his code is able to handle only hexahe-
dral elements (preferably orthogonal). However, application of perfectly orthogonal
meshes for PTS-like geometries is not possible, and the quality of the resulting DNS
could be questioned. Thus, various non-orthogonalmeshes have been assessed for the
selected turbulent channel flow configuration. A number of test cases are studied by
distorting (shearing) the perfectly orthogonal mesh with different angles, up to 60 ◦.
The obtained results are compared with various reference databases for mean, RMS,
skewness and kurtosis of velocity and the budget for the turbulent kinetic energy.
However, because of the page limitations, only the sum of the turbulent kinetic
energy budgets is presented in Fig. 2 (left). This budget sum should be zero. It is
clearly noticeable that the budget sum obtained by the code NEK5000 is, apart from
very small statistical errors, very close to zero like in other reference databases [6–8].

4 High Fidelity Simulations of the Simplified PTS Case

Based on the aforementioned code assessment, a high quality base mesh for the
simplified PTS design was generated. It consists of 0.75 million spectral elements
(for details see [1, 4]). It is worth mentioning that the overall number of grid points
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depends on the selected order of accuracy. For example, for N3 (i.e. third order of
accuracy in space) the total mesh corresponds to 20 million grid points. Similarly,
for N5 and N7, the overall mesh corresponds to 95 and 275 million grid points,
respectively. Hence, a huge amount of computational power is required to perform
the computations. Nevertheless, in order to achieve the eventual high quality DNS
solution, this base mesh needs to run with spectral elements of fifth (N5) or seventh
(N7) order of spatial accuracy [4]. Nonetheless, due to the computational constraints,
a precursor Under-resolved DNS (UDNS) has been performed with N3 in order to
understand the flow physics and to learn about the statistical convergence. This N3
PTS computation has been performed at Centrum Informatyczne Swierk (CIS) in
Poland [9]. Due to the complex nature of the flow field, the simulation has run for
5 million core hours i.e. 208 days on 1000 processors. In this article, the results
corresponding to the N3 UDNS are presented. The obtained results are analyzed
both for the instantaneous velocity and temperature fields with a statistical approach.
Initially, the simulation has run to achieve a fully developed turbulent flow. Subse-
quently, averaging was started and the statistical convergence was monitored in time.
The results discussed in the article refer to a statistically converged simulation, with
a normalized averaging time of about t+ = tuτ /ν = 14000. Because of the page
limitations, a few qualitative results are presented in this article.

Figure 2 (Right) displays a zoomclose to the cold leg region. It is clearly noticeable
that the cold leg duct shows a fully developed turbulent flow field, which represents
a well-defined inlet boundary condition. It is worth reminding that a fully developed
turbulent velocity profile at inlet 1 is obtained by recycling the flow field in an
extended duct upstream of the inlet 1. The length of this extended duct is 4 times the

Fig. 3 Iso-contours of (Left) velocity and the temperature field along the mid cross-section corre-
sponding to (Middle) iso-flux and (Right) iso-thermal boundary conditions
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equivalent diameter of the duct [4]. This well-defined fully developed inlet boundary
condition is very important for the validation phase in order to reduce the level
of uncertainties. Furthermore, the flow from the cold leg hits the barrel wall and
disperses in all direction, exhibiting a very complex three-dimensional flow field. To
visualize it more clearly, a cross-section at the mid of the down-comer is selected to
present the flow pattern appearing in this PTS design, see Fig. 3 (Left). In addition
to the flow field, iso-contours of the thermal fields corresponding to two selected
boundary conditions are also shown in Fig. 3. As mentioned earlier, these boundary
conditions are carefully selected to represent different temporal stages of a transient
PTS scenario. It isworthmentioning that this performedN3UDNS is used as an initial
condition to perform the subsequent run with N5. This N5 simulation is on-going at
the CIS computing facility [9]. Although, the N5 case does still not really correspond
to a true DNS, this UDNS is currently pursued, given the available computational
resources. This in turns will provide a step forward to confirm the convergence
towards a true DNS, from N5 to N7. In addition, it can also serve as an intermediate
validation database (as discussed in [4]).

5 Summary

The aim of this research work is to generate high fidelity DNS databases for a simpli-
fied single phase PTS scenario without buoyancy effects. In this regard, an enormous
effort has been put forward for the design of a simplified geometric configuration
for a single phase PTS scenario without buoyancy effects. In addition, a thorough
assessment of the code NEK5000 has been done in order to perform a true DNS for
a PTS like scenario. Accordingly, a systemic progression towards the generation of
the DNS database, for a PTS scenario without the buoyancy effects, is ongoing and
will result in a successful campaign. This will provide a sort of reference database to
validate low order CFD approaches, such as (U-) RANS and Hybrid (URANS/LES)
methods.
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Study of the Flow Around a Heated
Cylinder in Mixed Convection Regime

S. Rolfo, K. Kopsidas, S. A. Rahman, C. Moulinec and D. R. Emerson

1 Introduction

Overhead Lines (OHL) are a key component to transmit and distribute electrical
energy. The aero-thermal design of OHL is generally carried out considering the
cable as a perfect heated cylinder immersed in a uniform cross flow [1]. Moreover,
The design also assumes that only two regimes can occur, depending on the Reynolds
number (based on the line diameter and the incoming velocity): (a) natural convection
for low velocities, e.g. below a wind speed of 0.6 m/s which roughly corresponds
to a Reynolds number of 850; (b) forced convection at higher Reynolds numbers. In
both of these cases analytical correlations exist to compute the Nusselt number.

The flow around circular cylinders has been widely studied and a complete review
can be found in [2]. The flow is laminar, bi-dimensional and steady up to a Reynolds
number of 40, based on diameter and incoming velocity, and 3-D transition in the
wake has been observed starting at Re = 200 [2].

Heat transfer has mainly been investigated experimentally and always concen-
trating on the forced convection regime. Experimental correlations have been widely
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developed, ranging from the very simple expression Nu = CRem Pr1/3, with the
coefficientsC andm function of the Reynolds number, up to themore general expres-
sions as proposed in [3] However, for moderate Reynolds numbers, the cylinder is
generally operating in the mixed convection regime and aero-thermal characteristics
of the flow might deviate from the assumption of simple force or natural convection.
As a consequence, the focus of this work is to investigate the potential existence of
large 3-D coherent structures in a flow field that conventional classification (based
on the Reynolds number) will consider as laminar and bi-dimensional. The effect
of the angle α between the undisturbed (or incoming) velocity U∞ and the gravity
vector g will be also presented.

2 Numerical Methods

The simulations have been performed using the open source CFD software
Code Saturne [4, 5]. The Navier–Stokes–Fourier equations are discretised using
a cell centred co-located finite volume approach. Velocity and pressure coupling is
ensured through a prediction/correction method similar to the SIMPLEC algorithm
and the Poisson equation is solved using an algebraic multigrid solver. The code han-
dles fully unstructured grids, including polyhedral cells and embedded refinements.
Second order accurate schemes are used for both time and space discretisations.

The buoyancy term in the momentum equations is evaluated using the
Boussinesq approximation, which is given by −ρg = −ρ∞gβ (T − TW ) with ρ

being the density, ρ∞ being the undisturbed density, β the coefficient of thermal
expansion, T the fluid temperature and TW the temperature at the cylinder surface.

3 Test Case Definition and Validation

The study under consideration is the flow around a heated cylinder characterised
by a temperature TW , a diameter D, set in a uniform flow with a velocity U∞.
The temperature TW is such that TW > T∞, where T∞ is the temperature of the
undisturbed incoming flow. The Reynolds number is set to Re = U∞D/ν = 150,
with ν being the kinematic viscosity and the temperature at the wall is varied to
have the Richardson number Ri = Gr/Re2 as 0 ≤ Ri ≤ 2. The Grashof number
is defined as Gr = gβ (TW − T∞) D3/ν2. The computational domain is presented
in Fig. 1, it follows a C-shape configuration and it has been meshed using a block
structured approach. For validation purposes a 2-D laminar simulation of the cold
flow (i.e. no heat transfer considered) has been performed at Re = 150. The domain
used comprises of an inlet located 20D upstream of the cylinder, with an outlet 25D
downstream and the top and bottom sides are 20D apart from the cylinder centre.
This domain is made of 27,342 cells (M01) with 176 cells around the cylinder solid
wall. For the heat transfer the domain has been enlarged moving the inlet, top and
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Fig. 1 Sketch of the computational domain and definition of the domain dimensions. The angle α

between the undisturbed velocityU∞ and the gravity vector g is negative in the clock-wise direction

(a) (b)

Fig. 2 a CL at Re = 150 for forced convection Ri = 0 for different mesh resolution. b Power
Spectral Density (PSD) at Re = 150 for forced convection Ri = 0 for different mesh resolution

bottom sides 40D apart from the cylinder and the outlet is located 50D downstream.
The mesh has also been refined for a total number of 62,650 cells with 264 cells
for the cylinder (M02) solid wall. This increase of the domain size and resolution
has been dictated by the buoyancy effects observed in the wake of the cylinder.
Comparison between the twomeshes is reported in Fig. 2a for the lift coefficient time
history and its spectrum (see Fig. 2b). The average coefficients, and their r.m.s.values,
are in close agreement for both meshes and they are also in good agreement with
the reference values. For example the Nusselt numbers given by both meshes are
within 0.5% of the experimental correlation given by [3]. Results produced by the
two meshes are in fairly good agreement also for higher Richardson numbers, but
results on the coarser mesh show some spurious oscillations, mainly generated by the
interactions between the boundaries and the wake. Therefore, all results presented in
this work, and concerningmixed convection regime, have been obtained by extruding
mesh M02. The 3-D mesh employs 128 layers in the span-wise direction for a total
extrusion length of 2πD, and for a total mesh size of about 8.1 million cells.
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Fig. 3 a Q-criterion coloured by x-vorticity for Ri = 0.5 and Re = 150. b Q-criterion coloured
by x-vorticity for Ri = 1.0 and Re = 150. c Q-criterion coloured by x-vorticity for Ri = 2.0 and
Re = 150

4 Results

This work presents two sets of results. The first shows a comparison between bi-
dimensional and full 3-D calculations up to a Richardson number equal to 2, where
the flow direction and the gravity vector are kept perpendicular (i.e. α = −90◦). In
the second set of results, the Richardson number is given by Ri = 1 and varies angle
between U∞ and g varies by ±20◦ with respect to the perpendicular configuration
(i.e. −110 ≤ α ≤ −70). In all cases the Reynolds number is Re = 150.

Figure 3a–c show the Q-criteria at ±10, coloured by the stream-wise vorticity,
for Ri = 0.5, Ri = 1.0 and Ri = 2.0, respectively. For the low Richardson num-
ber the flow retains a bi-dimensional pattern. As the Richardson number increases
(Ri = 1.0), large and coherent structures appear: the 2-D structures are forming
in the wake of the cylinder, they subsequently deform into periodic manifolds that
finally break into vortices with an axis pointing upwards with an angle of about 60–
70◦. These structures have a separation length which is about 2D. This is in accor-
dance with the value given by [6]. For the largest Richardson number (Ri = 2.0)
the behaviour of the large structures becomes more chaotic and the periodic motion
observed at Ri = 1.0 is almost lost. The addition of the buoyancy term on the mean
motion is to rotate the wake anticlockwise, destroying the symmetry of the mean
flow with respect to the stream-wise direction and, consequently, generating a neg-
ative lift. The heat transfer is also affected and the Nusselt number increases with
the Richardson number. However, the effect of the transition to a fully 3-D flow is to
impair the heat transfer (see Fig. 4a) and to plateau the increase of negative lift (Fig.
4b). More comments on heat transfer impairment will be given later in the section.
The spectra of the lift coefficient for the 3-D cases shows also a gradual transition
towards a more rich-of-scales flow with the increase of the Richardson number. For
Ri = 1 the PSD still shows a banded spectrum, with the energy being present only
at selected frequencies. On the other hand at Ri = 2, the energy content is spread
continuously at all frequencies with a decay more similar to that of a turbulent flow.
The effect of changing the angle α between U∞ and g on the wake is shown in
Fig. 5a–d for four different angles α. In the case where the horizontal component of
gravity is in opposition to the flow direction, it is possible to observe a return towards
a more bi-dimensional flow. This is very obvious for α = −110◦ (Fig. 5a), where
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(a) (b) (c)

Fig. 4 a Nu versus Richardson number at Re = 150 for 2-D and 3-D calculations. b CL versus
Richardson number at Re = 150 for 2-D and 3-D calculations. c PSD of the lift coefficient for 3-D
simulations

Fig. 5 a Q-criterion Q = ±10 coloured by x-vorticity for Ri = 0.5, Re = 150 and α = −110◦. b
Q-criterion Q = ±10 coloured by x-vorticity for Ri = 0.5, Re = 150 and α = −95◦. cQ-criterion
Q = ±10 coloured by x-vorticity for Ri = 0.5, Re = 150 and α = −85◦. d Q-criterion Q = ±10
coloured by x-vorticity for Ri = 0.5, Re = 150 and α = −70◦

the complex manifold structures return to a more simple cylindrical shape with only
some cross section expansion/contraction along the span. The breakdown of these
structures does not produce the very long and upwards looking vortices described
previously, but rather more ellipsoidal shapes aligned with the span-wise direction.
On the contrary, when the horizontal component of the gravity and the flow direction
are aligned the 3-D features of the flow are enhanced. For a small positive horizontal
component (see Fig. 5c) the structures leaving the cylinder tend to be fully 3-D, but
the orderly pattern of the flow is still maintained with the very elongated and upwards
looking structures a bit further downstream in the wake. For larger horizontal com-
ponents of the gravity the flow starts to resemble the one at larger Richardson number
(see Fig. 3c) with a more chaotic behaviour.
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Table 1 Mean coefficients for 3-D simulations as function of the variation of the gravity angle α

Re Gr Ri α CD CL C ′
L Nu Nu′

150 22500 1.0 −110 1.315 −1.340 0.132 6.586 0.025

150 22500 1.0 −95 1.234 −1.212 0.257 6.460 0.063

150 22500 1.0 −90 1.196 −1.129 0.242 6.366 0.071

150 22500 1.0 −85 1.159 −1.076 0.313 6.288 0.093

150 22500 1.0 −70 1.004 −0.845 0.477 5.891 0.166

The effect on the average coefficients and their r.m.s. value is detailed in Table 1.
The absolute value of both drag and lift coefficients tends to increasewith the increase
of α (i.e. opposition between mean flow and gravity), whereas fluctuations tends to
be damped. Heat transfer is also enhanced in the same configuration of flow and
gravity acting in opposite directions. This might look counter-intuitive, but it shows
how these long 2-D structures are effective in removing the heat from the cylinder
in comparison with much smaller 3-D eddies that do not wet the hot surface as
effectively. The same effect that can also be seen in Fig. 4b.

5 Conclusions

This work presents the study of flow around a circular cylinder at Re = 150 in mixed
convection regime. Several Richardson numbers have been investigated aswell as the
effect of the angle between the incoming undisturbed flow and the gravity vector. As
the Richardson number increases the bi-dimensional periodic flow is destroyed and
3-D coherent structures appear in the flow and progressively become more chaotic.
The effect of the angle between the incoming flow and gravity depend on the sign of
the horizontal component of the gravity vector: when it is negative the flow tends to
become more bi-dimensional, when it is positive it is more turbulent. Heat transfer
is enhanced when a more orderly bi-dimensional flow pattern is present in the wake.
This shows these large structures are more efficient at extracting heat from the hot
surface.
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Direct Numerical Simulation
of Convective Turbulent Channel
Flow of Fluid Mixtures

P. Bahavar and C. Wagner

1 Introduction

Fluid mixtures play an important role in a large variety of applications ranging
from atmospheric flows to intracellular transport mechanisms. At the same time they
present a significant challenge with regards to modeling and computational costs.
In this work, the feasibility of treating a mixture of two fluids with different fluid
properties by considering one species as the carrier fluid and treating the effect of
an added trace species as a perturbative modification is explored. Towards this end,
the concentration of the trace constituent is introduced as an active scalar within
the flow and used as an expansion parameter analogously to the temperature in the
Boussinesq approximation.

For the example of a mixture of water vapor and dry air, the effects due to the
added buoyancy are investigated using direct numerical simulations (DNS) of tur-
bulent channel flow. The limitations concerning the validity of the strict Boussinesq
approximation are determined, and an extended formulation is employed to explore
higher order effects which become significant towards and outside of the limits of
this range.

2 Governing Equations

To describe the flow of the fluid mixture, the Navier–Stokes equations for incom-
pressible flow are used,
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∇ · u = 0, (1)
∂

∂t
u + (u · ∇) · u = − 1

ρ
∇ p + ν∇2u − B, (2)

where B represents the buoyant force caused by differences in both temperature T
and trace fluid concentration c, whose evolution is given by

∂T

∂t
+ u · ∇T = κ∇2T (3)

and
∂c

∂t
+ u · ∇c = d∇2c, (4)

respectively. Here, ν refers to the kinematic viscosity, κ the thermal diffusivity and
d the mass diffusivity of the trace fluid with respect to the carrier. Calculating the
expansion coefficients βρ = 1

ρ
∂ρ/∂T and γρ = 1

ρ
∂ρ/∂c then yields the linearized

buoyancy term [1]
B = [

βρ(T − Tref ) + γρ(c − cref )
]
g. (5)

2.1 Range of Validity and Extended Approximation

The derivation of the Boussinesq equation provided in [2] implies that the relative
variation of the transport propertiesσ of thefluidmust be small across the temperature
differenceΔT characterizing the system for the strict approximation to apply. Using
βσ and γσ to denote the dependence of σ on T and c in the sameway as the expansion
coefficients used for the density, the strength of the dependence can be quantified. In
practice, the conditions ΔTβσ < 0.1 and, analogously, Δcγσ < 0.1 are imposed as
limits on the overall variation, guaranteeing that the overall error is less than 10%.
If these requirements are violated for one or more fluid properties other than the
density, the approximation can be recovered by explicitly including the dependence
on the active scalars in the governing equations.

3 Simulation Setup

To solve the flow equations detailed above for a periodic channel geometry, DNS
is performed using a finite volume approach. Fourth order central differences are
employed for spatial derivativeswhile a second order accurate explicit leapfrog-Euler
scheme is used for time integration [4]. Velocity and pressure fields are coupled via
the projection method to ensure continuity. A uniform overall pressure gradient is
applied to ensure steady flow with a constant volume flux. The physical domain of
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5πδ × 2δ × 2πδ is resolved in an unstructured, collocated mesh with 396 × 180 ×
316 cells, resulting in a mesh resolution ofΔx+ = 6,Δz+ = 3, andΔy+ = 0.2–3.7
following a hyperbolic tangent distribution, achieving high resolution at the walls
while limiting the number of cells in the bulk flow. No-slip and impermeability
boundaries are imposed on the velocity at the y-normal walls. For the temperature
and concentration fields, prescribed constant values are set at the walls, with the
higher value at y = −δ and the lower at y = +δ. Periodic boundary conditions are
used in the streamwise (x) and spanwise (z) directions.

For this investigation, flows with a bulk Reynolds number of Re = ubδ/ν = 2280
and a constant temperature difference ΔT = 9.48K are considered [3]. The Prandtl
number ν/κ = 0.71 and Schmidt number ν/d = 0.48 are chosen corresponding to a
mixture of dry air and water vapor. Three values for the concentration difference are
simulated, Δc = 0, 0.1, and 0.2. Gravity acts against the mean flow direction, giv-
ing rise to buoyant forces quantified by the Grashof number GrT = βρgδ3ΔT/ν2 =
1.2 · 105 andGrc = γρgδ3Δc/ν2 = 0.31 · 105, 1.24 · 105, and2.48 · 105 due to tem-
perature and concentration, respectively.

4 Results

For a clear view on the effects of the added active scalar c, mean and root mean
square values (rms) for both velocity and temperature are calculated by both temporal
averaging as well as averaging along the homogeneous directions of the channel,
denoted by 〈·〉. To this end, simulations are monitored until convergence of the first
statistical moments, after which averaging is restarted for themean values and started
for rms values. Averaging time spans are 30 viscous time units or longer in all cases.

4.1 Fluid Mixture in Strict Boussinesq Approximation

The effect of the increasing buoyant force is visible in the comparison of the mean
streamwise velocity profiles shown in Fig. 1a. For better visibility, the velocity profile
of channel flow without any buoyancy is subtracted from the results to isolate the
effects of the added force term. Following expectations, the fluid is accelerated at
the wall where buoyancy acts to aid the mean flow (y = −1), while at the opposing
wall, the mean velocity is reduced. The effect shows intuitive scaling with increasing
effective Grashof number Gr = GrT + Grc with respect to the following observa-
tions: (1) the magnitude of acceleration and deceleration increases, (2) the peaks of
maximal acceleration and deceleration move towards the aiding wall, and (3) the
extent of the deceleration region reaches farther across the channel center plane.

The rms values of the streamwise velocity component are significantly impacted
by the buoyant forces aswell, as seen in Fig. 1b. Interestingly, fluctuations are reduced
compared to the reference shown by the dashed line at the aiding wall, where the
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Fig. 1 First and second order statistical moments of the streamwise velocity and temperature are
shown as a function of the wall-normal coordinate. aMean streamwise velocity difference from an
isopynic flow reference for all four buoyant configurations. b Streamwise velocity fluctuations. The
dashed lines again represent the reference case. cDifference between a theoretical linear temperature
curve and the observed profiles. d Temperature fluctuations

acceleration of the fluid and subsequent increase in Reτ would have suggested an
increase in turbulence. In contrast,

〈
urmsx

〉
increases as a function of Gr at the opposing

wall and across a majority of the bulk region.
The mean temperature profile is illustrated in Fig. 1c by showing the deviation

from a linear profile to extract the modification due to the turbulent transport in the
wall-normal direction. A stronger deviation from the linear reference signifying a
flattening of the profile in the bulk region coupled with increased gradients towards
the walls is found as Gr increases. While there is an overall asymmetry in the tem-
perature profile in all cases, the wall-near gradients behave completely symmetrical.

For the temperature fluctuations shown in Fig. 1d, a redistribution from the bulk
towards the walls is observed. Again, the profiles exhibit an overall asymmetry,
but the clear ordering of the four configurations with increasing Grashof number is
preserved.

4.2 Fluid Mixture in Extended Boussinesq Approximation

It is found that for the highest concentration difference, the variation limit imposed
by the strict Boussinesq approximation is violated for the thermal diffusivity,
0.2γκ = 0.14 > 0.1. To address this, an additional simulation is performed using
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Fig. 2 Comparison between results for the strict and extended Boussinesq approximation for the
highest concentration difference Δc = 0.2. a Difference between a theoretical linear temperature
curve and the observed profiles. b Temperature fluctuations

∂T

∂t
+ u · ∇T = ∇(κ∇T ) � κ∇2T + γκ∇c · ∇T (6)

instead of the simplified formulation fromEq. (3) for the evolution of the temperature
field. The approximate equality corresponds to treating the variation in κ as linear
with respect to changes in c.

This extended formulation qualitatively changes the temperature profile resulting
in turbulent channel flow with temperature and concentration differences, as shown
in Fig. 2. The additional term in the energy equation causes a preferred direction of
temperature transport, resulting, in the case for a air-vapor mixture where γκ < 0, in
a reduced temperature throughout the whole system. Consequently, the symmetry of
the wall-near temperature gradients observed before is broken, showing a relatively
steeper gradient at the aiding wall and a shallower profile at the opposing wall.
Reversing the sign of γκ reverses the overall effect, the system temperature increases
overall, and the modification of the gradients switches directions.

The temperature fluctuations presented in Fig. 2b are modified by the extended
formulation as well. There is an overall decrease of the fluctuations down to the
values found for the configuration withΔc = 0.1 at the peak near the opposing wall.
The local increase near the aiding wall is comparatively much smaller. In contrast to
the behavior of the mean temperature, this effect remains unaffected if the sign of γκ

is changed, revealing it to be a function of the strength of the dependence instead.

5 Discussion

Using the Boussinesq approximation to describe turbulent channel flow of a fluid
mixture proved successful for the mixture of water vapor and dry air considered in
this investigation. The limiting factors concerning the validity of the strict approach
are found to be the combination between the mismatch of the properties of the con-
stituting fluids and the mixing ratio. Extending the approximation by taking into
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account first order variations of the fluid properties (in this case, the thermal diffu-
sivity) was shown to reveal qualitative changes in the resulting flow observables even
in configurations where the violation of the applicability criteria might be considered
small. For a mixture of water vapor and dry air, the limit mixing ratio evaluates to
0.147, equivalent to a dew point of 326K, a relatively high value in the context of
atmospheric flows, but very much achievable in technical applications. Considering
the relatively low complexity of including variations of the fluid properties in the
governing equations, the extended approach can be employed to increase the range
of validity for the approximation on a case-by-case basis while still taking advan-
tage of the majority of simplifications introduced by the Boussinesq approximation.
Alternatively, the qualitative and quantitative reliability of simulation results can
be increased without incurring significant computational costs by including the full
dependence of the fluid properties on the active scalars with the exception of the
density.
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Momentum and Buoyancy Repartition
in Turbulent Mixed Convection

T. Wetzel and C. Wagner

1 Introduction

Turbulent mixed convection is a common phenomenon in applications such as heat
exchangers and climatisation in transport vehicles and buildings and was often stud-
ied in the past. Metais and Eckert [6] experimentally analyse the heat transport in
a vertical pipe heated from the outside. The suppression of turbulence in vertical
pipes is analysed by Bae et al. [1] by means of direct numerical simulation (DNS).
Mixed convection in a vertical channel is studied in DNS by Kasagi and Nishimura
[4], who report profiles of one-point statistics and budgets of the turbulent kinetic
energy. They also compare asymmetrically heated turbulent channel flow with chan-
nel flow subjected to uniform wall mass injection and suction, as well as with liquid
metal channel flow under the influence of a transversal magnetic field. All three flow
types exhibit similar effects regarding the suppression and enhancement of turbulence
near the walls and Kasagi and Nishimura state that the buoyancy does not affect the
velocity fluctuations directly. In a more recent work, He, He and Seddighi [3] study
the effects of generic body forces on vertical pipe flow and relate the relaminariza-
tion to a lowering of the apparent friction velocity. Wall-normal profiles of the mean
streamwise velocity and the turbulent kinetic energy are presented in this paper for
different Grashof numbers and demonstrate the buoyancy-induced flow asymmetry.
Furthermore, budgets of the Reynolds stress tensor are analysed with regard to the
repartition of turbulent stresses between the velocity components. Finally, the heat
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transport characteristics of the flow are examined with the help of a quadrant analysis
of the Reynolds shear stress and the turbulent heat fluxes in order to understand how
the coherent structures transport heat.

2 Computational Details

The non-dimensionalized governing Eqs. (1)–(3) are the continuity equation, the
incompressible Navier–Stokes equations together with the Boussinesq approxima-
tion and the energy equation, respectively. The simulation geometry is shown in
Fig. 1.

∂ui
∂xi

= 0 (1)

∂ui
∂t

+ u j
∂ui
∂x j

= 1

Reb

∂2ui
∂x2j

− ∂

∂xi

(
p + δgx1

u2b

)
+ Gr

Re2b
θδ1i (2)

∂θ

∂t
+ ui

∂θ

∂xi
= 1

Pr · Reb
∂2θ

∂x2i
(3)

The equations are given in tensor notation using the summation convention. The
streamwise, spanwise and wall-normal velocity components are denoted by u1, u2,
u3. Likewise, the corresponding Cartesian coordinates are x1, x2, x3. The pressure
is denoted by p, the channel height with δ the gravitational acceleration by g and

θc = −0.5θh = 0.5

g

L

B

δ
z

y
x

Flow

Fig. 1 Computational domain set up in the same manner as the one used in the DNS by Kasagi
and Nishimura (KN) [4]. The flow is forced upwards against gravity along the differentially heated
verticalwalls. Periodic boundary conditions are employed in the streamwise and spanwise directions
for the velocity, the temperature and the pressure fluctuations. The walls obey the no-slip and
impermeability boundary conditions
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the bulk velocity by ub. δi j represents the Kronecker delta in the buoyancy term of
Eq. (2). The control parameters are namely the bulk Reynolds number Reb = ubδ

ν
=

4328, the Grashof number Gr = gβ�T δ3

ν2 and the Prandtl number Pr = ν
κ

= 0.71
with kinematic viscosity ν and thermal diffusivity κ . The Grashof number is varied
from 0 over 6.4 · 105 to 9.6 · 105 and 1.6 · 106 in order to study its influence on the
flow behaviour.

The system of Eqs. (1)–(3) is discretised on a staggered grid and solved with a
finite volume method. The computations are executed on a fine wall-resolved grid
in order to capture all essential flow structures and the high wall-normal gradi-
ents accordingly. The spatial interpolation and differentiation are carried out with
a fourth-order accurate central difference scheme and the time stepping is realized
with a second-order accurate Euler-Leapfrog scheme. The velocity pressure cou-
pling is accomplished with Chorin’s projection method and employs a direct solver
for the resulting Poisson equation. This method has been adapted for Cartesian grids
from the one reported by Feldmann and Wagner [2], who used it with cylindrical
staggered grids. Furthermore, the bulk velocity is prescribed (and thus the mean
pressure gradient adapted) such that the cases share the same Reb. Unless otherwise
indicated, all velocity values are rescaled for comparability with the friction veloc-
ity u∗

τ = 0.5(uhτ + ucτ ) averaged over the friction velocities at the heated and cooled
wall, respectively.

3 Flow Structures and Heat Transport

3.1 Transport Mechanism

From DNS of isothermal turbulent channel and pipe flows it is well known that the
wall-normal transport is organized by sweeps and ejections. Sweeps are carrying high
speed fluid towards the wall and ejections carry low speed fluid to the bulk. Close to
the wall they form elongated regions of streamwise high and low speed fluid called
streaks. In the case of mixed convection considered here, buoyancy accelerates fluid
close to a heated channel wall. The result is the suppression of turbulent fluctuations
in combination with vortex-stretching leading to thinner streaks with a higher streak
spacing in spanwise direction and vice versa on the cooled wall. The aforementioned
effects are intensifiedwith increasingGr , althoughmore so in the aiding flownear the
heatedwall than in the opposing flownear the cooledwall. This explanation is derived
from the description of the self-sustaining process of near-wall turbulence structures
described by Kim [5] for isothermal wall-bounded flow and complemented by He et
al. [3] for aiding flow in a vertical pipe, who also linked the structure thinning with
a lowered apparent friction velocity in the aiding flow. In the present case, the flow
alteration due to the body force is generated by the horizontal temperature gradient
and additionally involves a change in turbulent heat transport, which is suppressed in
the aiding flow and slightly enhanced in the opposing flow. Thus, low-speed streaks
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Fig. 2 Profiles of mean
streamwise velocity. Solid:
Gr = 0, dashed:
Gr = 6.4 · 105, dotted:
Gr = 9.6 · 105,
dashed-dotted:
Gr = 1.6 · 106
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Fig. 3 Profiles of turbulent
kinetic energy. Legend cf.
Fig. 2
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linger longer at the heated/cooled wall than high-speed streaks. As a result, ejections
emerging close to the heated/cooled wall carry warm/cold fluid to the bulk.

3.2 Mean Flow Field and Turbulent Kinetic Energy

Figure 2 shows the mean velocity profiles for different Grashof numbers to underline
that the fluid is accelerated close to the heatedwall and decelerated close to the cooled
wall. It is evident that an increase in Grashof number results in a more asymmetric
mean velocity profile with a higher peak near the heated wall where the buoyancy
is aiding the flow. The turbulent kinetic energy (TKE) profiles presented in Fig. 3
reflect an increase in asymmetry with increasing Gr , where the TKE peak decreases
near the heated wall and increases near the cooled wall. This behaviour has been
reported before [1, 3, 4] and ultimately results in flow relaminarization near the
heatedwall. Especially at the higherGrashof numbers, the TKE increases nonlinearly
in the channel center due to the mean shear induced by the flow asymmetry. Yet, the
integrated TKE increases linearly in the considered Grashof range.

3.3 Reynolds Stress Budgets

In order to further analyse the transport mechanisms discussed above, budgets of the
Reynolds stress tensor were evaluated. Figures 4 and 5 show the contributions of
the production and pressure strain terms to the streamwise Reynolds stress balance
for different Grashof numbers. At the heated wall the peak of the production term



Momentum and Buoyancy Repartition in Turbulent Mixed Convection 295

Fig. 4 Production term of
the streamwise Reynolds
stress. Solid: Gr = 0,
dashed: Gr = 6.4 · 105,
dotted: Gr = 9.6 · 105,
dashed-dotted:
Gr = 1.6 · 106
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Fig. 5 Pressure strain term
of the streamwise Reynolds
stress. Legend cf. Fig. 4
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decreases with increasing Gr agreeing with the decreasing maxima of the turbulent
kinetic energy at the heated wall in Fig. 3. This effect is accompanied by less redis-
tribution of turbulent kinetic energy according to the pressure strain contributions
shown in Fig. 5, which eventually leads to laminarization or one-dimensional tur-
bulence as pointed out by He et al. [3]. In contrast, close to the cooled wall, flow
turbulence is amplified with larger redistribution according to higher absolute values
of the production and pressure strain terms there.

3.4 Quadrant Analysis

In order to confirm that heat is transported in wall-normal direction via sweeps and
ejections, a quadrant analysis is conducted. Figure 6 shows the plots of the probability
density functions (PDF) obtained bymeans of the DNS forGr = 9.6 · 105. The plots
show the correlations at z+ = 15 (top row) near the heatedwall and z+ = 274 (bottom
row) near the cooled wall. In the first column, PDFs for the Reynolds shear stress
(RSS) reflect higher probability densities in quadrant Q2 and Q4 due to ejections
and sweeps. The second and third columns are dedicated to the streamwise and wall-
normal turbulent heat transport, respectively. In Fig. 6, the leftmost graphs further
reveal that the sweeps in the aiding flow are less andweaker than in the opposing flow.
This is in agreement with the observation above that the Reynolds shear stresses are
lower in the aidingflow.Also, the behaviour of the streamwise turbulent heat transport
is different in the aiding and the opposing flow underlining that the low-speed streaks
carry fluid whose temperature is adjusted to the temperature at the wall from which
they emerge, i.e. the low-speed streaks near the heated wall carry fluid with positive



296 T. Wetzel and C. Wagner

−100 100

−40

−20

20

40

u1

u3

−100 100

−0.2

0.2

u1

θ

−40 −20 20 40

−0.2

0.2

u3

θ

−100 100

−40

−20

20

40

u1

u3

−100 100

−0.2

0.2

u1

θ

−40 −20 20 40

−0.2

0.2

u3

θ

Fig. 6 Probability density plots of fluctuation correlations. Left to right: streamwise velocity and
wall-normal velocity, streamwise velocity and temperature, wall-normal velocity and temperature.
Top row: z+ = 15 (hot), bottom row: z+ = 274 (cold)

temperature fluctuations and vice versa near the cooled wall. At the same time, the
low-speed tails of both PDFs are thinner than their high-speed counterparts, meaning
that the low-speed streaks carry amore closely defined temperature. Thewall-normal
heat transport is almost uninfluenced by the difference in buoyant force. Although
the distribution is wider in the opposing flow, the symmetry over the θ ′-axis remains
and the total heat transport is mainly constant except for the regions very close to
the walls.

4 Summary

Results fromDNS of mixed convection in an asymmetrically heated vertical channel
are presented. It was pointed out that buoyancy accelerates the aiding flow, which
leads to thinner coherent flow structures with higher spacing in between them. For
increasingGrashof numbers this leads to a decrease of the turbulent kinetic energy and
the corresponding production term in the budget of the Reynolds stress in streamwise
direction and finally to relaminarization. The Reynolds stress budgets also revealed
that with less streamwise velocity fluctuations, there is also less redistribution into
the other components, ultimately leading to one-dimensional turbulence. In the sub-
sequent quadrant analysis, it became evident that the sweeps and ejections in the
aiding flow are weaker than those in the opposing flow. The major part of the stream-
wise turbulent heat transport could then be linked to the streaks. The analysis also
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reveals that there is only little influence on the wall-normal heat transport, although
the wall-normal velocity fluctuations are significantly higher in the opposing flow.
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Buoyancy-Driven Flow Inside An
Asymmetrically Heated Cavity

A. D. Demou, D. G. E. Grigoriadis and B. J. Geurts

1 Introduction

Buoyancy-driven flows inside enclosures are in the center of problems related to heat
transfer because they can provide a significant insight into the physical mechanisms
of heat transfer. Typical examples of such flows include Rayleigh–Bénard convec-
tion, differentially heated cavities and partially divided enclosures. In the present
study, the buoyancy-driven flow inside an asymmetrically heated closed cavity is
investigated and proposed as a benchmark case for future studies to assess the accu-
racy of simulations and to help in the validation of coarsened turbulence models.
Additionally, from an application perspective such a configuration is highly relevant,
e.g., in view of its similarity with passive solar systems such as ventilated building
facades [1] and Trombe walls [2].

We propose a benchmark study of the flow and heat transfer characteristics inside
a closed cuboid cavity with an interior heated wall and a cooled side wall, while all
other boundaries are treated as adiabatic. The heated wall is asymmetrically located
closer to one side of the cavity, as shown in Fig. 1. Constant temperature boundary
conditions are applied on both the heated and cooled walls.

Results are compared for a wide range of Rayleigh numbers, Ra = 105 − 3.2 ×
109, based on the height of the heated wall and its temperature. The effect of Ra on
the generated heat transfer as characterised by the Nusselt number Nu as well as the
associated flow patterns in the cavity will be presented.
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Fig. 1 Geometrical
configuration with the heated
and cooled surfaces shown
with red and blue colour
respectively. The figure
introduces the characteristic
sizes that define the
geometry in terms of heights
H , L and w as well as
thickness d of the hot wall
and separation from the
walls s

2 Mathematical and Numerical Modeling

2.1 Mathematical Modeling

Assuming that the flow is incompressible and that the Boussinesq approximation is
valid, the governing equations for natural convection take the form,

∂u j

∂x j
= 0 (1)

∂ui
∂t

+ ∂uiu j

∂x j
= − ∂p

∂xi
+ Pr√

Ra

∂2ui
∂x j∂x j

+ PrΘδi3 (2)

∂Θ

∂t
+ ∂Θu j

∂x j
= 1√

Ra

∂2Θ

∂x j∂x j
(3)

where i = 1, 2, 3, represent the x, y and z directions and the respective velocities
ui in each direction are denoted hereafter also as u, v, w. Gravity acts along the z
(= x3) direction and Pr is the Prandtl number. Ra represents the Rayleigh number
which can be defined with respect to the wall and ambient temperatures (Tw and T∞)
according to,

Ra�T = gβ(Tw − T∞)H 3

να
, (4)

In Eq. 4, β is the coefficient of volumetric expansion, ν the kinematic viscosity, α the
thermal diffusivity and k the thermal conductivity of the fluid. Equations 1–3 have
been non-dimensionalised using the height of the heated wall H as the characteristic
length scale, V0 = α

√
Ra/H as a velocity scale, t0 = H/V0 as a time scale and P0 =

ρV 2
0 as a pressure scale. The non-dimensional temperature is defined as Θ = (T −
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T∞)/T0 where the characteristic temperature scale T0 is taken as the temperature
difference (Tw − T∞).

The Nusselt number is defined for all cases with respect to the wall height as
Nu = h H/k, where h is the convection heat transfer coefficient. Nu is calculated
as the average temperature gradient, normal to the heated wall, i.e.

Nu = 〈∂Θ

∂n
〉w (5)

2.2 Numerical Methodology

The numerical method used is based on a second order finite difference method on
Cartesian staggered grids utilising a direct pressure solver. Velocities are discretised
in space using central differences. For the temperature equation 3, a hybrid linear
parabolic approximation (HLPA) scheme was implemented [3]. Time advancement
consisted of a fully explicit Adams–Basforth scheme. The presence of obstacles
inside the flow is achieved with the use of the Immersed Boundary method [4].

2.3 Computational Parameters

Results will be presented for a cuboid cavity with L = 2H and a wall spacing equal
to the wall thickness, i.e., s = d = H/8 (Fig. 1). Preliminary simulations revealed
independence of the time-averaged isotherms and the two-point correlations when
the spanwise length of the domain is larger than H . Therefore, the spanwise extent
w of the domain is chosen equal to H so that periodic boundary conditions can be
applied without suppressing the contained flow structures. For all cases examined,
the Prandtl number is set to Pr = 0.71, i.e., the cavity is assumed to be filled with
air.

No-slip boundary conditions are used for the velocity field along solid boundaries.
The boundary conditions along the heated and cooled walls are specified as constant
temperature (Θw = ±1). All other boundary surfaces are assumed to be adiabatic.

The grid resolution was carefully selected for each case, so that the near-wall
dynamics are properly resolved [5, 6]. For the range of Ra numbers considered here,
eight to ten points were placed within the thickness of the boundary layers. Table 1
lists the test cases that were studied, along with the resolution used.
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Table 1 Test cases in 2D and 3D presented, Ra numbers and million nodes for each numerical
grid used

Case Ra�T Grid M nodes

T1 1.0 × 105 56 × 38(2D) 0.002

T2 1.0 × 106 114 × 82(2D) 0.009

T3A 1.0 × 107 206 × 164(2D) 0.03

T3B 1.0 × 107 206 × 128 × 164 4.3

T4A 1.0 × 108 380 × 298(2D) 0.1

T4B 1.0 × 108 380 × 128 × 298 15

T5A 1.0 × 109 764 × 558(2D) 0.4

T5B 1.0 × 109 764 × 128 × 558 54.6

T6A 3.2 × 109 764 × 558(2D) 0.4

T6B 3.2 × 109 764 × 160 × 558 68.2

Fig. 2 Normalised average
Nusselt number on the
heated wall as a function of
non-dimensional time. The
normalisation is done with
respect to the average
Nusselt number on the
heated wall, after the flow
became statistically steady

3 Results

3.1 Statistical Convergence

Initially, the air adjacent to the heated surface warms up, rises due to buoyancy and
hits the roof of the cavity, before being ejected further into the cavity. A similar but
opposite behaviour is observed in the vicinity of the cooled wall. Figure 2 shows the
non-dimensional time interval needed for the average Nusselt number on the heated
wall to stabilise statistically. This time scale depends on the Rayleigh number and in
all cases is in the order of ∼1000 dimensionless time units.
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Fig. 3 Comparison of the time-averaged isotherms of 2D (dashed) and 3D (solid) simulations, for
Ra = 1.0 × 109 (left) and 3.2 × 109 (right)

3.2 Statistics

After the initial transient stage, the flow becomes statistically steady, with stratified
temperature and weak flow at the centre of the cavity, and most of the dynamics con-
tained at the top-left and bottom-right corners of the cavity. This is confirmed by spec-
tral analysis (not presented here), revealing a turbulent flow only at the downstream
parts of the boundary layers. Figure 3 shows a comparison of the isotherms inside the
cavity obtained with the 2D and 3D simulations for the two highest Rayleigh number
considered here. It is clear that for a Rayleigh number of 1.0 × 109 the differences
are contained only on the top and bottom of the cavity, while for 3.2 × 109 also in
the bulk of the cavity the isotherms no longer overlap. This illustrates the increase
of 3D turbulent structures inside the cavity as the Rayleigh number increases.

Moreover, as shown in Fig. 4, the 2D and 3D predictions of the average Nusselt
number on the heated wall are very similar in the entire Ra range studied. This is
explained by the fact that the highest Nusselt numbers are observed on the bottom
of the heated wall, where the flow is laminar, while the contribution of the turbulent
flow on the top of the heated wall is much less. A strong evidence for scaling of the
Nusselt number with respect to Ra numbers is observed. The calculated correlation
Nu = 0.518 × Ra0.268 is also an indication of the similarity between the 2D and
3D Nusselt predictions, since the exponent 0.268 is much closer to the 1/4 laminar
scaling than the 1/3 turbulent scaling [7]. Additionally, as shown in Fig. 4, the
heat transfer rate of the heated wall is consistently higher than that reported for
similar configurations such as differentially heated cavities, vertical heated plates
and Trombe walls, illustrating its potential for intensified heat transfer.



304 A. D. Demou et al.

Fig. 4 Predicted Nusselt numbers of the heated wall as a function of Rayleigh numbers compared
to similar configurations. For high Ra the results can be well approximated with a scaling law
Nu = 0.518 × Ra0.268

4 Conclusions

The study of the flow inside the asymmetrically heated cavity, revealed that ∼1000
non-dimensional time units are needed for the flow to become statistically steady.
The differences between 2D and 3D results become more intense with increasing
Rayleigh numbers, but Nusselt numbers as predicted from the 2D and 3D simulations
are similar for all Rayleigh numbers studied. Finally the flow exhibits higher Nusselt
numbers than other relevant configurations, with a scaling close to the laminar one.
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LES of Natural Convection in a Closed
Cavity

A. Pilkington and B. Rosic

1 Introduction

Natural convection cavity flows are of interest due to their occurrence in a range of
engineering situations, such as in gas and steam turbines during shutdown. These
natural convection flows can affect the operation of gas and steam turbines so reliable
prediction of these flows is desirable. Accurate prediction of the wall heat transfer is
of particular importance to engineers.

Only a limited number of experimental test cases involving high Rayleigh number
cavity flows, using air as the working fluid, are available in the literature. One of these
cases is a differentially heated tall cavity, investigated by Betts and Bokhari [1].

The tall cavity test case was investigated numerically by the authors using LES
simulations, with the results being compared to the available experimental data. The
investigation looked at the effect of different subgrid-scale models and the effects of
subgrid turbulent Prandtl number on both themean and rms temperature and velocity.

The aim of this analysis was to quantify the performance of LES in simulating
natural convection cavity flows. Of particular interest is accurate prediction of the
wall heat transfer, which would allow LES to be used as an engineering analysis
tool. It would be also desirable to be able to calculate turbulent statistics, such as the
turbulent heat flux (u′

i T
′), as very limited experimental data is available for these.

2 Test Case

The geometry used in this investigation is a differentially heated tall cavity, inves-
tigated experimentally by Betts and Bokhari [1]. The rectangular cavity has dimen-
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Fig. 1 Tall cavity case,
adapted from [1]

sions 2.18 m high by 0.076 m wide by 0.52 m depth, Fig. 1. One sidewall was heated
and the other cooled, data is available for temperature differences of 19.6 ◦C and
39.9 ◦C. These temperatures differences give Rayleigh numbers of 0.86 × 106 and
1.43 × 106 respectively. Validation data is available for both mean and rms temper-
ature and velocity profiles at several locations in the cavity.

3 Methodology

LES Simulations were conducted on the tall cavity geometry, the computational
domain used was the same size as the experimental cavity. The baseline mesh con-
sisted of 150 × 50 × 75 nodes in the cavity height, width and depth respectively,
with the cells clustered nearest to the walls. It was found that this mesh density gave
a well resolved LES solution, with the bulk of the cells being less than five times
the Kolmogorov length scale, as shown in Fig. 2. The wall y+, defined as y+ = yUτ

ν
,

was also one or less for the side, top and bottom walls.
The wall temperature boundary conditions for the simulations were taken from

the experiment. The hot and cold walls had a constant uniform temperature applied
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Fig. 2 Ratio of cell size to
Kolmogorov scale
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and the top and bottom walls had a constant temperature linearly varying between
the hot and cold temperatures. The front and back walls had adiabatic boundary
conditions applied. All of the wall boundaries had the no slip condition applied.

The solver used for the study was ANSYS Fluent v15.0, using the pressure based
solver. A low Mach number approach was used, with the air density being a func-
tion of temperature. Bounded central differencing schemes were used used for both
the momentum and energy equations with second order implicit time advancement.
Different subgrid-scale models were used in this investigation, the baseline model
was the dynamic Smagorinsky model [2]. Also investigated was the use of a one
equation kinetic energy model [3] and the WALE model [4]. The effect of different
turbulent Prandtl numbers (Prt ), used in the subgrid-scale heat flux model, was also
investigated. A dynamically calculated method for Prt has been compared to cases
with constant specified values of Prt of 0.85 and 0.2.
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A 20 ms timestep was used for the simulations, this kept the cell Courant number
less than one. The simulations were typically ran for 2000 timesteps to overcome the
transient period, statistics were then collected over a following 10000 timesteps.

4 Results

Results from the LES simulations have been compared to the experimental results of
Betts and Bokhari [1]. Comparisons have beenmade of both themean and rms values
of temperature and vertical velocity. Results are shown on the cavity mid-plane at
50% height. The temperature has been non-dimensionalised into the T ∗ parameter
using the hot and cold wall temperatures,

T ∗ = (T − Tcold)

(Thot − Tcold)
(1)

Comparing the time averaged temperature profiles, shown in Fig. 3, it can be seen
that all three simulations have well predicted the mean temperature profile compared
to the experimental data. The effect of the turbulent Prandtl number on the average
temperature profile was found to be small, this was also the case at other cavity
heights where experimental data is available. An important parameter for engineers
to be able to predict accurately is the wall heat transfer. The heat flux was calculated
from the near wall temperature gradient using an integral method [5]. It was found
that all three cases did an acceptable job in predicting the wall heat flux, giving errors

Fig. 3 Time averaged temperature profiles at 50% cavity height
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Fig. 4 Time averaged vertical velocity profiles at 50% cavity height

Fig. 5 Rms vertical velocity profiles at 50% cavity height

relative of the experiment of less than 10%. This shows that these simulations are
suitable for engineering analysis of wall heat flux.

Looking at the average vertical velocity in the same plane, shown in Fig. 4, also
shows a reasonable good agreement between the LES and the experimental values.

The rms vertical velocity fluctuations, again at the mid-plane profile at 50% cavity
height, are shown in Fig. 5. It can be seem in all three cases there is good agreement
between the LES results and experimentally measured values, with little variation
with turbulent Prandtl number.



312 A. Pilkington and B. Rosic

Fig. 6 Rms temperature profiles at 50% cavity height

Fig. 7 Rms temperature profiles at 50% cavity height with different subgrid-scale models

Looking at profiles of the rms temperature in Fig. 6 it can be seen that there is
some over-prediction of the temperatures by the LES simulations. It was thought that
this could be due to the Smagorinsky subgrid-scale model used, so simulations using
other subgrid-scale models were conducted. It can be seen in Fig. 7 however that the
dynamic Smagorinsky model gave similar results to both the WALE and dynamic
kinetic energy models.
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The reason for the well predicted velocity fluctuations but over-predicted temper-
ature fluctuations could be due to the subgrid-scale heat flux model used, in this case
the scalar diffusivity model. A subgrid heat flux model with an explicit buoyancy
term, such as the Eidson model [6], may be required in order to accurately predict
the rms temperatures.

Due to the over-prediction of the rms temperatures the simulations are not able to
provide reliable predictions of the turbulent heat fluxes (u′

i T
′).

5 Conclusions

LES Simulations were performed of natural convection flow in a closed cavity. The
simulations reliably predicted mean temperature and velocity profiles and the wall
heat fluxes. The LES also well predicted the rms velocity fluctuations but over pre-
dicted the rms temperature fluctuations. It was found that the sub-grid scale model
used had little effect on the rms temperature fluctuation. It is likely that a sub-grid
heat flux model which includes buoyancy effects would be required to match the
rms temperatures. Finally this investigation has shown that LES can be used for
engineering analysis of wall heat flux.
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Polynomial Adaptivity in LES:
Application to Compressibility Effects
Investigation on Bluff Bodies

M. Tugnoli and A. Abbà

1 Introduction

The use of a Discontinuous Galerkin framework to perform a compressible Large
Eddy Simulation is an effective and accurate way to simulate complex turbulent
flows. However, since the turbulent scales size is not known a priori, assumptions
during the grid generation must be made. With the aim of reducing the influence of
such assumptions, lowering the computational effort required to perform the LES
and moving towards the adaptive LES postulated by [5], we introduced a polynomial
adaptive framework in [7]. In the present work we employ the aforementioned proce-
dure to assess the effects of a varyingMach number in a flow around a square section
cylinder, a configuration of interest for example for flame holders in combustors.
Since most of the reference data on this kind of flows is obtained by incompressible
computations (e.g. [6]) and experiments (e.g. [4]) the aim is to assess what are the
effects of slightly higher Mach numbers in such flows, and what is the error involved
into comparing compressible simulations results with incompressible reference data.

2 Numerical Results

To simulate a compressible turbulent flow the LES filtered Navier–Stokes equations,
in non-dimensional form, were employed. The employed framework of equations,
LES filtering and modelling, and numerical discretization are detailed in [1] and
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here only the essential details will be briefly discussed. The filtered Navier–Stokes
were discretized using a discontinuous Galerkin approach on an unstructured grid
of tetrahedra. Over each tetrahedron the solution was represented in terms of a hier-
archical orthonormal base which is the extension to three dimensional tetrahedra of
the Legendre base. A Rusanov flux was employed for inviscid fluxes while centred
ones were used for all the other fluxes. No over integration was employed due to
the limited polynomial degree and the use of the subgrid model. The viscous terms
in the Navier–Stokes equations were dealt with the so called Local Discontinuous
Galerkin approach [2]. The projection over the finite dimensional space of the bases
on the elements was identified as the LES filtering operation. To model the subgrid
terms arising from the filtering of the equations a simple Smagorinsky model was
employed.

The main complication in the use of adaptation in LES is the choice of a suitable
indicator to obtain an effective distribution of the polynomial degrees. Among the
several tested, the more effective was an indicator based on the structure function,
which was employed for the computations. The structure function

Di j = 〈
[ui (x + r, t) − ui (x, t)]

[
u j (x + r, t) − u j (x, t)

]〉
, (1)

is calculated between all the couples of vertices of the element K , then the norm is
taken as indicator

I ndSF (K ) =
√∑

i j

[
Di j (K ) − Di j (K )iso

]2
, (2)

where a correction to take into account the form that the structure function would
take in case of homogeneous isotropic turbulence is introduced (details in [7]). The
idea is that the structure function calculates how much the velocity is not correlated
on the element: if the velocity exhibits a high correlation fewer degrees of freedom
are necessary on such element, while if the velocity shows a strong lack of correlation
a higher degree base is necessary on the element. The homogeneous isotropic turbu-
lence correction accounts for the fact that such conditions are ideal for the subgrid
model and the refinement can be limited allowing for a higher role of the model.

The adaptation was performed in a static way. A preliminary computation was
performed, and the results from that previous computation were used to calculate
the indicator and then average it in time. The obtained indicator distribution, using
suitable thresholds, was then converted into a polynomial degree map, which was
used to run the adapted simulation.

Details on the adaptation procedure can be found in [7].
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3 Test Case and Validation

The test case selected for the computations is theflowaround a square section cylinder
at Re = 22000, based on the cylinder side. Despite the simple geometry the test case
is a representative example of flows past a bluff bodies with fixed separation points.
The reference data comes from an incompressible experiment [4].

The domain for the computations is 30H long in the streamwise direction, and
wide 20H in the cross stream direction, while in the spanwise direction is extruded
for 4H . The cylinder of side H is positioned 10H downstream the inflow and centred
in the cross stream direction. A uniform Dirichlet condition with sponge layers is
imposed at the inflow, as well at the outflow, while Neumann conditions are imposed
at the upper and lower boundaries, wall adhesion condition are prescribed at the
cylinder walls, and periodic conditions are enforced in the spanwise direction. The
mesh is composed by 23816 tetrahedra organized in a structured block around the
cylinder and fully unstructured in the rest of the domain. The simulations are started
from uniform condition, evolved until statistically stationary state is achieved and
then the statistics are accumulated for around 16 shedding periods.

Adaptive simulations are started from low (2nd) degree simulations, which are
used to calculate the indicator and thepolynomial distributionwith polynomial degree
varying from 2nd to 4th and then re-started with the new polynomial distribution to
accumulate statistics. The comparison of statistics from adaptive simulations and
increasing uniform degree simulations (at Ma = 0.3) is shown in Fig. 1 and show a
good agreement of adaptive solution with the highest order solution, with just around
a half of the degrees of freedom and around one third of total computational time
needed to start from zero the full 4th degree simulation. All details on validation are
presented in [7].

In order to investigate the effects of weak compressibility on flows around bluff
bodies, the flow around the square section cylinder was calculated with adaptive sim-
ulations at Mach numbers equal to Ma = {0.15, 0.3, 0.4}, which represent respec-
tively a very low value for a compressible simulation, the commonly assumed thresh-

(a) (b) (c)

Fig. 1 a Average streamwise velocity along the wake, constant degree and adaptive simulations.
b Streamwise velocity fluctuations along the wake, constant degree and adaptive simulations. c
Vertical velocity fluctuations along the wake, constant degree and adaptive simulations
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Table 1 Global results at different Mach numbers

St <Cd> Rms(Cd’) Rms(Cl’)

Experiments ≈0.13 ≈2.1 ≈0.18 ≈1.2

Ma = 0.15 0.1372 2.385 0.1838 1.532

Ma = 0.3 0.1483 2.390 0.1642 1.338

Ma = 0.4 0.1578 2.435 0.1261 1.291

(a) (b)

Fig. 2 a Average streamwise velocity along the wake. b Average streamwise velocity across the
wake

old of the regimeswhich canbe considered incompressible and avalue slightly higher.
Note that significantly higher local Mach numbers are experienced around the cylin-
der due to strong fluid acceleration, up to Ma = 0.8 for the most compressible case.

The global results obtained are presented in Table1 and several trends can be
identified. First, as expected the mean drag coefficient increases with the Mach
number. However more interesting are the trends about the fluctuations: with the
increase of the Mach number the shedding frequency becomes higher (increasing
Strouhal), while the intensity of the fluctuations of the forces coefficients becomes
lower.

The average streamwise velocity, plotted along the wake and across the wake two
diameters downstream the cylinder, is plotted in Fig. 2, where it is possible to see
how increasing Mach the average velocity seems to slightly increase, especially in
the near wake. Looking at the fluctuations, the streamwise component is presented in
Fig. 3 and it is possible to observe that higherMach simulations show lower values of
fluctuations, especially close to the cylinder. The opposite trend is shown by vertical
fluctuations, in Fig. 4, with higher values of the fluctuations at higher Mach numbers.
In both cases differences appear until some diameters downstream in the wake, but
outside the wake differences become soon negligible.

We also tested if considering the variations of the density due to compressibility
changed how the results compared among themselves. For this reason we considered
instead of the velocity statistics< uiu j > the statistics weighted by the average den-
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(a) (b)

Fig. 3 a Rms of total turbulent stresses, streamwise component, along the wake. b Rms of total
turbulent stresses, streamwise component, across the wake

(a) (b)

Fig. 4 a Rms of total turbulent stresses, vertical component component, along the wake. b Rms of
total turbulent stresses, streamwise component, across the wake

sity< ρ > {uiu j }where {·} is the Favre average. This is both justified by the fact that
this is the turbulent stresses term that arises from Reynolds averaging the compress-
ible Navier–Stokes equations, as< uiu j > arises from averaging the incompressible
ones, and it is justified by theMorkovin hypothesis that the fluctuations of the density
have negligible effects with respect to the mean variations of density, which is true in
our case since fluctuations of density are two orders of magnitude lower than average
variations.

We observed that even if some statistics appear closer with this weighting, as seen
for example in Fig. 5, most of the profiles even if changed a little with the density
weighting, still show the same trends as the pure velocity statistics. Differently from
the plane channel flow [3], statistics from different Mach numbers do not show a
substantial increase of accord employing density weighting.
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(a) (b)

Fig. 5 a Total turbulent kinetic energy, across the wake. b Total turbulent kinetic energy, across
the wake, weighted by average density

4 Conclusions

Weused a novel static adaptivity procedure to efficiently compute the flow around the
square section cylinder at three increasing Mach numbers, to assess the dependence
of statistics on the weak compressibility effects.

The results show a limited variability, which falls within the broad spectrum of
the available computational data. However, the trends highlighted are clear and show
a progressive increase of the shedding frequency, a decrease of the intensity of the
forces fluctuations on the cylinder and a redistribution of velocity fluctuations from
streamwise fluctuations to vertical fluctuations. Taking into account the variations of
the density does not change the described trends.

References

1. Abbà, A., Bonaventura, L., Nini, M., Restelli, M.: Dynamic models for Large Eddy Simulation
of compressible flows with a high order DG method. Comput. Fluids 122, 209–222 (2015)

2. Cockburn, B., Shu, C.: The local discontinuousGalerkinmethod for time-dependent convection-
diffusion systems. SIAM J. Numer. Anal. 35, 2440–2463 (1998)

3. Coleman, G.N., Kim, J.,Moser, R.D.: A numerical study of turbulent supersonic isothermal-wall
channel flow. J. Fluid Mech. 305, 159–183 (1995)

4. Lyn, D.A., Einav, S., Rodi, W., Park, J.-H.: A laser-doppler velocimetry study of ensemble-
averaged characteristics of the turbulent near wake of a square cylinder. J. Fluid Mech. 304,
285–319 (1995)

5. Pope, S.B.: Ten questions concerning the large-eddy simulation of turbulent flows. New J. Phys.
6(1), 35 (2004)



Polynomial Adaptivity in LES … 323

6. Rodi, W., Ferziger, J.H., Breuer, M., Pourquie, M.: Status of large Eddy simulation: results of a
workshop. J. Fluids Eng. 119(2), 248–262 (1997)

7. Tugnoli, M., Abbà, A., Bonaventura, L., Restelli, M.: A locally p-adaptive approach for large
eddy simulation of compressible flows in a DG framework. J. Comput. Phys. 349, 33–58 (2017)



Direct Numerical Simulation of
Compressible Flows Around Spherical
Bodies Using the Immersed Boundary
Method

H. Riahi, E. Constant, J. Favier, P. Meliga, E. Serre, M. Meldi
and E. Goncalves

1 Introduction

The three-dimensional flow around a sphere is one of the most classical subjects of
investigation for fundamental analysis of external aerodynamics. In fact this flow
configuration, which is described by a very simple geometrical shape, exhibits the
potential for complex multi-physics analysis. Some aspects that can be investigated
include turbulence, acoustics and heat transfer, and this test case is particularly favor-
able for the analysis of coupled problems. In addition, the emergence of a number of
different regimes is observed for moderate Reynolds number, which are extremely
sensitive to the Mach number Ma investigated. Furthermore, multiple physical sys-
tems can be modeled by multi-spherical bodies in motion involving complex inter-
actions. Owing to this large number of aspects which are relevant for industrial
applications, this case represents an important benchmark for validation of new
numerical/modeling strategies.

In the present work, this test case is analyzed via the Immersed BoundaryMethod
(IBM). The surface of the sphere is not directly embedded in the physical domain,
but it is represented by a set of discrete Lagrangian points which are associated
with volume forces included in the Navier–Stokes equation. This procedure allows
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for flow representation through Cartesian grids, instead of the classical solution of
a spherical frame of reference. This analysis aims to produce ground research for
future fluid structure interactions analysis, including moving spherical objects in the
physical domain. In this scenario, the use of a spherical frame of reference is clearly
problematic.

The flow configurations here investigated encompass a large range of Ma
numbers, including subsonic, transonic and supersonic flows, for low to mod-
erate Reynolds numbers Re. This very large parametric two dimensional space
[Ma, Re] ∈ [0.3 − 2, 50 − 600] allows for a robust validation of the proposed IBM
methodology, which must achieve a successful representation for numerous physical
configurations exhibiting different features.

2 Numerical Ingredients and IBM Development

The starting point of the present work are the compressible Navier–Stokes equations:

∂ρ

∂t
+ div(ρU) = 0 (1)

∂ρU
∂t

+ div(ρU ⊗ U) = −gradp + divτ + F (2)

∂ρE

∂t
+ div(ρEU) = −div(pU) + div(τ · U) + div(λ(T )gradT ) + F · U (3)

where ρ is the density, p the pressure, T the temperature, λ the thermal conductivity,
t the time, U the velocity, τ the tensor of the viscous stresses, E the total energy
and F a prescribed volume force. The IBM exploits this last term to account for the
presence of the immersed body, which is not represented via a boundary condition.
Among the favorable characteristics of this method we have that mesh elements are
not stretched/distorted close to the body surface. In addiction, expensive updates of
the mesh are naturally excluded in the analysis of moving bodies.

The presentmethod roots in previousworks proposed byUhlmann [10] and Pinelli
et al. [9] which combine strengths of classical continuous forcing methods [8] and
discrete forcing methods [6].

The novelty of the approach is represented by:

1. the extension to compressible flow configurations
2. the addition of a componentwhich penalizes deviation from the expected behavior

of the pressure gradient. In numerical simulation, the pressure field must comply
with a Neumann condition in the wall normal direction.

The forcing is calculated on Lagrangian points representing the discretized shape
of the body via interpolation of the physical fields available on the Eulerian Cartesian
Grid. This step is followed by a consistent spreading of this value back to the Eulerian
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mesh elements. The resulting forcing term F in Eulerian coordinates, which will be
referred to as FI B , is expressed as:

FI B = 1

Δt
ρinterpol(Utarget − Uinterpol) − (gradptarget − gradpinterpol) (4)

here the subscript interpol represents the quantities that have been interpolated on
the Lagrangian points, while the subscript target represents the expected behavior
of the flow close to the wall. Δt is the time step of the numerical simulation.

3 Numerical Implementation and Validation

The implementation of the IBM model has been performed in the framework of
a specific open source library for numerical simulation, namely OpenFOAM. This
code has been identified as the best tester because of the simplicity in implementation
as well as the availability of numerous routines already integrated [1]. Owing to the
large spectrum of Ma numbers investigated, the IBM has been implemented in two
different solvers:

• segregated pressure-based solver with pimple loop for compressible flowwith low
Mach number (Ma ≤ 0.3) [2].

• segregated density-based solver with Kurganov and Tadmor divergence scheme
for compressible flow with high Mach number (Ma > 0.3) [5].

Two 2D test cases have been identified to validate the performance of the com-
pressible IBM solver, namely the flow around a circular cylinder and the flow around
a three cylinders configuration. For both test cases, numerical results indicate that
the present version of the IBM successfully captures the physical features over the
whole parametric space investigated. In addition, the pressure correction term in

Fig. 1 a Q-Criterion for a 2D subsonic flow around a circular cylinder, Ma = 0.3. bMach isocon-
tours for a 2D supersonic flow around a circular cylinders, Ma = 2



328 H. Riahi et al.

Eq. 4 proves to be essential in obtaining an accurate near wall estimation of the flow.
Results are shown for reference in Fig. 1a for the unsteady subsonic flow around
circular cylinder, where the Karman street is correctly represented, and in Fig. 1b
for the supersonic flow around a three cylinder configuration. For this last case, it is
observed that the presence of the lateral cylinders decreases the drag coefficient of
the central cylinder.

4 DNS of Compressible Flows Around a Sphere

The three-dimensional flow around a sphere has been investigated for different con-
figurations including subsonic, transonic and supersonic flow cases. Present results
are compared with classical DNS by Nagata [7] for embedded surfaces using a
spherical mesh. The near wall Cartesian mesh resolution has been fixed accordingly
with Johnson and Patel formula for direct numerical simulation [3], resulting in
cubic elements of resolution 0.0078 D, where D is the sphere diameter. This level of
refinement is imposed in a region of size x × y × z = [−1, 1] × [−1, 1] × [−1, 1]
in D units. The origin is fixed in the center of the sphere. A progressive coarsening
ratio is imposed outside this region, resulting in a total of 2 × 107 mesh elements.
As discussed in the introduction, this test case exhibits numerous physical config-
urations which are sensitive to the value of Ma and Re initially imposed. Results
for nine configurations are here discussed, as summarized in Table 1. Depending
on the choice of the parameters Ma, Re a steady axisymmetric configuration or an
unsteady flow configuration is observed.

A very good agreement with results in the literature [4, 7] is observed for all the
configurations investigated. In particular, results for the bulk flow quantities (friction
coefficient CD , recirculation bubble Xs, Strouhal number St and shock distance
from stagnation point Dshock) are presented in Table 2. In the following, a brief
discussion is proposed clustering the results with respect to the Mach number.

The subsonic flow configuration for Ma = 0.3 clearly exhibits an stationary
behavior for Re = 50,while unsteadyflows are obtained for Re = 300 and Re = 600
(see Fig. 2a, b). For the unstationary cases, the IBMmethod allows for a precise esti-
mation of the bulk statistical quantities.

Table 1 Flow regimes

Subsonic low Mach
Ma = 0.3

Transonic flow
Ma = 0.95

Supersonic flow
Ma = 2

Re = 50 Steady axisymmetric Steady axisymmetric Steady axisymmetric

Re = 300 Unsteady Steady axisymmetric Steady axisymmetric

Re = 600 Unsteady Unsteady Steady axisymmetric
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Table 2 Results of a 3D compressible flow around sphere

Ma = 0.3 Ma = 0.95 Ma = 2

CD Xs St CD Xs St CD Xs Dshock

Re = 50 IBM results 1.6 0.96 – 2.116 1.15 2.03 0.5 0.73

Nagata et al. [7] 1.57 0.95 – – – 2.25 0.5 0.75

Re = 300 IBM results 0.703 – 0.123 1.03 3.8 1.39 1 0.7

Nagata et al. [7] 0.68 – 0.128 1 4.1 1.41 1 0.7

Re = 600 IBM results 0.58 – 0.143 0.91 – 0.138 1.27 1.7 0.68

Krumins [4] 0.54 – – 0.9 – – 1.17 – –

Fig. 2 aMach isocontours for a 3D steady flow around a sphere, Ma = 0.3 Re = 50. bQ-Criterion
for a 3D unsteady flow around a sphere, Ma = 0.3 Re = 300

The results obtained for the transonic case (Ma = 0.95) are shown in Fig. 3a–d.
For this case, steady configurations are observed for Re = 50 and Re = 300, while
an unsteady flow is obtained for Re = 600. The most interesting aspect for this class
of simulations is that an accurate representation of the supersonic zone at the wall is
observed, which is usually a challenging point for IBM methods.

At last, the supersonic flow configurations forMa = 2 are considered. In this case
compressibility effects are very strong and all the simulations produce steady flows.
Again, the analysis of the main bulk flow quantities indicate that all the physical
features are accurately captured, when compared with data in the literature [4, 7].
Isocontours are shown in Fig. 4a, b.
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Fig. 3 a Mach isocontours for a 3D steady flow around a sphere, Ma = 0.95 Re = 50. b Mach
isocontours for a 3D unsteady flow around a sphere, Ma = 0.95 Re = 600. c Schlieren Criterion
of a 3D steady flow around a sphere, Ma = 0.95 Re = 600. d Q-Criterion for a 3D unsteady flow
around a sphere, Ma = 0.95 Re = 600

5 Conclusion

The flow around a sphere has been analyzed via an IBM for adiabatic compressible
flows. The analysis has encompassed a wide range of Re, Ma for which various
physical features emerge. The results of the present analysis indicate that the proposed
IBM model successfully captures the physical features for the entire spectrum of
configurations investigated. An accurate prediction of the main bulk quantities has
been obtained and, in particular, the method has proven robustness characteristics in
capturing shock features and the supersonic zone on the sphere surface.
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Fig. 4 a Mach field of a 3D supersonic flow around a sphere, Ma = 2 Re = 300. b Schlieren
Criterion of a 3D supersonic flow around a sphere, Ma = 2 Re = 600
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Large Eddy Simulation of Highly
Compressible Jets with Tripped
Boundary Layers

R. Gojon, C. Bogey and M. Mihaescu

1 Introduction

In high-speed aircraft, supersonic jets used for propulsion can lead to very intense
aerodynamically generated acoustic noise. Thus, there is a need to study the aerody-
namic and aeroacoustic properties of highly compressible jets. In previous studies [1,
2], several simulations of supersonic jets have been conducted. Unfortunately, the
turbulence intensity at the nozzle exit was dependent on the internal geometry of the
nozzle and could not be tuned. This is a pity given that, as shown experimentally [3]
and numerically [4, 5] for subsonic and supersonic jets, the boundary layer state of
the jet affects the jet flow and noise.

In this study, a boundary-layer tripping method permitting to obtain an initially
turbulent supersonic jet is studied. The influence of the tripped jet boundary layers
on the flow and acoustic fields of the jet is analyzed. The impact of nozzle-exit
turbulence levels on the noise radiation and notably on the acoustic components
specific to supersonic jets (screech noise, broadband shock-associated noise, mixing
noise and Mach wave radiation) is discussed.
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2 Parameters of the Study

The nozzle of the jet in the present study is the one used in an experimental study
conducted at theUniversity of Cincinnati [6]. The jet exits from a conical converging-
diverging nozzle characterized by a design Nozzle Pressure Ratio N PR = 4.0 and
an exit diameter D = 57.53 mm. At the inlet of the nozzle, a Temperature Ratio
of 1.25 and a NPR of 3.5 are imposed, yielding an ideally expanded jet velocity of
Uj = 471m.s−1. The jet is thus overexpanded. The jet conditions are chosen in order
to match those of Cuppoletti and Gutmark [6]. They are those of the experimental
case where the screech noise component is the strongest.

The simulations are performed by using a finite-volume solver [7] of the unsteady
compressibleNavier–Stokes equations. An explicit standard four-stageRunge–Kutta
algorithm is implemented for time integration and a second-order central difference
scheme is used for spatial discretization. At the end of each time step, an artificial
dissipation [1] is applied in order to remove grid-to-grid oscillations and to avoid
Gibbs oscillations near shocks. For free shear flows, adding a subgrid-scale model,
like the dynamic Smagorinsky model, leads to a decrease of the effective Reynolds
number [8]. Given the importance of this parameter in jet noise, such model has not
been used and the artificial dissipation acts as a subgrid-scale model, in a similar
way as explicit filtering in other studies [9, 10]. Adiabatic no-slip conditions are
imposed at the nozzle walls. Finally, in order to avoid reflections on the boundaries,
sponge zones are implemented all around the computational domain and character-
istic boundary conditions are applied.

A structured mesh consisting of about 160 millions of nodes is used. It is similar
to the one of a previous study [1] on rectangular jets. Near the nozzle exit, mesh sized
of Δr+ ∼ 1 in the wall normal direction and of Δz+ ∼ rΔθ+ < 10 in the axial and
azimuthal directions are found. In order to preserve numerical accuracy, aspect ratios
of the volume cells are kept below 25 and stretching is limited to 8%.

3 Tripping of the Boundary Layer

In order to trigger turbulence in the jet boundary-layer, a geometric step is added in
the nozzle, as in the work of Vuillot et al. [11]. The height of the step is 0.4mm and
its axial length is 1mm. Two positions of the step are tested, in the straight section
and in the converging section of the nozzle, respectively. The two simulations will be
referred to as case 1 and case 2. Side views of themeshes are provided in Figs. 1 and 2.
A simulation without step is also conducted, and will be referred to as the baseline
case. It is worth noting that the step should be placed in the nozzle, in the low Mach
number flow region, in order to avoid compressibility effects, like the appearance of
a shock at the position of the step.
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Fig. 1 Case 1: step in the
straight section of the nozzle

Fig. 2 Case 2: step in the
converging section of the
nozzle

Fig. 3 Baseline case: Mach
number distribution and
near-field pressure
fluctuations. The Mach
number ranges from 0.25 to
2.5 and the fluctuating
pressure from −1000 to
1000 Pa

Fig. 4 Case 2: Mach number
distribution and near-field
pressure fluctuations. The
Mach number ranges from
0.25 to 2.5 and the
fluctuating pressure from
−1000 to 1000 Pa

4 Aerodynamic Results

Figures 3 and 4 display the Mach number distribution and the near-field acoustic
waves in a mid-longitudinal plane for the baseline case and for case 2.

The double-diamond pattern of the shock cell structure, observed experimen-
tally [6], is visible in the aerodynamic field in both cases. In the near acoustic field,
the classical components of supersonic jet noise can be identified; the broadband
shock associated noise, mixing noise, Mach wave radiation and screech noise [1].
Moreover, the acoustic waves near the nozzle, propagating in the upstream direction
and corresponding to screech noise, have a higher amplitude for the baseline case
than for case 2.
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Fig. 5 Radial profile of mean axial velocity (a, c) and 2-D turbulent kinetic energy (b, d) at a,
b x = D and c, d x = 5D; experimental data (bullets) [6], baseline case (black line), case 1 (dashed
line) and case 2 (grey line)

The mean axial velocity and the turbulent kinetic energy of the simulations are
compared with PIV measurements [6] in Fig. 5. As in the experiments, only the
two components of velocity in the azimuthal plane considered are used to compute
the 2-D turbulent kinetic energy. At x = D, the results of case 2 are in much better
agreement with the experimental results than the results of the baseline case and of
case 1, which overpredict the mean axial velocity and the turbulent kinetic energy.
This overprediction is characteristic for the transition from a laminar boundary layer
inside the nozzle to a turbulent jet shear layer [4, 5]. At x = 5D, the three simulations
give similar results.

For the baseline case and for case 2, the 2-D mean turbulent kinetic energy is
shown in Fig. 6 in the plane (z, r). Higher amplitudes are found in the shock cell
structure in the baseline case than in case 2. This suggests a stronger motion of the
shock cells, which is consistent with a stronger screech mechanism. Moreover, the
development of the jet shear layer is slower for case 2 than for the baseline case,
yielding a shorter potential core in the latter case. This trend is similar to that observed
in subsonic jets [4] as the initial turbulence intensity increases.
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Fig. 6 2-D turbulent kinetic energy for the baseline case (a) and case 2 (b). The color scale ranges
from 0 to 80 m.s−1

Fig. 7 Baseline case:
pressure spectra as function
of the axial location of the
probe and Strouhal number.
The color scale ranges from
140 to 155 dB/St

Fig. 8 Case 2: pressure
spectra as functions of the
axial location of the probe
and Strouhal number. The
color scale ranges from 140
to 155 dB/St

5 Acoustic Results

The near-acoustic fields are directly studied from the fluctuating pressure given by
the LES. The acoustic spectra obtained at r = 2D, from x = −3D to x = 15D, are
plotted in Figs. 7 and 8 for the baseline case and case 2, respectively.
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Three acoustic components arewell visible; the broadband shock associated noise,
mixing noise and screech noise. In the upstream region, the screech frequency is
observed at St = 0.29, which is in very good agreement with the frequency of St =
0.30 found in experiments [6]. Moreover, the screech amplitude is 5 dB higher
for the baseline case than for case 2, as qualitatively observed in the snapshots of
Figs. 3 and 4. In the downstream direction, for x > 10D, the mixing noise is about
3 dB higher for the baseline case than for case 2.

6 Conclusions

Large Eddy Simulations of a round supersonic screeching jet have been performed. In
order to reach a turbulent state of the boundary layer at the nozzle exit, a geometrical
step is added in the nozzle. With the step in the straight section of the converging-
diverging nozzle, no differences with the baseline case are noticed. With the step in
the converging section of the nozzle, several differences with respect to the baseline
case are observed:

• the development of the jet shear layer is slower
• the overprediction of the turbulent kinetic energy near the nozzle exit is lower
• screech noise is 5 dB lower in the near acoustic field
• mixing noise is 3 dB lower in the near acoustic field.

These observations indicate that the geometrical step, under certain circumstances,
allow us to simulate more accurately the aerodynamic and acoustic fields of a turbu-
lent supersonic jet.

Acknowledgements The computations were performed using HPC resources provided by the
Swedish National Infrastructure for Computing (SNIC) at the PDC center.

References

1. Gojon, R., Gutmark, E., Baier, F. Mihaescu, M.: Temperature effects on the aerodynamic and
acoustic fields of a rectangular supersonic jet. AIAA Paper, no. 2017-0002 (2017). https://doi.
org/10.2514/6.2017-0002

2. Gojon, R., Gutmark, E., Mihaescu, M.: On the response of a rectangular supersonic jet to a
near-field located parallel flat plate. AIAA Paper, no. 2017-3018 (2017). https://doi.org/10.
2514/6.2017-3018

3. Zaman, K.B.M.Q.: Effect of initial boundary-layer state on subsonic jet noise. AIAA J. 50(8),
1784–1795 (2012). https://doi.org/10.2514/1.J051712

4. Bogey, C., Marsden, O., Bailly, C.: Influence of initial turbulence level on the flow and sound
fields of a subsonic jet at a diameter-based Reynolds number of 105. J. Fluid Mech. 701,
352–385 (2012). https://doi.org/10.1017/jfm.2012.162

5. Brés, G.A., Ham, F.E., Nichols, J.W., Lele, S.K.: Nozzle wall modeling in unstructured large
eddy simulations for hot supersonic jet predictions, AIAA paper, no. 2013-2142 (2013). https://
doi.org/10.2514/6.2013-2142

https://doi.org/10.2514/6.2017-0002
https://doi.org/10.2514/6.2017-0002
https://doi.org/10.2514/6.2017-3018
https://doi.org/10.2514/6.2017-3018
https://doi.org/10.2514/1.J051712
https://doi.org/10.1017/jfm.2012.162
https://doi.org/10.2514/6.2013-2142
https://doi.org/10.2514/6.2013-2142


Large Eddy Simulation of Highly Compressible Jets … 339

6. Cuppoletti, D.R., Gutmark, E.: Fluidic injection on a supersonic jet at various Mach numbers.
AIAA J. 52(2), 293–306 (2014). https://doi.org/10.2514/1.J010000

7. Eliasson, P.: EDGE: A Navier-Stokes solver for unstructured grids. FOI (2001)
8. Bogey, C., Bailly, C.: Decrease of the effective Reynolds number with eddy-viscosity subgrid-

scale modeling. AIAA J. 43(2), 437–439 (2005). https://doi.org/10.2514/1.10665
9. Bogey, C., Bailly, C.: Large eddy simulations of transitional round jets: influence of the

Reynolds number on flow development and energy dissipation. Phys. Fluids 50(8), 065101
(2006). https://doi.org/10.1063/1.2204060

10. Kremer, F., Bogey, C.: Large-eddy simulation of turbulent channel flow using relaxation filter-
ing: resolution requirement and Reynolds number effects. Comput. Fluids 116, 17–28 (2015).
https://doi.org/10.1016/j.compfluid.2015.03.026

11. Vuillot, F., Lupoglazoff, N., Lorteau, M. Cléro, F.: Large eddy simulation of jet noise from
unstructured grids with turbulent nozzle boundary layer. AIAA paper, no. 2016-3046 (2016).
https://doi.org/10.2514/6.2016-3046

https://doi.org/10.2514/1.J010000
https://doi.org/10.2514/1.10665
https://doi.org/10.1063/1.2204060
https://doi.org/10.1016/j.compfluid.2015.03.026
https://doi.org/10.2514/6.2016-3046


Analysis of Dense Gas Effects in
Compressible Turbulent Channel Flows

L. Sciacovelli, P. Cinnella and X. Gloerfelt

1 Introduction

In this work we investigate the influence of dense gas effects on compressible wall-
bounded turbulence. Turbulent flows of dense gases represent a research field of
great importance for a wide range of applications in engineering. Dense gases are
single-phase fluids with a molecular complexity such that the fundamental deriva-

tive of gas dynamics [1] Γ := 1 + ρ

c
∂c
∂ρ

∣
∣
∣
s
(where ρ is the density, p the pressure,

s the entropy, and c the sound speed), which measures the rate of change of the
sound speed in isentropic transformations, is less than one in a range of thermo-
dynamic conditions close to the saturation curve. In such conditions, the speed of
sound increases in isentropic expansions and decreases in isentropic compressions,
unlike the case of perfect gases. For dense gases, the perfect gas model is no longer
valid, and more complex equations of state must be used to account for their peculiar
thermodynamic behavior. Moreover, in the dense gas regime, the dynamic viscosity
μ and the thermal conductivity λ depend on temperature and pressure through com-
plex relationships. Similarly, the approximation of nearly constant Prandtl number
Pr=μcp/λ is no longer valid. Numerical simulations of turbulent dense gas flows
of engineering interest are based on the (Reynolds-Averaged Navier–Stokes) RANS
equations, which need to be supplemented by a model for the Reynolds stress tensor
and turbulent heat flux. The accuracy of RANS models for dense-gas flows has not
been properly assessed up to date, due to the lack of both experimental and numerical
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reference data. DNS databases [2, 3] are then needed to quantify the deficiencies of
existing turbulence models and to develop and calibrate improved ones. In this work
we first summarize some recent direct numerical simulation (DNS) results [4] for
supersonic turbulent channel flows (TCF) of PP11, a heavy fluorocarbon representa-
tive of dense gases, at various bulk Mach and Reynolds numbers. The most relevant
effects are represented by non-conventional variations of the fluctuating thermody-
namic quantities, compared to perfect gases and a strong decoupling between thermal
and dynamic effects almost everywhere in the flow, except in the immediate vicinity
of the solid wall. Preliminary considerations about the validity of some currently-
used models for the turbulent stresses and heat flux are carried out based on a priori
comparisons between the exact terms computed from the DNS and their modeled
counterparts.

2 Governing Equations and Numerical Method

Dense gas flows are governed by the compressible Navier–Stokes equations, sup-
plemented by suitable thermodynamic and transport-property models. In the present
work, the gas behavior is modeled through the Martin–Hou (MAH) thermal equa-
tion of state [5], which is reasonably accurate for the fluid of interest and requires
a minimum amount of experimental information for setting the gas-dependent coef-
ficients. In addition thermodynamic models relating the dynamic viscosity μ and
thermal conductivity κ to the gas temperature and pressure have to be specified. In
the present calculations, the transport properties follow the Chung et al. model [6],
which incorporates a correction term in the dense-gas region. The working fluid is
perfluoro-perhydrophenanthrene (chemical formula C14F24), called hereafter with
its commercial name PP11, often used in dense-gas studies. DNS were also car-
ried for air, modeled as a polytropic perfect gas. In the latter case, the viscosity is
assumed to follow a power law of the temperature and the thermal conductivity is
computed according to a constant Prandtl number assumption. The governing equa-
tions are approximated in space by means of optimized finite difference schemes,
supplemented by an optimized selective sixth-order filter. A low-storage six-step
optimized Runge–Kutta is used for time integration.

3 DNS Results

A parametric study was carried out at three bulk Reynolds numbers ReB := ρB ũBh
μw

(3000, 7000 and 12000) and three bulk Mach numbers MB := ũ B
cw

(1.5, 2.25 and 3.0)
[4]. Details about the computational setup and grid resolution can be found in [4].
In the following, the subscripts (·)B , (·)w and (·)CL denote time and space averaged
values over the channel cross-section, at the wall and at the centerline, respectively;
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(·) indicates Reynolds averaging and (·)′ Reynolds fluctuations; similarly, (̃·) and (·)′′
denote Favre averages and fluctuations. Results for the different caseswere compared
by introducing an empirical semi-local scaling initially proposed by Huang et al.
[7] for compressible flows, which corrects the usual wall scaling with centerline

quantities. Specifically, y∗ = ρ(y)u∗
τ y

μ(y) and Re∗
τ = Reτ

√
ρ(y)
ρw

μw
μ(y) , with u∗

τ :=
√

τw
ρ(y)

the semi-local friction velocity. Thismixed scaling provided quite satisfactory results
in collapsing first- and second-order moments for a wide range of MB . For PP11, due
to the large specific heat of the fluid, the average temperature is almost constant across
the channel for any choice of the Mach and Reynolds numbers, and the centerline
temperature differs less than 1% from T̃w. Decoupling of dynamic and thermal effects
in the dense gas also leads to smaller mean density variations across the channel.
The normalized viscosity μ/μw, which follows temperature variations for air, varies
instead like the density for PP11 and tends to decrease toward the channel center.
As a consequence the friction Reynolds number Re∗

τ increases toward the channel
centerline in PP11. Specifically, the dense gas flow exhibits lower values of Re∗

τ

near the wall, compared to a perfect gas flow at the same bulk conditions, whereas
the centerline value of Re∗

τ is much higher in the dense gas, due to the negligible
friction heating in the outer region. On the other hand, the average Prandtl number
Pr decreases from the wall to the centerline, following essentially the same trend as
the average specific heat. Figure 1 displays the distributions of the above-mentioned
quantities across the channel, as a function of y∗. Dense gas effects are stronger at
higher MB , since the local thermodynamic states spread over a wider range. Sample
results for second-order statistics are reported in Fig. 2, which displays the r.m.s.
values of the density, the Reynolds shear stress in semi-local scaling ρu′′v′′+ =
τ−1
w ρu′′v′′, aswell as the ratio of the turbulent kinetic energyproduction to dissipation.
The relative density and pressure fluctuations are of the same order of those observed
for air flows (see [4]), whereas temperature fluctuations (not reported) are nearly
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Fig. 1 From left to right: local friction Reynolds number (Re∗
τ ), average Prandtl number (Pr ), and

average isobaric specific heat normalized with the gas constant (cp/R) as a function of y∗ for DNS
of PP11 TCF at various MB and ReB



344 L. Sciacovelli et al.

y*
100 101 102 103

00

0.1

0.15

0.05
0.2

0.4

0.6

0.8

1

y*
100 101 102

-1

-0.5

0

0.5

1

y*
100 101 102 103

Fig. 2 From left to right: normalized density fluctuations (
√

ρ′2/ρ), Reynolds shear stresses

(ρu′′v′′+), and production-to-dissipation ratio of turbulent kinetic energy (Pk/εk − 1) as a function
of y∗ for DNS of PP11 TCF at various MB and ReB . Line legend as in Fig. 1

Fig. 3 Isosurface of Q(h/uB)2 = 1 coloured with streamwise velocity (MB = 3, ReB = 7000)

two orders of magnitude lower. Remarkably, ρ ′2 decreases monotonically from wall
to centerline, contrary to light gases. This is due to the peculiar thermodynamic
behavior of PP11 at the considered conditions, as demonstrated in [4] by using
the equation of state. In all cases, density fluctuations remain small compared to
the mean value, and Morkovin’s hypothesis is satisfied even at the highest Mach
number. Despite the striking differences in the thermodynamic behavior, Reynolds
stress profiles are similar to those observed, e.g., in [8] for low-Mach TCF with
temperature-dependent transport properties. The liquid-like behavior of viscosity
leads to an increase of the spanwise, wall-normal and Reynolds shear stresses with
respect to the corresponding incompressible evolution, whereas the streamwise one
decreases. This effect is stronger when increasing Mach number. The last subfigure
shows the ratio of production to dissipation term Pk/εk of the turbulent kinetic
energy budget. The production peak is located as usual at y∗ ≈ 12. For the higher
Reynolds number, a second production peak is observed in the outer region, like in
high-Re incompressible flow, due to the reduced dissipation close to centerline. A
visualization of flow structures for MB = 3, ReB = 12000 is provided in Fig. 3.

4 A Priori Analysis of Turbulence Models

DNS data are used to investigate the validity of some popular models for the RANS
equations. More specifically, we focus hereafter on the eddy-viscosity and turbu-
lent Prandtl number assumptions, commonly used to approximate, respectively, the
Reynolds stress tensor and the turbulent heat flux. To this end, “exact” eddy viscosity
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and turbulent Prandtl number are computed from DNS data as:

μt = ρu′′v′′
(
du

dy

)−1

; Prt = cpμt/λt (1)

where u is the average streamwise velocity and λt = ρv′′h′′
(
dh
dy

)−1
is a turbulent

thermal conductivity, with h the average static enthalpy. Input quantities required
by eddy models are also based on DNS. In this study we restrict our attention to
two low-Reynolds variants of the k − ε model, namely, the Launder–Sharma (LS)
[9] and Chien (CH) [10] models, which assume that μt = Cμ fμρk2/ε, with Cμ

usually taken equal to 0.09, the damping function fμ is exp(−3.4/(1 + Rt/50)2)
(Rt = ρk2/(με)) for LS and 1 − exp(−0.0115y+) for CH. Durbin [11] showed that
a more appropriate choice for the velocity scale in the inner region is represented
by the root-mean square of the wall-normal fluctuating velocity, and reformulated

the eddy viscosity as μt = C
√

ṽ′′2k/ε with C = 0.2. In Fig. 4 we report the results
for the highest Reynolds number, both for air and PP11. In both cases the LS model
badly overestimates the turbulent viscosity, especially in the viscous sublayer, as also
observed by other authors (e.g. [11, 12]) for incompressible flows. Chien’s model
captures better the trend of μt but also overestimates the turbulent viscosity in the
outer region. Durbin’s model provides a reasonably accurate approximation of the
μt profile up to part of the logarithmic region. For air, the model departs from the
DNS profile at y∗ ≈ 40 and, unlike the two preceding models, it underestimates μt

in the outer region. For PP11, the model remains in rather good agreement with DNS
up to y∗ ≈ 150 and overestimates μt for higher values of y∗.

In Fig. 5 we report the exact turbulent Prandtl number at various MB and ReB .
For air, Prt follows the trends observed by other authors in the literature (e.g. [7]).
In particular, for the present relatively low-Re flow, Prt exhibits only a small plateau
around y∗ ≈ 100 where its value is close to the standard “constant” value of 0.9. In
the outer region, Prt decreases with y∗, while in the inner region it exhibits a local
maximum at about y∗ = 50 and tends to approximately 1.1 at the wall. For PP11,

y*
0 100 200 300

0

50

100

150

y*
0 100 200 300

0

50

100

150

Fig. 4 Exact and modeled eddy viscosity (νt/νw) for air (left) and PP11 (right) at MB = 3 and
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the overall behavior is rather close to that of the perfect gas over most of the channel
height (y∗ � 5). However, the solution exhibits a larger ‘0.9’ plateau than the air flow,
located at y∗ ≈ 120, most likely because of the higher local Re∗

τ . The local maximum
around y∗ ≈ 50 is also observed for the dense gas. A drastically different behavior is
observed in the viscous sublayer (y∗ � 5), where the local Prandtl number is much
higher and the local Re∗

τ much lower than in air. In this region (y∗ ≈ 2), Prt exhibit
another local maximum (more or less pronounced according to the flow conditions)
and tends to values lower than 1 at the wall (≈ 0.4 at the highest Mach number).
Inspection of the DNS data for μt and λt suggests the following explanation: for
air, both μt and λt decrease approximately at the same rate (O(y∗3)) when y∗ → 0.
Since in this case cp = const , then Prt tends toward a constant nonzero value. For
PP11, λt decreases at a lower rate than μt in the near wall region, due to the smaller
enthalpy variation in this high-cp fluid.As a consequence, their ratio tends to vanish at
the wall. However, cp increases abruptly when y∗ → 0 (following an approximately
exponential trend), hence the local maximum.

5 Conclusions

Direct numerical simulations of plane turbulent channel flows of dense gases have
been performed at various bulk Mach and Reynolds numbers. For a dense-gas, the
classical y+ scaling based on the friction velocity fails to collapse thermodynamic
profiles andReynolds stresses at highMB , and semi-local scaling, which accounts for
variations of the flow properties, has to be adopted instead. Due to the high specific
heat, coupling between dynamic and thermal effects is found to be very small for the
dense fluid. Turbulence structure is shown to be little affected by dense gas effects.
For the adopted thermodynamic conditions, transport properties exhibit a liquid-like
behavior and the local Reynolds number in the outer region is found to be much
higher than in corresponding air flows. A priori analyses of the validity of some
common modeling assumptions for the eddy viscosity and turbulent Prandtl number
showed that, for a dense gas, turbulence models for eddy viscosity follow the exact
trend more closely than in perfect gas (at the present high Mach numbers), due to the
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higher local Reynolds number, but eddy viscosity is overestimated. An adjustment of
the model constant could help improving the results. A peculiar behavior is observed
for the turbulent Prandtl number close to the wall, which peaks more or less abruptly
in the viscous sublayer, instead of tending to a constant value. Further investigations
of the near wall thermal behavior are planned as future research.

Acknowledgements This work was granted access to the HPC resources of GENCI (Grand
Equipement National de Calcul Intensif) under the allocation 7332.
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Airfoils and Wings



Effect of Inflow Turbulence on LES of an
Airfoil Flow with Laminar Separation
Bubble

M. Breuer and S. Schmidt

1 Introduction

The turbulence intensity of the incoming flow can have a strong impact on the arising
flow field around bodies especially when transition to turbulence plays an important
role. A classical example is the flow past airfoils at moderate Reynolds numbers
(e.g., for micro air vehicles), where laminar separation bubbles are often observed in
the boundary layer on the suction side. For such cases experimental investigations
carried out in different wind or water tunnels typically show strong variations of the
separation, transition and reattachment locations, which to a great extent is caused
by different levels of the turbulence intensity of the oncoming flow. Beside these
deviations observed due to the natural turbulence level of the facility used, the effect
of inflow turbulence becomes even more significant when the turbulence intensity
is artificially increased for example by active or passive grids in order to mimic an
atmospheric boundary layer. During the last years an increasing interest to simulate
these flowphenomena is observed. Eddy-resolving simulations such asLESor hybrid
LES-URANS are in principle the right choice for this challenging task. However,
the inflow turbulence has to be prescribed in such a manner that it reaches the region
of interest. Recently, a source term formulation [9] based on a synthetic turbulence
inflow generator (STIG) was suggested. It allows to superimpose turbulent fluctu-
ations in finer resolved flow regions, where the damping of small structures due to
an inadequate grid resolution is negligible. This technique is applied here to inves-
tigate the flow past a SD7003 airfoil at Rec = 60,000 and an angle of attack α = 4◦
for a wide range of turbulence intensities of the oncoming flow (0 ≤ TI ≤ 11.2%).
The results of the reference case without inflow turbulence are compared with the
predictions with increasing turbulence intensities.
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2 Applied Methodology

Three main ingredients are required to carry out these investigations on the effect of
the inflow turbulence:

1. Eddy-resolving simulation methodology (LES):
Here, a classic large-eddy simulation relying on a dynamic Smagorinsky model
is used in order to appropriately resolve the transition process. In [7, 9] it was
shown that this kind of flows can also be reliably predicted based on a hybrid LES-
URANS approach. Nevertheless, in order to concentrate on the physical issues of
the flow under investigation, the present study purely relies on LES predictions
on a fine grid with about 17.2 million control volumes. The grid is refined near
the wall with y+ values below 1.5 allowing to resolve the viscous sublayer. The
spanwise extension of the airfoil is a quarter of the chord length c and resolved
by 100 grid points. A classical finite-volume approach for curvilinear body-fitted
block-structured grids and a predictor-corrector scheme with an overall second-
order accuracy in space and time is applied [1].

2. Synthetic turbulence inflow generator (STIG):
In the present study the method proposed by Klein et al. [5] is applied to generate
artificial turbulent inflow data. It relies on discrete linear digital non-recursive
filters which depend on statistical properties. These spatial and temporal correla-
tions and the resulting length and time scales allow a straightforward adjustment
on the flow situation of the particular case. Appropriate inflow data are generated
by multiplying filter coefficients, which describe the two-point correlations and
the autocorrelation of the inflow turbulence, with a series of random numbers. A
required three-dimensional correlation between the filter coefficients is achieved
by the convolution of three one-dimensional filter coefficients. Moreover, the
cross-correlations between all three velocity components and thus the representa-
tion of a realistic inflow behavior is guaranteed due the application of the method
by Lund et al. [6]. The required time and length scales are based on experimental
data of Hain et al. [3] carried out in the empty water tunnel. In dimensionless form
these are T · u∞/c = 0.118 and Ly/c = Lz/c = 0.118, i.e., an isotropic flow is
assumed. Six different turbulence intensities are studied. First, the case without
inflow turbulence (TI = 0%) is studied and taken as reference. Next, the turbu-
lence intensities is set to TI = 0.7%. Finally, the turbulence is doubled step by
step (TI = 1.4%, 2.8%, 5.6%) ending up at TI = 11.2%.

3. Source term concept of the STIG:
In the usual application (see, e.g., [8]) the resulting velocity fluctuations are super-
imposed on appropriate mean velocities and applied as inflow conditions at the
inlet. However, the inlet region of such configurations often provides only a grid
resolution which leads to a strong damping of small flow structures. Thus, a
highly damped flow field reaches the airfoil after a certain development length.
To overcome this problem, the fluctuations are introduced by a newly developed
source term formulation Ssyn

ui in the momentum equations [2, 9]. It allows to shift
the artificial turbulence generation closer to the airfoil, where a higher resolution
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guarantees the correct development of the flow structures. The source term given
by Eq. (1) is added to the filtered momentum equations in a small influence area
explained below. Its formulation is based on the ratio between the synthetically
generated velocity fluctuations (u′

i)
syn and the integral time scale T . The latter

is already used by the STIG and thus no additional quantity besides the known
quantities of the generation procedure is required:

Ssyn
ui =

∫
V

ρ
(
u′
i

)syn
T

dV . (1)

Considering the physical meaning of the integral time scale T within the source
term formulation, this quantity can be interpreted as a relaxation time defining a
time interval required for a reaction of the system to changes of the undistributed
flow field. In order to reduce the required development length of the synthetic
turbulence and to avoid discontinuities, the source terms are superimposed in a
predefined influence area which in the present case is located about one chord
length c upstream of the leading-edge of the airfoil. Based on a Gaussian bell-
shaped distribution the source terms are scaled within this influence area. The
streamwise extension of this region is defined by twice the integral length scale
Lx in main flow direction calculated with the help of the integral time scale and
the Taylor hypothesis (more details in [2, 9]). Thus, all required parameters are
directly coupled to the synthetic inflow generator and the source term formulation
does not demand any additional empirical parameters.

3 Results, Discussion and Conclusions

In Fig. 1 snapshots of the instantaneous flow fields based on the Q-criterion are
shown for three different inflow turbulence intensities, i.e., TI = 0.0%, 1.4% and
5.6%. Additionally, for TI = 0.0% contours of the streamwise velocity in one x-y-
slice are depicted. The effect of the oncoming turbulence is obvious. Without any
inflow turbulence the flow separates at about 20% of the chord length in the laminar
regime close to the leading edge. A strong separated shear layer develops. Due to the
Kelvin–Helmholtz instability a roll-up of vortices is observed at about the middle
of the suction side, where these flow structures are more or less two-dimensional.
Further downstream with the onset of transition these develop into a fully three-
dimensional flow field. In the turbulent flow regime the reattachment of the flow is
found at about 70% of the chord length. The resulting pressure-induced thin laminar
separation bubble can also clearly detected in the contour of the turbulence intensity
(not shown here), which has a strong peak in the region where transition takes place.

The situation changes completely for the case with inflow turbulence. For these
cases two-dimensional flow structures are no longer visible. In the region, where the
time-averaged flow depicts the tiny laminar separation bubble, the developing flow
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TI = 0.0%

TI = 1.4%

TI = 5.6%

Fig. 1 Instantaneous snapshot of the flow for TI = 0.0%, 1.4% and 5.6% based on the dimension-
less Q–criterion (Q = 250). For the reference case without inflow turbulence the contour of the
streamwise velocity is included

structures are three-dimensional from the beginning. Furthermore, with increasing
inflow turbulence intensities the separation is more and more delayed, whereas the
transition onset and the reattachment are moving upstream until finally the laminar
separation bubble vanishes completely. These trends can be discussed more clearly
based on the averaged flow field (time-averagingΔT > 1300 and averaging in span-
wise direction).

For this purpose, Fig. 2 depicts the results of all six LES predictions of the
flow past the SD7003 airfoil with identical setups except for the turbulence inten-
sity of the oncoming flow. A strong influence on the pressure coefficient cp =
(p − p∞)/(0.5 ρu2∞) and the friction coefficient cf = τw/(0.5 ρu2∞) is obvious.
Without any inflow turbulence the situation is as follows: Due to the positive pres-
sure gradient in streamwise direction the laminar boundary layer on the suction
side separates quite early (xsep/c = 0.21) building up a laminar separation bubble.
Transition onset is observed inside the separation bubble leading to the subsequent
reattachment of the flow (xrea/c = 0.68) and a closed rather thin separation bub-
ble with a pressure plateau inside (Fig. 2, upper). Increasing the level of turbulence
of the approaching flow leads to an increased momentum exchange. That results
in a delayed separation and further downstream to an earlier transition onset. Sub-
sequently, the reattachment point is found further upstream. The resulting sepa-
ration locations are xsep/c = 0.25, 0.27 and 0.3 for TI = 0.7%, 1.4% and 2.8%,
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Fig. 2 Distribution of the
pressure coefficient cp and
the friction coefficient cf at
Rec = 60,000 and α = 4◦
based on the averaged flow
for six different inflow
turbulence intensities
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respectively. Accordingly, the reattachment point moves upstream to xrea/c = 0.6,
0.56 and 0.5 for the three inflow turbulence levels mentioned above. At the two
highest turbulence intensities (TI = 5.6% and 11.2%) the laminar separation bubble
completely disappears in the averaged flow, which coincides with recent measure-
ments [4] atTI ≈ 10%.Contour plots of the turbulent kinetic energy and theReynolds
shear stress (not depicted here for brevity) indicate that the boundary layer is tur-
bulent on the suction side for these cases. The size of the pressure plateau found
for TI = 0.0% reduces significantly already for TI = 0.7%. Then, each doubling of
the inflow turbulence intensity further decreases the extension of the plateau until it
vanishes completely.

Finally, Fig. 3 depicts the effect of the inflow turbulence on the time-averaged
lift and drag of the airfoil. The attenuation of the laminar separation bubble by
an increased inflow turbulence level significantly reduces the drag coefficient. A
minimum is found at the turbulence intensity at which the laminar separation bubble
disappears. AtTI = 5.6%a saturation appears and the drag increases again for higher



356 M. Breuer and S. Schmidt

Fig. 3 Ratio of the lift and
drag coefficient for different
inflow turbulence intensities.
All values are scaled by the
corresponding lift and drag
coefficient of the reference
case without inflow
turbulence
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TI . The lift is affected in a similar manner but the maximal variations are only about
4%, whereas for the drag reductions up to about 18% are observed.

In conclusion, the inflow turbulence strongly influences the flow development,
which was successfully predicted based on the proposed methodology. With increas-
ing turbulence intensity the separation is more and more delayed and the transition
onset appears earlier. Consequently, also the reattachment shifts upstreamuntil finally
the laminar separation bubble disappears. As an outlook other length scales of the
incoming turbulence have to be taken into account in the investigations (see [2]).
Finally, in the near future these simulations will be compared in detail with cor-
responding measurements presently carried out by Herbst et al. [4] using passive
turbulence-generating grids upstream of the airfoil.
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Flow Around Thick Airfoils at Very High
Reynolds Number. Stall and Dynamic
Stall Applications

F. Barnaud, P. Bénard, G. Lartigue, V. Moureau and P. Deglaire

1 Introduction

With the increase of the power and rotor diameter of modern wind turbines, blade
loads must be predicted with high confidence in order to optimize accurately the
complex blade internal structure. Unsteady aerodynamic loadings such as dynamic
stall are the main challenges for state-of-the-art numerical tools [5]. Dynamic stall
can appear on horizontal-axis wind turbines (HAWT) in several operating conditions:
misalignment with thewind direction, free-stream turbulence, fast pitchmaneuvers...
Wind tunnel experiments and RANS or URANS simulations are the state-of-the-art
tools to obtain estimations of aerodynamic forces, specifically in stall and dynamic
stall cases. The present work aims at getting a better insight into the dynamics of
the flow around thick wind turbines airfoils thanks to Large-Eddy Simulation (LES),
which resolves a broader range of turbulent scales. These thick airfoils operate at very
high Reynolds number because of the dimensions of the rotor. In order to perform
LESwith realistic CPU time, aWall-Modeled LES (WMLES) strategy is considered.
Several simulations are carried out at Reynolds number of 1.6 · 106 on the FFA-W3-
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Table 1 Mesh characteristics

Mesh Control
volumesa

Spanwise
length

Mean Y+ Mean X+, Z+ CPU timea,b

for 50 s

M1 7.5 M 0.25c - 4c 25 250 0.5 kHrs

M2 17 M 0.25c - 2c 9 100 3 kHrs

M3 55 M 0.25c - 1c 3 40 50 kHrs
aFor Span = 0.25c
bSteady attached cases, Intel Xeon Broadwell 2.30 Ghz cores

241 profile, a 24.1% relative thickness profile. Attached flow is first investigated,
then detached flow in steady and oscillating conditions are studied. The impact of
spanwise length is considered, in particular for stalled cases.

2 Methodology

Considering the airfoil chord c, the 3D computational domain is modeled as a circle
of radius 15c extruded in spanwise direction, the airfoil being located at the center.
Periodic conditions are applied spanwise. The spanwise length sensitivity is tested
in steady conditions with values from 0.25c to 4c [3]. Spanwise length convergence
study reveals that for attached cases, a spanwise length of 0.25c is enough to capture
correctly the 3D behavior of small vortices created after transition zone. However,
this length is not enough to capture correctly the larger vortices that appear in stalled
conditions, creating unrealistically stable 2Dvorticeswhich prevent the airfoil to stall
correctly. If the span is lower than 1c in stalled cases, aerodynamic forces undergo
strong variations corresponding to the presence of large 2D vortices. With a span
over 1c, mean aerodynamic forces still appear to evolve slightly up to 2c. Three
unstructured hybrid meshes with different resolutions are defined in Table 1. Prism
layers are generated around the airfoil, with an aspect ratio between 10 and 15 on
the wall and a growth rate of 1.25. The global growth rate for tetrahedra is 1.10. The
minimum tetrahedron size goes from 3 · 10−4c (mesh M1) to 3 · 10−3c (mesh M3)
close to the airfoil whereas the maximum size is around 0.1c in the whole domain.

Calculations are performed using the parallel LES YALES2 code [7]. The code
solves the incompressible Navier–Stokes equations with central 4th-order finite-
volume schemes and specific domain decomposition that allows very good perfor-
mances on large super-computers. The WALE turbulence model is used [8]. As
described in Sect. 3, 4th-order artificial viscosity [1] has been used in stalled cases
to compensate the under-resolution of the flow near the wall. A tabulated wall-law
model described in [6] is applied to the airfoil for meshes M1 andM2. For meshM3,
a logarithmic law with viscous sublayer behavior is chosen, considering the small
Y+ values obtained with this mesh. The calculations are performed on 128–4096
Intel Xeon Broadwell 2.30Ghz cores. Considering the non-dimensional distance
traveled by airfoil in semi-chords s = 2V t/c, with V the fluid velocity at inlet, and
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t the physical time, around 50 s are needed to obtain converged statistics in attached
flow cases, and 200 s in stalled cases due to the unsteady nature of the flow. For
oscillating cases, the moving frame strategy is chosen in order to model the airfoil
motion: velocity source terms are added in the momentum transport equation and
boundary conditions are modified during the simulation, keeping fixed connectivity
and metrics.

3 Results

Several steady caseswith constant angle of attack (AoA) are investigated in order to
validate the computational methodology. These cases are compared with experimen-
tal data measured at the VELUX open jet wind tunnel [2] and with the Rfoil code [9],
which has been proven to be accurate for such cases. Attached cases correspond to
small AoAs, for which the flow remains attached to the airfoil, with constant aerody-
namic forces. Detached flows appear at high angle of attack, creating large vortical
structures and unsteady forces on the profile.

When comparing force coefficients in Fig. 1, the Rfoil results show very good
agreement with LES, with around 1% difference on the lift coefficient in attached
cases. The three meshes with a span length of 0.25c are able to obtain correct forces.

However, this methodology is not satisfying for stalled angles, leading to unre-
alistically high lift values. This issue was overcome by extending the span length
to 2c and adding artificial viscosity. This artificial viscosity is introduced because
in the stalled case, the separated boundary layer may cross the prism/tetrahedron
transition, a region where the central finite-volume schemes need stabilization. Two
methodologies for attached and stalled cases are thus defined regarding spanwise
length and use of artificial viscosity. Less than 10% difference with Rfoil in stalled
cases are then obtained. The experimental data have been obtained with an esti-
mated background turbulence intensity of 1%, which can justify the lower measured
lift coefficient as no turbulence is injected in the LES simulation. Figure 2 shows
very good correlation of the pressure coefficient between experiment, LES results

Fig. 1 Aerodynamic forces coefficients comparison - Attached and stalled methodologies
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Fig. 2 Pressure and friction coefficients comparison for AoA = 4◦

Fig. 3 AoA = 16.4◦ without (left) and with (right) artificial viscosity - M1 mesh

and Rfoil code [9]. The friction coefficient in attached cases converges toward Rfoil
results as the mesh gets finer: the transition is better predicted with finer meshes,
without significant consequences on pressure coefficient. For stall angles, Mesh M3
is able to obtain results close to Rfoil with the stalled methodology. Figure 3 show
iso-surfaces of Q-criterion colored by the norm of velocity.

Separation is only correctly obtained with artificial viscosity. The flat pressure
coefficient after mid-chord in Fig. 4 characterizes the separation, despite friction
coefficient prediction is not improved by artificial viscosity. Near stall cases (angle
of attacks between 12◦ and 16◦) have proven to be much more complex to obtain
than attached and deep stall cases, for which coarse meshes have given satisfying
results despite the poor prediction of transition.

Oscillations in the flow close to transition zone are not well captured by the mesh,
triggering locally artificial viscositywith the sameorder ofmagnitude than physically
modeled viscosity, as can be observed in Fig. 5. The sensitivity of separation point
prediction to the amount of artificial viscosity introduced is low, raising questions
regarding the difficulty to capture it without.
Pitching cases both in attached and detached flows conditions are then studied.
Few studies on such configurations have been conducted with LES, most at lower
Reynolds number and for thin airfoils [4, 10]. The reduced frequency k is defined
as k = π f c/V , with f the pitching frequency. The center of rotation is located at
x/c = 0.4, with x the position of the rotation center along the chord. The parameters
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Fig. 4 Pressure and friction coefficients comparison for AoA = 16.4◦ - M1 mesh

Fig. 5 Velocity and artificial viscosity near transition zone - AoA = 16.4◦ - M1 mesh

Fig. 6 Average cycle values of lift coefficient - Dynamic attached (left) and detached (right) cases

αmean and αamp are respectively the mean and amplitude values of angle of attacks.
Two cases have been studied based on the available experimental data, both with
k = 0.093: an attached case with αmean = 3.8◦ and αamp = 1.4◦, and a deep stall
case with αmean = 24.6◦ and αamp = 1.9◦.

Figure 6 compares the experimental resultswith the current study for both attached
and detached cases. The mean cycle values for aerodynamic forces can be obtained
with less than 5 cycles in attached cases, which represent around 330 s in the present
configuration. To obtain correct cycle average values in stalled case, more than 30
cycles are needed, which leads to prohibitive CPU time even with the coarsest mesh
M1. More investigations should be carried on with M2 mesh to verify the behaviour
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observed with mesh M1. In both attached and attached cases, the hysteresis loop is
correctly captured, but the shift observed in steady cases between experimental and
numerical results is still present.

4 Conclusion

Wall-Modeled LES are performed on static cases with success, with correct predic-
tion of aerodynamic force coefficients when compared to state-of-the-art numerical
tools. Pressure coefficients have shown very good correlation with both experimental
and numerical data. Mesh convergence study has shown that a correct prediction of
transitionwith realistic CPU time still seems a challenge. Stalled cases aremore chal-
lenging than attached cases, and the separation point prediction was obtained with
extended span and artificial viscosity, with a behavior that must be further investi-
gated. These results exhibit larger discrepancies around stall angle, while attached
cases and deep stall cases are correctly captured with coarse meshes. Based on these
results, dynamic cases have been performed in attached and deep stall conditions
with acceptable results. Further validation should then be performed.
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On the Resolution of Mean Skin Friction
by Hybrid RANS/LES Simulations at
High Reynolds Numbers

N. Renard and S. Deck

1 Motivation of Hybrid RANS/LES Treatments of
Wall-Bounded Turbulence at High Reynolds Number

The incentive to numerically resolve wall-bounded turbulent fluctuations instead
of resorting to RANS modelling is given by applications such as unsteady load or
aeroacoustic predictions, by limitations of the universality of the RANS approaches
and by flow situations dominated by the upstream boundary layer dynamics, such as
mild flow separations. At the high Reynolds numbers of aerospace applications, the
cost of a DNS of wall-bounded turbulence is however prohibitive, and the reduction
provided by Wall-Resolved LES (WRLES) is not substantial because of the near-
wall dynamics. Consequently, the only affordable approach is Wall-Modelled LES
(WMLES) [4]. Among the possible strategies [13], a near-wall RANS zone may
be coupled with the LES of the outer zone in a hybrid RANS/LES context which
focuses LES on the zones of interest of the flow, for instance defined by the user
in the framework of Zonal Detached Eddy Simulation (ZDES [3], among other
popular methods such as [2, 17]). The ZDES technique has been validated for both
academic and industrial use and its mode 3 can perform a WMLES [4]. The proper
prediction of mean skin friction is crucial for applied aerodynamics, but in a hybrid
context comes the question: what are the contributions of the RANSmodel and of the
LES resolved fluctuations? This is especially interesting at high Reynolds number
where the logarithmic layer plays a growing role in the boundary layer dynamics,
for instance with very large scale motions (or superstructures [8]) which WMLES
is expected to resolve. In order to evaluate the RANS and LES contributions to
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Fig. 1 Evolution of the C f decomposition (1) with the Reynolds number (left). ZDESWRLES [5]
profiles at Reθ = 13 000 (Reτ = 3 600): mean velocity (solid line) compared with experimental
data by [6] (circles), u+

rms (dash-dotted line) compared with the model by [10, 11] (squares) (right)

mean skin friction in Sect. 3, a physical scale decomposition of mean skin friction
generation is first presented in the next section.

2 Towards a Physical Scale Decomposition
of the Generation of Mean Skin Friction

A decomposition of the generation of mean skin friction into physical phenomena
localised within the boundary layer has been derived in [15] based on a mean stream-
wise kinetic energy budget written in an absolute reference frame bound to the outer
fluid undisturbed by the wall, resulting in the following relation for the skin fric-
tion coefficient C f = ν (∂ 〈u〉 /∂y)(y = 0)/

(
1/2U 2∞

)
in a zero-pressure-gradient

flat-plate incompressible boundary layer:

C f = 2

U3∞

∫ ∞

0
ν

(
∂ 〈u〉
∂y

)2

dy

︸ ︷︷ ︸
C f,a

+ 2

U3∞

∫ ∞

0
− 〈

u′v′〉 ∂ 〈u〉
∂y

dy

︸ ︷︷ ︸
C f,b

+ 2

U3∞

∫ ∞

0
(〈u〉 −U∞)

∂

∂y

(
τ

ρ

)
dy

︸ ︷︷ ︸
C f,c

(1)
with the wall distance y and the total shear stress τ/ρ = ν(∂ 〈u〉 /∂y) − 〈

u′v′〉. This
decomposition describes what the mean mechanical energy provided by the wall to
the fluid in the absolute reference frame becomes. The first term represents direct
dissipation into heat, the second term (C f,b) corresponds to the production of turbu-
lent kinetic energy (TKE), whereas the third term stands for the actual gain of mean
streamwise kinetic energy by the fluid.

The evaluation of the decomposition in Fig. 1 using DNS andWRLES datasets [7,
16, 18, 19] and RANS simulations (from the ONERA boundary layer code CLICET
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Fig. 2 Reynolds number impact on the streamwise velocity spectra kxGuu(kx )/u2τ (left: Reθ =
5 200, right: Reθ = 13 000, reconstructed fromZDESwith a correlation-based convection velocity)

[1] with Jones and Launder [9] k − ε (JL) model andMichel et al. [12] model) shows
that the C f,b term is dominating the high-Reynolds-number turbulent behaviour of
C f . As discussed in [15], this is caused by the increasingly important contribution of
the logarithmic layer toTKEproduction at highReynolds number. For this reason, the
following analysis of the contribution of turbulence (modelled and resolved) to mean
skin friction at high Reynolds number focuses on the contribution to TKE production
(represented byC f,b). This term already exhibits the wall-distance distribution of the
contribution, and it can be further decomposed into the contributive scales of motion
by means of a spectral analysis of the Reynolds shear stress. Assuming that only
the large scales are resolved, this decomposition will be used in Sect. 3 to relate the
resolved fraction ofC f,b to the resolved scales larger than a wall-distance-dependent
cut-off. The analysis resorts to aWRLES database obtainedwith the ZDES technique
(see a validation of the outer layer in [5] and an illustration of the profiles and C f

prediction in Fig. 1). The station considered is Reθ = 13 000, a rather high value
which is necessary for superstructures to be visible in the streamwise velocity spectra
(Fig. 2).

TheReynolds shear stress spatial spectra are reconstructed from time signals using
a frequency-dependent convection velocity [14], and used to estimate the cumulative
resolved contribution to TKE production defined as:

C (y, λx ) =
∫ ∞
y − 〈

u′v′〉
res,[λx ;+∞[

∂〈u〉
∂y dy

∫ ∞
0 −〈u′v′〉 ∂〈u〉

∂y dy
(2)

where
〈
u′v′〉

res,[λx ;+∞[ is the Reynolds shear stress carried by the resolved fluctuations
of wavelength greater than λx . The result in Fig. 3 shows for instance that the super-
structures (λx ≥ 3δ) in the region y+ ≥ 100 contribute approximately 0.19 times the
total TKE production (C (y+ = 100, λx = 3δ) ≈ 0.19).
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Fig. 3 Cumulative resolved contribution to TKE production C (y, λx ) (2) at Reθ = 13 000 pre-
dicted by ZDES in WRLES mode (together with kxGuu(kx )/u2τ in black isolines) (left). Ex-
pected modelled scales blanked out for ZDES in WMLES mode: interface y = 0.1δ (middle) and
y+ = 3.9

√
Reτ (right)

3 Assessment of the Fraction of Mean Skin Friction
Resolved by Hybrid RANS/LES Methods

The scales that are expected to be modelled when the ZDES method is used as
a WMLES are blanked out from the WRLES results in Fig. 3 at Reθ = 13 000,
assuming that the large scales are fully resolved down to a cut-off wavelength below
which all smaller scales are fully modelled. Two different locations of the user-
set RANS/LES interface are considered: y = 0.1δ and y+ = 3.9

√
Reτ . The cut-

off wavelength is determined such that the resolved contribution to the Reynolds
shear stress matches an assumed resolved fraction given by a function illustrated
in Fig. 4. This function grows linearly from 0 at the wall to 1 at the RANS/LES
interface, and is constant equal to 1 above the interface. This is a simplified but fair
representation of the general behaviour observed for ZDES calculations, as shown
in Fig. 4 with two different interface settings and a WMLES mesh (note that the
previously introduced WRLES simulation required 26 times as many grid points
as these WMLES simulations for the same test case, showing the benefit of the
WMLES approach over WRLES). Although the assumptions made are very simple,
the scales blanked out in Fig. 3 include quite convincingly the inner spectral site
corresponding to the near-wall turbulent cycle, which is to be represented by the
wall model instead of being resolved. Conversely, the near-wall footprint of the
largest scales is preserved. The lower interface setting (y+ = 3.9

√
Reτ ) provides

with a wider range of expected resolved scales, without surprise.
The actual resolved fraction of C f,b (1) is directly evaluated in Fig. 5 for the two

WMLES cases of ZDES with no assumption (the resolved and modelled Reynolds
shear stresses are taken from the statistics of the simulations). The lower interface
setting leads to a higher resolved fraction, greater than 50% at Reθ = 13 000. The
trend at higher Reynolds number is evaluated from RANS simulations with an as-
sumed resolved fraction of Reynolds shear stress given by the function described
in Fig. 4. The result suggests that the resolved fraction of C f,b decreases when
the interface is set at y = 0.1δ, whereas it tends to a constant value of 50% with
the y+ = 3.9

√
Reτ interface setting at very high Reynolds number. This difference
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Fig. 4 Resolved fraction of Reynolds shear stress for ZDES in WMLES use

Fig. 5 Resolved fraction of C f,b. ZDESWMLES (left) and high-Reynolds number RANS predic-
tions assuming the simplified resolved fraction of Reynolds shear stress illustrated in Fig. 4 (right)

illustrates the dominant role played by the logarithmic layer at very high Reynolds
number.

4 Outlook

The contribution of the resolved and modelled turbulence to mean skin friction in a
WMLES performed by a zonal hybrid RANS/LESmethod (the ZDES technique) has
been discussed. This involves a physical decomposition of C f whose second term
(C f,b, related to the production of TKE) is dominant at very high Reynolds number
because of the logarithmic layer contribution. Hence the analysis focuses on C f,b.
When the RANS/LES interface is set at y+ = 3.9

√
Reτ , approximately 50% of the

total TKE production is resolved rather than modelled. A simplified representation
of the profile of the resolved fraction of Reynolds shear stress in WMLES ZDES is
applied to a WRLES database, suggesting that the unresolved scales include quite
convincingly the inner energy site of the spectrum, consistent with the purpose of
WMLES. This needs to be confirmed by the spectral analysis of aWMLES, including
at higher values of the Reynolds number where new DNS databases would also offer
useful insights.
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DNS of Separated Low-Re Flow Around
a Cambered Aerofoil

M. F. Shahab, M. Omidyeganeh and A. Pinelli

1 Introduction

Nowadays, Unmanned Air Vehicles (UAVs) are widely used in many societal, scien-
tific and military applications. Recent improvements in manufacturing and control
technology have led to the introduction of a new class of micro and even nano sized
air vehicles (Micro/Nano UAVs) operating in flight conditions characterized by a
medium-to-low Reynolds number regime. Their reduced size exposes this class of
UAVs to the unsteadiness and vorticity embedded in the background flow. These
interactions may lead to critical aerodynamic conditions such as massive separation,
dynamic stall and aerodynamic hysteresis causing a drastic degradation of their aero-
dynamic performances. Aerofoils operating at low Reynolds number and high angle
of attack can be classified into two distinct flow regimes according to the topology
of the separated region. The latter can be either characterised by a closed separation
bubble, or by a completely separated flow without boundary layer reattachment. The
effect of low Reynolds number regimes and its impact on boundary layer separation
and flow unsteadiness have been the subject of many previous studies. Formation
and bursting of laminar separation bubbles (LSB), shedding of coherent vortices
downstream of LSBs and development of the reattached turbulent boundary layer
have attracted many investigators [1, 2]. Other phenomena like the flapping and the
transition of the separated shear layer, or the formation and the shedding of wake
vortices, have also received substantial attention in the literature because of their
potential influence on the aerodynamic performances of an aerofoil [3, 7]. Although
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a comprehensive knowledge has been matured for the flow regime where the shear
layer reattaches in pre-stall condition, detailed information on the dynamics of low
Reynolds number fully separated flow regime in off-design conditions (post-stall) is
not available in the current literature.

2 Numerical Formulation

Direct numerical simulations have been performed to investigate the main features
of the flow around a NACA 65(12)10 cambered aerofoil at a chord based Reynolds
number (Rec) of 20,000. The aerofoil is set to a high angle of attack (α = 15◦) leading
to fully separated conditions where no reattachment takes place on the foil. The
present study, has been conducted using an in-house developed 3D incompressible
Navier–Stokes solver (SUSA). The solver is second order accurate in time and space
using cell centred finite volume approach. Readers interested in the solver and the
extensive validation campaign can find further information in [6]. To generate the 3D
mesh system around thewing, equally-spaced spanwise copies of a body fitted 2D, C-
grid have been assembled. The external surface that bounds thewing contains both the
inflow and outflow portions of the boundary. On the outflow region a non-reflective
condition is used, while at the inlet Dirichlet values obtained from a companion
potential flow solution are enforced. Standard impermeable, no-slip wall boundary
conditions are used on the surface of the wing, while the spanwise end-planes are
prescribed as periodic boundaries [6]. The simulations, that will be reported share
the same chord Reynolds number and the same computational mesh on the 2D plane
consisting of Nξ = 4321 and Nη = 1031 cells along the two coordinate directions.
The spanwise direction has been discretised using either Nζ = 97 or Nζ = 293 cells,
for the spanwise extension lz = 0.15c or lz = 0.45c, respectively. The grid spacing
in terms of wall units,Δx+,Δy+ andΔz+, in regions of attached boundary layer are
kept in the range of 2.2, 0.4 and 1.5, respectively. This wall resolution is well within
the resolution requirements of a wall resolved DNS [4]. However, in these massively
separated flows, the mesh spacing in the regions accommodating the separated shear
layer and the wake must be kept sufficiently small to capture the correct vortex
shedding and flapping motion of the shear layer. Using the mentioned mesh, the grid
resolution in terms of local Kolmogorov scale (η) in the shear layer region turned
out to be ds/η = 1.7, dn/η = 1.5 and dz/η = 2.2, where ds, dn and dz are the grid
spacings in streamwise, wall-normal and spanwise directions, respectively. These
grids have been selected after having conducted a careful mesh convergence analysis.
Figures 1 and 2, clearly highlight the impact of using a smaller lz on the flow topology.
In particular, the two figures display the instantaneous isosurfaces of Q-criterion
colored with the spanwise vorticity levels. For these type of largely separated flows
the spanwise extent of the domain has a substantial influence on the flow structures. In
particular, the shorter domain features more organised and spanwise-aligned quasi
2D vortex tubes and streamwise oriented braids. These structures maintain their
coherence even in the far wake region. However, the flow field generated in the larger
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Fig. 1 Instantaneous
isosurfaces of Q-criterion
colored with the spanwise
vorticity levels: Short
Spanwise Domain (0.15c)

Fig. 2 Instantaneous
isosurfaces of Q-criterion
colored with the spanwise
vorticity levels: Large
Spanwise Domain (0.45c)

domain does not present any very large scale coherentmotions and the vorticity seems
to be of finer grain, probably as a consequence of a larger non-linear activity in the
transition region that destabilises the vortex tubes causing them to lose their spanwise
coherence leading to a field with a higher degree of three-dimensionality. Changing
the spanwise extension of the computational domain has also a dramatic impact on
many other flow features that include the shedding frequencies, wake extent, and
three-dimensionality of the flow field (e.g., the values of w′w′). All the results in the
next section have been obtained considering the larger computational box.
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Fig. 3 a Variation of pressure coefficient along the surface of NACA 65(12)10 aerofoil at 15◦. b
Isocontours of streamwise Reynolds stresses superposed over the mean velocity profiles. c Instan-
taneous iso-contours plot of the FTLE

3 Results

High-Reynolds number experiments on the selected NACA 65(12)10 aerofoil, have
shown that for an incidence of 10◦ < α < 17◦, the lift coefficient presents a plateau
region typical of fully stalled conditions [5]. For our low-Reynolds number simula-
tions, at the selected angle of attack (α = 15◦), a post-stall condition is achieved in
Fig. 3a that displays the distribution of time and spanwise averaged pressure coeffi-
cient (Cp = (p − p∞)/(0.5ρ∞U 2∞)) along the surface of the aerofoil. Downstream
of the initial suction peak at the leading edge, the laminar boundary layer detaches
and a nearly constant pressure region follows along the chord length indicating a
boundary layer separation without reattachment [1, 7]. Further evidence of a fully
separated regime can be evinced from the distribution of the mean velocity profile
and the contours of streamwise Reynolds stresses u′u′ along the foil (Fig. 3b) show-
ing that at this low Rec and high angle of attack, the flow separates near the leading
edge and remains detached along the whole extent of the aerofoil. The separated re-
gion is characterised by a massive recirculation region, with velocity profiles having
well-defined inflexion points and also exhibiting a thick wake region downstream
of the trailing edge. The contours of u′u′ take on high values in the separated shear
layer and in the aerofoil near wake. At x/c = 1.1, the maximum turbulence inten-
sity reaches a value of 0.5U∞ and the extracted profile (not shown here) exhibiting
a double peak located at y/c = 0.11 and 0.25, resembling the experimental study
of Yarusevych et al. [8], that are ultimately generated by the cores of the vortices
originating from the suction and pressure sides of the aerofoil.

To gain some insights into the structure of the separated shear layer and wake
vortex formation, an instantaneous snapshot of the attracting finite-time Lyapunov
exponent (FTLE) [6] is shown in Fig. 3c. The FTLE analysis highlights the region
of the flow which are more prone to present a clear separation line between flow
behaviours being as a space measure of the trend of neighbouring fluid particles to
diverge in their trajectory. The qualitative comparison of the results presented here
are in agreement with Rosti et al. [6] and Yarusevych et al. [7] that have identi-
fied the formation of the roll-up vortices in the shear layer to be associated with a
Kelvin–Helmholtz type instability at the leading edge. An examination of the un-
steady shedding mechanism reveals that the initial stage of the transition of the
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Fig. 4 Lift (CL ) and Drag
(CD) coefficients as a
function of time Mean
values: CL = 1.36 and
CD = 0.31

separated shear layer is dominated by the linear growth of roll-up instability while
the later stage is dominated by non-linear interactions of the coherent structures that
leads to the formation of a large turbulent stall vortex. On its downstream trajectory,
this stall vortex entrains fluid from the outer region towards the wall until a saturated
condition is reached and a massive detachment is finally produced. The wake vortex
formation also plays a major role in controlling the aerodynamic performance of
the aerofoil. At high angle of attack, the formation of the large trailing edge vortex
induces an upstream motion of the low momentum flow towards the leading edge.
This counter flow is considered to be responsible for the unsteady flapping of the
leading edge shear layer. Figures 4 and 5 present the variation of lift and drag coef-
ficients as a function of time and the corresponding spectrum of the lift coefficient.
These graphs and the snapshots of corresponding iso-contours of spanwise vorticity
(Fig. 6a–d) may help in unravelling key events in the regeneration cycle of the large
scale vortices that ultimately govern the fluid behaviour and thus may also provide
insights for the development of novel flow control strategies. In particular, the CL

fluctuations characterised by a long time period (e.g., A-B-C) correspond to the
flow evolution between states at maximum (e.g., events A and D) and minimum
lift conditions (e.g., C). Flow states like the event B are also selected to sample the
flow behaviour between these conditions of maximum/minimum lift. Events like A
and D, correspond to maximum lift conditions occurring when the separated shear
layer is lifted up at its highest position. In this condition, the entrainment of momen-
tum within the stall vortex is maximised together with the associated low suction
pressure region on the top of the aerofoil. At the same time, a wake vortex is shed
from the trailing edge and following one is under formation. The scenarios depicted
in A and D are not identical: the strength of the created stall vortex and also the
difference in streamwise distance between the already detached and newly forming
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Fig. 5 Single-sided amplitude spectrum of CL (t)

Fig. 6 a Event A. b Event B. c Event C. d Event D

vortex lead to a higher value of CL in event D. Snapshot B takes place during the
interaction between the two vortices before a detachment event. In this situation, the
shear layer pushes downward the fluid on the top surface inducing a downstream
acceleration that eject the trailing edge vortex into the wake. Event C corresponds
to a minimum lift condition. The flow attains this configuration when the shear layer
reaches its lowest location and the recently formed stall vortex starts entraining outer
momentum into the recirculation region. In this condition, the wake vortex reaches
its maximum circulation being on the verge of detachment from the trailing edge.

A careful inspection of about 1200 snapshots of spanwise vorticity spanning
over a period of 40 time units (tU∞/c) has been used to estimate the characteristic
flapping and vortex shedding periods. This analysis allows to associate with a good
degree of confidence the frequency peaks of theCL spectrumwith the salient features
of the flow. In the frequency spectrum of CL given in Fig. 5, the peak St2 = 0.18
corresponds to the low frequency flapping motion of the shear layer while St4 =
0.58 represents the principal vortex shedding frequency. The interaction between
those two unsteady phenomena give rise to other clearly identified unsteady modes,
the St1 = 0.11 and St3 = 0.38 which are representative of the very low frequency
flapping of the shear layer and a time lag in the shedding of vortices. The non-
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dimensional value of the wake shedding frequency in terms of Strouhal number
defined based on of the projected length of the aerofoil on the cross-stream plane is
Std = f csinα/U∞ = 0.15. This value lies within the range 0.12–0.22 as reported
by Huang and Lin [3] for a NACA 0025 aerofoil (in supercritical regime).

4 Summary

We have considered a deeply stalled flow over an infinite span, cambered wing at
low Reynolds number. The main conclusions have concerned the importance of
the domain extension in the spanwise direction and the origin and interactions of
the main flow structures. In particular, a too small domain introduces artificial but
energetic coherent motions that disappear when the domain size is increased. It
has been found that the dynamics of shear layer formed at the leading edge and
the trailing edge wake together with their interplay dominate the time behaviour
of the flow field inducing the flapping of the shear layer and the delay of vortex
shedding in the wake. Of course, it is expected the detailed characteristics of the
wake evolution and of the shear layer development depend on the Reynolds number,
the angle of attack and the aerofoil geometry. In particular, for a given aerofoil in
stalled conditions the number of frequency peaks in the spectrum is expected to grow
with the Reynolds number [3, 7]. It is also evident that the irregular high frequency
shear layer instabilities are not represented by a single peak in the spectrum but
spreads over a continuous range of frequencies as also demonstrated by Huang and
Lin [3]. However, as it happens in other bluff body flows, we believe that our study
even if carried out at low Reynolds number still captures the largest scales of motion
and their dominant interactions. Normally, these leading unsteadiness, induced by
linear convective instabilities persists in the flow at even much higher Reynolds
numbers.
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High Reynolds Number Airfoil: From
Wall-Resolved to Wall-Modeled LES

A. Frère, K. Hillewaert, P. Chatelain and G. Winckelmans

1 Introduction

Wall-Modeled Large-Eddy Simulation (WMLES) alleviates the near-wall grid re-
quirement by employing a wall-model to reconstruct the wall shear-stress. In this
way, WMLES simultaneously reduces the computational cost associated with Wall-
ResolvedLES (WRLES) andopens thedoor towards higherReynolds numbers [1, 2].

Several complications still prevent its application to realistic industrial flow con-
figurations. Firstly, there is no consensus regarding the accuracy and applicability of
themany different wall-model approaches, in particular when applied in the presence
of adverse pressure gradient (APG), separation and transition. Secondly, there is a
lack of validation test cases. On the one hand, numerical databases usually concern
Reynolds numbers too low to be relevant for WMLES. On the other hand, experi-
mental measurements are often biased by setup and installation effects, such as the
interaction with wind tunnel walls, that cannot be reproduced without incurring a
significant computational overhead. The present project therefore aims at performing
a WRLES of the widely used NACA4412 airfoil at near-stall condition, illustrated
in Fig. 1, to

• provide a clean benchmark for the validation of WMLES or related approaches;
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Fig. 1 Mean velocity profiles and instantaneous spanwise vorticity at α = 12◦ and Re = 1.64 ×
106

• extract from this database the quantities used as wall-model in- and outputs;
• use these quantities to assess the validity of various existing wall-models.

Instead of comparing the different models a posteriori by analyzing the results
of different WMLES computations, the models will be confronted here in a priori
manner on the basis of a wall-resolved LES. The focus of the comparison presented
in this paper is on evaluating the model capacity to represent APG effects and, more
specifically, in answering the following questions:

1. Can an analytical approach based uponReichardt law-of-the-wall, assuming equi-
librium, match velocity profiles stemming from APGs?

2. Does the analytical model of Shih [3], which explicitly includes the pressure
gradient, improve Reichardt’s law estimate?

3. Can the more advanced and expensive Two-Layer Model [4] be simplified by
removing the convective and/or the pressure-gradient terms?

2 CFD Methodology and Computational Setup

The simulations are performed using the Discontinuous Galerkin (DG) method, se-
lected for its accuracy, low dissipation and low dispersion on structured and unstruc-
tured meshes. The method is highly scalable and is thus a good candidate for LES of
large-scale industrial applications [5]. Argo, the DGM code used in this study, solves
the compressible Navier–Stokes equations with an Implicit LES (ILES) approach, in
which the subgrid scale dissipation is provided by the numerical scheme. Argo has
already been successfully validated and assessed on DNS, WRLES and WMLES
of academic and industrial benchmarks such as the Taylor-Green vortex [6], the
turbulent channel flow [7] and multiple low Reynolds number airfoils [8, 9].

The NACA4412 airfoil has been chosen as it constitutes a widely used case for
the development and the validation of CFD methods. It has been recently used for
testing WMLES approaches [10–12]. During this validation, questions remained
on the impact of the experimental setup. Therefore it was decided to regenerate a
high-resolution numerical reference to remove these uncertainties on the basis of a
recent PRACE allocation. The WRLES computation is performed at α = 12◦ and
Re = 1.64 × 106, corresponding to Wadcock’s experiment [13]. In this paper we
present preliminary results obtained on the local Tier-1 cluster installed at Cenaero.
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Fig. 2 Comparison of the WM- and WRLES results to the experiment from Wadcock (black
circles) [13]. Chordwise pressure coefficient evolutions are on the left. Streamwise velocity profiles
above the airfoil and in the wake are on the right

The simulation is performed on a mixed-element mesh, extruded in the spanwise
direction. Due to limitations in computational resources, the span extent is restricted
to 1% of the chord and the far-field boundary is placed 40 chords away. The very
narrow span leads to two-dimensional wake vortices, see Fig. 1. For the purpose of
developing and validating WMLES, the two-dimensionality of the near-wake might
not be a problem, as the WMLES can be applied to the same geometry. Larger
span and far-field extents will be considered in later computations to remove this
issue. Cubic polynomials (P3) interpolate the solution within each cell. The effective
streamwise, wall-normal and spanwise resolutions are Δx+ ≤ 80, Δy+ ≤ 1.4 and
Δz+ ≤ 25, in agreement with the guidelines of Choi and Moin [14].

3 WRLES Results Compared to Experimental Data

According to the experimental observations [13], the flow presents a small laminar
region followed by a laminar/turbulent transition, and a trailing-edge separation at
x/c � 85%. In the experiment, the transition is forced using boundary layer tripping
on both the suction and pressure side. Given modeling ambiguity and the artificial
nature of such a device, the tripping is not considered in the computation. Never-
theless, transition occurs on the suction side almost exactly at the same position as
in the experiment. Therefore, the computation appears to capture the general flow
behavior observed in the experiment, see Fig. 1.

Figure 2 presents the chordwise pressure coefficient evolution and the velocity
profiles obtained at three locations on the airfoil suction side and at two locations in
the wake. The WRLES results are compared to the experimental results as well as to
previously obtained WMLES results [10]. The fact that WMLES did not reproduce
the flow at the last 20% of the chord was one of the first motivations for performing
a WRLES. It was indeed not clear whether this discrepancy between WMLES and
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experimental resultswas due to an improperwall-model or,more simply, to a different
setup. AsWRLES results provide amuch bettermatch to the experimental results, we
conclude that thewall-modelwas responsible for the discrepancy, reducing somewhat
the reservation regarding the experiment. However, even if a perfect match would
be obtained, a numerical reference is needed to provide the detailed statistics and
instrumentation required for model improvement and assessment.

4 WRLES Results Compared to Wall-Model Estimates

Themost basic wall-models are based on analytical laws that provide a direct link be-
tween the velocity u at a certain wall-distance y and the wall-shear stress τw = ρ u2τ .
The most widely used law is the Reichardt law-of-the-wall:

u+ = 1

κ
ln

(
1 + κy+) +

(
C − 1

κ
ln (κ)

) (
1 − e− y+

11 − y+

11
e− y+

3

)
, (1)

with u+ = u
uτ

and y+ = y uτ

ν
. Although this law is dedicated to equilibrium flows,

it should be applicable to out-of-equilibrium flows as long as the input position is
chosen below the end of the log-layer region. More advanced models include the
APG explicitly. An example is the “Generalized law-of-the-wall” of Shih [3]:

u = τw

|τw|uτ f1(y
+) + p+

|p+|u p f2

(
y+ u p

uτ

)
, (2)

with p+ the pressure gradient in wall units and f1 and f2 calibrated fifth-order
polynomials. This approach has basically the same cost as the equilibrium model,
and produced promising results on a detached aircraft wing [15].

Fig. 3 Tangential velocity profile evolutions along the chord.WRLES results for 5% ≤ x/c ≤ 95%
are presented on the left. WRLES data for 5% ≤ x/c ≤ 65% are confronted on the right to the
estimations using Reichard (black line) and Shih’s law (dotted line)
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Fig. 4 Balance along the
wall-distance of the
convective (dark grey
circles), pressure gradient
(light gray line) and left-hand
side terms considered in the
TLM equation Eq. (3) (black
circles), at x/c = 35%

Both analytical approaches are compared in Fig. 3 that presents the streamwise
velocity profiles at the locations indicated in Fig. 1. In physical coordinates, the
deceleration and separation induced by the APG are clearly visible. The profiles
submitted to a mild APG ranging 0.4% ≤ p+ ≤ 3.0% are then compared in wall-
units. All WRLES profiles between 5% ≤ x/c ≤ 65% present a quite large log-
region and collapse on the Reichardt law-of-the-wall for y+ ≤ 150. If the wall-model
input is chosen below that threshold, an equilibrium wall-model appears sufficient.

If one wants to use y+ ≥ 150, APG effects should be taken up in the model.
Shih’s law overestimates the impact of p+ and neglects the log region. It is hence
not adapted to the flow physics considered here. The “Two-Layer Model” (TLM) of
Balaras et al. [4] couples LES to simplified RANS equations:

∂2u+

∂y+2 + ∂(−u′v′+)

∂y+ = p+ + u+ ∂u+

∂x+ + v+ ∂u+

∂y+ , (3)

This model is computationally more expensive, and is therefore often simplified.
The main simplification neglects the convective term [16]. However, as mentioned
in a recent review by Larsson et al. [2], the convective terms approximately balance
the pressure gradient term, such that both should either be considered or neglected
together. Figure 4 presents a balance of the TLM terms at x/c = 35%, support-
ing Larsson et al.’s argument: below a certain distance, here y+ � 150, both terms
balance and can be removed. Above, all terms likely need to be retained.

5 Conclusion and Perspectives

In the present work, a wall-resolved LES of the NACA4412 at Re = 1.64 × 106 and
α = 12.0◦ wasperformed in order to increase the understanding about boundary layer
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physics and to serve the development of wall-modeled LES. The present WRLES
results agree well to the experimental results. The differences observed previously
between these experimental data and WMLES results were hence more likely due
to an inadequate wall-model rather than a difference in setup.

The WRLES results permitted to shed light on some debates regarding APG
modeling. The analysis showed that, on 70% of the chord, a basic wall-model as
Reichardt’s law-of-the-wall can be sufficient as long as it is used for y+ ≤ 150. It
appears also that Shih’s law, which is supposed to improve the APG capture, is
not adapted to the considered flow case. Finally, an analysis of the TLM terms at
x/c = 35% confirmed previous observations that the convective terms are almost
balanced by the pressure gradient term in the region above the viscous sublayer and
below y+ � 150. Therefore, to simplify the TLM equations, one should remove not
only the convective terms but also the pressure gradient term.

In the near future, the studywill be enlarged by repeating the presented analysis on
the entire chord extent and by comparing other wall-models. A much larger WRLES
calculation has also been launched to evaluate the eventual span and domain size
impact, as well as to produce an open-database for WMLES validation.
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Robust Feedback Control of Two and
Three Dimensional Flow Separation
Around a NACA0012 Profile Using
Plasma Actuators

R. Broglia, D. Durante and L. Pasquale

1 Introduction

Closed-loop flow control is aimed at altering a natural flow state into amore desirable
state, which is chosen depending on control objectives. The control input is usually an
electric signal, which has to be converted to a physical quantity bymeans of an actua-
tor. A new and original technology using non-thermal surface plasmas has witnessed
a significant growth in interest in recent years, as they: have no moving parts; exhibit
an extremely fast time-response; are characterised by lowmass and low input power.
These surface dielectric barrier discharge (DBD) actuators are used to accelerate the
near-wall flow, thus modifying the velocity profile within the boundary layer. In this
paper, we focus on the robust feedback control of the flow separation using plasma
actuators. Our objective is to solve the problem of directly controlling the unsteady
flow separation using real-time velocity measurements, which are available in real-
istic applications. We propose this flow separation problem as a practical application
of the new theoretical results in [4]. The aim of this paper is to show how, despite
the high complexity of the system, a simple robust output regulator is sufficient to
effectively suppress the flow separation along an aerofoil, using two actuator/sensor
pairs. Accurate two-dimensional (laminar flow) and three-dimensional (turbulent
flow) numerical simulations of incompressible flows on a NACA0012 at Reynolds
Re = 20,000 are performed in order to illustrate the effectiveness of the proposed
approach. In the two-dimensional case a robust, fast flow reattachment is achieved,
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along with both stabilisation and increase/reduction of the lift/drag, respectively. The
control system shows good dynamic performances, as the angle of attack is varied.
For the three-dimensional test, a Large Eddy Simulation (LES) approach has been
chosen for the modelling of the turbulence dynamics, whereas the eddy viscosity is
calculated according to the well established classical Smagorinsky model.

2 Problem Statement and Objectives

This paper addresses the practical problem of robustly controlling the unsteady flow
separation over an aerofoil, using the plasma actuator voltage as the control input
and realistically available real-time velocity measurements as the control output. In
particular, we aim to formulate and solve the flow separation problem, i.e., to make

∂nuτ (t, x)|ΓN = (
τ(x) · ∇u(t, x) · n(x)

)|ΓN > 0, (1)

as a simple output regulation problem, i.e. to make the measured outputs

y(t) = uτ (t, xsi ) = τ(xsi ) · u(t, xsi ) ≥ ε > 0, (2)

for i = 1, . . . , ns . Here:u is the time-dependent flowvelocity vector; x and xsi denote
the spatial coordinates and the i th sensor location, respectively; ΓN represents the
aerofoil boundary;n and τ are the normal and tangent unit vectors toΓN , respectively;
ns is the number of sensors.

Our objective is to design a robust output feedback control algorithm, along with
suitable reference signals y∗

i for yi , in order to suppress the flow separation along the
aerofoil in unknown scenarios, depending on uncertain parameters, i.e., Reynolds
number Re and angle of attack β. To this end, we assume there exist suitable con-
figurations of actuators and sensors, along with suitable references εi for the outputs
yi (t), which guarantee that, given a certain range for both Re and β, the solution of
the output regulation problem (2) implies the solution of the flow separation problem
(1). This is formalised by the following assumption.

3 Flow Model

Let Ω be an open bounded domain in Rd , where d denotes the dimension of the
geometry, and let T > 0 denote the final time. The flow of an incompressible vis-
cous Newtonian fluid can be described by the non-dimensionalised Navier–Stokes
equations, which are derived from the conservation of mass and momentum, namely,

∂tu = −(u · ∇)u − ∇ p + 1
ReΔu + f in (0, T ] × Ω,

0 = ∇ · u in (0, T ] × Ω,
(3)
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with suitable initial and boundary conditions. Here: u : [0, T ] × Ω → Rd is
the velocity vector; p : [0, T ] × Ω → R is the pressure; Re = ρU∞c/μ is the
Reynolds number; U∞ is the free-stream velocity (in m/s); ρ is the fluid density
(in kg/m3); c = 0.1 m is the chord length; f : [0, T ] × Ω → Rd is the total body
force vector field, which depends the control inputs. The latter can be expressed
as f(t, x) = c/ρU 2∞( fx (t, x), fy(t, x)) = c/ρU 2∞

∑
j=1,...,na f

( j)(t, x), where na is
the number of actuators and fx , fy are the streamwise and normal component (in
N/m3). All the above listed functions are assumed to be sufficiently smooth. The
wall-tangential velocity yi (t) = uτ (t, xsi ),, evaluated at the selected sensor loca-
tion xsi , where τ denotes the tangent unit vector, is chosen as the measured output.
Several models for the DBD actuator force have been proposed; here, we select a
modified version of the recent model proposed by [6], which demonstrated good
agreement with the experimental data. The model is characterised by an exponential
dependence on the spatial coordinates and, in particular, the force is modelled by a
Rayleigh distribution.

A Balanced Dynamic Mode Decomposition (BDMD) linear model [2] for given
Reynolds number Re and angle of attack β, can be obtained in the following form:

{
ξ̇ = Aξ + Bv, ξ(0) = ξ0,

y = Cξ,
(4)

where: ξ : R → Rr is the reduced-order state vector; A ∈ Rr×r is a low-order linear
operator approximating the nonlinear dynamics, whose eigenvalues belong to the
open left half of the complex plane; B ∈ Rr×na is Let: Ir be the r × r identity matrix
and P(s) = C(s I − A)−1B, whose poles have all negative real part, be the open-
loop ns × na transfer function matrix of system (4). The number r of BDMDmodes
is chosen so that

∑r
i=1 σi = 99%, where σi are the Hankel singular values of the

full-order model, thus yielding a linear, stable model of order r = 11, which is both
controllable and observable. The key objective is to design v such that the closed-
loop trajectories of system (4) are guaranteed to evolve within some “safe” invariant
set in different scenarios, depending on uncertain parameters (e.g., the Reynolds
number Re and angle of attack β). The initial control objective (2) is then translated
into the following: yi (t) ∈ Ωεi = [εmi , εMi ], where εmi and εMi are chosen positive
constants. In particular, the lower bound for the output reference can be chosen in
order to guarantee any a priori fixed requirement, such as, in the present application,
the suppression of the separation bubble over the aerofoil; the upper bound can be
chosen in order to limit the power consumption. The resulting control algorithm
reads (see [5]) { ˙̂ηi = ki sign(Pii (0))ỹi , η̂i (0) = η̂0i ,

vi = −η̂i ,
(5)

for i = 1, . . . , np, where np = na = ns is the number of actuator/sensor pairs and
ỹi = yi − y∗

i is the regulation error. The overall control algorithm (5) depends on:
the measured outputs yi ; the bounded references
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Fig. 1 Left, detailed view of the computational mesh around the profile; middle, detail of the
actuator region; right, normalised plasma actuator force

y∗
i (t) =

⎧
⎨

⎩

εmi , if yi (t) < εmi ,

yi (t), if yi (t) ∈ Ωεi ,

εMi , if yi (t) > εMi ;
(6)

the known sign of the diagonal elements Pii (0); the positive design parameters ki ,
εmi , εMi . System (3) is discretised using χnavis, a general-purpose, second order,
finite volume, multi-block, unsteady Reynolds averaged Navier–Stokes equations
(uRaNSe) based solver, developed at CNR-INM. For the sake of conciseness, details
of the numerical solver are not given here, the reader is addressed to [1, 3].

4 Numerical Results

The robustness of the proposed control scheme (5), (6), is tested at Re = 20,000 in
a 2D configuration C = {np = 2, x̄ (1)

a = 0.02, x̄ (2)
a = 0.6,Δ(1)

s = 0.2,Δ(2)
s = 0.2,

Ωε1 = [0.1, 0.15],Ωε2 = [0.05, 0.1]}, where Δ(i)
s =̇|x̄ (i)

a − x̄ (i)
s |, i = 1, . . . , np.

The angle of attack is varied within the rangeRβ = [5, 25]; in particular, we consid-
ered two different scenarios: in the first scenario, the initial angle of attack β0 = 15◦
is, first, smoothly decreased to 5◦ and, then, increased to β0 again. In the second
scenario, the initial angle is, first, smoothly increased to 25◦ and, then, decreased to
β0 again.

The computational grid (for the two-dimensional simulations) has N = 127, 872
total volumes and is divided into extremely fine actuator grids (see Fig. 1 right), a fine
C-type inner grid (see Fig. 1 left) and coarser outer grids. The inner region around the
profile has 320 × 96 volumes, in the tangent and normal direction, respectively; the
points are clustered towards the wall, where the mesh spacing is equal to 2.1 × 10−4.
The presence of the plasma actuator is taken into account by a system of body forces
distributed in the flow field within a block of fixed dimension and position. Both
an example of the plasma actuator block and the distribution of the magnitude of
its corresponding body force, normalised with respect to its maximum value, are
shown in Fig. 1. In Fig. 2 the time histories of the drag and lift coefficients for both
scenarios are comparedwith the corresponding time histories for the simulationswith
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Fig. 2 Simulation results in the scenario β = β1 (top) and β = β2 (bottom). CL stands for Closed
Loop; NC for Not Controlled

no actuators: about 75% average drag reduction, along with about 50% average lift
increase is obtained for both cases.

The vorticity contours (101 non-dimensional vorticity levels uniformly distributed
over the range [−15, 15]) in the stationary regimes, with angle of attack 5◦, 15◦ and
25◦, are shown in Fig. 3 results for both with and without the actuation are reported
for comparison purposes. Without the actuation, strong vortex structures are gener-
ated as a consequence of both the strong adverse pressure gradients and the boundary
layer separation, which occurs on the upper side of the profile; as expected, larger
vortices are shed at larger angle of attack. The activation of the control on the NACA
profile suppresses the boundary layer separation and avoids the generation of any
vortical structure. A detailed view of the streamlines in the region close to the NACA
profile is shown in Fig. 4, both cases with and without actuation are reported for
comparison. For the three dimensional test case a fixed angle of attack configuration
(β = 5◦) is considered, the chord based Reynolds number is Re = 20,000. For the
three dimensional case, the numerical grid has been extended in the span-wise direc-
tion using 128 grid volumes uniformly distributed; the span-wise length is 0.2 chord
lengths. Figure 5 depicts an example of the solution: coherent structures using the
swirl factor are shown for different time instants. In the top left frame the actuator
is not activated, the simulations correctly predict the presence of a laminar bound-
ary layer both on the pressure side of the NACA profile and on the first part of the
suction side. Due to the adverse pressure gradients, a laminar separation occurs on
the suction side. The transition to turbulent follows, with a turbulent reattachment
close to the trailing edge. Once the actuator is activated (figures in the top right and
in the bottom row) the separation of the boundary layer is progressively suppressed
and the transition to turbulence is delayed.
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Fig. 3 Vorticity contours without (left) and with (right) closed-loop control for: β = 5◦ (top);
β = 15◦ (middle); β = 25◦ (bottom)

Fig. 4 Streamlines forwithout (left) andwith (right) closed-loop control for:β = 5◦ (top);β = 15◦
(middle); β = 25◦ (bottom)

Fig. 5 Instantaneous three dimensional view of the flow field. Top left uncontrolled case; top right
and bottom row, three time instants after the controller has been activated
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5 Conclusions

We addressed the practical problem of robustly controlling the unsteady flow sep-
aration over an aerofoil, using the plasma actuators’ voltage as the control inputs
and realistically available real-time velocity measurements as the control outputs.
The proposed controller guarantees the exponential regulation of the output mea-
surements to some suitable reference sets, when the steady-state gain of the system
is non-zero and of known sign. Accurate numerical simulations of flows past a pitch-
ing NACA0012 are performed in order to test the control effectiveness and validate
the modelling assumptions. Transient performance have been investigated in differ-
ent scenarios, for time-varying angles of attack. The proposed controller is able to
effectively suppress the separation bubble, as well as the shedding vortices, while
achieving robust dynamic performances, with respect to the variation of the uncer-
tain angle of incidence. Three dimensional computations have been reported as well,
demonstrating the effectiveness of the proposed control algorithm to completely
suppress three dimensional separation bubble.
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Performance Analysis of a Heaving Wing
Using DNS and LES

N. De Tullio, Z. Xie, J. Chalke and N. D. Sandham

1 Introduction

The weight and structure of civil transport aircraft are mainly dictated by the loads
they experience at the limit of the design envelope (e.g. turbulence, gusts andmanoeu-
vres). During the design process aircraft loading is often predicted using simplified
models. However, under extreme operating conditions aircraft experience erratic un-
steady loads that are not well understood, and hence difficult to predict using state
of the art reduced models. Achieving a more profound understanding of the flow
structures dictating the aerodynamic loads under extreme conditions will be crucial
for the design of efficient aircraft. An example of such conditions occurs when a
wing starts heaving or encounters a gust near its stall angle (e.g. during landing);
unsteady flows and transient effects, including flow instabilities and vortex shedding,
take place, making the aerodynamic loads highly unpredictable (see for example [1]).
These complex physical mechanisms can only be fully captured by experiments and
accurate numerical simulations, both of which are currently expensive to be used dur-
ing the design stages, but can provide useful insight. Direct numerical simulations
(DNS), being free from simplified modelling assumptions, have the advantage of
including all the relevant flow physics. On the other hand, the large eddy simulation
(LES) technique can be used to simulate realistic flow conditions, but its accuracy
in predicting complex flow phenomena including flow instability and vortex shed-
ding is not clear. This work focuses on assessing the performance of OpenFoam’s
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LES solver for the prediction of the aerodynamic loads acting on a heaving wing at
incidence through comparisons with DNS and experimental results.

2 Numerical Simulations

The DNS have been carried out using the SBLI code; a highly accurate, multi-block,
finite-difference solver developed at the University of Southampton. The code solves
the compressible Navier–Stokes equations in dimensionless form, using standard
fourth-order central differences and a third-order compact Runge–Kutta method.
Further details about SBLI’s features and validation cases can be found in [2] and
references therein. The LES have been performed with the OpenFoam CFD solver,
which solves the incompressible Navier–Stokes equations, using the mixed-time-
scale model of Inagaki et al. [3] to model the subgrid scale turbulence.

The numerical simulations have been performed for the flow over a NACA-0012
airfoil, modified to include a sharp trailing edge, at a Reynolds number based on
the airfoil chord of Rec = 2 × 104. While the LES simulations assume incompress-
ible flow, the DNS simulations are carried out for a compressible flow at a Mach
number M = 0.4. The Mach number was chosen low enough to limit compress-
ibility effects, while maintaining a reasonable computational effort. Two sets of
numerical simulations were carried out for this work: a pre-stall condition with an-
gle of attack α = 5◦, amplitude A = 0.1 and heaving frequency St = 0.1, and a
post-stall condition with α = 15◦, A = 0.25 and St = 0.3. Note that, the amplitude
A is made dimensionless using the airfoil chord c and St is the Strouhal number
defined using the free-stream velocity and c. The LES where carried out using a
dynamic mesh and either an imposed gust or a moving airfoil (using OpenFoam’s
dynamic mesh solver with body force to include heaving effects [4]) with imposed
vertical motion given in dimensionless variables by y = A sin(2π St · t), while the
heaving motion was modelled by imposing a sinusoidal vertical velocity gust given
by V∞ = −A2π St cos [2π St (t − x)] in the DNS. The airfoil is represented using
a no-slip, isothermal boundary condition, with the wall temperature equal to the
freestream temperature T∞ = 273.15K. The DNS employ characteristic boundary
conditions for the external computational domain boundaries in order to minimise
wave reflections,while for the incompressible LES solverDirichlet conditions are ap-
plied at inflow boundaries and zero pressure gradient Neumann conditions at outflow
boundaries. The spanwise direction is treatedwith periodic boundary conditions. The
computational grids used for the LES cases were chosen after a grid-convergence
study, while the DNS grids are based on previous work performed by Jones [5] for
the same airfoil configuration analysed here. The spanwise size of the computational
domain is Lz/c = 0.4 for the DNS and Lz/c = 0.25 for the LES cases.
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Fig. 1 Chordwise Cp
distribution. Comparison
between LES results (in
blue) and reference
experimental data [6] (in red)

Fig. 2 Chordwise Cp
distribution. Comparison
between LES results (in
blue) and reference DNS
data [7] (in red)

3 Validation of the LES Methodology

A validation of the LES methodology for the flow over a static NACA0012 airfoil
was performed against experimental [6] and DNS [7] data available in the literature.
The experimental data of Tanaka [6] are for a Reynolds number of Rec = 1.3 × 106

and an angle of attack of α = 11◦. Figure 1 shows a comparison of the chordwise
pressure coefficient (Cp) distribution between the experimental and LES results. It
can be seen that, despite a somewhat large difference in pressure peak, the LES is
able to capture the laminar-turbulent transition downstream of the laminar separation
bubble (evidenced by a region of constant Cp near the leading edge). The two Cp

distributions are in good agreement in the turbulent part of the suction surface and
along the entire extension of the pressure surface.

For the second validation case the Reynolds number was dropped to Rec = 5 ×
104 and the angle of attack was set to α = 5◦, in order to match the DNS data of Jones
et al. [7]. Figure 2 gives a comparison of the two chordwise Cp distributions. The
LES captures the suction peak accurately, but over-predicts the size of the laminar
separation bubble on the airfoil’s suction side (indicated by theCp plateau inFig. 2) by
wrongly predicting the laminar-turbulent transition point. At low Reynolds numbers,
the laminar-turbulent transition of the boundary layer developing over the suction
surface is highly dependent on the exponential growth of small disturbances in the
laminar separation bubble. The dissipative character of theLESmethodology tends to
under predict the instability growth rate, making the modelling of laminar-turbulent
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Fig. 3 Phase-averaged CL distribution as a function αeff for the pre-stall cases. a 2D and b 3D

transition at lowReynolds numbers difficult. Itwas initially believed that this problem
will be alleviated with the introduction of heaving motion, as in this case the laminar-
turbulent transition will be driven by the large structures induced by the motion of
the wing.

4 Comparisons with DNS and Experiments

A comparison between the LES (heaving) and the DNS (static wing with imposed
gust) results for the pre-stall case is given in Fig. 3, showing the variation of the phase-
averaged lift coefficient (CL ) as a function of the effective angle of attack αe f f =
α + arctan(v/U∞), where v is the vertical velocity of the wing. In this case, the
investigationwas carried out using both two-dimensional (2D) and three-dimensional
(3D) numerical simulations. The 2DLES and 2DDNS results, shown in Fig. 3a, agree
very closely over the whole heaving cycle. This suggests that themain flow dynamics
for a heaving wing and a wing encountering a sinusoidal gust are very similar for
this flow regime. The agreement remains good also for the 3D simulations, as shown
in Fig. 3b; both LES and DNS predict an almost linear lift decrease towards the end
of the cycle and a more erratic lift increase at the beginning. Both results show a
hysteresis in the heaving cycle with a ΔCL ≈ 0.2. However, the 3D LES tends to
over-predict the lift coefficient over most of the heaving cycle. Given the agreement
of the 2D results, it appears that the difference in CL in the 3D cases may be again
due to the LES not being able to correctly predict the laminar-turbulent transition
taking place on suction side of the airfoil. This is also confirmed by inspections of
the full 3D LES and DNS flow fields (not shown).

The 3D LES and DNS results obtained for the post-stall conditions are reported
in Fig. 4a. The discrepancy between the heaving LES and gust DNS results is large,
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Fig. 4 Phase-averaged CL distribution as a function αe f f for the post-stall cases. a Comparisons
with DNS and b comparisons with experiments

with the heaving case reaching a maximum CL more than twice that of the case
with imposed gust. An additional LES simulation was carried out for a static airfoil
encountering a gust equivalent to that imposed in the DNS, the results of which are
shown as a grey line in Fig. 4a. The results are in very good agreement with the DNS
data, especially for the maximum and minimum lift achieved and during the first part
of the cycle, showing that the discrepancies between the heaving LES and gust DNS
cases are not due to numerical or modelling issues. In order to shed some light on the
causes leading to the big differences in the lift attained in the gust and heaving cases,
instantaneous contours of pressure on the midspan plane at a phase of π during the
cycle are shown in Fig. 5a, b for the gust and heaving cases, respectively. In both
cases, the maximum lift is achieved at π (the point of maximum downward velocity)
due to the shedding of a spanwise coherent vortex from the airfoil’s leading edge.
The vortex is much stronger and induces a larger region of low pressure over the
suction side of the airfoil in the heaving case than in the gust case, explaining the
large discrepancy in the maximum lift achieved in the two cases. The reasons for
such a difference in flow structures, however, are still not fully understood and will
require further investigations. Figure 4b gives a comparison between the heavingLES
results and the experimental results reported by Chiereghin et al. [8] for the same
flow conditions. The experimental results were obtained in a water tunnel with with
a static-wing blockage ratio of 3%. The flow was kept quasi-2D with the inclusion of
plates at the wing’s root and tip. Despite a reasonable agreement in the minimum and
maximum lift attained, considerable differences in CL can be observed throughout
the heaving cycle. Potential causes for this discrepancy could be three-dimensional
flow and blockage effects in the experiments, as well as spanwise domain size in the
LES. Further investigations aimed at clarifying this issues are currently ongoing.
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Fig. 5 Instantaneous pressure contours on the midspan plane at phase π . a Imposed gust, b heaving
airfoil

5 Conclusions

An investigation of the capabilities of the LES methodology for the simulation of
heaving airfoils was carried out using comparisons with DNS and experiments. The
results show that LES is a promising methodology for the accurate simulation of
heaving airfoils, where transition is mainly dominated by geometrical and dynamical
effects. The study, which was carried out for pre-stall and post-stall conditions, also
indicates that flow characteristics and airfoil performance are very similar for a
heaving aerofoil and for a static airfoil encountering a gust, provided the heaving
motion is weak and the angle of attack small. For strong heaving motion and large
angles of attack, the gust and heaving results were found to disagree, with the heaving
results being in reasonably good agreement with available experimental results.
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A Numerical Study of Low-Aspect-Ratio
Flapping-Wings in Forward Flight

A. Gonzalo, G. Arranz, M. Moriche, O. Flores and M. García-Villalba

1 Introduction

Unsteady aerodynamics at low Reynolds number is receiving an increasing attention
from the scientific community due to the recent development of Flapping Micro Air
Vehicles (FMAV). These vehicles generate thrust and lift by flapping their wings, like
insects or small birds do. The specific unsteady aerodynamic mechanisms involved
in the generation of forces in flapping flight have been studied by several authors, as
reviewed in [6]. However, our understanding of flapping flight is still limited.

Someof the aforementioned studies focus on the role that fictitious forces (Coriolis
and centripetal forces) have in the aerodynamic forces [3]. The intensity of these
fictitious forces is influenced mainly by the Rossby number (Ro), which relates
linear and angular momentum of the flow. Most of the work found in the literature
focus on the effect of Ro on the aerodynamic forces in hover [2], whereas the case
of forward flight has received less attention. For hover flight, Ro can be defined as
a non-dimensional radius of gyration, in terms of the second moment of area of the
wing [2]. In this study, a similar non-dimensional parameter (Rg = ΔR/c) has been
used to describe the cases studied.

Here, we present direct numerical simulations (DNS) of low-aspect-ratio (AR)
flapping wings in a forward flight configuration, with the aim of increasing our
understanding of the effect of Rg on the aerodynamic forces. Several simulations
have been carried out with different Rg to describe a smooth transition from flapping
(Rg = 0) to heaving (Rg → ∞).

Since the aim of this work is to characterize the aerodynamic forces with Rg ,
we also present a comparison between the forces obtained with DNS and with a
3D unsteady panel method (3DUPM) code. The 3DUPM code used in this study
was developed by [1], we refer the reader to their work for a detailed description
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of the code. Potential methods are good candidates to model aerodynamic forces in
three-dimensional (3D) flapping wings kinematics [8], with potential to speed-up the
design process of FMAV.

2 Computational Setup

We present here several 3D DNS of flapping wings in forward flight. The Reynolds
number (Re) of the flow based on the free stream velocity u∞ and the wing chord
c is 500. We use rectangular wings of AR = 2 rounded at the inboard and outboard
tips. The section of the wings is made of NACA0012 airfoils. The body of the FMAV
is not considered, instead, we impose a gap of c/2 between the inboard tips of the
wings. A sketch of the two wings configuration is shown in Fig. 1a.

The motion of the wings consists of a rotation with respect to an axis parallel to
the free stream. The projection of the axis of rotation on a yz plane is represented
with a black circle in Fig. 1b, where the rotation of the right wing is outlined. In order
to isolate the effect of Rg on the aerodynamic forces, we keep the wings’ motion
as simple as possible. Thus, no pitching motion was imposed and the wing angle
of attack was fixed to zero. We have performed simulations for different distances
between the axis of gyration and the inboard wing tip (Rg = 0, 2 and ∞).

The kinematics of the wing are completed with the time dependence of the stroke
angle

φ = φ0 cos(2π f t), (1)

where t is the time, f is the frequency of oscillation and φ0 is the amplitude of
the motion. The reduced frequency is k = 2π f c/u∞ = 1 and the amplitude φ0 is

Fig. 1 a Sketch of the two wings configuration and b outline of the right wing’s kinematic. The
streamwise direction is x, which is also the direction of the free-stream velocity, y is the spanwise
direction, z is the vertical direction and Rg is the distance between the inboard wing tip and the axis
of rotation
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selected so that the vertical position of the outboard tip oscillates between [−c, c]
(see Fig. 1b).

The simulations are performed with TUCAN, an in-house code which solves the
Navier–Stokes equations for an incompressible flow. The spatial discretization is
done with second-order centered finite-differences on an uniform staggered grid and
the time integration is performed with a fractional step method and a low storage
semi-implicit Runge–Kutta scheme of three stages. The presence of the wings is
modeled with the immersed boundary method proposed by Uhlmann [7]. TUCAN
has been extensively validated and used for 2D and 3D flows [4, 5].

The size of the computational domain is 12c × 5.25c × 8c in the streamwise,
spanwise and vertical directions, respectively, discretized with 672 × 294 × 448
points. This yields a resolution of 56 points per c. This resolution has been val-
idated with a grid refinement study for the equivalent 2D configuration. We only
simulate one wing by using a symmetric boundary condition in the middle of both
wings, saving computational resources. The use of mirror symmetry is justified since
Re is low. At the inlet plane (located at 3c from the leading edge) we impose the
free-stream velocity. A convective boundary condition is used at the outlet and for
the top, bottom and side boundaries, we use free-slip boundary conditions.

3 Results

Figure 2 shows the time evolution of lift and drag coefficients. First, the lift generated
in the downstroke is counteracted by the (negative) lift of the upstroke and the drag
generated in the downstroke is the same as in the upstroke. This is due to the vertical
symmetry of the motion. The peaks of lift and thrust (negative drag) grow with
increasing Rg .

(a) (b)

Fig. 2 Time evolution of a lift and b drag coefficients for different Rg during one period. Blue line
Rg = 0, red line Rg = 2 and black line Rg → ∞. Downstroke motion is coloured in dark grey and
upstroke motion in light grey
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cp

(a) (b)

Fig. 3 Contours of pressure coefficient (cp) at the top surface of the wing for a Rg = 0 and b
Rg → ∞ at the middle of the downstroke t/T = 0.25

Fig. 4 Flow visualization using the contours of second invariant of the velocity gradient tensor
(Q) at the middle of the downstroke. Wings are colored in green. Dark and light blue correspond
to different values of Q. a Rg = 0, b Rg = 2 and c Rg → ∞

All cases generate a mean drag force during the whole period, decreasing with
Rg . Note that the case with Rg → ∞ (heaving motion) is able to provide thrust at
the middle of the downstroke (t/T = 0.25).

In order to characterize the effect of Rg on the force distribution on the upper
surface of the wing, Fig. 3 shows the pressure distribution (cp) at the middle of the
downstroke. At this instant, lift and thrust are maximum. In Fig. 3 we can see that the
suction area on the top surface of the wing becomes larger as Rg → ∞. Furthermore,
(negative) cp values also become higher. This suction area observed on the top surface
of the wing is related with the presence of a Leading Edge Vortex (LEV), which can
be seen in Fig. 4 at themiddle of the downstroke for cases with different Rg . The LEV
of the case with Rg → ∞, shown in Fig. 4c covers a larger region of the top surface
of the wing than the other two cases. On the other hand, when Rg is low (Fig. 3a)
we can observe that the low pressure area on the top of the wing decreases towards
the inboard tip. This fact coincides with the decrease of intensity of the LEV from
the outboard to the inboard wing tip seen in Fig. 4a and it is caused by the smaller
amplitude of the vertical motion of the inboard wing tip as Rg → 0.

Lift and drag coefficients obtained with DNS and 3DUPM are compared in Fig. 5
for the cases studied. The lift curves predicted using 3DUPMare qualitatively similar
to those obtained with DNS. However, 3DUPM fails to predict the forces along the
x direction (drag, thrust). In fact, unlike DNS, it predicts thrust for the whole period
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(a) (b)

Fig. 5 Time evolution of a lift and b drag coefficients for different Rg during one period. DNS
(3D Unsteady Panel Method) is represented with solid (dashed) lines. Blue line Rg = 0, red line
Rg = 2 and black line Rg → ∞. Downstroke motion is coloured in dark grey and upstroke motion
in light grey

cp

(a) (b)

Fig. 6 Contours of pressure coefficient at the top surface of the wing for Rg → ∞ at the middle
of the downstroke t/T = 0.25. a DNS and b 3D Unsteady Panel Method

instead of drag. The differences obtained in CD can be explained due to several
factors.

First, the 3DUPMcode deals with potential, inviscid flow. Hence, there are no tan-
gential forces, since the boundary condition for the velocity on the surface of thewing
is free-slip. Second, the 3DUPM code assumes that the flow is completely attached
to the upper surface, and the circulation corresponding to the LEV is absorbed in
the bound circulation of the wing (i.e., the circulation of the singularities inside the
wing’s surface). As a consequence, 3DUPM develops a strong suction at the leading
edge, while the leading edge in the DNS simulations has a much lower pressure.

This can be observed in Fig. 6, where the pressure coefficients on the upper surface
of the heaving wing are presented for both, DNS and 3DUPM. Similar observations
are made for cases with different Rg and at different time instants. Thus, for the sake
of clarity, we only show the results of the case with Rg → ∞ at the middle of the
downstroke motion.

Even though the net lift is qualitatively similar, as shown in Fig. 5a, pressure
distributions on the top surface of the wing are not well predicted by 3DUPM. First
of all, the intensity of the suction peak at the leading edge is different between DNS
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and 3DUPM, being a factor of 6 larger on the latter. Besides, DNS results show a
larger area of negative pressure distributionwith a smaller suction force, which seems
to be located below the area covered by the LEV. Note also that despite the chordwise
pressure distribution is not well predicted, the spanwise pressure distribution shows
an acceptable agreement.

4 Conclusions

In this study,we have performed direct numerical simulations of flow around flapping
wings in forward flight. We have varied Rg to study its effect on the aerodynamic
forces. Furthermore, a 3D unsteady panel method code has been used to model the
aerodynamic forces. The comparison of results obtained with 3DUPM and DNS
has been also discussed. The lift coefficient peaks increase with Rg , while the mean
drag coefficient decreases with Rg . When net lift and drag are maximum, we have
observed that the suction area on the top surface of the wing is larger for higher
Rg , specially close to the inboard wing tip. Furthermore, the negative cp values also
increase with Rg . The 3DUPM used is able to model the net lift force, but results
obtained for drag force and pressure distribution are not well predicted.
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The Influence of the Reynolds Number
on the Auto-Rotation of Samaras

G. Arranz, M. Moriche, M. Uhlmann, O. Flores and M. García-Villalba

1 Introduction

As samara seeds fall from trees, they enter into auto-rotation. In this way they max-
imize dispersal distances [2]. The autorotation of samaras has been studied experi-
mentally by several authors, see for example [1]. The interest in the study of samaras
was renewed when it was found that the lift experienced by the seeds is increased
by the presence of a stable leading edge vortex (LEV) [3, 4], which is one of the
most important unsteady aerodynamic mechanisms employed by birds and insects
to increase their lift. Indeed, a proper understanding of the stability of the LEV is
required to design efficient flapping-wing micro air vehicles.

In this study, we present direct numerical simulations of the autorotation of a
model samara at Reynolds numbers, Re, somewhat smaller than those observed in
nature. The aim is to detect the presence of a LEV, if it exists, and to understand how
the kinematics of the seed are related to the vortical structures of the flow.

2 Methodology

The simulations are carried out using TUCAN, an in-house code that solves the
Navier Stokes equations for an incompressible flow using a fractional step method
on a staggered grid. The body is modelled using the immersed boundary method
proposed by Uhlmann [8]. TUCAN has been extensively validated [6] and employed
for 2D and 3D simulations [5]. For the present study, the Newton–Euler equations
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(a) (b)

Fig. 1 a Real samara Tipuana Tipu. b Sketch of the model samara, top view, including the position
of the centre of mass, G, and the principal axes of inertia. The blue line correspond to the span
section 0.65b

of the rigid body are coupled to the Navier–Stokes equations in TUCAN, extending
the methodology developed by Uhlmann [8].

For illustration, a real samara Tipuana Tipu, collected by the authors, is shown
in Fig. 1a. Inspired by several of these seeds we have developed a simplified model
sketched in Fig. 1. The geometrical model consists of a flat wing of maximum chord
c and span b = 2.2c and an oblate spheroid of aspect ratio 0.6 and radius rs = 0.3c.
The mass of the samara is distributed such that the center of mass, G, is located
closer to the leading edge than to the trailing edge, as shown in Fig. 1b. Such mass
distribution is based on guidelines from several references [7, 9]. The density ratio
between the solid and the fluid, ρs/ρ f , has been set to 300 which is close to the value
expected for the Tipuana Tipu seed.

The simulations are conducted by fixing the vertical coordinate of the centre of
mass, which is located at a distance 6c from the inflow plane. The samara is free to
translate in the horizontal plane and all three rotations are also possible. The descent
speed of the samara is modelled by fixing the speed at the inflow plane, vd . At the
outflow plane a convective condition is imposed and periodic boundary conditions
are imposed at the lateral boundaries. To promote entrance into auto-rotation, an
initial rotational velocity is given to the seed at the start of the simulation.

The size of the computational domain is 8c × 8c in the cross plane and 16c in the
vertical direction. The grid consists of 128 × 128 × 256 grid points. This resolution
is slightlymarginal. However, the results presented in the following sections are qual-
itatively similar to preliminary results obtained with higher resolution simulations,
which are underway at the time of writing.

3 Results

We have performed several simulations varying Re based on vd and c in the range
[75 − 240]. We tried to lower further Re but at Re = 50 the samara stopped autoro-
tating.
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Fig. 2 Flow visualization
using the Q criterion for the
case Re = 240. Light-blue
isosurface corresponds to
Q = 3v2d/c

2, dark-blue
isosurface corresponds to
Q = 30v2d/c

2

For all cases considered, after an initial transient, the samara auto-rotates at a
constant angular velocity, and with a constant attitude (defined by two angles, β and
θ , which are explained in detail in the following paragraphs). For illustration, Fig. 2
shows isosurfaces of the Q-criterion. The vortex system is composed of two main
structures extending into the wake following helical paths. The first one corresponds
to the LEV and tip vortex, and the second one is formed by the wake of the oblate
spheroid. The LEV is the the strongest vortical structure on the wing surface, shown
in the figure with a darker shade of blue.

The flight characteristics of the samara varywith Re, as one can observe in Fig. 3a,
b, which shows the trajectory of the gravity centre and thewing tip of the seed, as well
as its attitude at several time instants. Note that the vertical position of the gravity
centre is fixed in the simulations, but for illustration purposes, z = vd t (where t is
the time), which is equivalent to a seed falling at a constant speed, vd .

It is possible to observe in Fig. 3a, b that the rotational velocity increases with Re.
The seed performs more revolutions along the same distance z/c as Re increases.
The trajectory of the gravity centre also changes with Re. Figure3a (Re = 80) shows
that the gravity centre does not displace on the horizontal plane (its position lies at
x/c ≈ 0); whereas in Fig. 3b (Re = 240) is observed that the gravity centre has
displaced with respect to the origin. In fact, if one plots the horizontal position of the
gravity centre (not shown), the gravity centre of the seed is rotating about an axis of
rotation which is fixed for Re = 80, meanwhile it also displaces on the horizontal
plane as Reynolds number is increased.
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(a) (b)

β

θ

(c)

Fig. 3 a and b Trajectory of the seed after the initial transient for two different Reynolds number,
a Re = 80, and b Re = 240. Light-blue line is the trajectory of the wing tip, yellow line is the
trajectory of the gravity centre, G. b Definition of the coning angle, β and the pitch angle, θ

The attitude of the seed also changes with Re (see the samaras depicted in Fig. 3a,
b). To quantify this change, three angles are defined. The coning angle β (see Fig. 3c
is defined as the elevation of the wing with respect to the horizontal plane. The pitch
angle θ (see Fig. 3c) is the angle that the wing chord at any spanwise section makes
with the horizontal. One can define it as the geometric angle of attack of the wing.
However, this geometric angle of attack does not take into account the effect of the
rotational velocity. Therefore, an effective angle of attack α is defined as the angle
between the chord at a spanwise section and the velocity of this section. Thus, α is a
function of the spanwise location. These three angles are shown in Fig. 4a, where α

has been computed at 0.65b, where b is the total span of the wing (see Fig. 1b). Note
that these angles remain constant along the trajectory of the seed for a given Re.

Both the coning angle and the geometric angle of attack increase with decreasing
Re. This indicates that the seed’s wing tends to bemore horizontal as Re is increased,
as can be appreciated in Fig. 3. The effective of angle attack seems to be rather
constant for the whole range of Re considered. This is an indication that the angular
velocity� of the samaramust increasewith increasing Re to keep this angle constant,
since the velocity at a given spanwise section is proportional to the angular velocity,
cosβ, and its distance fromG. This is indeed the case: Fig. 4b shows the ratio between
the rotational velocity of the wing tip �R and the descent speed vd , λ = �R/vd ,
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(a) (b)

Fig. 4 Attitude of the samara as a function of the Reynolds number. a Triangles, coning angle β;
circles, (minus) pitch angle, −θ ; squares, effective angle of attack at 0.65b, α. b Ratio between the
wing tip rotational velocity and the descent speed, λ, as a function of Re

Fig. 5 a Relative spanwise vorticity, ωx/(vd/c), at spanwise position 0.65b. Left Re = 240, right
Re = 80. b pressure, p/(ρ f v2d ), at spanwise position 0.65b. Left Re = 240, right Re = 80

(where R is the distance from G to the tip of the seed) as a function of Re, showing
that λ increases with Re.

Reynolds number also affects theflowaround the seed. Figure5 depicts the relative
spanwise vorticity and the pressure at a spanwise section of the seed’s wing. There
is a strong vorticity concentration at the leading edge (Fig. 5a) which decreases in
intensity as Re decreases. The effect of decreasing λ with Re is noticed in the shape
of the vorticity wake above the chord. Pressure field (Fig. 5b) is qualitatively similar
for both Re: a low pressure region above the wing, coincident with the LEV, but with
a decreasing intensity as Re decreases. This behaviour entails higher aerodynamic
forces normal to the wing for higher Re, which is confirmed by the forces obtained
in the DNS (not shown). Both the vorticity field and the pressure field indicates the
LEV becomes more intense as Reynolds number increases.
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4 Conclusions

The auto-rotation of a samara has been numerically simulated at different Reynolds
numbers. In all the cases under study the seed reached an stable auto-rotation after
an initial transient, but auto-rotation was inhibited when Re was too low (Re ≤ 50).

Varying the Reynolds number has an effect both on the kinematics and on the
flow field due to the coupling between the equations of motion of the seed and the
Navier-Stokes equations. Overall, decreasing the Reynolds number makes the seed
auto-rotate at a slower rotational velocity and with higher coning and pitch angles,
meanwhile the intensity of the vorticity and pressure fields decreases. Despite that,
the presence of an stable LEV is observed for all Re where the seed auto-rotated.
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Part VIII
Bluff-Body and Separated Flows



A Priori Analysis and Benchmarking of
the Flow Around a Rectangular Cylinder

A. Cimarelli, A. Leonforte and D. Angeli

1 Introduction

The flow around bluff bodies is recognized to be a rich topic due to its huge number
of applications in natural and engineering sciences. Of particular interest is the case
of blunt bodies where a reattachment of the separated boundary layer before the
definitive separation in the wake occurs. One of the main feature of this type of flows
is the combined presence of small scales due to the occurrence of self-sustained
turbulent motions and large scales due to classical vortex shedding. The complete
understanding of these multiple interacting phenomena would help for a correct
prediction and control of relevant features for engineering applications such as wind
loads on buildings and vehicles, vibrations and acoustic insulation, heat transfer
efficiency and entrainment. Archetypal of these kind of flows is the flow around a
rectangular cylinder. Many studies have been carried out in the past. The general
aim is the understanding of the main mechanisms behind the two unstediness of the
flow, the shedding of vortices at the leading-edge shear layer and the low-frequency
flapping mode of the separation bubble, see e.g [1–3].

Despite the large interest on separating and reattaching flow, there is still a num-
ber of open physical issues that need to be assessed especially in rectangular cylin-
ders with chord-to-thickness range 3 < c/D < 7. The most relevant one concerns
the understanding of the entangling mechanisms between the separated wake and
the shear layer instability at the leading edge. From a practical point of view, an
additional issue is present and concerns difficulties on obtaining consistent results
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between different experiments and CFD (Computational Fluid Dynamics) simula-
tions as highlighted by the BARC project (Benchmark on the Aerodynamics of a
Rectangular 5:1 Cylinder) [4]. From an experimental point of view, the reason of
the inconsistencies essentially comes from the high sensitivity of the flow on lit-
tle changes in the boundary conditions and from resolution limits in the measuring
techniques. On the other hand, from a CFD point of view, the main reason of incon-
sistencies comes from the sensitivity of the flow on the turbulence models and mesh
resolution adopted. Despite the large interest in such a flow and the above mentioned
issues, to the author’s knowledge, no Direct Numerical Simulation (DNS) at suffi-
ciently high Reynolds number has been performed. Indeed, the only attempt to face
the problem via DNS has been those of [5] but the analysis has been carried out for
very low Reynolds numbers, namely Re = 350 ÷ 400, and a fully developed turbu-
lent state has not been achieved. The DNS approach would allow from one side to
have access at the multi-dimensional large and small scale features fundamental for
the understanding of the self-sustaining mechanisms of the flow. From the other side,
a DNS would allow to set the statistical properties of the flow without turbulence
modelling and grid resolution inaccuracies as in CFD simulations.

The present work reports for the first time Direct Numerical Simulation data of
the flow around a rectangular cylinder with chord-to-thickness ratio c/D = 5 and
Reynolds number Re = U∞D/ν = 3000 where U∞ is the free-stream velocity and
ν the kinematic viscosity of the fluid. The first aim is to provide a reference statistical
data base. The second aim is to develop best practices for LES techniques, by means
of an a priori analysis of the DNS data. Here, we focus on the a priori analysis. In
particular, we consider the behaviour of the subgrid dissipation term appearing in
the budget for the resolved mean kinetic energy in order to understand the energetic
role of the subgrid motion and, hence, the modelling approach to be used.

2 Direct Numerical Simulation

A common practice for the assessment of the subgrid scale behaviour in LES is to
analyse filtered DNS data, the so-called a priori analysis. The governing equations
numerically integrated when performing a DNS of an incompressible flow are

∂ui
∂xi

= 0

∂ui
∂t

+ ∂uiu j

∂x j
= − ∂p

∂xi
+ 1

Re

∂2ui
∂x j∂x j

(1)

where x = x1 (u = u1), y = x2 (v = u2), z = x3 (w = u3) are the streamwise, ver-
tical and spanwise directions (velocities), p is the pressure field, and Re = U∞D/ν

is the Reynolds number with ν the kinematic viscosity, U∞ the free-stream velocity
and D the rectangle thickness. Unless specifically stated, all the quantities will be
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reported in a dimensionless form by using D and U∞ for the lengths and velocities,
respectively. A cell-centered finite volume method has been chosen to discretize the
equations by means of the OpenFOAM® open source code [6]. Time integration
is performed by means of a second-order backward Euler implicit scheme while
convective and diffusive fluxes at the volume faces are evaluated through a second-
order central difference scheme. Finally, a pressure-implicit split-operator (PISO)
algorithm is used to numerically solve the pressure-velocity coupling. Given the
simple geometry of the problem, a structured Cartesian grid is adopted. A laminar
free-stream velocity is imposed at the inlet while free-stream boundary conditions
(mixed Dirichlet–Neumann conditions) are imposed at the outlet and upper-lower
boundaries. Periodic boundary conditions are imposed in the spanwise direction.

The studied case consists of a flow around a rectangular cylinder whose lengths
are (Lx , Ly, Lz) = (5D, D, 5D) at a Reynolds number Re = 3000. The extent of
the numerical domain is (Dx ,Dy,Dz) = (112D, 50D, 5D) and is found to be large
enough to not interfere with the flow dynamics. The number of volumes used to
discretize the numerical domain is 1.5 · 107. The distribution of volumes is not
homogeneous in the streamwise and vertical directions in order to obtain higher
resolution levels near the walls of the rectangle and in the leading and trailing edge
regions. On the other hand, in the spanwise direction an homogeneous spacing is
adopted. The final resolution in the near wall region, averaged in the streamwise
direction, is (Δx+,Δy+,Δz+) = (6.1, 0.31, 5.41) where the superscript + implies
the customary normalization with friction units. A relatively small time step is used,
Δt = 0.0023, which leads to a CFL number less than unity.

3 The Filtering Procedure

In the present section, we assess the behaviour of the LES approach for solving the
flow around a rectangular cylinder by means of an a priori analysis. The DNS data
described in the previous section, are filtered by means of a Gaussian filter,

Gi (x, x′) =
√

6

πΔ2
i

exp(−6r2i
Δ2

i

) (2)

where ri = xi − x ′
i and Δi are the filter lengths. Hence, the filtered velocity field is

computed as

ūi (x, t) =
∫

Gi (x, x′)ui (x′, t)dx′ (3)

and the subgrid stresses as τi j (x, t) = uiu j − ūi ū j . The filtering is applied only in
the horizontal directions. Indeed, the vertical one is commonly recognized to not
allow for a significant reduction of the degrees of freedom of the problem when a
near-wall resolved LES approach is considered. The adopted filter lengths are chosen
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to be four times the streamwise and spanwise spacing of the DNS, thus allowing a
reduction of the degrees of freedom of the problem to 6% those of the DNS. Hence,
the resulting near-wall resolution of the filtered field expressed in viscous units and
averaged along the rectangle length is (Δx+,Δz+) = (24.4, 21.6).

4 Subgrid Dissipation and Modelling Approach

The behaviour of the subgrid stresses is here analysed from an energetic point of
view by analysing the so-called subgrid dissipation εsgs . Indeed, amongst all the
possible statistical observables, the subgrid dissipation is recognized to represent
the most important feature the subgrid scale models should reproduce accurately
[7, 8]. It represents the net statistical energy transfer between large resolved and
small subgrid scales as can be shown by considering the balance equation for the
resolved kinetic energy k̄ = ūi ūi/2. Actually, by decomposing the resolved velocity
field in a mean and fluctuating part, k̄ = Q̄ + q̄ with Q̄ = Ūi Ūi/2 and q̄ = ū′

i ū
′
i/2,

the subgrid dissipation splits in two terms, εsgs = Esgs + ε′
sgs , corresponding to the

net energy transfer of the subgrid motions with the mean and fluctuating resolved
fields. The balance equations for the mean and fluctuating resolved energy read
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∂ ū′
i

∂x j
〉︸ ︷︷ ︸

ε̄

+〈τ ′
i j S̄

′
i j 〉︸ ︷︷ ︸

ε′
sgs

(5)

where S̄i j = (∂ ūi/∂x j + ∂ ū j/∂xi )/2 is the resolved strain rate tensor. Equations
(4) and (5) describe how mean and turbulent energy are produced transferred and
dissipated. The net energy source/sink terms are reported in the right hand side
while the transport terms in the left hand side. Here, we restrict the analysis to
the source/sink terms of the mean kinetic energy, i.e. the turbulent production,
	̄ = 〈ū′

i ū
′
j 〉(∂Ūi/∂x j ), the viscous dissipation, 
̄ = ν(∂Ūi/∂x j )(∂Ūi/∂x j ) and the

subgrid dissipation Esgs = 〈τi j 〉〈S̄i j 〉, see the energy boxes in Fig. 1. In the common
settings of turbulence, 	̄, is negative and, hence is a sink for the mean and a source
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Fig. 1 Sketch of the net energy transfer terms between resolved mean kinetic energy, resolved
turbulent kinetic energy and unresolved subgrid kinetic energy

(a)

(b)

Fig. 2 Iso-contours in the (x − y)-plane of a the subgrid dissipation of mean kinetic energy Esgs
and b of the production of turbulence, 	

for the turbulent kinetic energy. On the other hand, the viscous dissipation by mean
shear, 
̄, is positively defined and, hence, is always a sink for themean kinetic energy.
Finally, Esgs describes the energy exchange with the subgrid motions. In particular,
Esgs is a measure of the amount of turbulence production occurring at subgrid scale
level and, hence, is commonly negative being a sink of mean kinetic energy.

In Fig. 2a, the behaviour of the subgrid dissipation of mean kinetic energy, Esgs ,
is shown. The largest values of subgrid dissipation are reached in a region of the flow
following the development of the leading-edge shear layer. Interestingly, Esgs shows
a double feature being both positive and negative in the first transitional and in the
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fully developed part of the leading-edge shear layer, respectively. Indeed, contrarily
to the common expectation of Esgs as a sink of mean kinetic energy, the transitional
region of the flow develops physical phenomena such that the subgrid motion turns
out to be a source of mean kinetic energy. Let us try to give an explanation to this
pheneomenon. As anticipated, the subgrid dissipation of mean kinetic energy can
be understood as a measure of the amount of turbulence production occurring at
subgrid scales. Since, in most of the flow cases turbulence production is a sink for
mean kinetic energy, 	 < 0, it turns out that also Esgs is a sink. On the contrary,
we observe that the subgrid motion is a source of mean kinetic energy, Esgs > 0.
Accordingly, this behaviour can be explained by positive values of the turbulent
production, 	 > 0. As shown in Fig. 2b, this picture is confirmed by the DNS data.
Hence, the transitional region of the flow is characterized by a production of mean
kinetic energy from the field of fluctuations rather than a production of turbulence
from the mean flow.

5 Concluding Discussions

The observed double feature of the subgrid dissipation of mean kinetic energy, Esgs ,
challenges for LES model which should be able to reproduce simultaneously both
a source and sink of mean kinetic energy in the corresponding regions of the flow.
In this respect, we can argue that a classical subgrid viscosity approach such as that
given by the Smagorinskymodel, is not well suited for modelling the subgrid stresses
in the flow around a rectangular cylinder. Indeed, its formulation is such that subgrid
dissipation is constrained to be negatively defined. Hence, this modelling approach
in spite of reproducing a source in the leading-edge shear layer, introduces a strong
sink of mean kinetic energy associated with the high levels of shear of this region.
On the other hand, it is argued that an improved subgrid viscosity approach [9] or a
mixed approach [10] should be better suited for the correct prediction of the main
flow features.
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Benchmark on the Aerodynamics of a 5:1
Rectangular Cylinder: Further
Experimental and LES Results

C. Mannini, A. Mariotti, L. Siconolfi and M.V. Salvetti

1 Introduction

The flow around a rectangular cylinder, having chord-to-depth ratio equal to 5, has
been the object of a benchmark (BARC) launched in 2008 (http://www.aniv-iawe.
org/barc/). The BARC configuration is of practical interest, e.g. in civil engineering,
and, in spite of the simple geometry, the related flow dynamics and topology is com-
plex. Indeed, the high-Reynolds-number flow around such a stationary rectangular
cylinder is turbulent with flow separation from the upstream corners and unsteady
reattachment on the cylinder side. Furthermore, a vortex shedding also occurs from
the rear corners and interferes with the leading-edge vortices, according to the mech-
anism of impinging shear-layer instability [1].

The experimental and numerical results obtained by the benchmark contributors
during the first four years of activity were summarized and reviewed in [2]. Good
agreement between different results in terms of near-wake flow, base pressure and
drag coefficient was found. However, it was observed that some quantities of inter-
est, as the standard deviation of the lift coefficient or the distribution of mean and
fluctuating pressure on the cylinder sides, are affected by a significant dispersion,
both in experiments and in simulations. Sensitivity analyses carried out by the BARC

C. Mannini (B)
Dip. Ingegneria Civile e Ambientale, Università di Firenze,
Via S. Marta 3, Firenze 50139, Italia
e-mail: claudio.mannini@unifi.it

A. Mariotti · L. Siconolfi · M. V. Salvetti
Dip. Ingegneria Civile e Industriale, Università di Pisa,
Via G. Caruso 8, Pisa 56122, Italia
e-mail: alessandro.mariotti@for.unipi.it

L. Siconolfi
e-mail: siconolfi.lorenzo@gmail.com

M. V. Salvetti
e-mail: mv.salvetti@ing.unipi.it

© Springer Nature Switzerland AG 2019
M. V. Salvetti et al. (eds.), Direct and Large-Eddy Simulation XI,
ERCOFTAC Series 25, https://doi.org/10.1007/978-3-030-04915-7_56

427

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04915-7_56&domain=pdf
http://www.aniv-iawe.org/barc/
http://www.aniv-iawe.org/barc/
mailto:claudio.mannini@unifi.it
mailto:alessandro.mariotti@for.unipi.it
mailto:siconolfi.lorenzo@gmail.com
mailto:mv.salvetti@ing.unipi.it
https://doi.org/10.1007/978-3-030-04915-7_56


428 C. Mannini et al.

Fig. 1 a Sketch of the computational domain; b position of anemometry measurement points in
the wake of the cylinder (l6, mA and mB represent respectively a reference transverse line and two
reference points of the benchmark study)

contributors were not conclusive to explain the observed dispersion; rather, in some
cases, they led to controversial results. In particular, in a single large-eddy simulation
(LES) contribution [3] a strong sensitivity to the grid resolution in the spanwise direc-
tion was pointed out, but the results obtained for the finest grid significantly deviated
from the ensemble average of those of the experimental and numerical contributions
[2].

Recently, a set of LES was carried out in the framework of a stochastic analy-
sis of the sensitivity to grid resolution in the spanwise direction and to the amount
of subgrid scale (SGS) dissipation [4], and further wind tunnel measurements were
obtained for different angles of attack and different oncoming flow turbulence fea-
tures (intensity and integral length scale) [5], including unsteady surface pressures,
forces and wake flow velocities. Experimental data on the flow velocity in the wake
were still completely missing among the BARC contributions.

The aim of the present work is to exploit the new sets of LES and experimen-
tal results to give a contribution to highlight the reasons of the dispersion of data
evidenced in the synopsis in [2].

2 Simulation and Experiment Set Up

LES simulations are carried out for the incompressible flow around a fixed sharp-
edged rectangular cylinder with a chord-to-depth ratio, B/D, equal to 5. The angle of
attack is zero. The computational domain is sketched in Fig. 1a. A uniform velocity
profile is imposed at the inflow (no turbulence), while no-slip conditions are applied
at the solid walls. Periodic conditions are imposed in the spanwise direction, and
traction-free boundary conditions are used at the outflow, on the remaining lateral
sides of the computational domain. Finally, the Reynolds number based on the free-
stream velocity and on the cylinder depth, Re, is equal to 40,000. The sensitivity to
the value of Re was observed to be low [2], although not null [5].
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The simulations are performed through an open-source code, Nek5000, based
on a high-order accurate spectral-element method (http://nek5000.mcs.anl.gov). The
order of the Legendre polynomials used as basis functions inside each element is kept
herein constant N = 6. The grid resolution in the streamwise and lateral directions
isΔx = Δy = 0.125D. As for the LES formulation, a simple approach based on the
application of a low-pass explicit filter in the modal space, which is characterized
by a cut-off kc, here equal to N − 3, and by a weight w, is adopted (see [4] for more
details). This modal filter provides a dissipation in the resolved modes that are higher
than the cut-off value, and can be interpreted as a SGS dissipation.

The parameters chosen for the sensitivity analysis are the grid resolution in the
spanwise direction, defined in terms of the average element size, Δz (in the range
[0.321D, 0.674D]), and theweight of the explicit filter,w (in the range [0.01, 0.131]).
The latter has been chosen because it directly controls the amount of SGS dissipation,
while the grid resolution in the spanwise direction is investigated because of the high
impact of this parameter shown in the LES simulations in [3]. A total of 16 LES
simulations were carried out (see [4] for more details).

Thewind tunnel testswere conducted in theCRIACIV laboratory at theUniversity
of Florence on an aluminum sectional model with a cross section 300 × 60mm and
a spanwise length of 2.38m. The model presented very sharp edges, smooth surfaces
and high degree of symmetry. For a null angle of attack, the blockage ratio was
3.75%.Unsteady pressuremeasurements were performed through 61 taps distributed
along the midspan section. A single-component hot-wire anemometer allowed the
measurement of the fluctuating flow velocities in the wake downstream of the model
and in the shear-layer region. The experimentswere carried out forReynolds numbers
in the range 12,000 to 110,000, for various angles of attack (up to 10◦), in smooth
and various grid-induced free-stream turbulent flows (for further details, see [5]).

3 Results and Discussion

Figure2 shows the distribution over the cylinder side of the pressure coefficient
averaged in time, in the spanwise direction and between the upper and lower half
perimeters of the cylinder, denoted as t-avg(Cp), obtained in the 16 LES simulations.
As in [2], the local abscissa s/D denotes the distance from the cylinder stagnation
point measured along the cylinder side. The considered values of the spanwise spac-
ing of the grid nodes are denoted in the following asΔz1 toΔz4 (from the coarsest to
the finest), whereas the values of the weight of the explicit filter are indicated asw1 to
w4 (from the lowest to the highest level of SGS dissipation). It can be seen that most
of the calculated Cp distribution are characterized by a recovery occurring upstream
compared to the experimental data. As explained in [2], the mean pressure distri-
bution on the body surface is directly related to the curvature of the time-averaged
flow streamlines and, in particular, to the shape and length of the main recirculation
region on the cylinder sides. Therefore, most parameter combinations lead to a main
recirculation region that is significantly shorter than those obtained in most of the
BARC contributions. This is consistent with the findings of the most refined LES in

http://nek5000.mcs.anl.gov
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Fig. 2 Mean pressure coefficient on the lateral sides of the prism cross section obtained in the LES
analysis. A comparison is provided with the ensemble statistics of the BARC experiments [2] and
the experimental data in [5] (circles and triangles refer respectively to Re = 56,700 and 112,200)

[3]. In particular, increasing the spanwise resolution and decreasing the SGS dissipa-
tion, very small vortical structures, which originate from the instability of the shear
layers detaching from the upstream corners, are observed in LES (see [4]), and this
behavior corresponds to short main recirculation regions. A similar result was also
obtained through detached-eddy simulation (DES) in [6] when reducing the artificial
viscosity introduced to stabilize the central-difference scheme for the discretization
of the convective term in the governing equations. It is worth noting that a grid with
a fine spanwise resolution (Δz = 0.078D) was employed in that case.

The still open question is whether these perturbations have a physical or a numer-
ical origin. Indeed, the mean Cp distribution obtained in the experiments, reported
in Fig. 2, shows that, for low turbulence in the oncoming flow, the length of the
plateau, and thus that of the main recirculation region, is significantly longer than
that obtained in most of the LES computations, which are yet carried out for smooth
oncoming flow. Indeed, the level of flow perturbation upstream of the leading edge
separation is negligible in all the LES simulations.

In order to investigate how the differences between experiments and simulations
are related to the features and dynamics of the separated shear layers and of the
downstream wake, a comparison with the flow velocity measurements reported in
[5] is carried out.

Figure3a shows the mean streamwise velocity profile in the shear-layer region at
the point mA of Fig. 1b (x/D = −2). The mean velocity profile in the calculations
exhibits low uncertainty and a very good agreement with the experiments. In con-
trast, the standard deviation in time of the velocity fluctuations is very different from
one simulation to another, and the experimental data fall inside the uncertainty band
(Fig. 3b). Nevertheless, a low level of fluctuations at this streamwise position is not
necessarily associated with a long recirculation bubble. Indeed, there are solutions
characterized by fluctuations in the shear layer significantly lower than or of the
same order as in the experiments that correspond to much shorter mean recirculation
regions, as demonstrated by the streamlines in Fig. 4b, d. For example, the simula-
tion with w1,Δz1, in spite of the very good agreement with the experimental data in
terms of flow velocity fluctuations, is characterized by a short bubble. The simula-
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Fig. 3 a Mean streamwise velocity profile, and b standard deviation of the velocity fluctuations
in the x-direction at x/D = −2 (see Fig. 1b). The experimental data (black circles) correspond to
Re = 11, 800 [5]

Fig. 4 Mean flow streamlines obtained with LES simulations for four values of the grid spanwise
resolution and the same SGS-like dissipation

tions with w4,Δz1 and w4,Δz4 have a similar level of fluctuations in the shear layer
being, nonetheless, characterized by significantly different lengths of the recircula-
tion regions (compare Fig. 4a, d). It is also noteworthy that the behavior of velocity
fluctuations in the bubble and shear layer with the mesh resolution is not monotonous
(see for instance the results for w4 in Fig. 3b). In conclusion, the comparison with
the available wake measurement data is not yet conclusive, and further analyses are
required in the shear layers at more upstream and downstream locations.
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Fig. 5 a Mean and b standard deviation of the velocity fluctuations in the streamwise x-direction
at x/D = 4.5 (along line l6 in Fig. 1b). Circles and triangles denote the experimental data [5] and
refer respectively to Re = 44,900 and 112,600

Focusing now on the near wake behind the body, Fig. 5 shows the mean velocity
profile and the standard deviation of the velocity fluctuations in the streamwise
direction along the line l6 of Fig. 1b. It is clear that, in spite of the large differences
observed in the flow on the cylinder lateral surface, the dispersion of the results in
the wake is small and the agreement with the hot-wire anemometry measurements
is good, especially for the mean velocity profile. Such a result suggests that the
interaction between the wake behind the cylinder and the upstream dynamics near
the body is rather weak, and that the mesh resolution and artificial dissipation have
a minor influence on the former.
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Large-Eddy Simulation of a Sheared
Air-Water Flow Around a Cylinder

S. López Castaño and V. Armenio

1 Introduction and Methods

The objective of the present work is to study wake dynamics behind a surface-
mounted circular cylinder immersed between two highly stratified fluids in the cross-
flow, by performing LES. The focus is to evaluate the degree of interference and
interaction caused by the presence of obstacles and of the air-water interface over
incoming turbulent boundary layers, while keeping the interface flat.

To achieve this, the incompressible, spatially filtered, Navier–Stokes equations
are integrated numerically and the SGS stresses result of the filtering are calculated
via theDynamic Lagrangian Mixed model [1]. Subsequent improvements described
in [2] allow the study of flows over complex geometries by means of the Immersed
Boundary Method, or IBM, which in the present work is used to represent the flow
around the cylinder. For the coupling, the algorithm of [3] is followed, where the
normalized jump conditions for a fluid-fluid interface are expressed as follow:

1

Re

(
(τ liquid − τ gas) · n) · n + pgas − pliquid = 0 (1)

ugas = 1
√

ρliquid/ρgas
uliquid (2)

For the inflow, we consider the canonical case of a turbulent Couette boundary layer
(located at the liquid side) generated by the traction imposed by a Poiseuille turbulent
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Table 1 Properties at T = 320 K for the comprising fluids

Grid dimensions Density (m3/s) Kinematic
viscosity (×10−6

m2/s)

Dynamic
viscosity (×10−6

kg/m · s)
Air (Upper) 128 × 96 × 64 1.08 18.11 19.62

Water (Lower) 128 × 96 × 64 988.92 0.57 56.60

(a) (b)

Fig. 1 a Velocity profiles on water subdomain. 1b RMS velocity fluctuations close to interface. b
RMS velocity fluctuations close to interface

boundary (on the gaseous side) layer at the interface between two fluids, as seen in
Fig. 2a.

The study will be limited to turbulent boundary layers with the same Reynolds
Number, Reτ = 171. For this, if one wants to preserve the same viscous length scale
for both domains, i.e. for l+ = lue∗/ν to remain invariant, the following condition
can be derived from the dynamic condition along interfaces:

μgas

μliquid

√
ρliquid

ρgas
= 1 (3)

The condition expressed in Eq.3 imposes certain qualities on the properties of the
fluids that, if one is interested to draw a direct comparison with real-life scenarios,
are somewhat stringent. Anyway, the fluid properties described in Table 1 for the
comprising fluids, namely air and water, have the particularity of being set at a rather
high ambient temperature.

Results show three boundary layers formed in this case, which allow for a com-
parison that elucidates the role of the interface on defining the velocity offset of
the boundary layers. Hereinafter, all velocity profiles are normalized respect to UΓ ,
the mean interfacial velocity, to facilitate the analysis. Two of these boundaries are
contained in the lower sub-domain, where a Couette-type flow is expected but with
some differences. One such difference, seen in Fig. 1a, is the velocity reduction of
the boundary layers as a consequence of the heightened Reynolds stresses imposed
by the air subdomain, as shown in part by Fig. 1b.
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(a)
(b)

Fig. 2 Domain sketch for: a inflow, and b cylinder

Also, the velocity RMS profiles show important differences, in fact, themaximum
is located on the interface, when comparing Fig. 1b, which goes in contrast with the
results on wall-bounded turbulence where the maximum urms is shown to be located
at ≈10 viscous units away from the interface. A comparison with the DNS data
of [3], show that the interfacial boundary layer is largely influenced by the bottom
boundary layer, and viceversa. On the other hand, the mean velocity profile and RMS
of velocity fluctuations on the upper sub-domain are similar to wall-bounded flows,
as previously noted by [3]. Figure3b, c are clear in showing that, after making the
profile relative to the mean interfacial velocity,UΓ , the features present in the upper
subdomain are similar to wall-bounded turbulence.

2 Cylinder: Results

The geometry of the domain and the location of the cylinder is depicted on Fig. 2,
where the lateral boundaries are set periodic. The grid points used for each sub-
domain (gas and liquid) were 256 × 96 × 96, and apart from this the settings follow
that of the input channel described previously.

On the air side, the streamwise velocity profiles shown in Fig. 3b serve to study
the extent of the anomaly caused by the cylinder in the crossflow with the incident
turbulent boundary layer. This fully-submerged cylinder, for which its tip is indicated
by the vertical dashed line in the aforementioned figures, causes anomalies in the
velocity and RMS profiles on the incident flow that extends up to the outlet of the
domain; previous studies [4] reported that, for high-Re, themean streamwise velocity
deficit decays at X/D ≈ 8, although these experiments were for much higher Re
thus having the wall-mounted obstacle fully immersed in the inner region. However,
similarities in the velocity fluctuations shown in Fig. 3d are present, such as the
second urms peak located below the cylinder tip (around 7/8 of the cylinder height),
and that the interaction of the vortices shed from the cylinderwith the structures of the
incoming flow suppresses the prominence of the former, as it can be seen in Fig. 3a
where no dominant shedding frequency is detected after X/D ≈ 11. The suppression
of the shedding is due to the splat-downwash generated by the high-velocity flow
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(a)

(b) (c)

(d)

Fig. 3 a Vortex eduction via Lagrangian tracers on air side, at midplane. A: separation Vortex, B:
Tip Vortex, C: Recirculacion and splat (Saddle), bMean velocity profiles behind the cylinder with
zero offset. The solid line is the velocity profile of the incident flow, c RMS velocity fluctuations on
air side, of the incident flow, d Contours of urms behind the cylinder, on a plane at height y+ = 40
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Fig. 4 Left: iso-contours of λ2 on the air side, right: vorticity contours at different planes

Fig. 5 a Vorticity contours in air side at cylinder base close to interface Y/D = 0.1 b Vorticity
contours in water side at cylinder base close to interface Y/D = 0.9

passing at the tip of the cylinder, confining the recirculation zone behind it to a
length of X/D = 3.5 measured from the axis of the cylinder, depicted as region B in
Fig. 3a and detectable as the region of highest urms in Fig. 3d. Finally, the interaction
between wakes generated by the spanwise arrangement of finite-height cylinders are
detected downstream of the splat, as depicted in Fig. 3d. Such interaction usually
is detected [4] farther downstream (X/D = 11.5) but on a shorter offset from the
midplane (Z/D = 1.5). Further work will reveal whether the interference is function
of Re and/or UΓ .

It is typically accepted that for flows around finite cylinders generated by inci-
dent near-uniform flows or zero-pressure boundary layers, height-to-diameter ratios
larger than 2.5, three vortex structures are generated: Kàrmàn streets, tip vortex, and
horseshoe vortex; focus will be given to the horseshoe vortex. In Fig. 5a, mean vor-
ticity magnitude contours close to the interface show no distinguishable shedding
behavior in the region upstream of the splat, and Fig. 4 on the left show the formation
of the horseshoe vortex in front of the cylinder while on the right the mean vorticity
contours show (plate D) the vortex pairing of the horseshoe’s legs. Note that the
legs of the horseshoe vortex lift well into the mid-channel depth. On the other hand,
Fig. 5b show that where the interaction with the incident structures is not as strong as
it is the case close to the interface in the water side, the horseshoe vortex and vortex
shedding are clearly present. In fact, although the flow velocities are much higher
close to the interface that to the wall in the shallow-water case the vortex system
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near the interface is more free to develop laterally compared to the obstacle-interface
junction in the air side or at the wall.

3 Conclusions

A LES around a wall-mounted circular array cylinder in a shallow water channel
driven by interface interaction with a pressure-driven boundary layer in the air is
presented. In the air side, the cylinder is immersed well within the outer region of the
boundary layer which modulates (by shortening) the incoming coherent structures
and at the same time the latter interrupt the shedding process of thewake generated by
cylinder. Such anomaly extends up to X/D = 11.5 and Z/D = 1.5.The recirculation
region on the air side is bounded by three types of vortices: (1) the horseshoe vortex
emanated at the intersect between the interface and the cylinder bounds the region
from the sides; (2) the tip vortex that bounds and deflects the high speed flows towards
the interior of the wake, generating splats; and (3) a reduced separation vortex at the
front of the cylinder. In uniform incoming flows, the splat generated by the deflected
flow is not present.

On the water side, shedding behavior behind the cylinder is detected on horizontal
planes close to the interface. The coupled interaction between air and water causes a
higher degree of mixing and reduces shear which, in turn, reduces the coherence of
motions present in the near-interface region on the water side. This, and the increased
convective speed of the interface allows for a more coherent shedding behind the
cylinder.
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Scaling Laws in the Axisymmetric Wake
of a Sphere

K. Chongsiripinyo, A. Pal and S. Sarkar

1 Introduction

An axisymmetric turbulent wake is often assumed to be self-similar when the stream-
wise location x is sufficiently far from the wake generator. Thus, profiles of the
single-point statistics have the local wake width, δ(x), and the centerline streamwise
mean defect velocity, U0(x), as the characteristic length and velocity scales. Under
self-similarity, the evolution of the scaling parameters, U0 and δ, is described by
power laws: U0/U∞ ∼ xm and δ/D ∼ xn where D is a characteristic length scale
of the body. The power-law coefficients m and n were found theoretically [1] to
be (mL , nL) = (−1, 1/2) and (mH , nH ) = (−2/3, 1/3) for low-Re and high-Re
regimes, respectively. According to [2], the high-Re regime should apply only after
the initial transient has decayed so that u′/U0 becomes constant and only as long as
the local Reynolds number is sufficiently large, Rel = U0δ/ν > 500. The decrease
in local Reynolds number as one travels downstream distinguishes the turbulent ax-
isymmetric wake from other free shear flow. There may be a transition from the high
to low-Re scaling at large x where Rel is sufficiently small. It is worth noting that the
dissipation is taken to scale as ε ∝ U 3

0 /δ at high Rewhile ε ∝ νU 2
0 /δ2 at low Re. Re-

cently, [3] have found that the axisymmetric wakes of high-drag, irregularly shaped
plates exhibit (m, n) = (−1, 1/2)while flow past a regular circular disk and a square
plate leads to a wake with the classical high-Re scaling of (m, n) = (−2/3, 1/3).
The Reynolds number was not small in the experiments of [3] and, different from [1],
a nonequilibrium (NEQ) dissipation law is proposed by [3] to explain their finding
of the anomalous (m, n) = (−1, 1/2) scaling.
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Table 1 Computational domains. L−
x and L+

x refer to domain upstream and downstream lengths.
N is number of grid points

Re Lr/D Lθ L−
x L+

x Nr Nθ Nx Ntotal(·106)
3700
(DNS)

16 2π 23 80 632 128 4608 372.77

104

(LES)

59 2π 40 80 918 128 6144 721.94

Fig. 1 Contours of azimuthal vorticity magnitude. z/D is cross-stream direction normalized by
sphere diameter

In the present work, we consider another canonical wake generator, a sphere,
that gives rise to an axisymmetric wake. Numerical simulations are conducted with
the objective of characterizing the power laws and discussed in the context of the
previous work on this topic.

2 Numerical Approach

The incompressible Navier–Stokes equations along with the continuity equation are
numerically solved in a cylindrical coordinate system. The sphere is represented by
the immersed boundary method [4, 5]. The equations are marched using a combina-
tion of explicit (third-order Runge–Kutta) and implicit (Crank–Nicolson) schemes.
Periodicity allows Fourier transformation of the Poisson equation in the azimuthal
direction and the resulting equation for the Fourier modes is solved using a direct
solver. Velocity boundary conditions (BCs) are Dirichlet, convective outflow, and
free-stream at the inlet, outlet and outer radial directions, respectively. The dynamic
eddy viscosity model is utilized for the Re = 104 (LES) case. Table 1 lists the com-
putational parameters. The values of Cp and C f at the body have been validated
previously for both Re = 3700 [11] and Re = 10000 [12] (Fig. 1).
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Fig. 2 Centerline
streamwise mean defect
velocity. The dashed-dotted
line is UO ∼ (x/D)−1 and
the dashed-dotted-dotted line
is UO ∼ (x/D)−2/3.
Legends are as follows:
G1968[9]; UF1970 [13];
BL1978 [10]; BE2002 [14];
BS2010 [6]; S2002 [15]

3 Decay of Turbulent Wake

Figures 2 and 3 show the present simulation results of U0(x) and δ(x), respectively,
along with previous results of the sphere wake. At Re = 10, 000, the recirculation
region is shorter than at Re = 3700. Further downstream, both cases exhibit a power
law close to U0 ∝ x−1. The literature shows different combinations of power-law
exponents. At Re = 50, 000, the temporally evolving model of [6] exhibits (m, n) =
(−2/3, 1/3). Note that the temporal model uses synthetic initial turbulence that does
not contain the large scale helical structures that arise from shedding of the sphere
boundary layer [7, 8]. A laboratory experiment at similar Re = 65, 000 [9] in Fig. 2
exhibits a power-law decay ofU0 at least during 10 < x/D < 60. This decay rate is,
however, neither m = −1 nor m = −2/3. Let us turn to sphere wakes at lower Re.
The laboratory experiment of [10] at Re = 10, 000 exhibits (m, n) = (−2/3, 1/3).
In contrast, the wakes spanning Re = 2000 − 12, 000 studied by [14] show behavior
closer to (m, n) = (−1, 1/2).

The evolution of local Rel = U0δ/ν(x) is shown in Fig. 4. If the criterion [2] of
Rel = UOδ/ν > 500 for the high-Re regime is true, it can be inferred from Fig. 4
that the present simulations at Re = 3700 and 10, 000 do not fall into the high-Re
regime and, therefore, m = −2/3 and n = 1/3 would not be expected. Note that the
experiment of [10] contradicts the criterion of [2] since their Re = 10, 000 wake
exhibits (m, n) = (−2/3, 1/3) despite that fact that Rel < 500.

The evolution of centerline t.k.e (K ) is shown in Fig. 5. The x−3/2 power law of
K translates to a u′ ∝ x−3/4 scaling for the turbulence velocity scale of u′ = √

K .
The streamwise velocity fluctuation (not shown) also shows a−3/4 decay exponent.
It is worth noting that u′ does not vary at the same rate as U0.
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Fig. 3 Wake half width, Lv

(or δ). The dashed-dotted
line is δ ∼ (x/D)1/2 and the
dashed-dotted-dotted line is
δ ∼ (x/D)1/3. The legend is
the same as Fig. 2

Fig. 4 Local Reynolds
number, Rel = UOδ/ν

The turbulent dissipation (Fig. 5) follows x−5/2. The classical high-Re scaling of
ε ∝ U 3

0 /δ leads to an exponent of −7/2 while the low-Re scaling of ε ∝ νU 2
0 /δ2

introducedby [1] leads to an exponent of−3.Both of these scaling laws lead to steeper
decay of ε than the−5/2 behavior found in the simulations. We can alternatively use
u′ as the velocity scale instead ofU0 in the dissipation estimate. The low-Re scaling
of ε ∝ νu′2/δ2 leads to ε ∝ −5/2 which is in agreement with the LES result. Thus,
one explanation of the behavior of ε in the simulations is low-Re.

The energy spectrum in the LES at Re = 10, 000 has a decade of broad-band fluc-
tuations (not k−5/3 but similarly steep) in the intermediatewakewhere thewakepower
laws with (m, n) = (−1, 1/2) are already established. We, therefore, explore the
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Fig. 5 Turbulent kinetic
energy, t.k.e (or K ) and
dissipation, ε, at the
centerline for the
Re = 10, 000 LES. The
dashed-dotted line is
K ∼ (x/D)−3/2 and the
dashed-dotted-dotted line is
ε ∼ (x/D)−5/2

Fig. 6 Scalings of
dissipation for the Re =
10,000 case. The classical
high-Re scaling: ε ∝ U3

0 /δ;
the classical low-Re scaling:
ε ∝ νU2

0 /δ2; the classical
inviscid estimate:
ε ∝ K 3/2/δ; the modified
low-Re scaling:
ε ∝ νu′2/δ2; and the NEQ
scaling: ε = CεK 3/2/δ with
Cε = (ReG/Rel)1/2

implications of the high-Re NEQ dissipation ansatz [3, 16] and find that NEQ dissi-
pation provides an alternate explanation for the ε power law found in the simulations.
According to the NEQ dissipation formulation, the coefficient Cε in ε = CεK 3/2/δ

is no longer a universal constant but takes the form Cε = RemG/Renl . Here ReG is a
global Reynolds number characteristic of the inflow and is taken to be ReG = UD/ν,
the sphere Reynolds number.

By taking the decay rates of centerline dissipation and t.k.e., shown in Fig. 5, along
with the growth rate ofwake dimensions in Fig. 3, it follows thatCε = εK−3/2δ varies
as x1/4 which contradicts the classical Kolmogorov theory of constant Cε. However,
the decay of defect velocity as in Fig. 2 along with the growth rate in Fig. 3 gives
Cε = RemG/Renl ∼ x1/4 if we choose m = n = 0.5. This is in agreement with the
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simulation result of εK−3/2δ. Note, [17] reports m=n=0.5 to be effective at 55 <

x/Lb < 100, where Lb is their equivalent wake generator length scale. Thus, the new
non-equilibrium dissipation law in which Cε as in ε = CεK 3/2/δ is not a constant
but takes the value Cε = (ReG/Rel)1/2 provides an alternative explanation. Figure 6
shows the evolution of centerline ε normalized according to different theoretical
scaling laws. It can be seen that both the modified low-Re and the NEQ dissipation
theory are successful in explaining the power law for ε found in the Re = 10, 000
simulation.
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Hybrid Versus Pure-LES Models
Comparison for Subcritical Cylinder
Flows

E. Itam, S. Wornom, B. Koobus and A. Dervieux

1 Introduction

In Computational Fluid Dynamics applications, there is a need for turbulence mod-
els which deliver good predictions for flows involving both laminar and turbulent
boundary layers, without knowing in advance the regions where turbulence occurs,
and then without changing their parameters according to such an a priori knowledge
of the flow characteristics. In this work, which extends the study [7], we are inter-
ested in the assessment of hybrid models for the computation of subcritical flows
with laminar boundary layers and in the improvement of the wake behavior predic-
tion in a hybrid RANS/LES model [6, 7, 10]. The performances of a DDES model
are compared with a dynamic variational multi-scale (DVMS) large eddy simulation
model. The reasons why DDES computations give less good predictions are many.
We concentrate in this study on the treatment of the wake. We define RANS/DVMS
andDDES/DVMS hybridmodels, and compare their predictions with those provided
by a DDES model. Three subcritical flows past a circular cylinder are considered,
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Table 1 Bulk quantities for Re = 3900 flow around a cylinder. Cd holds for the mean drag
coefficient, Cpb for the mean pressure coefficient at cylinder basis, Crms

L for the root mean square
of lift time fluctuations, Lr is the recirculation length, St the Strouhal number

Cd −Cpb Crms
L Lr St

Experiments

Norberg [12] min. 0.94 0.83 − − −
Norberg [12] max. 1.04 0.93 − − −
Parnaudeau [14] − − − 1.51 0.210

Present simulations

No model 0.87 0.73 0.04 2.11

RANS k − ε-Menter 0.86 0.72 0.03 2.18 0.216

DDES k − ε-Menter 0.98 0.83 0.10 1.70 0.215

DVMS 1.03 0.86 0.19 1.50 0.216

DDES/DVMS 0.99 0.79 0.12 1.67 0.216

Other simulations

D’Alessandro SA-IDDES [1] 0.98 0.83 0.109 1.67 0.214

D’Alessandro v̄2 − f DES [1] 1.02 0.87 0.14 1.42 0.222

Table 2 Bulk flow parameters for Re= 20000 flow around a cylinder.Θsep is the separation angle.
The other symbols are the same as in Table 1

Cd −Cpb Crms
L Θsep Lr St

Experiments

Norberg [13] 1.16 1.16 0.47 78 1.03 0.194

Present simulations

No model 1.27 1.35 0.61 82 0.96

RANS k − ε-Menter 1.31 1.49 0.75 85 0.50 0.212

DDES k − ε-Menter 1.25 1.21 0.58 86 0.90 0.194

DVMS 1.18 1.20 0.46 81 0.96 0.196

DDES/DVMS 1.17 1.13 0.46 82 1.05 0.200

Other simulations

Salvatici LES [15] min. 0.94 0.83 0.17 − 0.7 −
Salvatici LES [15] max. 1.28 1.38 0.65 − 1.4 −

namely at Reynolds numbers 3900, 20000 and 140000 (see Tables 1, 2 and 3).
Computations are also compared with other LES and hybrid computations in the
literature and with experimental data.
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Table 3 Bulk quantities for Re = 140000 flow around a cylinder. Same symbols as in Table 2

Cd −Cpb Crms
L Lr St Θsep

Experiments

Cantwell–Coles [3] 1.24 1.21 − 0.5 0.179 77

Szepessy–Bearman [17] − − 0.39 − − −
Present simulations

No model 0.43 0.40 0.14 0.63 0.142

RANS k − ε-Menter 0.77 0.87 0.31 1.05 0.218 98

DDES k − ε-Menter 0.97 1.01 0.30 0.96 0.217 85

DVMS 1.25 1.33 0.64 0.88 0.217 76

DDES/DVMS 1.04 1.12 0.41 0.91 0.214 85

Other simulations

Froehlich (LES Smago.) [4] 1.16 1.33 − 0.41 0.217 94

Breuer (LES Smago. Dyn) [2] 1.24 1.40 − 0.57 0.204 96

2 Numerical Model

The spatial discretization is based on a mixed Finite-Element / Finite-Volume for-
mulation on unstructured grids, with degrees of freedom located at vertices i of the
tetrahedrization. The finite volume part is integrated on a dual mesh built frommedi-
ans in 2D and median plans in 3D. The space-discretized unsteady Navier–Stokes
equations can be written as follows:

(∂W

∂t
, φi

)
+ (∇ · F(W ), φi) = 0

where W is the set of conservatives variables, φi the test function related to vertex i,
and F(W ) denotes the convective and diffusive fluxes. The diffusive terms are eval-
uated by a Finite-Element method, whereas a Finite-volume method is used for the
convective fluxes. The numerical approximation of the convective fluxes at the inter-
face of neighboring cells is based on the Roe Scheme. In order to obtain second-order
accuracy in space, a particular MUSCL-like method is used. The numerical (spatial)
dissipation provided by this scheme is made of sixth-order space derivatives and is
concentrated on a narrow-band of the highest resolved frequencies. This dissipation
behaves as O(Δx5) (on uniform 1D meshes). This is expected to limit dissipation on
the large scales. Lastly, a parameter γS directly controls the amount of introduced
viscosity and can be explicitly tuned in order to control the influence of numerical
dissipation and, when necessary, reduce it to the minimal amount needed to stabilize
the simulation. Typically, γS is set to a value which gives a 10 times smaller dissi-
pation than the fully-upwind fifth-order scheme. Time integration is performed by a
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second-order implicit second-order backward difference scheme allowing to address
flows at various Mach numbers. In the present paper, the Mach number is chosen
equal to 0.1.

3 Turbulence Modeling

In the VMS approach [8] used herein, the subgrid-scale (SGS) stress term is acting
only on small scales and is computed from the small scale component of the flow
field by applying either a Smagorinsky or aWALESGSmodel. Further, the constants
of these models can be evaluated by a Germano-Lilly dynamic procedure [11]. This
results in our DVMS model, the semi-discretization of which writes:

(∂W

∂t
, φi

)
+ (∇ · F(W ), φi) = −(

τDVMS(W ′), φ′
i

)
.

where W ′ holds for the small resolved scales. In order to define our hybrid model,
we choose a RANS modelling. It is based on the k-ε Goldberg model [5] combined
with the Menter correction [9]. We denote it in the sequel as RANS k − ε-Menter
and write it in short:

(∂W

∂t
, φi

)
+ (∇ · F(W ), φi) = −(

τRANS(W ), φi
)
.

Let us define the hybrid RANS/DVMS model based on the above DVMS and RANS
models:

(∂W

∂t
, φi

)
+ (∇ · F(W ), φi) = −θ

(
τRANS(W ), φi

) − (1 − θ)
(
τDVMS(W ′), φ′

i

)
.

The symbol θ ∈ [0, 1] holds for the blending function and is defined as following:
θ = 1 − tanh(ξ 2)fd , where ξ = Δ/lRANS with Δ the local mesh size and lRANS the
RANS characteristic length, or ξ = μSGS/μRANS with μSGS the SGS viscosity and
μRANS the RANS viscosity. The shielding function fd is defined as in DDES [16],
and therefore fd ≈ 0 in the boundary layer, and fd ≈ 1 outside the boundary layer.

For comparison purpose, we introduce the DDES k − ε-Menter, written

(∂W

∂t
, φi

)
+ (∇ · F(W ), φi) = −(

τDDES(W ), φi
)
,

in which the above RANS model is introduced in a DDES formulation by
replacing in the RHS of the k equations theDRANS

k = ρε dissipation term byDDDES
k =

ρk
3
2 /lDDES with lDDES = k

3
2 /ε − fdmax

(
0, k

3
2 /ε − CDDESΔ

)
where CDDES = 0.65

and Δ is a measure of the local mesh size. We have checked in [7] that this model
gives predictions close to other DDES approach based on the k − ω SST model.
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Lastly, we define the DDES/DVMS model. This version has the same switching
as the previous hybrid one, but combines DVMS with the DDES model:

(∂W

∂t
, φi

)
+ (∇ · F(W ), φi) = −θ

(
τDDES(W ), φi

) − (1 − θ)
(
τDVMS(W ′), φ′

i

)
.

Compared to the RANS/DVMS model, and outside the boundary layer where the
RANS approach applies, this hybrid model still behaves as DVMS if the grid resolu-
tion is sufficient, but it switches to DDES instead of RANS in coarser grid locations.
It may also be noted that the LES component (DVMS) of our hybrid models allows a
priori a better prediction of the wake than the simpler LES model invoked by DDES.

4 Results and Comments

We reconsider here the two first test cases of [7], with several updates and new
computations involving other models. A third test case which concerns a high sub-
critical Reynolds number, is also presented for the assessment of the different tur-
bulence models introduced in this work. Among our hybrid models, it turned out
that DDES/DVMS performs slightly better, and only its results are reported in the
following tables.

For low and medium subcritical Reynolds numbers (Re= 3900 and Re= 20000),
the computations performed with the turbulent models mentioned above compare
rather well with experimental data and numerical results in the litterature. Several
remarks can however be made. First, although theoretically not adapted (the laminar
boundary layer is computed by a RANS model), the DDES and our hybrid approach
provide a reasonably good prediction of main outputs. As noticed in [1], the eddy
viscosity introduced in the attached boundary layer is small enough so that its effect
may be small if not negligible. We compare in Table 1 our results with the DES
results obtained by D’Alessandro and co-workers, and we observe that these results
and the one obtained with our DDES are close to each other, which tend to show
that our DDES behaves in a reasonable way. Second, for Reynolds number 3900,
the DDES and our hybrid model predictions are essentially less accurate than those
obtained with DVMS.

For Re = 3900, the recirculation length predicted by the DDES and hybrid model
are much too large, while the DVMS is in accordance with the Parnaudeau measure-
ment. This may result from the boundary layer RANS treatment.

Comparing our hybrid approach with DDES, we observe that an overall improve-
ment is obtained for Reynolds number 20000when a better LES component is locally
imposed (through the use ofDVMS in thewake region) and this results in a prediction
according as well with measurements as for the DVMS.

For a higher subcritical Reynolds number (Re = 140000), while DVMS behaves
correctly, the RANS, DDES and our hybrid turbulence models automatically apply
a RANS model in the boundary layer with a turbulent viscosity νt which, for this



450 E. Itam et al.

Reynolds number can bemuch higher than the laminar viscosity. Nowwe know from
experiments that the physical boundary layer is laminar. Applying ν + νt instead of
ν may result in inaccuracies. The DDES/DVMS model shows an intermediate pre-
diction quality with a reasonable improvement with respect to DDES. However, still
only LES-type simulations provide bulk quantities prediction inside a 10% interval.
DDES results and our hybrid model predictions are in a 20% interval, with a slight
improvement for our hybrid approach. These models still need further improvements
for properly tackling such subcritical flows.

Acknowledgements This work has been supported by French National Research Agency (ANR)
through project MAIDESC no ANR-13-MONU-0010. This work was granted access to the HPC
resources of CINES under the allocations 2017-A0022A05067 and 2017-A0022A06386 made by
GENCI (Grand Equipement National de Calcul Intensif).

References

1. D’Alessandro, V., Montelpare, S., Ricci, R.: Detached eddy simulations of the flow over a
cylinder at Re = 3900 using Open- FOAM a low-diffusion MUSCL scheme for LES on
unstructured grids. Comput. Fluids 136, 152169 (2016)

2. Breuer, M.: A challenging test case for large eddy simulation, high Reynolds number circular
cylinder flow. Int. J. Heat Fluid Flow 21, 648–654 (2000)

3. Cantwell, B., Coles, D.: An experimental study of entrainment and transport in the turbulent
near wake of a circular cylinder. J. Fluid Mech. 136, 321–374 (1983)

4. Froehlich, J., Rodi, W., Bertoglio, J.P., Bieder, U., Touil, H.: Large eddy simulation of flow
around circular cylinders on structured and unstructured grids I. In: Hirschel, E.H. (ed.) Numer-
ical Flow Simulation II, vol. 75, pp. 231–249. Vieweg (2001)

5. Goldberg, U., Peroomian, O., Chakravarthy, S.: A wall-distance-free k − ε model with
enhanced near-wall treatment. J. Fluids Eng. 120, 457–462 (1998)

6. Itam, E., Wornom, S., Koobus, B., Dervieux, A.: Application of a hybrid variational multiscale
model to massively separated flows. 3AF, Toulouse, France (2015)

7. Itam, E., Wornom, S., Koobus, B., Dervieux, A.: Hybrid simulation of high-Reynolds number
flows relying on a variational multiscale model. In: 6th Symposium on Hybrid RANS-LES
Methods, Strasbourg, France, 26–28 September 2016

8. Koobus, B., Farhat, C.: A variational multiscale method for the large eddy simulation of com-
pressible turbulent flows on unstructured meshes-application to vortex shedding. Comput.
Methods Appl. Mech. Eng. 193, 13671383 (2004)

9. Menter, F.R.: Zonal two-equation k − ω turbulencemodels for aerodynamic flows.AIAAPaper
93-2906 (1993)

10. Moussaed, C., Salvetti, M.V., Wornom, S., Koobus, B., Dervieux, A.: Simulation of the flow
past a circular cylinder in the supercritical regime by blendingRANS and variational-multiscale
LES models. J. Fluids Struct. 47, 114123 (2014)

11. Moussaed, C., Wornom, S., Salvetti, M.V., Koobus, B., Dervieux, A.: Impact of dynamic
subgrid-scale modeling in variational multiscale large-eddy simulation of bluff body flows.
Acta Mech. 12, 33093323 (2014)

12. Norberg, C.: Effects of Reynolds number and low-intensity freestream turbulence on the flow
around a circular cylinder. Publ. No.87/2, Department of Applied Thermosc. and Fluid Mech.,
Chalmer University of Technology, Sweden (1987)

13. Norberg, C.: Fluctuating lift on a circular cylinder: review and new measurements. J. Fluids
Struct. 17, 5796 (2003)



Hybrid Versus Pure-LES Models Comparison … 451

14. Parnaudeau, P., Carlier, J., Heitz, D., Lamballais, E.: Experimental and numerical studies of
the flow over a circular cylinder at Reynolds number 3900. Phys. Fluids 20, 085101 (2008)

15. Salvatici, E., Salvetti, M.V.: Large eddy simulations of the flow around a circular cylinder:
effects of grid resolution and subgrid scale modeling. Wind Struct. 6(6), 419–436 (2003)

16. Spalart, P.R., Deck, S., Strelets, M., Shur, M.L., Travin, A., Squires, K.D.: A new version of
detached-eddy simulation, resistant to ambiguous grid densities. Theor. Comput. Fluid Dyn.
20, 181–195 (2006)

17. Szepessy, S., Bearman, P.W.: Aspect ratio and end plate effects on vortex shedding from a
circular cylinder. J. Fluid Mech. 234, 191217 (1992)



Modeling of Wind Gusts for Large-Eddy
Simulations Related to Fluid-Structure
Interactions

G. De Nayer, M. Breuer, P. Perali and K. Grollmann

1 Introduction

The dimensioning of lightweight structures under wind loads strongly depends on
realistic flow conditions. Two different setups have to be distinguished. For a long-
term analysis such as dynamic fatigue, temporally and spatially correlated velocity
distributions are required as inflow conditions for a large-eddy simulation (LES) to
mimic a realistic physical setup [9]. To generate these inflow data different synthetic
turbulence inflow generators (STIG) such as the digital filter method of Klein et
al. [5] are in use for a variety of test cases, e.g., [7–9]. For a short-term analysis
aiming at the peak loads acting on a structure under wind load, extreme events in
form of wind gusts have to be taken into account.

The development of an advanced methodology to investigate extreme events
within a fluid-structure interaction (FSI) framework based on large-eddy simulation
developed and validated at the institute [2–4] is the topic of the present contribu-
tion. The synthetic turbulence inflow generator based on the digital filter method
is extended to generate distinctive wind gusts of different shapes and amplitudes
based on either deterministic (Gaussian, 1-cosine, Mexican hat shape) or stochastic
methods [1]. The injection of these wind gusts into the flow domain implies a short
but brutal change of the total mass inflow, which has to be corrected so that the
incompressible solver does not diverge. In order to evaluate the method in the FSI
context, a test case based on a rigid structure is considered in a first phase, while
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simulations with flexible structures will be carried out later. The flow around the
wall-mounted cube of Martinuzzi [6] is selected and slightly modified. The effects
of different forms and amplitudes of wind gusts on the resulting fluid forces acting
on the rigid structure are investigated.

2 Wind Gust Modeling for LES

The first method is deterministic. The gust is generated by a superposition of a
velocity signal related to the extreme event ugust(t, y, z) to the original synthetic
velocity components ustig(t, y, z) generated by the STIG [5] as depicted in Fig. 1.

In order to easily control the form, the duration, the amplitude and the position
of the gust entering the flow domain at the y–z plane, the gust-related velocity
distribution is expressed as:

ugust(t, y, z) = Ag(y, z) ft(t) fy(y) fz(z) , (1)

where ft(t), fy(y) and fz(z) are the shape factors of the gust in time, y- and z-
direction, respectively. Ag(y, z) is the gust amplitude factor depending on the loca-
tion.

The definition of the shape factors fφ(φ) (φ ∈ {t, y, z}) depending on a given
length scale Lφ

g and on a fixed central value φg of the variable φ are expressed by
analytic functions of the forms:

• A Gaussian distribution (similar to the distribution used in the digital filter
method applied to generate the original synthetic velocity components ustig):

fφ(φ) = exp

(
−18

((
φ − φg

)
/Lφ

g

)2
)

(2)

• An adapted “1-cosine” shape (extreme coherent gust from the 61400–IEC stan-
dards for wind turbines):

fφ(φ) = 1

2

(
1 + cos

(
2π

(
φ − φg

)
/Lφ

g

))
(3)

Fig. 1 A sudden wind gust
in a turbulent time signal
generated by the
deterministic method based
on the Gaussian shape of the
wind gust according to
Eq. (2)

Velocity with a gust
Velocity without gust (STIG)
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• An adapted “Mexican hat” shape (extreme operating gust from the 61400–IEC
standards for wind turbines):

fφ(φ) = 0.37 cos
(
3π

(
φ − φg

)
/Lφ

g

) (
1 + cos

(
2π

(
φ − φg

)
/Lφ

g

))
(4)

The deterministic method is fast and allows a perfect control of the parameters of
the gust. However, per definition, the form of the generated gust is not correlated in
time and space, which is not mimicking the reality. A second technique developed
by Bierbooms [1] generates a wind gust in a stochastic manner by determining the
most probabilistic gust shape based on a given stochastic Gaussian distribution and
a set of constraints. The present study is restricted to the deterministic method.

When a gust is introduced into the computational domain, the raise of the mean
velocity at the inlet of the domain induces a distortion of the total mass flow. Since
the fluid is incompressible, the global mass conservation is no longer satisfied, which
often leads to the divergence of the flow solver. To resolve this problem, a velocity
correction ucorr(t, y, z) is introduced so that the total mass flow at the inlet remains
constant even during the gust injection. This correction is applied at the inlet patches
far away from the area of interest, so that the gust is not altered:

ucorr(t, y, z) = ṁ0 − ṁ(t)

ṁ0
ui (y, z) g(y) (5)

with ṁ0 the nominal total mass flow, ṁ(t) the current total mass flow, ui (y, z) the
mean velocity (without gust) in the direction of the gust and the function g:

g(y) = erf

(
4π

y − ymin

ymax − ymin
− π

)
− 1 for y <

ymin + ymax

2

g(y) = −erf

(
2π

2y − ymin − ymax

ymax − ymin
− π

)
− 1 else

where erf is the error function and ymin and ymax the bounding values of the domain
in spanwise direction. The correction can also be carried out in vertical direc-
tion by replacing g(y) with g(z). The procedure leads to the final inlet velocity:
uinlet = ustig + ugust + ucorr.

3 Applications

First verification tests were concerned with wind gusts injected into a turbulent
boundary layer evolving on a plate and into a turbulent channel flow. The simulations
showed the expected locomotion and decay behavior in streamwise direction. The
present application related to fluid-structure interaction is a gust within a turbulent
boundary layer which approaches and splashes on a wall-mounted rigid cube derived
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Fig. 2 Description of the test case: Geometry and boundary conditions

from the well-known benchmark of Martinuzzi [6]. The geometry and boundary
conditions are depicted in Fig. 2.

The turbulent inflow data are synthetically generated by the STIG based on the
1/7 power law combined with turbulence intensities and integral length scales used
by Wood et al. [9]. A moderate Reynolds number Re = 40,000 based on the free-
stream velocity is chosen. A block-structured Cartesian grid involving 19 millions
control volumes and 264 blocks is applied. A wall-resolved LES is conducted with
the in-house fluid solver FASTEST-3D [2, 9]. An explicit time-marching involving
a low-storage 3-steps Runge-Kutta scheme is employed. The subgrid-scale model is
the Smagorinsky model with Cs = 0.1 and Van Driest damping near solid walls.

In a first series of simulations, a gust is superimposed to the original STIG data
based on Gaussian distributions in space and time. The width, the height and the
duration of the gust is set to Ly

g = 1 m, Lz
g = 1 m and Lt

g = 1 s, respectively. The
center of the gust

(
yg, zg

)
is positioned at (0, H/2) at the inlet patch.

Figure 3 depicts the important phases of the gust approaching and splashing on the
bluff body. The gust is visualized by iso-surfaces of the three velocity components,
i.e., for each Cartesian velocity component separate iso-surfaces (u = 0.75 m/s,
|v| = |w| = 0.33m/s) are generated but uniformly colored.Note that classical criteria
such as Q- or λ2-criterion were found to be inappropriate for visualizing the wind
gust. On the left image the gust enters the domain and is convected downstream.
Then it splashes on the wall-mounted cube, while the momentum is redirected in the
wall-normal and spanwise directions (middle image). The impact of the gust results
in a short-term strengthening of the horseshoe vortex and in the detachment of a large
symmetrical vortical structure from the front of the cube visible on the right image.

In order get a first impression of the effect of gusts within FSI applications of
flexible structures, the streamwise fluid force acting on the cube is investigated for
different combinations of gust parameters. In the simulations discussed below the
spatial shapes fy and fz , the width, the height, the duration and the position of the
gust remain the same as before. Only the temporal shape ft and the amplitude of
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Fig. 3 A gust approaches (left image), splashes on a wall-mounted cube (middle image) and leads
to an augmentation of the horseshoe vortex and a large symmetrical vortical structure (right image)
(visualization by iso-surfaces of the velocity components)

Fig. 4 Influence of the gust amplitude Ag for a given shape (Gauss) (top) and influence of the gust
shape ft for a given gust amplitude Ag = 0.5 (bottom). Evolution of the streamwise velocity at
the inlet (left); Streamwise fluid force acting on the wall-mounted cube (right)

the gust Ag are varied. In the upper row of Fig. 4 the influence of the increase of
the gust amplitude on the streamwise fluid force Fx for a given temporal gust shape
(Gauss distribution) is shown. In the lower row of Fig. 4 the time history of Fx

achieved by three different temporal shapes (Gauss, 1-cosine and Mexican hat) for a
constant amplitude of Ag = 0.5 is depicted. On each graph the time evolution of the
streamwise velocity and streamwise force resulting without a wind gust is plotted
as reference. In all simulations the splash of the gust on the bluff body leads to a
short-term but strong peak in the force Fx . Immediately after the splash a limited
number of damped oscillations are present. In the different tests the pattern of the
peak in Fx remains similar. However, the height and position of its maximum vary.

The strength of the peak (width and height of the peak) in Fx directly depends on
the initial parameters of the gust. With a higher amplitude of the gust the height of
the peak increases. Moreover, as the 1-cosine shape is slightly larger than the Gauss
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shape (as noticeable in Fig. 4), the strength of the splash is consequently greater. The
Mexican hat shape leads to a weaker peak in Fx due to the specific shape with two
local velocity minima at the beginning and at the end of the distribution. From these
observations it can be concluded that the integral in time of the initial shape of the
gust directly affects the strength of the gust splashing on the bluff body.

The position of the maximum also depends on the initial parameters of the gust:
A greater gust amplitude leads to a larger streamwise velocity at the inlet. It implies
that the gust is convected faster downstream and reaches the bluff body earlier.

4 Conclusions

In order to reliably dimension flexible structures under wind loads, multi-physics
simulations offer an interesting technique to determine the loads on the structure.
Numerical predictions for fluid-structure interactions relying on large-eddy simu-
lations have turned out to be reliable and efficient [2–4]. Synthetic turbulence data
injected at inlet patches assure realistic results. In order to take extreme events like
wind gusts into account, the framework was extended using either deterministic or
stochastic methods. Due to the brutal change of the velocity implied by the gust,
an additional procedure is necessary to control the global mass flow and guarantee
the convergence of the simulation. To evaluate the method in the context of fluid-
structure interactions, the flowaround a rigidwall-mounted cube originally suggested
by Martinuzzi [6] is selected and slightly adapted. Gusts of different forms and
amplitudes are injected. At first, the changes in the flow are highlighted based on
iso-surfaces of the velocity. Then, the streamwise fluid force acting on the bluff body
is analyzed. As expected, a change in the amplitude of the original wind gust has a
direct impact on the intensity of the gust splashing on the bluff body. For a given tem-
poral shape the gust pattern visible in the streamwise fluid force remains identical,
but the amplitude and the time instant of appearance of the maximum vary.
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Dissipation in Front of a Wall-Mounted
Bluff Body

W. Schanderl and M. Manhart

1 Introduction

The dissipation rate is required to assess the Kolmogorov scales, the smallest scales
of motion in turbulent flow. A priori knowledge about these scales is needed to
design both experiments and numerical simulations. However, an explicit evaluation
of the dissipation is difficult. Direct Numerical Simulation (DNS) without turbulence
model is still rare for practical flow problems. In Reynolds-averaged simulation and
Large-Eddy simulation (LES), the dissipation can be biased by the turbulencemodel.
Also, it is almost impossible to gain the dissipation from laser based experiments, as
it is highly sensitive to noise in the measured data [1].

We investigated the dissipation of turbulent kinetic energy in front of a wall-
mounted cylinder at three moderate Reynolds numbers by highly resolved LES. To
achieve reliable results, we ensured that the grid of theLESwas fine enough to resolve
most of the scales. A perceptible fraction of the total dissipation was modelled. How-
ever, this fraction—about one third—was small enough so that the total dissipation
suffered onlymarginally from possible shortcomings of the turbulencemodel. Single
contributors to the dissipation rate and their Reynolds number scaling were investi-
gated and compared among each other. Furthermore, an a priori approximation of
the Kolmogorov scale was evaluated and verified by the LES results.
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Table 1 Grid parameters for all three Reynolds numbers. The grid spacing refers to the finest
locally embedded grid around the cylinder. ηK is based on the maximum total dissipation in the
core of the main vortex in front of the cylinder. Also included are the friction Reynolds numbers

ReD Reτ Grid cells Cells per
diameter
horizontal;
vertical

Kolmogorov
lengths
Δx/ηK =
Δy/ηK ; Δz/ηK

20000 1520 166 · 106 148; 571 8.0; 2.0

39000 2770 400 · 106 250; 1000 6.4; 1.6

78000 4750 1.6 · 109 440; 1778 6.8; 1.7

2 Computational Configuration

We simulated the flow around a circular cylinder at the Reynolds numbers ReD =
20000, ReD = 39000 and ReD = 78000 based on the cylinder diameter D and the
velocity averaged over thewhole cross section of the approach flow. The cylinder was
placed in the center of an open channel with a flow depth of H = 1.5D and a length
of L = 25D. The width of the open channel was W = 11.7D at the low and the
medium Reynolds number and W = 7.8D at the high Reynolds number. A separate
precursor grid was applied to provide a fully-developed, turbulent open-channel flow
as inflow condition [2]. The free surface was modelled by a slip boundary condition
(which corresponds to an infinitesimal Froude number).

The LES was processed with our in-house Finite Volume-code MGLET. Central
differences were applied for spatial approximation. Time-integration was done by a
third order Runge-Kutta scheme. Since the grid was Cartesian, the curved surface
of the cylinder was represented by a conservative second order Immersed Boundary
Method [3]. The grid was refined by locally embedded grids around the cylinder
[4]. This way the resolution was fine enough to resolve the viscous sublayer [2, 5].
Parameters of the resulting grids are listed in Table 1.

Being aware of the sensitivity of the dissipation, the results were carefully val-
idated. A grid study indicates the first order statistics to be converged over grid
refinement [2]. Comparing statistics of up to the third order to the ones gained from
a companion experiment of the same setup showed good accordance [6]. An eval-
uation of modelled [7] and resolved stresses implied the modelled ones to be small
compared to the resolved ones [5]. In addition, all terms of the budget of turbulent
kinetic energy [8] were evaluated. The amplitude of the overall residual of the budget
was small compared to other contributors like the production or the diffusion term
[6]. The numerical dissipation of the applied setup was marginal [6].
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Fig. 1 Time-averaged streamlines in the symmetry plane in front of the cylinder at ReD = 39000

3 Flow Topology

A boundary layer approaching a bluff body induces a vertical pressure gradient in the
body front. The resulting down-flow is deflected by the bottom wall and forms a so-
called horseshoe vortex system [9]. Figure 1 illustrates the time-averaged flowpattern
in the symmetry plane in the cylinder front close to the bottom at ReD = 39000.
Most of the down-flowwas deflected in upstream direction and accelerated along the
bottom wall. Parts of this fluid were entrained by the main vortex V1, while other
parts formed a jet along the wall underneath. Since the fluid had to bypass the bluff
body, V1 bent around the cylinder wherefore it is called horseshoe vortex. Upstream
of the main vortex V1 a stagnation point S1 was observed.

The data presented in Fig. 1 was taken from the simulation at ReD = 39000. In
the investigated range of Reynolds numbers, V1 was slightly shifted upstream with
increasing Reynolds number, however, the changes were small in general. Thus, the
flow topologies at ReD = 20000 and ReD = 78000 are not presented here.

4 Dissipation Rate and a Priori Approximations

In an eddy-viscosity LES, the dissipation is obtained by [8]

ε = 2ν〈si j si j 〉 + 2〈νt si j si j 〉 . (1)

ε is based on the fluctuation of the strain rate tensor si j = 1/2(∂u′
i/∂x j + ∂u′

j/∂xi ).
The direct dissipation due to the time-averaged strain rate tensor Si j is not included
in the presented data. The first summand in Eq. (1) is the resolved dissipation, the
second summand the modelled one. The distribution of the modelled dissipation was
similar to the one of the total dissipation, its amplitude was approximately one third
of the total one [10].

ε at ReD = 39000 normalized by the macro scale estimation of the dissipation
u3b/D [8] is shown in Fig. 2, where ub was the depth averaged bulk velocity in the
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Fig. 2 Total dissipation εD/u3b in the symmetry plane in front of the cylinder at ReD = 39000

symmetry plane of the approach flow. The distribution of ε beared three features: (i)
a broad peak in the area covered by vortex V1; (ii) a tail of large ε along the cylinder,
leading into a peak at the junction of cylinder and bottom wall; (iii) a thin stripe of
large dissipation where the wall jet moves along the bottom wall under vortex V1.
With increasing Reynolds number, the overall amplitude was slightly enhanced and
the peak at the wall under V1 was more pronounced. These changes are discussed
in the following by means of the pseudo dissipation.

The pseudo dissipation εp, defined as [11]

εp = ν〈(∂u′
i/∂x j

)2〉 , (2)

facilitates a decomposition of the dissipation into its contributors. Between ε and εp

we found small differences only. In the following individual terms of εp,i j as given
by Eq. (2) without summation over the indices are evaluated.

Figure 3 shows the pseudo dissipation due to the spanwise gradient of the fluctu-
ations of the streamwise velocity εp,12 = ν〈(∂u′/∂y

)2〉 for all three Reynolds num-
bers. In addition, Fig. 4 shows the pseudo dissipation due to the vertical gradient
of the fluctuations of the streamwise velocity εp,13 = ν〈(∂u′/∂x

)2〉. In both figures
the pseudo dissipation was normalized by u3b/D and plotted with the same colorbar.
These two terms were chosen because they illustrate the pseudo dissipation was not
isotropic. εp,12 peaked in the upstream half of the main vortex between the core of
V1 and stagnation point S1. The amplitude of εp,12 was rather small, especially at
ReD = 20000. The amplitude of εp,13 was significantly larger. Furthermore, εp,13

held two peaks: one in the region of the vortex core of V1, the other one underneath
V1 at the bottom plate. In fact, in the region of the wall jet all components of the
pseudo dissipation tensor were small except εp,13. One can conclude that this peak
was not caused by isotropic small scale turbulence. Instead, it hints at a vertical
flapping of the wall jet over the whole length of the jet. Evaluating all terms of εp,i j

indicated that there were terms of relative large amplitude (εp,31, εp,13, εp,23) in the
region of the horseshoe vortex system, while the others terms were relatively small.
The latter was especially true for the terms of the trace of the tensor εp,i i .

Another interesting feature was revealed by investigating the single terms with
increasing Reynolds number. The distribution and the amplitude of the “large terms”
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Fig. 3 a Pseudo dissipation based on the spanwise gradient of fluctuations of the streamwise
velocity εp,12D/u3b at ReD = 20000,b at ReD = 39000 and c and at ReD = 78000 in the symmetry
plane in front of the cylinder

did not change, see εp,13 in Fig. 4. However, the amplitude of the “small terms”
increased significantly, see εp,12 in Fig. 3. With increasing Reynolds number, the
small terms catched up to the large terms and the dissipation became more isotropic.
This was true for all small terms except the terms of the trace of the tensor εp,i i , which
remained small compared to the other terms. The behavior of the small terms can be
explained by the energy cascade. The energy cascade became longer with increasing
Reynolds number. Thus, the small scale structures had more time to develop to an
isotropic state. The increasing amplitude of the small terms cause the slight increase
with Reynolds number of the amplitude of the total dissipation.

The presented distributions of dissipation and pseudo dissipationwere normalized
by u3b/D, which can serve as an a priori approximation of the dissipation based
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Fig. 4 a Pseudo dissipation based on the vertical gradient of fluctuations of the streamwise velocity
εp,13D/u3b at ReD = 20000, b at ReD = 39000 and c and at ReD = 78000 in the symmetry plane
in front of the cylinder

on macro scales [8]. The corresponding approximation of the Kolmogorov length
scale is ηK ,macro = (ν3/(u3b/D))1/4. For all three investigated Reynolds numbers,
the dissipation computed from the LES was ε ≈ 0.08u3b/D in the core of the main
vortex V1. The corresponding Kolmogorov length scale was ηK = 1.88ηK ,macro.

The Kolmogorov length scale is assumed to scale with 1/Re3/4. Based on this
assumption and the Kolmogorov length scale ηK ,20k computed from the LES at
ReD = 20000, the Kolmogorov length scales at ReD = 39000 and ReD = 78000
was estimated as ηK ,39k = 0.61ηK ,20k and ηK ,78k = 0.36ηK ,20k respectively. An a
posteriori evaluation of the LES results gave ηK ,39k = 0.70ηK ,20k and ηK ,78k =
0.38ηK ,20k , which indicates that the Reynolds scaling can be applied to the Kol-
mogorov length scale around the horseshoe vortex.
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5 Conclusions

We conducted LES of the flow around a wall-mounted cylinder at three moderate
Reynolds numbers. A brief overview over the dissipation of turbulent kinetic energy
was given and single terms of the pseudo dissipation were discussed. It was observed
that the pseudo dissipation in the considered flow was not isotropic. However, with
increasing Reynolds number, the pseudo dissipation became more isotropic, as the
energy cascade became longer and the small scale structures were more likely to
develop to an isotropic state.Our data indicated that themagnitude of theKolmogorov
length scale can be reasonably predicted by a macro scale estimation.

The presented results are discussed in more detail by Schanderl andManhart [10].
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Dynamic Unified RANS-LES Simulations
of Periodic Hill Flow

R. Mokhtarpoor, S. Heinz and M. K. Stoellinger

1 Introduction

The hybrid RANS-LES methodology intends to combine the most favorable aspects
of Reynolds-averaged Navier–Stokes (RANS) and large eddy simulation (LES) to
take advantage of both the computational efficiency of RANS and ability of LES to
resolve instantaneous large scaleflowstructures. In this paperwepresent a newhybrid
RANS-LES model which benefits from two important properties. First, it is based
on a realizable stochastic velocity model [1–4], which is very beneficial regarding
the hybridization of RANS and LES equations. Second, it utilizes a formulation of
the dynamic LES model coefficient calculation that is consistent with the derivation
of LES equations. The new hybrid RANS-LES model, which will be referred to
below as dynamic linear unified model (DLUM), will be applied to high Reynolds
number separated flows thatwere already used for several turbulencemodel studies of
separated turbulent flow. The particular focus will be on the performance difference
between the new hybrid RANS-LES model and pure dynamic LES, and on the
computational cost of these methods as a function of the Reynolds number.

The paper is organized in the following way. First, the governing equations for
the new hybrid RANS-LES model are introduced. Then, the flows considered for
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testing our model are described. The performance of pure dynamic LES and the
DLUMmodel are compared, and the DLUM-to-LES cost gain is calculated. Finally,
the conclusions are presented.

2 The Dynamic Linear Unified Model

The unified RANS-LESmodel is based on a realizable stochastic model for turbulent
velocities [1–3]. The governing equations for the unified RANS-LES model applied
here can be found elsewhere [5]. The conservation of mass andmomentum equations
read

∂Ūi

∂xi
= 0, (1)

D̄Ui

D̄t
= − 1

ρ

∂P

∂xi
+ 2

∂(ν + νt)S̄ij
∂xj

. (2)

Here, the overbar refers to ensemble-averaged (RANS) or space-averaged (LES)
variables. D̄/D̄t denotes the filtered Lagrangian time derivative, Ui denotes com-
ponents of the velocity vector, P = (p̄/ρ + 2k/3) is the modified pressure, ρ is the
constant fluid density, ν is the constant kinematic viscosity, and Sij is the rate-of-strain
tensor. Equation (2) was obtained by using a linear model τij = 2/3kδij − 2νt S̄ij for
the sub-grid scale (SGS) stress τij [2], where the turbulent viscosity is given by
νt = 2(1 − c0)kτ/3. Here, τ is the dissipation time scale of turbulence, and c0 is a
model constant that is specified below. The transport equation for SGS kinetic energy
k is derived as [1]

D̄k

D̄t
= ∂

∂xj

[
(ν + νt)

∂k

∂xj

]
+ νt|S̄|2 − k

τ
, (3)

where |S̄| = (2S̄ij S̄ji)1/2 refers to the magnitude of the resolved rate-of-strain tensor.
Equations (2) and (3) are unclosed as long as the time scale τ is not defined. Usu-
ally applied RANS and LES equations can be recovered by using τ = τRANS with
τRANS = 1/ω for the RANS case, and τ = τ LES with τ LES = Δk−1/2 for the LES
case, respectively. Here, Δ refers to the filter width, which is defined to be the large
side filter, Δ = Δmax = max(Δx,Δy,Δz), and ω is the characteristic turbulence fre-
quency. To provide ω we solve a transport equation for the turbulent frequency [6].
The unification of RANS and LESmodels is accomplished by introducing the unified
time scale by the relation τ = min(τRANS , τ LES).

To clearly distinguish between parameter settings in RANS and LES regimes we
introduce new parameters for 2(1 − c0)/3 in RANS and LES modes,
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νt =
{

CμkτRANS RANS region
Cdkτ LES LES region

(4)

We can computeCd dynamically if the equations are in LESmode. There is a variety
of dynamic LES methods. In the present work, the dynamic method proposed by
Heinz [3, 4] is adopted. The advantage of the approach used here is that the dynamic
LES coefficient can be calculated fully consistently with the LESmodel applied. The
implied dynamic coefficient Cd is

Cd = − LdijMji

MklMlk
. (5)

Here, Ldij refers to the deviatoric component of the Leonard stress Lij = ̂ŪiŪj − ˆ̄ui ˆ̄uj
(the hat refers to the test filtering), and Mij is given by Mij = 2ΔT

√
kT ˆ̄Sij, which

involves the test-filter turbulent kinetic energy kT = Lnn/2 and filter widthΔT = 2Δ
on the test-filter level. In RANS mode, the use of a constant value for Cμ does not
account for the damping effect of walls. We have used a new Cμ blending method
for treating wall effects [5].

3 Periodic Hill Flow

We have considered the separated flow over a periodic hill: see the geometry in
Fig. 1. Experimental studies of this flow at a Reynolds number of Re = 37,000 have
been carried out by Rapp and Manhart [7]. Numerical simulations of this flow at
Re = 37, 000 have been performed by Chaouat and Scheistel [8]. They applied their
PITMhybridmodel on grids ranging from 240 × 103 to 960 × 106 grid points. PITM
simulation results were compared with RANS Reynolds stress model (RSM) results.
The authors observed that in contrast to thePITMsimulations, theRSMcomputations
showed important weaknesses regarding the prediction of this flow because of the
lack of large unsteady eddies.

The size of the computational domain is Lx = 9h, Ly = 3.035h, and Lz = 4.5h
in the streamwise, wall normal, and spanwise directions, respectively, where h is
the height of the hill. The Reynolds number of the flow is based on hill height and
bulk velocity above the hill crest. At the bottom and top, the channel is constrained
by solid walls. No-slip and impermeability boundary conditions are used at these
walls. Periodic boundary conditions are employed in the streamwise and spanwise
directions.
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Fig. 1 The geometry of two-dimensional periodic hill flows [9]

Table 1 Location of separation and reattachment points obtained by DLUM and LES simulations
on different grids

Simulation Ncell (x/h)sep (x/h)reatt (ε)reatt (%)

LES 20 M grid 20 M 0.23 3.65 3

LES 5M grid 5 M 0.24 3.5 7

LES 500 K grid 500 K 0.3 3.5 7

DLUM 500 K
grid

500 K 0.35 3.8 1

4 DLUM Versus LES: Performance

We present a comparison of the performance of DLUM versus LES models: LES
were performed on 20 M, 5 M, 500 K grids, DLUM simulations were performed on
a 500 K grid. First, we consider main flow characteristics by comparing streamlines
and reattachment and separation points.

Table 1 summarizes the separation, reattachment points and percentage εreatt of
discrepancy with the experimental data with respect to LES and DLUM simulations.
The comparison between DLUM and 20 M LES results shows that the reattachment
and separation points are approximately the same. The difference is that the reattach-
ment point provided by the DLUM is closer to the experimental result [7] than the
20 M LES reattachment point. There is a difference between fine and coarser LES
results regarding the reattachment and separation points: the coarser LES provide this
distance 6.4% shorter than the fine grid LES. This indicates shortcomings of coarser
LES to accurately simulate the recirculating bubble. Overall, we conclude that the
DLUM performance is better than the performance of the fine grid LES considered.

The mean streamwise velocities 〈U 〉/Ub obtained by the DLUM simulation are
comparedwith available experimental data and the three LES simulations considered
(see Fig. 2). It is found that the DLUM shows an impressive ability to reflect the
most important flow feature, the mean streamwise velocity. The comparisons with
experimental data reveal an almost perfect performance of the DLUM in contrast to
(coarse) LES.
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Fig. 2 DLUM versus dynamic LES on different grids and experimental results: profiles of the
streamwise velocity 〈U 〉/Ub are shown at different axial positions x/h

5 DLUM Versus LES: Cost

The LES-to-DLUM computational cost ratio is denoted by G, which is the gain
factor of performing hybrid RANS-LES simulations. It is calculated by

G = NLES

NDLUM

nLES
nDLUM

t∗LES
t∗DLUM

= NLES

NDLUM

ΔtDLUM

ΔtLES

t∗LES
t∗DLUM

. (6)

Here, N is the number of cells, n is the number of iterations performed, and t∗ is
the computer time per iteration. The number n of iterations is inversely related to
the time step Δt applied in computations. The number of cells N and the simula-
tion time steps are functions of the Reynolds number, but the ratio t∗LES/t

∗
DLUM in

Eq. (6) is independent of the Reynolds number, it only depends on the number of
equations involved and the computational time needed for the numerical integration
of equations. We found that the LES to DLUM ratio of computer cost per iteration
is t∗LES/t

∗
DLUM ≈ 0.96 [5].

To calculate the other cost factors in Eq. (6), simulations have been performed
using DLUM and pure LES for three different Reynolds numbers (10,600, 19,000
and 37,000). For each Reynolds number, the criterion for choosing the LES grid was
a grid that has a maximum y+ less than one. Regarding the DLUM grid, we used the
criterion that the averaged y+ at the bottom wall has to be about 2. On this basis, the
corresponding LES grids have 5, 10, and 20 million cells, and the DLUM grids have
0.25, 0.35, and 0.5 million cells for Reynolds numbers 10,600, 19,000 and 37,000,
respectively. The criterion for choosing the time step was that the maximum CFL
number should not exceed 0.5. Based on this criterion, we applied corresponding
time steps. Figure 3 shows the dependence of the number N of grid cells and time
steps Δt for LES and DLUM simulations depending on the Reynolds number. It can
be observed that ln(N ) and ln(Δt) are basically linear functions of ln(Re). Therefore,
the number of grid cellsN and time stepsΔt can be written as power law functions of
Re (N = aReb and Δt = cRed ). The model parameters a, b, c, and d can be obtained
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Fig. 3 The dependence of the number of N and Δt on the Reynolds number. Solid and dashed
lines show the linear least squares fits to computational results

by linear regression of data points in Fig. 3. Accordingly, the power functions for N
and Δt for the LES and DLUM simulations are given by

NLES = 177Re1.11, NDLUM = 1478Re0.554, (7)

ΔtLES = 10.36Re−0.879, ΔtDLUM = 0.45Re−0.409. (8)

The resulting total gain factor of DLUM versus LES simulation then reads

G = NLES

NDLUM

ΔtDLUM

ΔtLES

t∗LES
t∗DLUM

= 0.00495Re1.026 ≈ Re/200. (9)

6 Conclusions

A new theoretically well-based hybrid RANS-LES method is presented by com-
bining a hybrid RANS-LES method with dynamic LES. The hybrid RANS-LES
model presented here is much more efficient for very high Reynolds number flow
simulations compared to LES, it is much more accurate than RANS [5], and more
accurate than under-resolved LES. From a more general view point, the DLUM is
more reliable than LES for high Reynolds number flows, which often faces the non-
trivial question of how well resolving the LES actually is [5]. DLUM velocity fields
are hardly affected by using coarser grids, whereas LES velocity fields reveal sig-
nificant shortcomings. Based on our simulation results, we also concluded that our
DLUM does not suffer from the gray area problem [5], which is usually considered
to represent the biggest challenge of hybrid RANS-LES methods.

We found that the cost gain of our hybrid RANS-LES method compared to LES
scales with Re/200. For instance, in a realistic flow with a Reynolds number of 106,



Dynamic Unified RANS-LES Simulations of Periodic Hill Flow 475

the DLUM cost gain is about 7000. This huge cost gain facilitates accurate and
feasible simulations of realistic high Reynolds number flows.
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DNS of Separated Flow: Scale-by-Scale
Analysis

J.-P. Mollicone, F. Battista, P. Gualtieri and C. M. Casciola

1 Introduction

The Direct Numerical Simulation (DNS) of a turbulent channel containing a bump
is carried out to study the turbulence dynamics in the separated region. Our study
is intended to fill the gap among the idealised conditions, e.g. plane channel flows
typically addressed in literature and the actual flow geometries where the effects of
wall curvature and the presence of bluff bodies immediately generate a substantial
separated flow region in the bulk of the flow and produce turbulent wakes behind the
bluff body. Such configuration allows retaining, with the minimum level of complex-
ity, all the basic features of separated wall-bounded flows such as the presence of
the recirculating region that acts as the main energy source for the turbulent velocity
fluctuations in the bulk of the flow and in the wake behind the bump.

2 The Generalised Kolmogorov Equation

The tools usually employed for the statistical analysis of turbulence, i.e. the single
point turbulent kinetic energy budget and Reynolds stresses budgets, are extended
our geometry. The novelty is in the use, in anisotropic and non-homogeneous con-
ditions, of a powerful tool that characterises the scale-by-scale dynamics of the
turbulent flow. We adopt a generalised form of the Kolmogorov equation [1]. The
GeneralisedKolmogorov Equation follows directly from the equations ofmotion and
characterises all the dynamical effects occurring at each scale in the turbulent flow
[2, 3]. The equation successfully accounts for non-homogeneous effects, i.e. spatial
energy fluxes which arise due to the presence of the bump. It allows to study the
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mechanisms of turbulent kinetic energy production at each scale, the energy transfer
and the spatial energy fluxes that, at each scale, arise in the different flow regions i.e.
at different positions within the recirculating bubble or along the wake behind the
separated flow. This analysis has been used to address homogeneous turbulent flows
since this equation appeared in its simplest form [4]. This analysis has been applied
in plane turbulent channels [5, 6] and recently to more complex geometries [7] in
presence of one or more non-homogenous directions.

3 Simulation Setup

The computational domain is sketched in Fig. 1 and has dimensions (Lx × Ly ×
Lz) = (26 × 2 × 2π) × h0 where x , y, and z directions are the stream-wise, wall-
normal and span-wise directions respectively and h0 is half the channel height. Flow
is from left to right in the x direction with periodic boundary conditions in both
the streamwise, x , and spanwise, z, directions. No slip boundary conditions are
enforced at the top and bottomwalls. A pressure gradient is applied in the streamwise
direction to maintain a constant flow rate. The grid is uniform in the streamwise and
spanwise directions, and stretched in the wall normal direction to cluster grid nodes
toward the walls. The spatial resolution in the streamwise, spanwise and wall-normal
directions,made dimensionlesswith the averagewall-unit, isΔx+ = 2.8,Δz+ = 2.8
and Δy+

max/min = 3.7/0.5 respectively. The resolution is found to be adequate in
all the domain when the local grid spacing is compared with the local Kolmogorov
scale, as explained in more detail in [8].

The simulation has a bulkReynolds number equal to Re = 2500 and themaximum
friction Reynolds number equal to Reτ = uτh0/ν = 300 where uτ is the friction
velocity. Re = h0Ub/ν, whereUb is the bulk velocity and ν is the kinematic viscos-
ity. The incompressible Navier–Stokes equations are solved using direct numerical
simulations. The simulations are carried out using Nek5000 [9], an open-source code
that can simulate unsteady incompressible fluid flow and has shown strong scaling to
over one million processes. Nek5000 employs the Spectral Element Method (SEM)
[10] that is similar to the Finite Element Method (FEM) but uses high order polyno-
mials in each element. The SEM approach combines the high accuracy, typical of a
spectral method, and the flexibility in terms of geometrical configuration typical of

Fig. 1 Sketch of the geometry of the channel with the curved lower wall
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Fig. 2 Instantaneous streamwise velocity in an x − y plane for all the domain

the finite element approaches. The polynomial order used in the present simulation is
N = 9. Figure 2 shows a two-dimensional snapshot of the instantaneous streamwise
velocity in an x − y plane for all the domain. The flow separation is evident, with
an intense recirculation bubble behind the bump. An intense shear layer is formed
between this bubble and the domain centre and is the main feature of interest for
the study. An extensive study on such flow and its dependence on geometry and
Reynolds number, with the related one-point statistics, can be found in [8].

4 Results

The following extract of the results concerns the two-dimensional sub-space (y, rz)
at fixed streamwise stations with rx = ry = 0. r is the separation vector between
two points in the x , y or z direction. Figure 3 reports the energy fluxes, Φr and Φc,
as vectors and −4 ε∗ − (Πr + Πc) as background contour plots. The wall-normal
component of the spatial flux is

Φc,y = 〈δu2u∗
y〉 + 〈δu2U ∗

y 〉 + ν

2
∂〈δu2〉/∂Xcy + 2

ρ
∂〈δpδuy〉/∂Xcy, (1)

and the rz-component of the flux is

Φr,rz = 〈δu2δuz〉 + 2ν∂〈δu2〉/∂rz . (2)

The term ε is the turbulent kinetic energy dissipation and Πr and Πc are the energy
production terms in the separation and physical spaces respectively where

Πr = 2〈δuiδu j 〉∂δUi

∂r j
Πc = 2〈u∗

jδui 〉
∂δUi

∂Xc j
. (3)

The velocity fluctuation is denoted by u whilst δu denotes the difference in u at two
points separated by r. Xc denotes the mid-point between such two points in the x , y
and z directions.

The top panel of the figure represents a fixed x position right after the bump, where
the interaction of the main bulk flow and the recirculation bubble produces an intense
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Fig. 3 Contour plots of
(Π − 4ε∗)/(4ε∗) with
vectors representing Φ in the
reduced space (y, rz), i.e. in
the plane rx = ry = 0,
x = const . Top panel
represents a fixed x position
just behind the bump whilst
the bottom panel represents a
fixed x position far
downstream, at the end of the
channel

shear layer. Energy production is intense over a large range of scale separations, for
r+
z > 20, and is spatially located at y+ � 75 which corresponds to the position of
the shear layer away from the wall. A second local peak (light blue) with smaller
intensity can be observed close to the bottom wall deep inside the recirculating
region. These two regions of production feed energy to the recirculating region. The
absence of a significant rz-component of the flux suggests that the fluid structures do
not change their spanwise size. The bottom panel shows the energy behaviour at a
fixed x location far downstream, at the end of the domain, and agrees with results for
a turbulent planar channel flow [6]. The downstream evolution shows the significant
difference between fluxes directed into the recirculation bubble and fluxes directed
towards the channel center downstream of the bubble.
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5 Conclusions

The generalised Kolmogorov equation (GKE) has been used to analyse the turbu-
lent kinetic energy production at different scales and the related energy transfer to
different physical regions and separation scales. The flow configuration produces an
intense shear layer which is of particular interest since it is the location of maximum
production. The GKE has been applied for the first time to such inhomogeneous
and anisotropic flow since it has only been used to deal with simpler configurations
where no separation occurs. Production, transfer and dissipation of energy is seen to
be non-uniform throughout both physical and separation spaces, especially down-
stream of the bump concerning the spanwise structures discussed here. The analysis
indicates that the GKE can be extended to cover all the five components of scale
and spatial fluxes and their relationships with production and dissipation in turbulent
flow separation.
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Investigation of Turbulent Flow Over
Two Wall-Mounted Cubes Using LBM

M. Teng and D. J. Bergstrom

1 Introduction

Large eddy simulation (LES) of a turbulent flow over two cubic prisms is performed
based on the Lattice BoltzmannMethod (LBM). Twowall-mounted cubic prisms are
arranged in tandem on the bottomwall of a fully developed turbulent channel flow for
aReynolds number ofReH = 4000 (based on the centerline velocity,Uc, and the prism
height,H). One major objective of the present study is to investigate the typical flow
patterns around the cubic prisms and vortex structures in the wake region. Although
theflowgeometry is symmetric, thewake interaction introduces asymmetric behavior
into the instantaneous flow. Meinders and Hanjalic [1] experimentally explored this
type of flow for different ReH using several gap distances. The typical flow features
and mean flow patterns are well documented in their study. The current simulation
reproduces one of these experiments for a low Reynolds number flow. Although
LBM is being increasingly used for simulation of fluid flow, it has not yet been
widely applied to complex wake flows. Therefore, this study also intends to explore
the capability of LBM in predicting the coherent structures in a complex flow.

2 Lattice Boltzmann Method

A Multiple Relaxation Time (MRT) LBM using the D3Q19 lattice model was
employed in the current study. The evolution equation for MRT LBM is given as [2]:

f (�x + �eδt, t + δt) − f (�x, t) = −M−1 × ̂S × [m − meq] , (1)
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where f (�x, t) denotes the density distribution function,M is a 19×19 matrix that lin-
early transforms the distribution functions into velocity moments and ̂S is the diag-
onal matrix of the relaxation rates. The LHS of Eq. (1) corresponds to the streaming
process where particles move from −→x to −→x + −→e δt at a speed of −→e in the specified
direction for each time step, δt , whereas the RHS represents the cumulative effect
of the collision process [3]. More details pertaining to the parameters and additional
background information of LBM are given in reference [2].

The molecular viscosity of the flow is obtained from:

υ = υ1c
2δt , (2)

where c = δx /δt = 1, δx denotes the grid space set as 0.001m, δt represents the time
step set as 0.001s, and

υ1 = 1

3

(

1

s9
− 1

2

)

= 1

3

(

1

s13
− 1

2

)

, (3)

with s9 and s13 denoting two relaxation rates in the diagonal matrix.

3 Smagorinsky SGS Model

ASmagorinsky SGSmodel is used in the current LES. The eddy viscosity associated
with the unresolved-scaled motions is given by [2]:

υSGS = (CsΔ)2S , (4)

where Cs = 0.1, Δ is the reference length scale given by Δ = δx, and S =
√

2Si j Si j .
The strain rate tensor, Si j , is calculated using the local velocity field based on finite
difference relations. The total viscosity is then the summation of the SGS viscosity
and molecular viscosity.

In the near-wall regions, the van Driest damping function serves to account for
the reduction in the turbulence length scale [3], i.e.

Δ = δx

[

1 − exp

(

− z+

A

)]

, (5)

where z+ is the normalized distance from the wall given by z+ = zuτ /ν, uτ is the local
friction velocity and A is a constant given as 25.
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4 Computational Specifications

The computational domain of the current studywas discretized uniformly using a grid
of 325×112×182 in the streamwise (x), spanwise (y) and wall-normal (z) directions,
respectively. Two cubic prisms were mounted on the bottom wall of the channel with
a gap distance of S/H = 1. Each of the prisms is represented by a set of 36 × 36
× 36 gridpoints. The height of the prism in wall units is z+ = 175, which locates
in the overlap region. When normalized using the prism height, the computational
domain is 9 H× 3.2 H×5H in the streamwise, spanwise and wall-normal directions,
respectively. The upstream cube is located a distance of 1.5 H away from the inlet
plane. A Reynolds number of ReH = 4000 is realized in the current simulation.
The inlet boundary condition is implemented using a pre-cursor turbulent channel
inflow of 3.5 H × 3.2 H × 5 H. An external force representing the effect of pressure
gradient serves to drive the flow, the details of which are provided in reference [3]. At
each time step, the velocity profile from the turbulent channel flow is extracted and
prescribed as an inlet velocity for the flow over the cubic prisms [4]. At the outlet, a
constant pressure is specified. A halfway bounce-back scheme is utilized to achieve
the no-slip boundary conditions at the solid walls and a periodic boundary condition
is applied in the spanwise direction.

5 Mean Flow Patterns

Figure 1 presents themean flowpattern in a horizontal plane located at themid-height
of the cubes. A symmetric pattern is observed. Reattachment regions are identified
along the lateral sides of the upstream cube, and recirculation is present both in the
gap and behind the downstream cube. The corresponding locations of their centers,
summarised in Table 1, match reasonably well with those observed by Meinders and
Hanjalic [1] for ReH = 3900. Note that measurement is performed with origin set at
the intersection point of the leading edge of the upstream cube and centerline of the
channel.

In the vertical mid-plane (X-Z) shown in Fig. 2, a horseshoe vortex and a reattach-
ment region are identified in front of and on the top surface of the upstream cube,
respectively. The flow splits at the leading edge of the downstream cube, forming
a boundary layer along its top surface and a strong recirculation region in the gap.
Recirculation is also evident behind the downstream cube.

6 Instantaneous Flow Features

Figure 3 below illustrates the instantaneous Y vortices in the vertical mid-plane of
the channel, and Z vorticities in the horizontal mid-plane of the cubes. In the vertical
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Fig. 1 Streamline and vectors of mean velocity in X-Y plane (z/H = 0.5)

Table 1 Locations of vortex centers

x/H, y/H (Present study) x/H, y/H (Ref. [1])

Reattachment vortex 0.58, 0.63 0.57, 0.63

Recirculation in the gap 1.43, 0.42 1.41, 0.43

Recirculation downstream 3.61, 0.31 3.55, 0.30

plane, a horseshoe vortex is observed in front of the upstream cube. Separated shear
flow from the leading edge of the upstream cube reattaches back onto the top surface.
The impinging flow splits at the front edge of the downstream cube. Part of the flow
forms a recirculation region in the gap and the remainder develops into a boundary
layer along the top surface of downstream cube. In the wake region, the separated
shear layers interact with one another intensely, forming complex vortices extending
far down stream. These instantaneous features are also reflected in the horizontal
plane, although the vorticity magnitude is different.

Figure 4 presents the instantaneous vortex structures using the Q criteria. The
vortex structures around the cubes present a high degree of intensity and complexity.
The separated shear layers from the cubes extend far downstream while interacting
with one another, and with the surrounding shear flow. A closer look at the vortex
structures reveals two horseshoe vortices in front of the upstream cube; the one
closer to the cube is more persistent and intrudes into the gap region, thus resulting
in instantaneous asymmetric flow patterns. Separated shear layers from the leading
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Fig. 2 Streamline and vectors of mean velocity in the middle of X-Z plane

Fig. 3 Instantaneous
vorticity

edges of the upstream cube triggers the development of the vortex. Some vortex
structures around the cubes appear to resemble proto-typical hairpin structures.
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Fig. 4 Vortex visualization
using Q criteria (Q = 5)

7 Conclusion

An investigation of a turbulent flow over twowall-mounted cubes is performed based
on aLBMLES. The results demonstrate that the LBM is able to capture themeanflow
patterns and the instantaneous coherent flow structures. A complex system of vortex
structures with different scales develops around the prisms, interacting intensely with
one other and extending far downstream. Some of these vortices resemble typical
hairpin structures. Further improvements to the simulation will include local grid
refinement along with a dynamic subgrid scale model.
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Drag Reduction of Boat-Tailed Bluff
Bodies Through Transverse Grooves

A. Mariotti, G. Buresti and M. V. Salvetti

1 Introduction

The present work describes a strategy for the aerodynamic drag reduction of elon-
gated axisymmetric bluff bodies, which can be viewed as simplified models of road
vehicles. One well-known method to reduce the drag of this type of body is a geo-
metrical modification denoted as boat-tailing, which consists in a gradual reduction
of the body cross-section before a sharp-edged base [1–3]. We combine herein boat-
tailing with properly contoured transverse grooves to further delay boundary-layer
separation and to reduce drag. In our previous works [4–6] contoured cavities were
shown to reduce flow separation and to increase the efficiency of diffusers both in
laminar and in turbulent flow regimes. Now we apply the same flow control strategy
to an external flow, introducing one transverse groove, i.e. a small cavity, in a boat-
tailed axisymmetric body. The axisymmetric body without the boat-tail has already
been investigated experimentally and numerically in [7, 8].

The effectiveness of this strategy is assessed through a synergic use of experiments
and simulations. In the present work, the results of Variational MultiScale (VMS)
LES are presented, discussed and compared to those of the experiments. Indeed,
numerical simulations give supplementary information compared to the experiments
(e.g. the complete flow dynamics) useful for a better comprehension of the physi-
cal mechanisms leading to drag variations on the considered body. The VMS-LES
approach adopted in the present work has been successfully applied to the simulation
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of bluff-body flows in the past (see e.g. [9, 10]), and here it is employed with the
same settings and methodology already used for the body without boat tail (see [8]).

2 Geometry Definition, Simulation Set-Up
and Numerical Method

The considered geometry consists in an axisymmetric body, having an elliptical
forebody and a cylindrical main body followed by a circular-arc boat-tail (see Fig.
1a). The ratio between the main body diameter, D, and the overall length, L , is
D/L = 0.175. The Reynolds number is Re = D ·U/ν = 9.6× 104 and simulations
are carried out for laminar freestream conditions. The freestream Mach number is
equal to 0.1. Two boat-tail geometries have been selected, which imply separated
flow without the groove. The ratios between the diameter of the base of the boat tail,
d, and the main body diameter, D, are equal to d/D = 0.791 and d/D = 0.866,
while the length is kept constant to D/2. One suitably contoured transverse groove
is introduced in the boat-tail lateral wall. The groove starts with a sharp edge, has
an upstream part with a semi-elliptical shape and ends with a spline tangential to
the boat tail lateral surface (see, e.g., Fig. 1b for the boat tail having d/D = 0.791).
The initial sharp edge is introduced to fix the start of a local recirculation region
embedded in the lower part of the boundary layer. The location and dimensions are
obtained through preliminary RANS analyses. The groove depth is chosen to be
equal or lower than one-third of the incoming boundary layer thickness, in order to
promote the formation of a steady recirculation region and to avoid the appearance
of phenomena of cavity oscillations.

VMS-LES of the considered configuration have been carried out throughAERO, a
numerical code based on a mixed finite-volume/finite-element method, applicable to
unstructured grids for space discretization, and on linearized implicit time advancing.
The code has been extremely validated and used for the simulation of bluff body flows
(see e.g. [9, 10]). The accuracy of the numerical method is second order both in space
and time. The Smagorinskymodel is used as subgrid scale model in order to close the
VMS-LES equations. The computational domain is cylindrical and has a diameter
of 15D and a length of 50D (30D being the distance between the body base and
the outflow); it is discretized through an unstructured grid having approximately
2.4× 106 nodes. The grid is particularly refined near the body surface and in the
near wake (the wall y+ is lower than 1). Characteristic-based boundary conditions
[9] are used at the inflow, outflow and lateral surfaces of the computational domain,
while no slip is imposed at the body surface.
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(a) Boat-tailed body

(b) Detail of the boat-tail with the groove

Fig. 1 Sketch of the body geometry (d/D = 0.791)

Table 1 Total drag coefficient, CD,tot , pressure and viscous contributions to the total drag coef-

ficient, CD,p and CD,v . Pressure contributions to the drag coefficient: forebody, C f ore
D,p , boat-tail

lateral surface, Cbt
D,p , and base, Cbase

D,p

CD,tot CD,p CD,v C f ore
D,p Cbt

D,p Cbase
D,p

Boat-tail d/D = 0.791 0.1272 0.0960 0.0312 0.0050 0.0404 0.0506

Boat-tail with groove
d/D = 0.791

0.1040 0.0706 0.0334 0.0050 0.0424 0.0232

Boat-tail d/D = 0.866 0.1249 0.0950 0.0299 0.0050 0.0382 0.0518

Boat-tail with groove
d/D = 0.866

0.1122 0.0810 0.0312 0.0050 0.0381 0.0379

3 Results and Discussion

For both the considered boat-tail geometries, the introduction of the groove leads to
a significant drag reduction, through a decrease of the pressure drag (see Table 1).
Reductions of the total dragof the order of 18.2 and10.2%are found ford/D = 0.791
and d/D = 0.866, respectively. The pressure drag is largely reduced on the base
while it slightly increases on the boat-tail lateral surface, as shown by the single
contributions to the pressure drag in Table 1 and the pressure coefficient distributions
averaged in time for the case d/D = 0.791 in Fig. 2.
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(a) Boat tail (b) Boat-tail with groove

Fig. 2 Time-averaged pressure coefficient (d/D = 0.791)

Fig. 3 Detail of the velocity
field averaged in time and in
the azimuthal direction
(d/D = 0.791)

(a) Reference boat-tail

(b) Boat-tail with groove

The larger pressures on the body base are due to a delay of flow separation caused
by the transverse groove. The separation point for d/D = 0.791 is moved from
x/d = −0.347 in the boat-tailed body without groove to x/d = −0.192 in the boat-
tail with groove (see Fig. 3) and from x/d = −0.264 to x/d = −0.122 for the case
d/D = 0.866.

The success of the proposed flow control strategy is due to the relaxation of the
no-slip condition along the outer boundary of the small recirculation region inside the
groove, which reduces the momentum losses near the wall and thus delays boundary
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Fig. 4 Non-dimensional boundary-layer profiles evaluated downstream of the groove at the section
x/D = −0.35 for d/D = 0.791 (a, b) and at x/D = −0.31 for d/D = 0.866 (c, d)

layer separation. Indeed, a steady local flow recirculation is present inside the groove
(see Fig. 3b) and downstream its reattachment the boundary layer is thinner and has
higher-momentum than in the case with no groove, allowing thus separation to be
delayed. This can be clearly appreciated from Fig. 4a, c, where the boundary layers
corresponding to positions immediately downstream of the grooves are compared
to the corresponding ones for the cases without groove. The effect of the groove
introduction is to produce a decrease of the thickness and displacement thickness of
the boundary layer, with a reduction of the shape factor and a consequent increase of
the distance from the separation condition. A reduction of the velocity fluctuations
within the boundary layer is also found for the boat tails with groove (see Fig. 4b,
d). Particularly remarkable is the decrease of the near-wall turbulence intensity after
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Table 2 Sensitivity analysis to the groove position and depth

s/D h/D CD,tot CD,p CD,v C f ore
D,p Cbt

D,p Cbase
D,p

Reference
groove

0.015 0.0143 0.1040 0.0706 0.0334 0.0050 0.0424 0.0232

Effect of s 0.057 0.0143 0.1065 0.0733 0.0332 0.0050 0.0475 0.0208

0.155 0.0143 0.1104 0.0774 0.0330 0.0050 0.0519 0.0205

Effect of h 0.015 0.0071 0.1249 0.0935 0.0314 0.0050 0.0457 0.0428

0.015 0.0215 0.0998 0.0663 0.0335 0.0050 0.0592 0.0021

the groove, but a reduction of the fluctuations is present also at the upper edge of the
boundary layer. This can represent an additional indication of the steadiness of the
recirculation region inside the groove, thus substantiating that the separation-delay
action of the groove is not due to an increase of the fluctuations in the downstream
boundary layer but rather to the effective relaxation of the no-slip boundary condition
for the flow passing over the groove.

Finally, the sensitivity of the separation-delay performance of contoured trans-
verse grooves to the variation of their geometrical parameters was assessed through a
few additional simulations for the case d/D = 0.791. The effects of the variation of
the distance from the start of the boat tail, s, and of the depth of the groove, h, were
analysed by carrying out simulations with two additional values of each parameter
and keeping the length parameter t/D constant to the reference value 0.129 (see
Table 2). The drag-reducing performance does not significantly change with small
variations of s/D, provided the flow is able to reattach downstream of the groove. On
the other hand, the increase of the groove depth h/D causes a further downstream
movement of the separation point. Thus, a progressively stronger pressure recovery
on the boat-tail base is obtained and, consequently, a larger base drag reduction.
However, the pressure drag contribution of the lateral boat-tail surface increases, so
that the reduction of the total drag ismore limited. Furthermore, an excessive depth of
the groove might imply the appearance of phenomena of self-sustained cavity oscil-
lations (see e.g. [11, 12]), which should be avoided to assure an adequate operation
of the groove as an effectively passive flow-control device.
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Flow Over a Realistic Car Model:
WMLES Assessment and Turbulent
Structures

D. E. Aljure, J. Calafell, A. Báez and A. Oliva

1 Introduction

Most CFD research on automotive external aerodynamics has been carried out using
very simplified models such as the Ahmed car [1]. To reduce the gap between the
production cars and models used for academic purposes, the DrivAer car model
was introduced in 2012. References [2, 3] performed experimental observations on
this geometry. Their results suggested that the Reynolds number dependency of
the force coefficients decreased as Re increased. Two values have been reported
for Re number independence, Re = 2 × 106 [3] and Re = 4.87 × 106 [2]. Several
numericalworks have also been carried out, particularlyRANS simulations [4–7] and
hybrid approaches such asDES [4, 6] or PANS [7], among others.Most papers showa
good agreement of the pressure profiles with those obtained experimentally, however
some deviations are found, specially in the vehicle’s top. The present work aims to
advance in the understanding of the physics governing the flow over the drivAer
geometry, in particular the unsteady effects inherent in automotive aerodynamics.
Furthermore, we aim to evaluate the behavior of wall models in conjunction with
LES for automotive aerodynamic type flows.
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2 Mathematical and Numerical Model

Filtered incompressible Navier–Stokes equations are discretized using finite volume
techniques on collocated unstructured meshes. Spatial and temporal discretization
is carried out using a symmetry preserving scheme and a self adaptive scheme,
respectively [8]. Velocity pressure coupling is resolved by means of the fractional
step algorithm and a backward euler scheme is used for the pressure gradient term.
Turbulencemodeling is done using the SIGMAandVMSmodels (see [1]). Addition-
ally, the Werner and Wengle wall wall model (WM) is implemented [9]. The present
numerical approach has shown good results in cases involving flows with massive
separations [1, 10, 11]. The results reported in this work have been performed with
the TermoFluids Computational Fluid Dynamics (CFD) software package (www.
termofluids.com) and are computed on the in-house JFF cluster (www.cttc.upc.edu)
and FinisTerrae II supercomputer at CESGA (www.cesga.es).

3 Case Definition

The car geometry (see [2]) is placed inside a 3/4 virtual wind tunnel of dimensions
8.8Lre f × 1.75Lre f × 1.3Lre f , where Lref corresponds to the longitude of the car
(4.6m). This work uses the fastback drivAer model, with mirrors, simplified under-
body and simplified rotating wheels for ground simulation. In order to reduce com-
putational requirements, Reynolds number is set at Re = ure f Lre f /ν = 2.43 × 106,
lower than the more typical Re = 4.87 × 106.

Four different meshes were built, however only the finest, containing approxi-
mately 53M (Mesh 3) and 79M (Mesh 4) elements, are presented here. Mesh reso-
lution was assessed by analyzing the result convergence and non-dimensional wall
normal distance. Average y+ for themeshes here presented are as follows: y+ = 11.8
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Fig. 2 Lift coefficient time evolution

and y+ = 4.3 for the meshes 3 and 4, respectively. Simulations are then advanced in
time until the initial transient behavior has been washed out. Afterwards, instanta-
neous data is integrated to obtain converged statistics. Several parameters are studied
to asses the temporal evolution of the flow such as the time evolution of the force
coefficients (Figs. 1 and 2) or autocorrelation functions of the pressure coefficient at
selected locations.

4 Results

Table1 shows the relevant set-ups studied and the resulting force coefficients. The
use of thewallmodel inmesh 3 reduces the difference present in the force coefficients
betweenMesh 3 andMesh 4, for both SGSmodels, indicating a positive effect of the
WM. Drag coefficient converges towards 0.25, whereas lift converges towards 0.06.
Reported data for the lift coefficient does not include the forces exerted by thewheels,
this is shown in Table1 as C ′

L . It should be noted that there is a large difference in
this quantity between experiments and simulations. This could be attributed to the
differences in experimental set up and CFD i.e. the roof stinger, which may influence
the force and pressure distribution around the car.

Figure3 shows the pressure profiles in themid plane along the top of the car. Cases
M3_S_NW and M3_S_WM are compared to the solutions obtained when not using
turbulence modeling (case M3_N_NW) and using the finer mesh (case M4_S_NW).
When usingWMalmost no changes are observable formost of the cars length, except
for two zones which are affected: the bonnet-wind shield junction (BW-J) and the
fastback (FB).

The BW-J has a small corner that greatly affects the flow configuration as the flow
separates and creates a recirculation region. As observed in Fig. 3, the influence of the
wall model in this area affects the results negatively. Results in the FB area behave
differently. At around x/Lre f ≈ 0.8, flow detaches again and the wall model does
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Table 1 Force coefficients for the different numerical configurations and experimental results.
∗: Extracted from [5]

Case Mesh SGS WM CD CL C ′
L CLRMS

M3_S_NW 3 SIGMA NO 0.246 0.083 0.018 0.024

M3_S_WM 3 SIGMA YES 0.251 0.056 −0.008 0.024

M3_V_NW 3 VMS NO 0.250 0.063 0.038 0.020

M3_V_WM 3 VMS YES 0.251 0.062 −0.003 0.023

M4_S_NW 4 SIGMA NO 0.251 0.065 −0.003 0.021

M4_V_NW 4 VMS NO 0.251 0.061 −0.006 0.021

Exp. [2] 0.243 – −0.06∗ –
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Fig. 3 Average pressure coefficient profile at the midplane over the top of the car geometry

not improve the results. Further downstream, between 0.75 ≤ x/Lre f ≤ 1, a gradual
change in the geometry causes the flow to separate and reattach several times. These
small separation areas do not induce a large pressure drop. On the contrary, there is
a pressure recuperation over this area. For this zone, results from case M3_S_WM
are closer to those of case M4_S_NW than the others, indicating a positive effect of
using the wall model in this area.

One of the main concerns when using LES simulations in industry applications is
the large computational expense required. As meshes become finer, a higher compu-
tational expense is required. Table2 shows the non-dimensional time step, iteration
time, number of iterations and total CPU time required for the simulations of cases
M3_S_WM and M4_S_NW. As can be seen in Table2, there is a nearly 60% reduc-
tion in the time step size when changing from Mesh 3 to Mesh 4 due to the smaller
control volumes around the car’s surface. This time step decrease causes an increase
of 130% in the number of iterations required to simulate the time span required in the
present case. Using the WM considerably reduces the computational requirements
needed for the present simulations, CPU time is reduced in approximately 70%.
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Table 2 Average time step dt , iteration time ti ter , number of iterations and overall time tcpu required
for the different numerical configurations

Case dt (TU) iter ti ter (s) tcpu (CPU hours)

M3_S_WM 2.03 × 10−5 3.86 × 105 0.7s 8.23 × 104

M4_S_NW 8.83 × 10−6 8.88 × 105 1.1s 2.78 × 105

Fig. 4 Front view

Fig. 5 Back view

Flow around the drivAer model is quite complex, where plenty of vortices are
formed around the geometry. Instantaneous turbulent structures around the car are
analyzed using the non-dimensional Q criterion. Figures4 and 5 show the Q∗ = 1
iso surfaces colored by velocity magnitude. Several locations around the car present
flow separation and recirculating regions, resulting in a very complex flow around
the car.

When observed from the front, several regions stand out (Fig. 4). The flow crashes
into the front of the car creating a stagnation region around the front bumper. Flow
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then travels upwards towards the bonnet and side wards towards the wheel well area.
As the flow reaches the BW-J, the geometrical discontinuity present there causes the
flow to separate again. As a consequence, the flow detaches from the edge, generating
small horseshoe-like vortices that travel up the wind shield (see region 1 in Fig. 4). In
the junction of the windshield with the roof of the car, a secondary shedding region
can be observed. When the horseshoe vortices reach this area, they combine and
generate large structures that shed towards the wake, marked as region 2 in Fig. 4.
This process takes place at different span wise locations feeding instability to the
flow downstream.

Flow along the side of the windshield moves over the A-pillar, where the A-pillar
vortex is created (see region 3 in Fig. 4). Furthermore, as the flow passes along the
mirrors a large unsteady wake is created. This mirror-wake travels alongside the
car and joins the main wake at the rear (see region 4 in Fig. 4). Both these large
scale structures are noise sources in external car aerodynamics. Finally, the front and
rear wheels interact heavily with the oncoming flow and create the largest structures
around the car (region 5 in Fig. 4).

When viewed from behind several structures stand out. Small scale structures
form as the flow travels down the FB region. These structures travel downwind and
detach from the back of the car (region 1 in Fig. 5). Finally, the C-pillar vortices are
also visible in Fig. 5, marked as region 2.

5 Conclusions

In thisworkLESandWMLESsimulations of the flowaround the fastback drivAer car
model have been carried out using smooth under body,mirrors, simplifiedwheels and
moving ground. The present simulations were ran using Re = 2.43 × 106, and some
differences between literature results and present ones is expected. Furthermore, the
Werner and Wengle wall model was implemented on Mesh 3, in conjunction with
two SGS models: SIGMA and VMS, and results compared to those yielded by the
finer mesh.

Force coefficient and pressure profiles are well within the range of previous
authors’ results. ADrag coefficient ofCD = 0.251 and a lift coefficient ofCL = 0.07
are obtained in the present simulations. Lift and drag values show improvement when
using the WM. Small differences are observed in the pressure profiles, and using
the WM gives mixed results. Improvement is observed in zones with adverse pres-
sure gradient and smooth geometrical changes. Results obtained in zones where the
geometry triggers flow separation and recirculation do not show improvement. Over-
all analysis of the models leads to the conclusion that, from a practical viewpoint,
the WMLES using the Werner andWengle wall model improves the obtained results
with very low computational cost. Additionally, the improvement of the results using
the WM allows simulations to be ran in smaller meshes, allowing a larger time step,
and thus, a lower number of iterations. In the present case, CPU time required for
Mesh 3 with the wall model is around 70% lower than that required for mesh 4.
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One of the strongest features of LES is the ability to study flow structures and
unsteady effects around the car. This is a very useful tool as it can better predict
large scale structures that directly affect aerodynamic behavior, as well as, unsteady
effects which can have an important impact on ride stability and noise generation.
The most important structures observed are the mirror induced vortices and those
created by the rotating wheels. Secondary structures include the A-pillar and C-pillar
vortices. Finally, plenty of small scale structures have been observed, such as vortices
detaching of off thewind shield-roof junction, small structures detaching of the BW-J
area and those forming in the FB area.
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Numerical Study of the Flow Around 25◦
Ahmed Bodies with Hybrid Turbulence
Models

F. Delassaux, I. Mortazavi, V. Herbert and C. Ribes

1 Introduction

The aim of this work is to explore the efficiency of different improved Reynolds-
Averaged Navier-Stokes (RANS) and hybrid RANS/LES approaches to study the
external aerodynamics related to ground vehicles. These computational techniques
should be able to build a bridge between accuracy and robustness in order to compute
complex high Reynolds number bluff-body flows like ground vehicle flows. Bluff
body flows are characterized by separated regions, containing wide spectra of turbu-
lent scales. These regions, especially in the wake behind the body, are responsible
for the main part of the drag forces. An accurate computation of these areas is a
difficult task. Recently, different hybrid/modified models as Scale-Adaptive Simula-
tion (SAS) [7], DelayedDetached Eddy Simulation (DDES) [10] and Stress-Blended
Eddy Simulation (SBES) [2] have been developed to take advantage from the RANS
low computational time without totally loosing the accuracy of Large Eddy Simula-
tion (LES) models [9]. In order to get the best setup, the grid design is as critical as
the model influence. In this work SAS, DDES and SBES models with unstructured
meshes are used to simulate the flow around 25◦ Ahmed bodies. Two geometries are
considered in this work : a sharp and a rounded edges 25◦ Ahmed bodies. Comparing
these two geometries is very interesting as, on one hand, they represent a complex
flow detachment on the rear slant for the sharp edges case and on the other hand,
this complexity can be sensibly smoothed by rounding appropriate edges of the same
body. Moreover, the rounded edges on the sides of the body delay the onset of the
longitudinal vortices compared to sharp edges, making more challenging the flow
prediction in this area. Ashton et al. [3] and Guilmineau et al. [5] works show the
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superiority of hybrid methods over RANS models for the separation/reattachment
prediction on the rear slant surface of the body. First, the numerical setup is vali-
dated on the very common sharp edges Ahmed body. Then, the flow topology of
the rounded case is investigated. The rounded edges allow us to get closer to a real
vehicle shape with smooth rounded edges at the back. Numerical results are com-
pared with experimental data from La Ferte Vidame (LFV) wind tunnel carried out
by Rossitto et al. [8].

2 Ahmed Bodies, Grid and Setup Description

2.1 Ahmed Bodies Description

Two different shape of Ahmed bodies are studied: a sharp one [1] and a rounded
one [8]. These bluff bodies are illustrated in Fig. 1, on the left the Ahmed body with
sharp edges and on the right, the Ahmed bodywith rounded edges at the roof junction
and side edges (in blue). The radius of curvature of the afterbody is expressed as a
percentage of the reference length and is equal to 10% [8]. Consequently, sharp and
rounded edges case are respectively named R0S0 and R10S10 thereafter.

2.2 Grids and Computational Setup

The computational domain is respectively 5LB long upstream and 10LB long down-
stream of the Ahmed body, with LB = 1.044m, the length of the body. The cross
section of domain is equal to 4.2LB and its height is set to 5LB , giving a blockage ratio
of 0.5%. The inlet boundary condition is defined as velocity inlet with V∞ = 40m/s,
yielding a Reynolds number based on the length of the model of 2.6 × 106. A pres-
sure outlet condition is applied to the exit surface, with gauge pressure equal to 0Pa.
All the Ahmed body geometries are covered by no slip wall boundary condition.

Fig. 1 Ahmed body with sharp edges on the left and Ahmed body with rounded edges on the right
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The ground of the computational domain is divided into two parts: from the inlet to
X/LB = 3, a slip wall condition is applied. For the remainder part of the ground,
a no-slip wall condition is used to allow the build up of the boundary layer. The
demarcation between these two parts allows to reproduce the experimental boundary
layer thickness [8].

The near-wall regions are meshed with prisms. The others regions of the domain
are fitted by tetrahedrons cells with box refinement in strategic locations of the flow
(forebody, underbody and rear slant surface) to capture the separation/attachment
phenomenon. The grids contain respectively, 22 and 19million cells for sharp and
rounded cases. The wall normal resolution is y+ < 0.7. In the streamwise and span-
wise directions, the mesh is refined as 30 < Δs+ = Δl+ < 250 for the rear slant,
with a mean value as Δs+ = Δl+ ≈ 120. More details on the grids can be found
in [4]. Besides, the time step is fixed asΔt = 5 · 105s, ensuring aCFL number around
1 in critical areas of the flow. The computations were run for a total of 115 convective
transit times defined as T .V∞/LB , with T = 3s of physical time. The time-averaging
process was started after 77 transit times, to be sure of the relevance of the averaged
quantities.

For all turbulence methods, RANS underlying model is the SST k-w [6]. The
RANS k − ω SST is known to be one of the most accurate RANSmodel for the flow
separation prediction. The SAS is an improved RANS formulation, which allows
the resolution of a part of the turbulent spectrum in unstable flow conditions. DDES
and SBES are called hybrid RANS/LES methods. In these approaches, the unsteady
RANSmodels are employed in the attached boundary layers,while theLES treatment
is applied to the separated regions. These models differ from the shielding function
used for the switch between RANS and LES [2], to protect the boundary layer from
LES intrusion. Furthermore, with SBES, LES model is not embedded in RANS
model, and any combination of RANS and LES models could be used.

3 Results and Discussions

3.1 25◦ Sharp Edges Ahmed Body - Method Validation

On the sharp case, SAS, DDES and SBES approaches show relevant results for both
drag and lift coefficients, as seen in Table1. With an appropriate grid refinement, the
DDES approach presents the best results compared to experiments and demonstrates
the importance of capturing the shear layer due to separation on the backlight. Both
drag and lift coefficient show a very good agreement with experiments, with an
estimate error respectively of −2.5 and 3.8%.

One of the main feature of the flow around the 25◦ sharp edges Ahmed body is the
closed recirculation bubble on the rear slant surface. The Fig. 2a illustrates the zero-
velocity contours of the longitudinal velocityUx = 0 for the three turbulence models
studied. The length of the mean recirculation bubble from experiments LR is equal
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Table 1 Comparisons of drag and lift coefficients between experiments and numerical results on
sharp edges Ahmed body

Models Cd ΔCd (%) Cl ΔCl (%)

Experiments 0.356 – 0.311 –

SAS 0.355 −0.3 0.298 −4.0

DDES 0.347 −2.5 0.323 3.8

SBES 0.341 −4.2 0.328 5.4

Fig. 2 a SAS LR = 100%, b DDES LR = 75%, c SBES LR = 53%

to 78% of the rear window length. The DDES model shows the best prediction for
the mean recirculation bubble length, equal to 75%. SBES leads to a smaller closed
recirculation bubble, with a recirculation length equal to 53%. On the contrary, SAS
shows a reattachment at the end of the rear slant surface, so that LR is equal to 100%
due to high modeled turbulent kinetic energy in the separation area. More results can
be found in [4].

3.2 25◦ Rounded Edges Ahmed Body

Considering the rounded case, aerodynamical coefficients are drastically reduced as
shown by experiments [8]. Drag and lift reductions, respectively of 16 and 18%,
are observed. The Table2 shows the very good prediction of the three turbulence
models for aerodynamic coefficients. The Fig. 3 shows the Cp evolution along two
different planes: the symmetry plane Y/H = 0 and Y/H = 0.5 with H the height
of the body. The dashed line corresponds to the demarcation between the rear slant
surface and the vertical base. It is clearly observable that the three turbulence models
give very close results for both planes. For 0.9 < S∗ < 1, the flow acceleration due
to the rounded edges lead to lower Cp values compared to sharp edges case. As the
bubble recirculation is suppressed, it results in pressure recovery over the slanted
surface. This flow topology modification is directly responsible of drag reduction.
Figure4 illustrates Cp values in different cross-section planes from the top of the
rear slant surface and the close wake. The left part of the figure is the sharp edges
case and the rounded edges case is on the right. We can clearly observe the topology
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Table 2 Comparisons of drag and lift coefficients between experiments and numerical results on
rounded edges Ahmed body

Models Cd ΔCd (%) Cl ΔCl (%)

Experiments 0.298 – 0.254 –

SAS 0.301 0.9 0.244 −4.0

DDES 0.299 0.4 0.251 −1.1

SBES 0.306 2.8 0.245 −3.7

Fig. 3 Pressure coefficient comparison between SAS, DDES and SBES models over the back of
the body

Fig. 4 DDES evolution of pressure coefficient between sharp case (left) and rounded case (right)
over cross-section planes

modification of the longitudinal vortices. Indeed, for the sharp case, the strength of
the vortices is significantly higher (lower Cp values) compared to the rounded case.
Moreover, the onset of the longitudinal vortices is delayed leading to drag and lift
forces reduction in this area of the flow.
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4 Conclusions

The flow topology around sharped edges and rounded edges Ahmed bodies has been
investigated. For the sharp case, DDES model globally shows the best prediction
for drag and lift coefficients with respectively errors around −2.5 and 3.8%. The
size of the recirculation bubble, equal to 75% compared to 78% experimentally, is
also very well predicted with DDES model. SAS seems to suffer in the vicinity of
separation zone and acts like RANSmodels in this area. The higher level of turbulent
kinetic energy (not shown here) explains the shorter recirculation bubble obtained
with SBES method. For the rounded case, the DDES model shows again the best
prediction for both drag and lift coefficient. The Cp values along two planes over
the back of the body state that the three turbulence model give very good agreement
with experiments. The Cp plots explain the flow topology modification between the
two cases. Due to rounded edges at the transition between the roof and the rear
slant surface, the flow separation disappears leading to pressure recovery all along
the rear surface. The rounded edges on the sides of the body delay the onset of the
longitudinal vortices and reduce their intensity. These two major modifications in
the flow topology lead to drag and lift reduction. Globally, the main flow structures
for both cases have been recovered using Hybrid RANS/LES methods.
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Large Eddy Simulation of a Compressor
Blade Passage Operating at Low
Reynolds Number

O.Wilsby, S. Rolfo, A. Agarwal, P. Harley and C. Moulinec

1 Introduction

This paper presents the preliminary results from the numerical study of an axial
compressor operating at low maximum Reynolds number of 5 × 104, flow coeffi-
cient φ = 0.32 and head coefficient of ψ = 0.28. The overall goal is to use high
fidelity simulations to accurately calculate the acoustic sources responsible for noise
generation in the compressor. However, this is a challenging task and the first step
is to gain confidence in the accuracy of the LES with respect to mesh resolution and
sub-grid scale modelling. The objective of this study is therefore to assess the effect
of mesh resolution and subgrid scale models on the flow field. The main points of
interest are to accurately resolve the unsteady wall pressure spectrum at the blade
trailing edge, as well as turbulent length scales and intensities in the wake. These
results can be used as direct inputs to analytical noise propagation theories to predict
the generated noise in the far-field.
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Fig. 1 Computational domainwith blade geometry and underlyingmesh topology. Periodic bound-
aries are enforced in the circumferential directions. Tip gap is visible at the shroud location of the
mesh

Table 1 Mesh resolution parameters for different refinement levels used in the study

Size (million) Spanwise cells Max Δy+ Max expansion
rate

Min orthogonality
(deg)

2 150 1.5 1.15 70

5 200 1.0 1.15 70

10 300 0.9 1.15 70

20 400 0.8 1.15 70

40 500 0.6 1.15 70

2 Methodology

The simulations were performed using the open source finite volume based code
Code Saturne, which is developed and maintained by EDF R&D. The code is sec-
ond order accurate in space and time and the velocity-pressure coupling is ensured
through a prediction/correctionmethod based on a SIMPLECalgorithm andRhie and
Chow interpolation. For a general description of the code see [1, 3]. For the results
discussed herein, a single rotor blade with tip gap was meshed with 10 million block
structured mesh with resolution in the wall normal, streamwise, and spanwise direc-
tionwould respectively achieve:Δy+ ≤ 1,Δx+ ≤ 50,Δz+ ≤ 15, see Fig. 1. In order
to gain confidence in the mesh resolution, further meshes were simulated between 2
and 40M, see Table1. The simulations utilised the assumption of periodicity between
blade rows valid for machines of reasonably high solidity. The simulation is con-
ducted in the relative frame (Frozen frame), such that the physics of rotation are
accounted for by introduction of Coriolis source terms in the governing equations of
fluid motion, rather than through mesh motion. The filtered, incompressible Navier
Stokes equations are resolved and the sub grid terms are modelled using both a
Smagorinky model [6] and its dynamic counterpart [4]. At the inlet a synthetic eddy
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method [5] is used to efficiently generate artificial turbulence which is based on the
hydraulic diameter of the intake duct and a turbulence intensity of 2%, consistent
with the experimental apparatus which will be used to validate the simulations.

3 Results

The quality index proposed by Celik [2] reads Qν = 1

1+αν

(
νT
ν

)n where αν = 0.05,

n = 0.53, and νT is the time averaged turbulent viscosity. It is a quality metric used
to evaluate the mesh resolution by comparing the significance of the SGS viscosity
relative to the molecular viscosity. Figures2 and 3 show contours of the quality
metric on different axial slices. The light portions show evidence of higher s.g.s.
viscosity and hence possible regions of greater modelling error. In this case those
regions correspond to the hub-corner separation region on the suction side (SS), as
well as the tip gap vortex region. Both these areas are sources of turbulence and
require fine, high quality cells to accurately model the effect on the mean flow and
local unsteadiness. The wall streamlines also show evidence of significant span-wise
flow. This has important implications for the boundary layer development as the flow
does not follow the curvature of the blade profile, allowing the boundary layer to stay
attached for longer. Figures4, 5 and 6 show the development of the average wake
profile at a fixed radius. It is notable that the 2Mmesh departs significantly from the
rest, suggesting it is too coarse. The results for the finer meshes suggest we approach
grid independence. The spectral content of probes are plotted from Figs. 7 to 10.
Again the 2M mesh is a clear outlier due to mesh coarseness. However there are
still notable differences in spectral levels for higher frequencies for the finer meshes
in the hub separation region, showing that this region requires fine cells to capture
the turbulence accurately. It also shows that mesh requirements are indeed higher
when examining data based on instantaneous variables rather than averages. Less
variability across mesh refinements are seen in Figs. 8 and 9 since the mesh is good
enough to properly resolve the boundary layer.

3.1 Subgrid Scale Model

For the 5M mesh refinement, different s.g.s. models were tested comprising of the
classic Smagorinksy, Dynamic and no model (implicit LES). Results showed little
variation between the models when comparing mean statistics such as Cp and C f

however there were exceptions, as Figs. 11 and 12, for the regions near the tip show.
This can be attributed to the tip clearance vortex formation, which is sensitive to the
turbulence model used. It is interesting to note that the Smagorinsky and implicit
models agree well with the Dynamic model for a normalized chord distance from
leading edge of s/C > 0.6 for only the SS (and vice versa for the pressure side
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Fig. 2 SS streamlines and
contours of Qν for the 5M
mesh refinement

0.925 0.95 0.975 0.9  1.0

Q

Fig. 3 PS streamlines and
contours of Qν for the 5M
mesh refinement

0.925 0.95 0.975 0.9  1.0

Q

Fig. 4 Midspan wake,
0+ mm from TE

Fig. 5 Midspan wake,
4.5mm from TE
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Fig. 6 Midspan wake,
11.5mm from TE

Fig. 7 Separation region on
the PS near hub

Fig. 8 Midspan blade SS
trailing edge

(PS).) Variations, particularly for second order statistics may be due to inadequate
averaging of the solution. Since no spatial averaging of the solution makes sense,
the only resort is to run for a very large times, which can become highly expensive
(Figs. 13 and 14).
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Fig. 9 Hub wake region

Fig. 10 Midspan wake
region

Fig. 11 Wall friction tip
pressure side
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Fig. 12 Wall friction tip
suction side

Fig. 13 Pressure variance
near tip region on PS

Fig. 14 Pressure coefficient
near tip region

3.2 Boundary Layers

Figures15, 16, 17, 18, 19 and 20 show the boundary layer profiles at different chord-
wise distances on the blade. The boundary layer is turbulent on both sides as it reaches
the trailing edge, as is evidenced by the good fit of the classic turbulent log-wake law:
u+ = 1

κ
ln(y+) + C + �

κ
2 sin2

(
πy
2δ

)
with u+ = u/uτ and y+ = yuτ /ν for y+ > 30.
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Fig. 15 Midspan pressure
side 20% chord

Fig. 16 Midspan pressure
side 60% chord

Fig. 17 Midspan pressure
side 90% chord

Note that we have found a combination of κ,�,C, δ that minimize the rms error
between the model and the measured boundary layer in the log law region as a way
of fitting the boundary layer laws to the data. However the commonly reported von
Karman constant κ = 0.41 and Reynolds dependent constant C = 5.0 do not apply
here, with κ varying in the range 0.38–0.7 for the boundary layers shown.
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Fig. 18 Midspan suction
side 20% chord

Fig. 19 Midspan suction
side 60% chord

Fig. 20 Midspan suction
side 90% chord

4 Conclusions

Large eddy simulations of a single rotor passage have been carried out with the aim of
understanding the mesh refinement needed for making predictions of the blade wall
pressure spectrum and wake turbulent statistics, which are ultimately of interest for
noise predictions. For resolving power spectra up to a maximum desired frequency
of 20kHz it was seen that the 40M refinement or higher is required in order to
resolve the flow in regions off the blade surface, such as the hub-corner separation
region. However on the blade surface where the mesh is relatively fine, even the
5M mesh agrees reasonably well with the higher refinements. The 2M mesh was
notably unsuitable in almost all regards. For estimating accurate parameters from
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the blade boundary layer, a 10M mesh is deemed a reasonable trade off between
solution accuracy and computational expense.
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Eddy Resolving Simulations of Intake
Under Crosswinds

N. R. Vadlamani and P. G. Tucker

1 Introduction

Modern aircraft engine designs are trending towards higher bypass ratio (BPR) and
lower fan pressure ratio (FPR). This architectural change has been demonstrated to
offer significant fuel burn benefits of upto 25% [1]. With an increase in the BPR,
the engine diameter and the associated surface area increases. However, it is crucial
to compensate for the additional increase in the drag and also limit the weight of
the powerplant. This implies relatively shorter intakes, and nacelles with much more
severe restrictions on the external diameter.

An optimal intake design is intended to provide a uniform flow to the downstream
components in an engine with minimum total pressure loss over a wide range of
operating conditions. However, shorter intakes suffer from a reduced incidence tol-
erance and the flow is more prone to separation specifically under the off-design
conditions like high incidence and crosswinds [2]. The flow also experiences severe
acceleration around the intake lip, relaminarization, flow separation and transition
to turbulence. The current study aims to capture the flow over the intake-lip under
crosswinds and further explore the effects of the Reynolds number.

2 Computational Details

Figure1 shows the computational domainwhich is generallymotivated from the low-
speed experimental setup of Wakelam [3]. An intake lip of length, L , is subjected
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Fig. 1 Computational domain and boundary conditions (contour of vorticitymagnitude and stream-
lines are shown to highlight the separated region around the intake lip)

to crosswind. The aggressive shape of the intake lip is in accordance with the mid-
section of the 3D-sector considered in themeasurements. The flow approaching from
the inlet is guided by means of contoured walls to undergo a 90◦ turn over the intake.
A fraction of the inlet flow (≈10%) is allowed to escape through the spill. Due to the
mainstream flow, a new boundary layer develops on the windward side of the intake
beyond the stagnation point. In the current simulations, the intake is extruded in the
spanwise direction and hence the additional 3D streamtube contraction experienced
on a 3D intake is ignored. Also, surfaces 1 and 2 are set to be inviscid and are solely
meant to impose a pressure distribution over the intake; thereby minimizing the grid
requirements in these regions.

Stagnation conditions (P0 = 102kPa, T0 = 288K) are specified at the inlet and
static pressure is imposed at both the outlets (Pe = 96kPa). A non-reflective bound-
ary condition based on Riemann invariants is imposed at the inflow as described in
Matsuura and Kato [4]. A fringe zone is applied at the exit to damp out the vor-
tical disturbances exiting, and the acoustic waves reflected from the domain exit.
Spanwise width of around 0.2L is chosen with periodicity imposed in the spanwise
direction.

In the manuscript, all the length and velocity scales are non-dimensionalized by
the lip length, L , and fan-face velocity,Ur . Pressure is normalized by ρrU 2

r ; ρr being
the density at the fan-face. The Reynolds number is defined on the basis of fan-face
velocity and the length of the intake lip which is relevant to the flow separating over
intake lip under crosswind. Simulations are carried out at two different Reynolds
numbers: 104 and 105 and the Mach number at the fan-face is ≈0.3. For both the
cases, around 55M nodes are used with 192 nodes to resolve the span. The grid
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resolution is chosen after performing a grid-sensitivity study for the Re = 105 case.
The mesh is fine enough to capture the dissipation range (see Fig. 5e, f) and hence
no additional sub-grid scale model is employed in the current simulations.

Simulations are performed using an in-house high-order structured code, COMP-
SQUARE. Three dimensional compressible Navier-Stokes equations are solved in
the generalized curvilinear coordinate system. Sixth order compact finite-difference
schemes are used to spatially discretize the inviscid, viscous fluxes and the metric
terms. Time integration is carried out using an explicit four-stage fourth order Runge–
Kutta (RK) scheme. The numerical instabilities arising due to the non-dissipative
nature of the high-order compact central difference approximation are eliminated by
filtering the conservative variables. For this purpose, 10th order low pass Pade-type
non-dispersive spatial filter is employed at each RK stage. Filtering is sequentially
applied in each of the three computational directions [5]. The code utilizes MPI
message passing system for parallelization on distributed memory platforms. The
numerical framework has been validated on a number of canonical test cases: Tay-
lor green vortex, inviscid vortex convection, turbulent channel flows and boundary
layers. It has also been used to investigate the distributed roughness effects on tran-
sitional and turbulent boundary layers [6].

3 Results

As illustrated in Fig. 1, the incoming flow stagnates on the outer surface of the
windward lip; part of which spills through the outlet. Rest of the flow encounters
a severe acceleration as it turns around the leading edge of the lip. Typical value
of acceleration parameter, K = ν/U 2dU/ds is around 3 × 10−5 which is an order
of magnitude larger than the threshold for relaminarization. Subsequently, the flow
encounters an adverse pressure gradient and the boundary layer separates over the
leading edge.

The coherent structures post-separation are shown in Fig. 2a for Re = 105 using
iso-surfaces of Q. The growth of secondary instabilities on the two-dimensional
Kelvin-Helmholtz type rollers drives transition to turbulence.Additional acceleration
due to the converging section of the spinner wall promotes the flow reattachment. In
order to demonstrate that the computational domain is large enough in the spanwise
direction, Fig. 2b plots the two point correlations of velocities (Ruu, Rvv, Rww) along
the span at three different wall normal locations. The correlations decay to zero
between 0.04L and 0.05L assuring that the spanwise extent is sufficient enough to
accommodate all the dominant flow features formed during the flow transitioning to
turbulence.

In a quest to examine the effect of different operating conditions on the intake
aerodynamics, a range ofMach numbers andReynolds numbers have been simulated.
For brevity, the results for Re = 104 and 105 will be presented in this paper. Figure3a,
b shows the instantaneous snapshots of the vorticity field. The effect of Reynolds
number on the flow structures is clearly evident from this figure. As expected, with
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(a) (b)

Fig. 2 a Coherent structures represented using iso-surfaces of Q(= 500) contoured with stream-
wise velocity. b Spanwise two point correlations Ruu , Ruu and Ruu extracted at three different
wall-normal locations for case Re = 105

(a) (c)

(b) (d)

Fig. 3 Instantaneous snapshots of vorticity field: a Re = 104 b Re = 105. Time-averaged contours
of vorticity field (lines) and reverse flow (contours): c Re = 104 d Re = 105

increasing Re the energy cascades down to muchmore finer scales due to an increase
in the inertial force of the flow. The thickness of the shear layer and the subsequent
size of the KH-rollers shed from the shear layer are also remarkably smaller at higher
Re. Small-scale structures in the reverse flow are convected back to the ‘dead-air’
region and an enhanced turbulent activity is notable. Indeed these structures are also
found to further destabilize the shear layer promoting early transition.

Figure3c, d show the contours of the time-averaged vorticity field (lines) and
reverse flow velocity (contours). It is interesting to note that increasing Re had a
marginal effect on both the height and extent of the primary separation bubble. On
the other hand, the secondary separation bubble typically formed due to the reverse
flow has progressively decreased with increasing Re. The observation is further sub-
stantiated in Fig. 4a by comparing the axial variation of the skin-friction coefficient,
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(a) (b)

Fig. 4 a Skin-friction coefficient, C f , and b Pressure coefficient, Cp , along the intake lip

C f . The zero-crossings of C f indicate the points of separation and reattachment. A
marginal increase in the primary separation is notable at higher Re. In the context of
flow separating behind a sharp leading edge, Crompton and Barret [7] also observed
that increasing the Reynolds number had a minimal impact on the size of the primary
separation bubble while the secondary separation has subsided.

Figure4b compares the non-dimensional pressure distribution, Cp = (p − pe)/
(p0 − pe), over the intake lip. Here p is the static pressure over the intake, p0 is
the inlet stagnation pressure and pe is the static pressure at the exit. Three regions
of interest are marked in the figure: (a) rapid acceleration around the intake lip (b)
plateau of constant pressure indicating separation and (c) pressure recovery due to
the flow reattachment. For both the Reynolds numbers, the location of the stagnation
point and the separation point at the leading edge had marginally changed. However,
the pressure recovery is muchmore rapid at lower Re. This is attributed to the greater
spreading rate of the shear layer (see Fig. 3a, b) which also finds support from the
LDA (laser doppler anemometry) measurements of Crompton and Barret [7]. They
demonstrated that at low Re, the influence of the shear layer reaches the surface at
a shorter distance due to its larger spreading rate promoting earlier reattachment.
The reattachment length however remains constant with a further increase in the
Reynolds number to 4 × 105 (not shown here).

Figure5a shows the contours of turbulent kinetic energy, k. It clearly demonstrates
the early destabilization of the shear layer at high Re and a larger spreading rate at
low Re. Figure5b further compares the streamwise variation of

√
kmax on a semi-

log plot. Soon after the separation, the disturbances grow exponentially indicating
transition to turbulence. For both the cases, non-linearity sets in once the disturbance
amplitude reaches≈ 0.28Ur . Carpet plots of time-averaged streamwise velocity,Um

and Reynolds stresses, u′u′, are shown in Fig. 5c, d. Of the two distinct peaks evident
in the profiles of u′u′, the near wall peak corresponds to the reverse flow and the
outer peak to the inflectional instability within the shear layer. At high Re, both
the reverse flow component of the mean velocity and the near wall peak of u′u′ are
stronger. Due to early transition of shear layer at high Re, the initial growth of the
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Fig. 5 a Contours of TKE, b Streamwise variation of k0.5max . Carpet plot showing profiles of cmean
velocity,Um and d streamwise Reynolds stress, u′u′ at locations marked by vertical lines in Fig. 5a.
Spectra extracted at probes P1–P4 shown in Fig. 5a for e Re = 104 and f Re = 105. Open circles
show the fundamental modes and its higher harmonics

outer peak is also more pronounced for x/L < −0.7. However, the trend reverses
beyond x/L > −0.7 when transition initiates in the low Re case.

The dynamic behaviour of the separated shear layer is assessed by collecting the
time-series data at P1–P4 (marked in Fig. 5a). Figure5e, f provide the normalized
energy spectra of axial velocity, estimated using Welch’s method. For probes P1
and P2, distinct peaks in the spectra are observed at F+(= f L/Ur ) = 2.9 for Re =
104 and F+ = 3.1 for Re = 105 respectively. Higher harmonics due to non-linear
interactions are also notable. At probes P3 and P4, the well-known −5/3 slope in the
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inertial sub-range is captured; the range being more prominent for case with high
Re. The dissipation range is also well captured in the current simulations further
demonstrating the reliability of the numerical setup and the mesh resolution.

4 Conclusions

High-fidelity direct numerical simulations are carried out to investigate the flow
separating over an intake lip under crosswinds, albeit at low Reynolds numbers. The
mean and turbulent characteristics are extracted at Re = 104 and 105. An increase
in Re is shown to (a) promote early transition of the shear layer, (b) increase the
reverse flowvelocitywithin the primary separation bubble, (c) suppress the secondary
separation and (d) marginally increase the length of the primary separation. The
spreading rate of the shear layer is found to be more prominent at low Re. For both
the Reynolds numbers, the non-linear breakdown to turbulence is initiated when
the disturbance amplitude reaches ≈ 0.28Ur . The dynamics of the shear layer and
reattaching flow is examined using spectra of streamwise velocity. Distinct peaks
corresponding to shear layer shedding, a notable −5/3 range and dissipation range
are captured.
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On Stability and Transition in Bent Pipes

J. Canton, R. Örlü and P. Schlatter

1 Introduction

This work is concerned with the investigation of the instability and transition to
turbulence of the viscous, incompressible flow inside curved pipes. For the first time,
the impact of the curvature is analysed over the whole range, presenting new results
for both the steady flow and the instabilities encountered by this flow.

Flow through pipe bends has been extensively studied during the past decades,
but several phenomena still miss an exhaustive characterisation and explanation (see,
e.g., the recent review by Kalpakli Vester et al. [1]). Curved pipes are fundamental
components in several industrial devices where they are part of, for example, engines,
heat exchangers, nuclear reactors and other machines (for an extensive review see
Vashisth et al. [2]). A second fundamental area of research where bent pipes are
relevant is the medical field. Curved pipes are, in fact, an integral part of vascular
and respiratory systems. Understanding the behaviour of the flow in this case can aid
the prevention of several cardiovascular diseases (see, for instance, Refs. [3, 4]).

In the present work we focus on a canonical problem represented by the flow
inside of a toroidal pipe, depicted in Fig. 1. This flow is characterised by a single
geometrical parameter, the curvature, and constitutes the common asymptotic limit
of two ‘real’ flow cases: the curved (spatially developing) pipe and the helical pipe.
The curvature is defined as the ratio between the radius of the pipe and that of the
torus, i.e. δ = Rp/Rt ; this and the Reynolds number Re (based on pipe diameter
and bulk velocity) are the only two parameters defining this flow. The advantage of
investigating a flow governed only by these two parameters is that it allows us to
isolate the effect of the curvature on the flow properties and on the instability and
transition dynamics. It will therefore be possible, when studying helical or differently
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Fig. 1 Sketch of a toroidal pipe with curvature δ = Rp/Rt = 0.3. The ‘equatorial’ plane of the
torus corresponds to the x–y plane

bent pipes, to discern the flow features induced by the curvature from those produced
by the torsion of the helix, possible development length effects, or other parameters.

2 Numerical Methods

The fluid is considered as viscous and incompressible, and therefore satisfies the
incompressible Navier–Stokes equations. The steady states and the linear stability
analysis are computed with PaStA, a Fortran 90 code based on the finite element
method (for the validation and further details, see Ref. [5]). Nonlinear direct numer-
ical simulations (DNS) are employed to verify the relevance of the linear results
and to analyse the subcritical transition; these computations are performed with the
spectral element code Nek5000 [6]. The differences between the results of the two
codes are kept below the imposed numerical tolerances by using highly resolved
meshes, this allows us to have an uncertainty on the transitional Reynolds numbers
below ΔRe = ±10−6.

3 Steady (Base) Flow

Following the experimental investigations byBoussinesq [7] and Eustice [8, 9], Dean
[10, 11] investigated the flow in a toroidal pipe analytically. In both of his papers
he assumed that the curvature of the pipe was small, which allowed him to neglect
nonlinear terms in the equations. By means of this and successive approximations,
Dean was able to derive a solution to the Navier–Stokes equations depending on a
single parameter, later calledDeannumber in his honour, anddefined as De = Re

√
δ.

Despite Dean’s own estimates on the validity of his solution, several successive
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Fig. 2 Steady solutions for δ = 10−10, Re = 1 (left) and δ = 0.8, Re = 1 000 (right). Additional
flow fields are reported in Ref. [14]. The colours show streamwise (left half) and in-plane (right
half) velocity magnitudes, with values between zero and the maxima reported next to the respective
markers. Contours of the streamfunction ψ are shown with black lines, and the centres of the Dean
vortices are highlighted by plus symbols. Reprinted from Ref. [14], with permission from Elsevier

studies employed the Dean number as a unique scaling parameter, even for relevant
quantities such as the friction factor f , with more or less satisfying results (see, e.g.,
Refs. [12, 13]).

In an in-depth analysis on some of the most relevant flow characteristics [14] we
documented and discussed a number of previously unknown phenomena such as,
most prominently, a shift in position of the maximum streamwise velocity, and the
splitting of the vortex cores (Fig. 2). In addition, we demonstrate that a Dean number-
based analysis is valid only below very low bounds on curvature and Dean number:
δ < 10−6 and De < 10. These bounds are shown to be strict even for quantities that
were believed to scale with the Dean number up to much higher values of δ and
De, such as the aforementioned friction factor. In our analysis on the laminar flow
we quantified that computing f based on the knowledge of the Dean number alone
results in an uncertainty comprised between 17 and 340%.

4 Instability and Transition

The stability and transition of this flow has received a considerable amount of interest
in the past decades, not only because of its connection to other kinds of bent pipes
but also because, for low curvatures, it represents the smallest departure from the
canonical straight pipe flow. As can be seen in Fig. 3, there is a number of works
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Fig. 3 Supercritical stability boundary, identified by the numerically computed neutral curve (solid,
[16]) and by the experiments by Kühnen et al. (dashed, [17]), and subcritical stability boundary,
in the shaded (blue) area. Reprinted from Ref. [16], with permission from Cambridge University
Press

in the literature that identified, more or less precisely, the boundary between steady
and unsteady flow. In fact, determining the mechanisms at the core of the transition
to turbulence in this flow can greatly aid both in answering fundamental questions
about transition to turbulence, and in understanding more complex phenomena such
as swirl-switching in bent pipes (a low-frequency oscillatory motion that received
considerable attention in recent years [1, 15]).

The recent works by Canton et al. [16], employing linear stability analysis and
continuation algorithms, andKühnen et al. [17], consisting of experiments in toroidal
and helical pipes, determined that the flow is linearly unstable and undergoes a
Hopf bifurcation for any curvature greater than zero and for Re ≈ 4000. Several
eigenmodes, in the shape of travelling waves, contribute to the ‘irregular’ neutral
curve for the flow, depicted with a continuous (black) line in Fig. 3. This behaviour
is in contrast to the flow in a straight pipe which, despite being linearly stable for
any Reynolds number, displays unsteadiness for Re greater than about 2000 [18].

The mechanism that leads to transition appears to be different for low curvatures:
while for δ ≥ 0.028 DNS confirm the presence of a Hopf bifurcation, with the flow
jumping from a steady to a periodic regime, for δ < 0.028 no clear boundary has
been observed, different authors have even employed different criteria to determine
the transition threshold for this range of curvatures (see, e.g., Refs. [17, 19]). It
would appear, in fact, that for low curvatures a toroidal pipe behaves similarly to
a straight pipe: the flow undergoes transition to turbulence despite being linearly
stable to infinitesimal perturbations. The comparison, in terms of transition scenario,
is actually closer to the Poiseuille flow inside of a channel: the flow is actually
linearly unstable but for a Reynolds number which is much higher than the one were
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Fig. 4 Two snapshots of the flow in a toroidal pipe for δ = 0.01 and Re = 2900, visualised in an
≈15D section of the 100D periodic pipe employed for the simulations. The top snapshot shows
the formation of a “slug”, while the bottom snapshot displays the structure of the eigenmode which
is critical for this curvature, but for a higher Reynolds number Re = 4257. Both snapshots are
visualised by pseudocolours of azimutal velocity magnitude, i.e. |uφ |

transition is observed in practice (the critical Reynolds number for channel flow is
5772, but turbulent flow is observed for Re as low as 3000).

We investigate this complex behaviour by means of nonlinear direct numerical
simulations and, in order to isolate the dominant structures in the flow, we analyse
the flow fields by three-dimensional proper orthogonal decomposition (POD) per-
formed on the full domain using the snapshot method. Moreover, we also measure
the ‘degree of turbulence’ in the flow via a more canonical statistical approach aimed
at quantifying the level of intermittency and by measuring the lifespan of turbulent
events. Preliminary results indicate that, indeed, the flow does not abruptly transition
from the steady to the unsteady regime, for this range of curvatures. Instead, transition
occurs over a range of curvatures and Reynolds numbers displaying an intermittent
behaviour, as shown by the shaded area in Fig. 3, and by the results presented in
Refs. [17, 19, 20]. This shows that, indeed, the flow in a low curvature pipe does
bear some similarities to the flow inside a straight pipe, at least until the curvature is
lower than 0.028; the limit after which the flow undergoes amore ‘ordered’ transition
process.

Figure4 illustrates this different transition scenario for δ = 0.01 and Re = 2900,
by means of pseudocolors of azimutal velocity magnitude. The two panels of the
figure depict two snapshots of the flow field, captured at different times, in an ap-
proximately 15 diameters long section of the 100D pipe used in the simulations. The
top snapshot clearly shows the presence of a turbulent “slug” surrounded by laminar,
undisturbed flow, while the bottom snapshots illustrates the presence of a travelling
wave, caused by the vicinity (in terms of ΔRe) of the linearly unstable mode (see
Ref. [16]). The travelling wave displays the same spatial structure of the eigenmode
which is critical for this curvature and, in accordance with the negative growth rate
of the mode for this Re, has an amplitude which decays exponentially with time. The
wave can be obtained via Newton’s method but it can also be naturally observed in
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a simple DNS, as is the case for Fig. 4, since the corresponding eigenmode is only
very weakly damped.
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Scaling of High-Order Statistics
in Turbulent Pipe Flow

C. Bauer and C. Wagner

1 Introduction and Numerical Methodology

Turbulent pipe flows have been extensively studied over the last decades by means
of both experiments and numerical simulations. However, in terms of turbulent high-
order statistics a lack of sufficiently converged data remains. The scatter of the wall-
normal flatness value obtained from experiments and different DNS, in particular, is
related to the appearance of spatially and temporally rare local wall-normal veloc-
ity fluctuations, so called velocity spikes [13]. Furthermore, the Reynolds number
dependency of the streamwise Reynolds stress peak has been discussed for turbulent
plane channel flow by Hoyas and Jiménez [6] amongst others. The aim of the cur-
rent work is to investigate the Reynolds number dependency of high-order statistical
moments in turbulent pipe flow, namely streamwise Reynolds stresses, streamwise
skewness and wall-normal flatness. Therefore, four different simulations for friction
Reynolds numbers of Reτ=180,360,720,1500 have been carried out. All statistical
quantities in this work are integrated over sufficiently large spatio-temporal intervals
in order to obtain fully converged values, see Bauer et al.[1].

The governing equations in case of a pressure-driven incompressible flow of a
Newtonian fluid in a smooth pipe are the incompressible Navier–Stokes equations
in the following dimensionless form

∂u
∂t

+ u · ∇u + ∇ p = 1

Reτ

∇2u, (1)

∇ · u = 0, (2)
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Table 1 Turbulent pipe flow simulation cases. Nz , Nϕ and Nr are the number of grid points with
respect to the axial, azimuthal and radial direction, respectively. Δz+, streamwise grid spacing;
R+Δϕ, azimuthal grid spacing at the wall; Δr+

min and Δr+
max , minimal and maximal radial grid

spacing, respectively, all grid spacings normalised bywall units.Δt , averaging interval for statistics;
Δtb = Δtub/R, in bulk time units; Δt+ = Δtu2τ /ν, in viscous time units; Δτ+ = Δt+L+2πr+,
averaging coordinate in viscous units. Pipe length for all cases: L/R = 42

Case Reτ Nz × Nϕ ×
Nr

Δz+ R+Δϕ Δr+
min Δr+

max Δtb Δt+ Δτ+

P180C 180 1536 ×
256 × 84

4.9 4.4 0.31 4.4 5891 72540 6.2 ·
1011

P360 360 3072 ×
512 × 160

4.9 4.4 0.39 4.4 1791 39808 1.4 ·
1012

P720 720 4608 ×
1024 × 222

6.6 4.4 0.49 6.6 333 13291 1.8 ·
1012

P1500 1500 8192 ×
2048 × 408

7.7 4.6 0.49 7.8 42 3120 1.9 ·
1012

where Reτ = uτ R/ν is the friction Reynolds number based on friction velocity, pipe
radius and kinematic viscosity. Equation (2) is integrated in time using a leapfrog-
Euler scheme after being discretised bymeans of a fourth-order finite volumemethod
[5]. The scheme is based on a projection method [3] and consists of three basic
steps. First, an auxiliary velocity field is computed from the momentum equation (2)
neglecting the pressure term. Then, a Poisson equation is solved in order to fulfill the
divergence-free condition, before the actual velocity and pressure fields are updated
from the auxiliary field and the solution of the Poisson equation. The flow geometry,
which is an annular smooth pipe with length L and radius R, is discretised via
staggered grid in a cylindrical coordinate system. In the vicinity of the cylindrical
axis a semi-implicit scheme, as proposed by Kim et al. [7], is applied in the region
of interest, where flow variables are treated implicitly with respect to the azimuthal
direction. Table 1 shows the current simulation setups usedwithin this study. The grid
resolution in wall units satisfies commonly accepted values ofΔz+ < 8, R+Δϕ < 5,
Δr+

max < 8 and Δr+
min < 0.5 for all simulations.

Statistics are computed by taking advantage of the flow homogeneity with respect
to both streamwise and azimuthal directions, see Bauer et al.[1]. Henceforth, the
angle brackets indicate an average in space and time as follows:

〈u〉(r) = 1

L

1

2πr

1

Δt

∫ t0+Δt

t=t0

∫ L

z=0

∫ 2π

ϕ=0
u(z, ϕ, r, t)rdϕdzdt, (3)

where Δt is the averaging interval in time. Since this work focusses on near-wall
statistics, averaging intervals both in space and time are normalised by viscous length
scales and viscous time units, respectively. In order to obtain comparable results for
different Reynolds numbers and domain lengths, we assume the following averaging
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coordinate, taking both temporal and spatial averaging intervals in wall units into
account:

Δτ+ = Δt+L+2πr+, (4)

where Δt+ = Δtτ 2/ν is the time interval normalised in viscous time units and L+
as well as 2πr+ are the spatial intervals normalised by the viscous length scale
δν = ν/τ . High-order statistical moments, defined as follows

S(ui ) = 〈u′
i u

′
i u

′
i 〉

〈u′
i u

′
i 〉3/2 , (5)

F(ui ) = 〈u′
i u

′
i u

′
i u

′
i 〉

〈u′
i u

′
i 〉2 , i ∈ {z, ϕ, r}, (6)

are denoted as skewness (5) and flatness (6) of a velocity component ui . The prime
superscript is used to denote the velocity fluctuation of a component with respect
to its mean (u′

i = ui − 〈ui 〉), also referred to as the Reynolds decomposition. The
variance of a velocity component 〈u′

i u
′
i 〉 is denoted as normal Reynolds stress.

2 Scaling of High-Order Statistical Moments

High-order moments of the velocity distribution in turbulent pipe flow were investi-
gatedwith respect to their dependence on the Reynolds number. Since the streamwise
Reynolds stress component, the streamwise skewness and the wall-normal flatness
exhibited a strong Reynolds number dependency when normalised in wall units, the
behaviour of these quantities will be discussed hereinafter. Note, that the discussion
of the components not mentioned above exceeds the scope of this work and will
be published somewhere else. Streamwise Reynolds stresses for the four different
simulation cases are shown in Fig. 1 in the vicinity of the wall. In agreement with
observations from plane channel flow [6, 8] the streamwise Reynolds stress peak
at (R − r)+ = 15 shifts towards larger values with increasing Reynolds numbers
(Fig. 1a). Applying a scale decomposition on the streamwise scales reveals that the
growth of the peak value is related to large-scale outer flowmotions that penetrate the
near-wall region. However, unlike its channel counterpart the peak value obtained
from turbulent pipe flow can not be fitted with a logarithmic scaling law over the full
range of Reynolds numbers. For Reτ > 360 the dependence of the 〈u′

zu
′
z〉+ peak on

Reτ is fitted by the logarithmic expression

〈u′
zu

′
z〉+max = 0.67 log(Reτ ) + 3.324, Reτ > 360, (7)

indicated by the dashed line in Fig. 1b, similar to the expression 〈u′u′〉+max =
0.642 log(Reτ ) + 3.66 Lee and Moser [8] derived for plane channel flow. For low
Reynolds numbers, on the contrary, the linear scaling law

〈u′
zu

′
z〉+max = 1/940Reτ + 6.96, Reτ < 1000, (8)
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Fig. 1 a Streamwise Reynolds stresses 〈u′
zu

′
z〉 for different Reynolds number simulations. Solid

lines, Reτ = 180; dashed lines, Reτ = 360; dashdotted lines, Reτ = 720; dotted line, Reτ = 1500.
Grey dashed-dotted line shows highly-resolved channel flow data [12]. Vertical grey dotted line
indicates peak position at (R − r)+ = 15. b Streamwise Reynolds stress peak values obtained from
the current DNS (circles) compared to DNS data of Boersma [2] (box symbols), El Khoury et al. [4]
(triangles) and Vreman and Kuerten [12] (diamond). The dashed line corresponds to the logarithmic
expression in Eq. (7), the dashdotted line to the linear on in Eq. (8)

indicated by the dashdotted line in Fig. 1b, matches the peak values better. An expla-
nation for the discrepancy between plane channel and pipe flow for low Reynolds
numbers is the influence of the pipe curvature on the near-wall structures. For low
Reτ the structures are larger in outer flow units and “see” the curvature of the pipe,
whereas for higher Reynolds numbers their size becomes much smaller than the pipe
radius and the wall appears flat as in plane channel flow.

In terms of the streamwise skewness, the profiles for the different Reynolds num-
bers in the vicinity of the wall are shown in Fig. 2a. The dependence on the Reynolds
number is clearly visible in the near-wall region and investigated at two prominent
locations of the profiles, namely the maximum of the streamwise skewness very
close to the wall ((R − r)+ ≈ 0.5) and the local minimum at a wall distance of
approximately (R − r)+ ≈ 33. At both locations the skewness value shifts towards
larger skewness values leading to a larger positively skewed streamwise velocity
distribution at the wall and a less negatively skewed one at (R − r)+ ≈ 33 for higher
Reynolds numbers. The Reynolds number dependence of the latter values are fitted
by the logarithmic expressions

S(uz)|(R−r)+≈0.5 = 0.082 log(Reτ ) + 0.548, (9)

S(uz)|(R−r)+≈33 = 0.156 log(Reτ ) − 1.343, (10)

where the last logarithmic law is plotted in Fig. 2b together with the corresponding
skewness values. With the aid of scale decomposition Mathis et al. [11] showed for
experimental turbulent boundary layer data that a small-scale/large-scale correlation
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Fig. 2 a Streamwise skewness S(uz) for different Reynolds number simulations, lines as in Fig. 1.
Vertical grey dotted line indicates local minimum at (R − r)+ = 33. b Local minimum of stream-
wise skewness at (R − r)+ ≈ 33. The dashed line corresponds to the logarithmic expression in
Eq. (10). Symbols as in Fig. 1

term, which is related to the amplitude modulation term[10], is responsible for the
Reynolds number dependence of streamwise skewness. Reconstructing the stream-
wise skewness without this correlation term led to a collapse of the different Reτ

skewness profiles. Since the scales are not sufficiently separated in the Reynolds
number regime of the current work, a reconstruction of the skewness, involving a
decomposition based on the spanwise scales, leads to a collapse only in the very
vicinity of the wall ((R − r)+ < 15), where the scales are sufficiently separated.

The profiles of the wall-normal flatness component in the very vicinity of the wall,
as they are shown in Fig. 3a, exhibit again a dependence on the Reynolds number.
While the flatness values at (R − r)+ = 0.5 for Reτ ≥ 360 can be fitted by the
logarithmic expression

4.18 log(Reτ ) + 8.30, Reτ ≥ 360, (11)

indicated by the dashed line in Fig. 3b, the value for Reτ = 180 does not match
the logarithmic law. Furthermore, the discrepancy between the kurtosis value at the
wall obtained from turbulent pipe and plane channel flow is largest for the lowest
Reynolds number. While the pipe flow at Reτ = 180 exhibits a wall-normal flatness
value of F(ur ) ≈ 34 at (R − r)+ = 0.5 the corresponding channel flow simulation
from Lenaers et al.[9], indicated by triangles in Fig. 3b, exhibits values of F(v) ≈
25 at the same distance from the wall. This discrepancy is related to the above
mentioned difference in the Reynolds stress peak value between channel and pipe
flow. Xu et al.[13] showed that the large kurtosis value at the wall is caused by
velocity spikes, which are related to strong sweeps. The redistribution of streamwise
wall-layer streaks by large-scale outer flow motion for high Reynolds number flow
implicitly results in a redistribution of the wall-normal velocity spikes, since they
are predominantly coinciding with high-speed streaks.
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Fig. 3 a Wall-normal flatness F(ur ) for different Reynolds number simulations, lines as in Fig. 1.
Vertical grey dotted line indicates (R − r)+ = 0.5. b Wall-normal flatness at (R − r)+ = 0.5
(circles) compared to turbulent plane channel flow data from Lenaers et al.[9] (triangles, Reτ =
180, 590, 1000) and Vreman andKuerten [12] (diamond, Reτ = 180). The dashed line corresponds
to the logarithmic expression in Eq. (11)

3 Conclusion

The Reynolds number dependency of turbulent high-order statistics in turbulent pipe
flow was investigated by means of DNS. Logarithmic dependencies on Reτ were
found for the streamwise Reynolds stress, where Reτ ≥ 360, the streamwise skew-
ness and the wall-normal flatness for Reτ ≥ 360. The scaling failure of the lat-
ter quantities is related to large-scale outer flow motions that become important at
high Reynolds number flow and penetrate into the near-wall region. For the lowest
Reynolds number (Reτ = 180), a discrepancy between the wall-normal flatness at
the wall in pipe flow and the one in channel flow was reported.
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Turbulent-Drag Reduction by Oblique
Wavy Wall Undulations

S. Ghebali, S. I. Chernyshenko and M. A. Leschziner

1 Introduction

Reducing the turbulent skin-friction drag over civilian aircraft is a potentially high-
reward target, as this drag component accounts for about half of the total drag in cruise
conditions. Thus, even modest reductions convert into material savings, resulting in
significant cuts in costs. Active-control techniques can be remarkably effective at
suppressing turbulence and drag, but pose major engineering challenges in terms
of actuation, efficient operation, reliability and maintainability. In contrast, passive
techniques based on riblets are easier to implement, but face important durability
and maintenance limitations related to the extremely small spacing of the grooves.
The alternative passive-control method that is the subject of the present paper was
first proposed in [1]. The key characteristic of the method is that it involves wavy
surface undulations directed obliquely to the mean flow and having wave lengths
two orders of magnitude larger than riblets, and would thus be much more practical
to manufacture and maintain.

In [1], it is suggested that the oblique-wave topography can be exploited to pas-
sively emulate an active spatial Stokes layer (SSL) – consisting of streamwise-
varying, spanwise in-plane, wall motions of the form Ww = A sin(2πx/λx ), as
described in [4]. The geometry is configured so as to provoke a transverse shear
layer whose properties are as close as possible to those of an equivalent SSL. The
rationale is that such an emulationwould result in a similar disruption of the near-wall
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turbulence, responsible for most of the turbulent skin-friction drag at high Reynolds
numbers.

The present study consists of DNS of fully-developed turbulent channel flows
with oblique solid wall undulations. The resulting changes in drag with respect to a
flat wall are quantified for a range of flow angles and sinusoidal wave shapes.

2 Direct Numerical Simulations

The incompressible Navier–Stokes equations are discretised using a second-order
finite-volume scheme, in conjunctionwith a fractional-stepmethod, and are explicitly
integrated in time by means of a third-order gear-like scheme. The pressure–Poisson
equation is solved by successive over-relaxation with multigrid acceleration, and
velocity–pressure coupling is ensured by use of the Rhie-and-Chow interpolation. A
more detailed description of the method can be found in [2].

The present flow configuration, consisting of a skewed wavy wall, can be defined
using the three parameters given in Fig. 1. The three-dimensional parameter space is
explored by DNS of a fully-developed turbulent channel with both walls wavy. The
vertical location of the solid undulations takes the form yw = ±h + hw, where h is
the channel half-height and hw(x, z) is the local height of the undulation relative to
the mean wall location. The flow makes an angle θ with the wave, as illustrated in
Fig. 1, so that an angle θ = 0 corresponds to the crests being perpendicular to the
main flow direction.

Owing to the homogeneity along the direction of the crests, time-averaged statis-
tics are invariant by translation in that direction. The discretisation strategy utilises
this property by aligning the non-orthogonal mesh planes at 90◦ to the crests so that
it becomes numerically trivial to perform a statistical averaging along the crest direc-
tion. Consequently, the flow is driven at an angle to the mesh, as shown in Fig. 2,
by adjusting two pressure gradients – implemented as body forces in the momentum

Fig. 1 Sketch of the wavy-channel configuration. A flow configuration is described by three param-
eters: the wave height Aw , wavelength λ, and angle of the main flow direction θ . The flow direction
shown is at θ = 70◦, and the wave slope was augmented to show the wall undulations
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(a) (b)

y
x
z

Fig. 2 Implementation of the flow skewness. a Physical domain, b numerical domain. The
green/light-grey arrow indicates the flow direction

Table 1 Flow configurations studied at Reτ ≈ 360, for wave heights ranging from A+
w = 11, up

to 33. Wall units are calculated based on h+ = 360, and the full computational domain comprises
approximately 700million cells

θ λ+ λ+
x A+

w Δx × Δy+
min − Δy+

max × Δz+ L+
x L+

z Symbol

70◦ 918 2684 11, 18,
22, 32

1.7 × 0.6 − 4.4 × 1.7 1836 3672

75◦ 695 2685 11, 22,
32

1.9 × 0.6 − 4.4 × 1.6 2084 3600

80◦ 468 2695 11, 22,
32

1.7 × 0.6 − 4.4 × 1.9 1872 4320

equations – in order to approximately satisfy a unit bulk velocity in the direction of
the flow. The bulk Reynolds number is then fixed by imposing the corresponding
viscosity to give Reb = Ubh/ν = 6200, which yields a friction Reynolds number
for the baseline case of Reτ ≈ 360.

The flow configurations presented herein, a selection of many investigated, are
listed in Table1. The selected simulations span various angles, wave heights and
wavelengths, but all feature a similar streamwise wavelength λ+

x ≈ 2700. The reason
for choosing to keep λx constant is to fix the characteristic length relevant to the
spanwise forcing, so as to quantify the influence on the drag of the spanwise-projected
wavelength.

Unlike in the case of a plane channel, where the drag is only frictional, the wavy
channel gives rise to an additional contribution in the form of pressure drag. Thus,
the total drag coefficient (Dt ) is formed of a skin-friction contribution (D f ) plus a
pressure-drag coefficient (Dp): Dt = D f + Dp.
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Fig. 3 Grid spacing relative to the Kolmogorov length scale for the baseline (plane-channel) sim-
ulation. The flow-to-mesh angle of the latter is θ = 70◦

3 Assessment of Accuracy

Aswill transpire below, the skin-friction is reduced so that D f decreases with respect
to the baseline value, but this reduction is counteracted by a substantial increase
in pressure drag Dp so that the variation from the baseline level of the total drag
Dt comes as a subtle trade-off between the latter two. Consequently, the accuracy
requirements of such simulations are considerably increased relative to commonly-
adopted DNS resolutions, as shown in Fig. 3 where the cell dimension is shown to
be smaller than the Kolmogorov length scale.

In order to satisfy the stability constraints of the numerical scheme employed, the
time-stepping interval is extremely lowΔt+ < 0.02, which requires a larger number
of iterations to obtain statistical convergence. The standard deviation of the time-
averaging error (equivalent to the sampling error) is estimated using the method
of batch means and batch correlations [3] applied to the time history of the total
drag, evaluated from the value of the driving pressure gradient at each time instant.
Thus, both the baseline and the wavy-channel drag levels are affected by a different
sampling uncertainty. The two are assumed to be independent, so that the standard
deviation of the total-drag variation is calculated from that of each drag level as

σDR = Dt,wavy

Dt,plane

√(
σDt

Dt

)2

plane

+
(

σDt

Dt

)2

wavy

. (1)
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Fig. 4 Reduction in skin-friction drag relative to the baseline drag level versus wave slope (left)
or projected slope (right). Symbols are defined in Table1, error bars quantify the 95% confidence
interval for the time-averaging error of the total-drag level

4 Results and Discussion

The relative variations of the contributions to the drag are presented in Figs. 4, 5 and
6. The error bars shown represent the time-averaging uncertainty of the total-drag
reduction, which is a conservative choice for comparing differences in friction levels.
However, the uncertainty associated with the spatial discretisation is not included in
the error bars. Further investigation on the latter can be found in [2].

First, the influence of thewave height is considered. In viewof the rationale behind
the use of a skewed wavy wall for drag reduction – namely, the emulation of in-plane
spanwise wall oscillations – a link between the level of skin-friction reduction and a
measure of the intensity of the forcing generated by the spanwise pressure gradient
arising from the wavy geometry may be expected. In Fig. 4, it is observed that the
friction-reduction curves at θ = 70◦ and θ = 75◦ almost collapse when scaled with
the streamwise wave slope Aw/λx , whereas the θ = 80◦ case displays a different
behaviour. As all simulations feature the same streamwise wavelength λx , the present
results suggest that the spanwisewavelength has amaterial effect on the skin-friction-
reduction level.

Second, it is shown in Fig. 5 that the pressure drag increases quadratically with
the wave slope. Also, for the same streamwise wave slope, larger values of θ exhibit
less pressure drag.

Third, the net change in drag, arising from the opposite actions of the skin-friction
reduction and the pressure drag, is quantified in Fig. 6. For small wave slopes, the fric-
tion reduction slightly surpasses the pressure-drag increase, leading to small amounts
of drag reduction. The most effective configuration at reducing the total drag is that
at θ = 75◦, yielding a net drag reduction of 1%. The slight improvement from the
configuration at θ = 70◦ arises from a combination of a lower pressure-drag level,
a benefit of the greater angle, and a small improvement of the friction reduction.
Although the decrease in the pressure-drag penalty with increasing angle is clear, as
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Fig. 5 Pressure-drag penalty relative to the baseline drag level. Same legend as Fig. 4
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Fig. 6 Net drag reduction relative to the baseline drag level. Same legend as Fig. 4

evidenced in Fig. 5, the improvement of the friction reduction is relatively small and
may be the consequence of other sources of error.

5 Conclusions

A parametric study of the drag experienced by skewed large-scale wavy walls at
Reτ ≈ 360 was undertaken for a streamwise wavelength of λ+

x ≈ 2700, flow angles
ranging from θ = 70◦ to 80◦, and wave heights up to A+

w ≈ 30. All cases simulated
present a reduction of the skin-friction drag. This reduction increases as the wave
height is increased. However, the pressure-drag penalty rapidly overcomes the skin-
friction reduction, thus leading to drag increase. Among the flow configurations
tested, a maximum net-drag reduction of 1% is found at an angle of θ = 75◦, with a
standard deviation of the time-averaging error of 0.2% of the baseline drag level.
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Estimation of the Roughness Function
in Turbulent Flows Using the Slope
of the Roughness

M. De Marchis, B. Milici and E. Napoli

1 Introduction

In the last decades, important efforts have been made to better understand the effects
of surface roughness on the mean flow. These studies have been performed inves-
tigating turbulent channel flows, turbulent boundary layers or pipe flows. The most
evident effect of the roughness is the increase of the overall resistance, correspond-
ing to a decrease of the mean streamwise velocity profile in the logarithmic region.
This reduction is known as roughness function ΔU+ (the symbol + represents quan-
tities made non dimensional using the friction velocity uτ , or the viscous length
scale ν/uτ ). The best known law to predict the roughness function is perhaps the
logarithmic law in function of the equivalent sand grain roughness height ks , given
by:

ΔU+ = 1

κ
ln(k+

s ) + B − C (1)

Unfortunately, as pointed out by [1], ks itself is not a physical length of the rough-
ness and its value can be estimated only once the mean velocity profile is known.
Several researches (see among others [2–4] and literature cited therein) analysed
the roughness function in light of statistical moments of the roughness geometry, as
the averaged absolute deviation k, the rms of wall oscillations krms , the skewness
sk or the kurtosis ku have been investigated. Unfortunately, the above coefficients
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are representative of a single feature of the roughness: the height, the asymmetry
or the randomness. According to the analysis performed by [5], who introduced a
geometrical parameter in function of the roughness slope, called effective slope (ES),
other researchers [2, 3, 6, 7] carried out numerical as well as laboratory experiments
over regular and irregular rough walls, confirming that the effective slope seems to
be well correlated with the effects on the turbulence. The effective slope for rough
surfaces is calculated according to the relation:

ES = 1

Lx1Lx2

∫
Lx1

∫
Lx2

∣∣∣∣∂k(x1, x2)∂x1

∣∣∣∣dx1 (2)

where k(x1, x2) is the roughness height, whereas x1 and x2 are the streamwise and
spanwise direction, respectively, with Lx2 and Lx3 the corresponding extent of the
domain. w In the present study, ES is correlated with the roughness function ΔU+,
so that it can be considered a geometric parameter able to predict the mean flow
reduction. The current study is aimed at finding a law able to predict the roughness
function produced by regular or irregular roughness, using LES techniques.

2 Numerical Simulations

The turbulent channel flow is resolved using the LES approach, based on the numer-
ical solution of the filtered mass and momentum conservation. The momentum and
continuity equations are resolved using the finite-volume numerical code PANOR-
MUS, which is second-order accurate both in time and space (www.panormus3d.
org).

In order to investigate both regular and irregular rough surfaces, turbulent channel
flowswith triangular and randomly variablewalls have been investigated. Here, trian-
gular shape has been chosen to tune the roughness slope. Specifically, the otherwise
flat wall has been corrugated with triangular bars of sawtooth-like shape (Fig. 1).
Two sets of simulations have been carried out. In the first one the roughness has been
simulated using eight triangular bars (8T series), whereas in the second geometry 16
triangles were considered (16T series). Several triangle heights were investigated to
vary the roughness slope and investigate a wide range of values for ES.

The computational domain is 4πδ long (streamwise direction x1), π δ wide (span-
wise direction x2) and 2δ high (wall-normal direction x3). To ensure a high level of
resolution, a relatively fine computational grid was used. In the streamwise and
spanwise directions, due to the imposed periodic boundary conditions, an uniform
resolution was applied (Δx+ ≈ 20). As customary, in the wall-normal direction a
non-uniform mesh spacing was used. Specifically, the distance of the first grid point
from thewall is belowonewall unit, while the grid spacing increases toward the chan-
nel mid-plane up to 30 wall units. At the walls the no-slip condition was enforced.

www.panormus3d.org
www.panormus3d.org
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Fig. 1 a: 3D plot of the computational domain for the case 8T3. b: 3D plot of the computational
domain for the case 16T3

Table 1 Details on the roughness type and the related geometric parameters. k+
s : equivalent sand

grain roughness. k+: mean roughness height. k+
max : highest roughness peak. k

+
rms : root mean squares

of the wall roughness. u+
3,rms root mean squares of the wall-normal fluctuation at the mean wall

plane. ES effective slope, as defined in [5]. 8T set: eight triangles, Fig. 1a. 16T set: sixteen triangles,
Fig. 1b

Case Roughness
type

k+
s k+ k+

max k+
rms u+

3,rms ES ΔU+

8T1 2D triangle 13.00 9.87 19.75 11.45 0.180 0.064 1.64

8T2 2D triangle 31.20 19.75 39.50 22.51 0.520 0.127 4.84

8T3 2D triangle 102.00 31.60 63.20 36.34 0.760 0.204 8.39

8T4 2D triangle 260.00 47.40 94.80 54.51 0.820 0.306 10.78

16T1 2D triangle 12.25 5.92 11.85 6.71 0.100 0.076 1.60

16T2 2D triangle 22.51 9.87 19.75 11.45 0.150 0.127 3.66

16T3 2D triangle 49.37 15.80 31.60 18.17 0.380 0.204 6.46

16T4 2D triangle 116.50 23.70 47.40 27.65 0.870 0.306 8.70

The simulations were carried out at Reτ = 180, 395, 590. The above resolutions,
in light of the computational domain, give rise to the resulting number of grid cells
equal to 128 × 32 × 64 in the streamwise, spanwise and wall-normal direction,
respectively for Reτ = 180. For Reτ = 395 the number of cell is 256× 64× 64 in the
streamwise, spanwise and wall-normal directions, respectively, and increased to 256
× 128× 256 for Reτ = 590. Figure1 shows 3D representation of the computational
domain of the regular rough channels, whereas for the irregular random roughness
the reader can refer to [8].

In Table1 details on the regular roughness type and on the geometric parameters,
of the numerical simulations are reported.
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Fig. 2 Dependence of the roughness function ΔU+ on geometrical parameters. a mean roughness
height k+; b r.m.s of the roughness height k+

rms ; c maximum roughness peak k+
max ; d equivalent

sand grain roughness k+
s Open symbols, irregular roughness; filled symbols, regular roughness.

Bold line for visual aid only

3 Results

In the present analysis the attention is focused to find a correlation between a geo-
metric parameter, representative of the roughness surface (regular or irregular), and
the roughness function. Several studies have been carried out to achieve this aim, see
among others the recent findings of [2] and literature therein cited, nevertheless the
question is still open and worth of further investigations.

Figure2 shows the dependence of the roughness function on geometrical parame-
ters, specifically the mean roughness height k+ in Fig. 2a. The picture clearly shows
that the roughness Reynolds number, cannot be considered a key parameter fully
representative of the roughness effect. In fact, regular or irregular roughness having
the same k+ give rise to very different ΔU+.

Similar considerations can be made looking at the Fig. 2b, where the dependence
of ΔU+ on k+

rms is plotted. In this case, a scatter of the data is visible both for
regular and irregular rough walls. Specifically, even though some data seems to be
aligned with the linear law, depicted as bold line in the graph, other geometries
follow a different pattern, suggesting that also the k+

rms is not a key parameter in the
roughness function estimation.
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Figure2c shows the correlation between the roughness function and themaximum
peakof the roughness height k+

max .Most of the data seem to follow the samenon-linear
trend, represented by the bold line in the in the semi-log plot. Thus, the maximum
roughness peak could be considered a more representative candidate to find the
roughness function, once the roughness geometry is known. Nevertheless, 3D rough
surfaces must have higher peaks than 2D roughness to achieve the same ΔU+. This
behavior can be attributed to themeandering shape of the turbulence structures among
3D hills, moreover in 3D roughness there are many positions with the same lower
roughness height. The above analysis puts in light the difficult to find a geometric
parameter able to be representative of regular as well as irregular rough surfaces.
According to literature findings, a parameter able to predict the roughness function
independently of the roughness texture, at least in the fully rough region, is the
equivalent sand grain roughness.

In Fig. 2d the dependence of the roughness function on k+
s is depicted. The values

of k+
s have been calculated equating, in the log-region, the mean streamwise velocity

profile with the wall law for the mean velocity in a rough-wall turbulent boundary
layer.

Even though, ks is a key parameter to estimate the effect of energy loss induced by
the roughness, its value can be obtained once the mean velocity profile is calculated,
thus only once the roughness function is known. Recently, [1] observed that ks is not
a physical measure of the surface roughness rather a parameter able to measure the
effect of the roughness. The equivalent sand grain roughness ks can be correlated
with roughness physical parameters (see among others [2]).

In Fig. 3 the roughness function versus ES is plotted. According to literature
findings, the region has been divided in three regions: waviness region, achieved
for ES < 0.15; transition region for 0.15 <ES< 0.35 [3]; roughness regime for
ES > 0.35 [6]. Following the log-law proposed byHama (1954), (see Eq.1), in Fig. 3
a logarithmic interpolating law is proposed to fit the data, given by the equation:

ΔU+ = 1

κ
ln(ES2) − B − C (3)

Fig. 3 Dependence of the
roughness function ΔU+ on
the effective slope ES. Open
symbols, irregular
roughness; filled symbols,
regular roughness. Bold line:
interpolating log-law. Dot
dashed line: ES = 0.15. Thin
vertical line: ES = 0.35
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where κ is the von Kármán constant, B and C are equal to 6.5 and 8.5, respectively.
Comparing the trend of the data plotted in the Figs. 2 and 3 it can be argued that the
effective slope is the more suitable candidate to estimate the roughness effect on the
mean velocity profile.

4 Conclusions

On the basis of several LES, carried out over regular as well as irregular rough
walls, here the dependence of the roughness function with geometric parameters,
representative of the roughness topography, was investigated. The analysis has been
carried out also taking into account a lot of data reported in literature. In this way,
a wide range of roughness shapes and textures was covered. The downward shift
of the velocity profile has been observed in light of k+

s the equivalent sand grain
roughness, k+ the mean roughness height, k+

max , the highest roughness peak, k
+
rms the

root mean squares of the wall roughness, u+
3,rms the root mean squares of the wall-

normal fluctuation at the mean wall plane and ES the effective slope. The analysis
pointed out that the roughness function cannot be properly estimated with a single
geometry feature of the roughness, as the mean roughness height or the maximum
peak. Conversely, ΔU+ can be estimated considering both the height and shape of
the roughness. The parameter ES seems, in fact, to have a good correlation with
roughness function. The trend of the correlation between ES and ΔU+ suggests the
existence of a logarithmic dependence between roughness slope and mean velocity
reduction.
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Large-Eddy Simulation of Reactive
Plume Dispersion Over Hypothetical
Urban Areas

C. H. Liu, Z. Wu and Y. K. Ho

1 Introduction

Air pollution poses major threat to premature mortality [8] but its levels over 80% of
cities are unhealthy [15]. Although large-scale computational fluid dynamics (CFD)
models are the common research solutions to detailed air quality studies [12], analyt-
ical models offer quick screening tools that are surrogates for prohibitively expensive
sensitivity tests in practice [9]. TheGaussianmodels,which are analytical tools devel-
oped based on open terrain and chemically inert pollutants, have been well received
in the industry for decades [11]. Their results for chemically reactive pollutants over
urban areas must be interpreted cautiously. In attempt to refine the functionality of
Gaussian models, this study is conceived, using large-eddy simulation (LES), to
examine the reactive plume dispersion over hypothetical urban areas.

2 Methodology

LES of the open-source CFD code Open-FOAM 4.1 [10] is used in this paper. The
flows are assumed to be isothermal and incompressible. The subgrid-scale (SGS)
properties are modeled by the Smagorinsky model [14] and the one-equation SGS
turbulence kinetic energy (TKE) conservation [13]. Irreversible ozone (O3) titration

C. H. Liu (B) · Z. Wu · Y. K. Ho
Department of Mechanical Engineering, The University of Hong Kong,
Hong Kong, China
e-mail: liuchunho@graduate.hku.hk

Z. Wu
e-mail: wzqmec@gmail.com

Y. K. Ho
e-mail: mea09ykh@connect.hku.hk

© Springer Nature Switzerland AG 2019
M. V. Salvetti et al. (eds.), Direct and Large-Eddy Simulation XI,
ERCOFTAC Series 25, https://doi.org/10.1007/978-3-030-04915-7_74

563

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04915-7_74&domain=pdf
mailto:liuchunho@graduate.hku.hk
mailto:wzqmec@gmail.com
mailto:mea09ykh@connect.hku.hk
https://doi.org/10.1007/978-3-030-04915-7_74


564 C. H. Liu et al.

Fig. 1 Computational
domain and BCs of the LES
for flows and reactive plume
dispersion over hypothetical
urban areas

NO + O3−→NO2 + O2 , (1)

where NO is nitric oxide, NO2 nitrogen dioxide and O2 oxygen molecule, is handled
as a source term in the mass conservation equations in this paper.

Spatial domain, whose size is 72h (length) × 12h (width) × 12h (height), con-
sists of 36 identical street canyons (of size h) of unity building-height-to-street-width
(aspect) ratio (Fig. 1). The flows are driven by the background pressure gradient nor-
mal to the street axes. Periodic flows are assumed in the horizontal extent while
periodic boundary conditions (BCs) of pollutants are only assumed in the span-
wise (homogeneous) direction. The upstream inflows are doped with constant back-
ground O3 concentration [O3]0. A ground-surface NO area source with constant
concentration [NO]0 is placed in the first street canyon. Open BCs of pollutants
(∂cφ/∂t + u∂cφ/∂x = 0) are prescribed at the outflow to remove all the pollutants
from the spatial domain. Wall and shear-free, open-channel (∂u/∂z = ∂v/∂z = w =
0) BCs are applied on the solid boundaries and the domain top, respectively. Over
4.6 × 106 hexahedra are used to discretized the spatial domain.

Finite volumemethod (FVM) is adopted to solve the governing equations. Second-
order-accurate backward differencing is used to integrate the momentum and mass
conservation in time. The gradient, divergence and Laplacian terms are calculated
by the second-order-accurate Gaussian FVM based on the summation on cell faces.
The pressure-velocity coupling in incompressible flows is handled by the pressure-
implicit with splitting of operators (PISO). The symmetric and asymmetric equation
systems are solved by the pre-conditioned conjugate gradient (PCG) and the pre-
conditioned bi-conjugate gradient (PBiCG) methods, respectively. The residual of
the Krylov iterative solvers is less than 10−8 for converged solution.
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3 Results and Discussion

In this paper, overbar ψ and angle brackets 〈ψ〉 represent the LES-resolved scales
and the ensemble average in the homogeneous direction, respectively. Double prime
is the deviation of the LES-resolved scale from its ensemble average ψ ′′ = ψ − 〈

ψ
〉
.

3.1 Flow Structure

The ensemble averaged wind speed 〈u〉 increases with increasing wall-normal dis-
tance z that converges to the prevailing wind speed u∞ at the domain top (Fig. 2a).
It agrees with our previous wind tunnel result [6] but overpredicts slightly com-
pared with that available in literature [16]. The sharp near-wall velocity gradient
signifies the locally elevated dimensionless streamwise

〈
u′′u′′〉1/2 /uτ (Fig. 2b) and

vertical
〈
w′′w′′〉1/2 /uτ (Fig. 2c) fluctuating velocities. A good agreement between

the current LES and the wind tunnel measurements [2, 6, 7], especially in the lower
domain, is observed. Minor differences, such as the higher LES-calculated

〈
u′′u′′〉1/2

compared with that of direct numerical simulation (DNS) [3] and the lower LES-
calculated

〈
w′′w′′〉1/2 comparedwith that of wind tunnel measurements [5], are found.

The LES-calculated vertical momentum flux
〈
u′′w′′〉 is linearly decreasing similar to

that of theoretical open-channel flows (Fig. 2d). The discrepancies mentioned above
are mainly attributed to the different (roughness) Reynolds number Reτ (= uτh/ν;
where uτ is the friction velocity and ν the kinematic viscosity) which was 60 in [16],
was over 600 in [6] and is 470 in this study. Nonetheless, the current LES output is
reliable, facilitating the analyses of plume dispersion.

Fig. 2 Dimensionless flow
properties a mean wind
speed 〈u〉 /u∞, b streamwise
fluctuating velocity〈
u′′u′′〉1/2 /uτ , c vertical
fluctuating velocity〈
w′′w′′〉1/2 /uτ and d vertical
momentum flux

〈
u′′w′′〉 /u2τ

expressed in dimensionless
wall-normal direction z/H .
Here H is the domain height.
Also shown are the
measurement results of [16]:
�, [5]: �, [7]: �, [2]: ∇ and
[6]: � together with the DNS
results of [3]: �

(a) (b) (c) (d)
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Fig. 3 Dimensionless tracer
plume concentrations
(π/2)1/2 × ûσz/Q × 〈c〉 in
streamwise direction x/h =
15.5: �, 25.5: �, 35.5: ∇,
45.5: �, 55.5: � and 65.5: �
expressed in dimensionless
wall-normal distance
z/21/2σz . Here Q is the
tracer source strength. Also
shown is the Gaussian
model: solid line

3.2 Tracer Plume

The LES-calculated tracer plume concentrations 〈c〉 agree well with those of theo-
retical Gaussian model (Fig. 3). In view of the rapidly changing near-wall mean wind
speed 〈u〉, the average mean wind speed across 95% of plume û is used instead in
the calculation of vertical dispersion coefficient σz . The concentrations measured in
another wind tunnel experiment [4] followed the theoretical Gaussian form only in
z ≥ σz . On the contrary, the current LES-calculated tracer concentrations exhibit the
Gaussian form across the entire plume except in the vicinity to the roughness ele-
ments. The dissimilar tracer behavior could be caused by the sharp velocity gradient
in the near-wall region that violates the assumption of uniform flows and eddy dif-
fusivity in Gaussian models. Besides, the different geometric configurations (cubes
in [4] and ribs in the current LES) could result in the dissimilarity mentioned above.

3.3 Reactive Plume

Unlike the tracer, rise of reactive plume trajectory is clearly observed (Fig. 4). O3

titration is more significant in the near-wall region so the NO peaks are elevated.
The LES-calculated plume rise zr increases with increasing chemical reaction rate,
i.e. background O3 concentration [O3]0, varying from zr = 0.1 × 21/2σz at [O3]0 =
1ppb to zr = 0.6 × 21/2σz at [O3]0 = 500ppb. Hence, the conventional Gaussian
models have to be applied cautiously for urban setting because excluding the plume
rise would over-estimate the ground-level concentrations of reactive pollutant (as
large as 5 times in this paper), degrading the modeling accuracy substantially.

The dimensionless NO concentrations (π/2)1/2 × ûσz/Q × 〈cNO〉 in the stream-
wise direction also clearly exhibit self-similarity after including chemical reaction.
The source depletion Gaussianmodel [1] is adopted to handle the O3 titration (Eq.1),
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Fig. 4 Dimensionless
reactive pollutant
concentrations
(π/2)1/2 × ûσz/Q × 〈cNO〉
in streamwise direction x/h
= 15.5: �, 25.5: �, 35.5: ∇,
45.5: �, 55.5: � and 65.5: �
expressed in dimensionless
wall-normal distance
z/21/2σz for [O3]0 = a
1 ppb; b 10 ppb; c 50 ppb; d
100 ppb; e 200 ppb and f
500ppb. Also shown are the
plume rise zr : dotted lines,
source depletion Gaussian
model: sold lines and
γ -distribution: dashed lines

(a) (b) (c) (d) (e) (f)

which, however, does not work because of the fast chemistry in response to the slower
near-wall wind speed right over the roughness elements. Generally, the source deple-
tion Gaussianmodel is able to calculate the reactive pollutant concentrations over the
plume rise. The discrepancy in the near-wall region widens with increasing chemical
reaction rate because of the implicit limitation of source depletion Gaussian model.
There is thus a need for an innovative formulation describing reactive pollutant dis-
persion over urban areas.

Additional effort is sought to test the regression of the γ -distribution

√
π

2
× ûσz

Q
× 〈cNO〉 =

(
z/

√
2σz

)α−1

βαΓ (α)
× exp

(

− z/
√
2σz

β

)

(2)

in term of the Gamma function Γ (α) to refine the reactive plume parameterization.
Here, α and β are the parameters that are determined by the mean (μ = αβ) and
variance (σ 2

z = αβ2) of the source depletion Gaussian model. It is able to handle
the pollution physics/chemistry coupling that predicts well the NO concentrations
throughout the entire reactive plume (Fig. 4). In particular, the fast pollution chem-
istry in slow turbulent flows in the near-wall region agrees well with the current
LES results, outperforming the source depletion Gaussian model. The improvement
is more notable in higher background O3 concentrations. The newly proposed γ -
distribution is more accurate that the source depletion Gaussian model except for
[O3]0 = 10ppb (Table1). Nonetheless, its performance is remarkable.
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Table 1 Root-mean-square (RMS) error comparing the source depletion Gaussian model and γ -
distribution with the current LES results in different background ozone concentrations [O3]0
[O3]0 (ppb) Source depletion Gaussian

model
γ -distribution

1 0.00975 0.00176

10 0.000654 0.00217

50 0.00805 0.00267

100 0.0158 0.00297

200 0.0298 0.00361

500 0.0587 0.00432

4 Conclusions

A series of LES of flows and tracer/reactive plume dispersion over hypothetical urban
areas is performed to improve the functionality of Gaussian models. The results
suggest that reactive plume is no longer Gaussian. Instead, γ -distribution would be
another candidate for dispersion coefficient. Future work will focus on strengthening
the theoretical foundation and more comprehensive verification.
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Large-Eddy Simulation of an Open
Channel Flow with Submerged Rigid
Vegetation

A. Monti, M. Omidyeganeh and A. Pinelli

1 Introduction

Flexible slender structures embedded in fluid flows are everywhere. Hairy surfaces
are abundant in nature and performmultiple functions: e.g. thermal regulation, water
harvesting, flow sensing, transport of species. While a great deal is known about the
interplay between individual fibres and fluid flows, considerably less work has been
done on flows interacting with ensembles of fibres, such as fur, hair, feathers or veg-
etation canopies. The particular case of vegetative canopies in river flows represents
a paradigmatic example of the wide range of possible interactions between flows and
ensembles of slender elements and how nature or human intervention can exploit this
interplay to either mitigate disruptive events or to enhance the efficiency of a num-
ber of transport processes highlighting the importance of canopy-flow interactions on
societal and environmental issues and the advantages that can be achieved by properly
managing their reciprocal action. One of the first examples of research on vegetative
canopy flows is the pioneering study of Ree and Palmer [10] where, for the first time,
a methodology able to determine an estimate of the drag induced by the vegetation in
an open channel (thus allowing to predict the actual discharge capacity) was put for-
ward. Other relevant contributions on the characterisation of the effects of vegetative
canopies in waterways were defined much more recently by Nepf and co-workers
[7]. One of the more important contribution of these works concerns the introduc-
tion of a classification of canopy flows which is exclusively based on geometrical
considerations. Specifically, the proposed categorisation is based on two geometrical
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Fig. 1 Geometrical parameters governing a canopy flow according to Nepf [7]. In our simulation,
the filaments are randomly distributed on the canopy bed, each one occupying an average area �S2

ratios. The first one involves the flow depth H and the canopy height h (see Fig. 1).
If H/h = 1, the flow is termed as emergent, otherwise if 1 < H/h < 5 it is called
shallow submerged or deeply submerged when H/h > 10. The second geometric
parameter introduces a further classification for submerged canopy flows identifying
two limiting behaviours, that are approached as the canopy density varies. If the ratio
between the frontal area and the bed area, defined as λ = ah, where a = d/�s2 (see
Fig. 1), is less than a threshold value (i.e., λ � 0.1) then the fluid velocity within
and above the canopy shows a behaviour comparable to the one observed in a tur-
bulent boundary-layer over a rough wall. This sparse regime is also characterized
by the dominance of bed drag over the actual canopy drag. For large values of λ

(i.e., λ � 0.1), the canopy drag is larger than the one offered by the bed. Under
this condition, termed as dense regime, the drag distribution features a discontinuity
at the top of the canopy that, in turns, determines the appearance of an inflection
point in the velocity profile near the canopy edge. Within the given categorisation,
the present contribution makes use of a large-eddy simulation (LES) to characterize
the behaviour of the flow over a submerged, mildly dense (λ > 0.1) rigid canopy. In
particular, the aim of the work is to explore and unravel the mechanisms of the inter-
action between the fluid flow and the dense rigid canopy by identifying the physical
parameters that govern the mixing mechanisms within the different flow layers and
by exploring the impact of the sweep/ejection events at the canopy edge.

2 Methodology

For the present study, the turbulent flow field has been simulated using an in-house
developed incompressible Navier–Stokes solver (SUSA). The solver tackles the gov-
erning LES equations using a second order accurate, cell centred finite volume
approach and a second order time accurate pressure correction scheme. Readers
interested in the solver and on the extensive validation campaign can find detailed
information in [8]. Further information on the ILSA model used for the subgrid
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stress closure can be found in [11]. Differently from other approaches, we resolve the
canopy directly introducing a set of rigid and solid filaments of finite cross-section
which are placed perpendicularly to the horizontal wall. To impose the boundary
conditions that each rigid filament exerts on the fluid (i.e., zero velocity) we have
used a particular immersed boundary (IB) method that, as many other IB methods,
deals with immersed bodies using a set of Lagrangian nodes that, in general, do
not conform with the underlying Cartesian grid used to discretize the LES equa-
tions. Further information on the implementation of the IB method can be found in
[3]. Concerning the computational domain, we have considered a box periodic in
stream- (x) and spanwise (z) directions. The size of the box is Lx = 4πh, Ly = 4h
and Lz = 2πh (a size similar to [1]). At the bottom wall, a no-slip boundary condi-
tion is imposed while a free-slip condition is set at the top surface. The bulk Reynolds
number is set to Reb = UbH/ν = 6000, close to the one used in the experiments
[4]. The domain is discretized with a Cartesian grid system with a number of nodes
(equispaced in stream- and spanwise directions) that yield a resolution in wall units
(�l+ = �lu∗/ν, with u∗ = √

τmax/ρ) of �x+ ≈ 12, �y+
h ≈ 0.3 and �z+ ≈ 12, in

the stream-, wall-normal and spanwise directions respectively.

3 Results

To qualitatively compare our results, we have considered the work of Bailey and
Stoll [2] that have numerically simulated a similar canopy flow configuration using
LES and mimicking the presence of the filamentous layer with distributed volume
forces. Despite the differences in the approach chosen to model the presence of
the canopy, the agreement between the present results and the ones reported in the
aforementioned work [2] is quite good. From the mean velocity profile given in
Fig. 2 we can clearly identify at least two separate regions. The outermost one (from

Fig. 2 Mean velocity profile normalized with Ub (left) and u∗ (right)
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250+ − 300+ above the canopy) is characterized by a mean velocity shape that
reminds the one of turbulent boundary-layer featuring a logarithmic region with a
slope that does not match the canonical one (see Fig. 2). Closer to the canopy edge,
the mean velocity profile exhibits an inflection point typical of the transitional/dense
canopies regimes (note that following the classification in [7], ourλ = 0.35).Tobetter
characterize the actual regime, we next focus on the distribution of the off-diagonal
Reynolds stresses. According to Nepf [7], when the 〈u′v′〉 distribution reaches an
almost zero value within the canopy, the portion of the layer underneath is shielded
and cannot interfere with the outer flow. When this location approaches the bottom
wall, the canopy flow regime moves towards a sparse configuration. Figure3, on
the left, shows that indeed our chosen configuration corresponds to a transitional
regime (i.e., neither dense nor sparse). The distribution of the total shear stress (given
in the same figure) reveals that the viscous contribution plays a role only in the
region close to the canopy bed, therefore, the outer layer of the canopy behaves
as a virtual porous wall for the external flow. Concerning the Reynolds diagonal
stresses (Fig. 3, right), the ones in the streamwise direction shows the presence of a
second peak in the outermost region reminiscent of the one produced by large scales
motions in turbulent boundary layers (TBL) [5]. A suggestive hypothesis explaining
the similarity between these twoflows could be based on the common presence of two
separated (in the wavenumber/distance from the wall space) but co-existing turbulent
flows: in the TBL, the close-to-the wall structures and the outer very large scales;
in the present canopy flow, an outer boundary layer conditioned by the presence of
large coherent structures present on the edge of the filamentous layer. The presence
of the large scale structures by the layer tip is clearly visible from the isosurfaces
of the streamwise velocity fluctuations, shown in Fig. 4, revealing two large scale
streaks that span the whole extension of the domain. The distance between the two
streaks (a high and a low speed one) and their dimension is of ∼ 2 − 3h. The same
figure shows that these streaks are tilted in the streamwise direction in a fashion
that recalls the upwash and downwash effects on velocity streaks over porous walls
due to the passage of large Kelvin–Helmholtz rollers induced by the inflection point
instability [6]. The presence of the Kelvin–Helmholtz vortices can be better detected
by looking at the instantaneous velocity fluctuations contours (obtained by averaging
in the spanwise direction, i.e. 〈u′〉z) given in Fig. 4 in the right panel. The two-point
correlations shown in Fig. 5 on the left confirm that the structures in the outer flow
are very elongated and tilted in the x − y plane. The effect of those structures is felt
also within the canopy as typical of a transitional regime (see Fig. 5, bottom-left).
On the right panel of the same figure the correlations in wall-normal and spanwise
directions show that the structures have a large size that spans almost half-size of the
domain length Lz . These results also show that we are in aminimal box unit condition
and that larger domains must be considered in the future. To investigate the possible
similarity of the outer flow with a TBL in Fig. 6 we provide the joint probability
density function of u′ and v′ (see Ong and Wallace [9] for the same analysis in a
TBL). Contrarily to what happens in a TBL, in a canopy flow the region by the tip
exhibits a prevalence of ejection events with less frequent energetic sweeps. This
trend reverts moving away into the core flow away from the filamentous layer.
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Fig. 3 Left: total (solid) and Reynolds (dash-dotted) shear stresses. Right: Reynolds normal and
shear stresses

Fig. 4 Streamwise velocity fluctuations u′/Ub isosurfaces (left) and contours averaged in z direc-
tion 〈u′〉z/Ub (right). The streamlines represent the averaged in z velocity fluctuations components

Fig. 5 Two-points correlation of the streamwise (top) and spanwise (bottom) velocity fluctuations
in streamwise and wall-normal directions, Ru′u′ (rx , ŷ + ry) and Rw′w′ (rx , ŷ + ry) (left) and in
spanwise and wall-normal directions, Ru′u′ (rz, ŷ + ry) and Rw′w′ (rz, ŷ + ry) (right)
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Fig. 6 Joint probability density function of the streamwise and wall-normal velocity fluctuations
at y/h = 1.2 (left) and y/h = 2.6 (right)

4 Conclusion

To the authors knowledge, the present work is the first attempt to produce a high
fidelity simulation of a canopy flow in transitional regime. Many interesting features
have been found as summarized in the results section. However, further analysis is
required to prove that the flow structure that has been described is not largely affected
by the size of the computational box that marginally fits the largest scales of motion.

References

1. Bailey, B.N., Stoll, R.: Turbulence in sparse, organized vegetative canopies: a large-eddy sim-
ulation study. Bound Layer Meteorol. 147(3), 369–400 (2013)

2. Bailey, B.N., Stoll, R.: The creation and evolution of coherent structures in plant canopy flows
and their role in turbulent transport. J. Fluid Mech. 789, 425–460 (2016)

3. Favier, J., Revell, A., Pinelli, A.: A Lattice Boltzmann-Immersed Boundary method to simulate
the fluid interaction with moving and slender flexible objects. J. Comput. Phys. 261, 145–161
(2014)

4. Ghisalberti, M., Nepf, H.M.: The limited growth of vegetated shear layers. Water Resour. Res.
40(7) (2004)

5. Hutchins, N., Marusic, I.: Evidence of very long meandering features in the logarithmic region
of turbulent boundary layers. J. Fluid Mech. 579, 1–28 (2007)

6. Jiménez, J., Uhlmann, M., Pinelli, A., Kawahara, G.: Turbulent shear flow over active and
passive porous surfaces. J. Fluid Mech. 442, 89–117 (2001)

7. Nepf, H.M.: Flow and transport in regions with aquatic vegetation. Annu. Rev. Fluid Mech.
44, 123–142 (2012)

8. Omidyeganeh,M., Piomelli, U.: Large-eddy simulation of three-dimensional dunes in a steady,
unidirectional flow II. Flow structures. J. Fluid Mech. 734, 509–534 (2013)

9. Ong, L., Wallace, J.M.: Joint probability density analysis of the structure and dynamics of the
vorticity field of a turbulent boundary layer. J. Fluid Mech. 367, 291–328 (1998)



Large-Eddy Simulation of an Open Channel Flow … 577

10. Ree, W.O., Palmer, V.J.: Flow of water in channels protected by vegetative linings (No. 967).
United States Department of Agriculture (1949)

11. Rouhi, A., Piomelli, U., Geurts, B.J.: Dynamic subfilter-scale stress model for large-eddy
simulations. Phys. Rev. Fluids. 1(4), 044401 (2016)



Detached Eddy Simulations of the Flow
Around the Japan Bulk Carrier (JBC)

E. Guilmineau, G. B. Deng, P. Queutey, M. Visonneau and J. Wackers

1 Introduction

The accurate prediction of the velocity field in the wake of a ship is a challenge of
crucial importance since it affects the optimal design of the propeller rotating in a
non-uniform velocity field. This non-uniformity causes temporal variations of the
propeller thrust and torque and, consequently, possible vibrations and fatigue of the
propulsive system.

Numerical simulation of the wake of a three-dimensional body has been a subject
of study for a long time.Most of the computations at high Reynolds number are based
on the URANS (unsteady Reynolds averaged Navier-Stokes) formulation which can
provide a reasonably good unsteady solution when the unsteadiness is controlled by
large scales and related to unsteady boundary conditions. However, this approach
is unable to capture the intrinsic flow unsteadiness of the flow field, which might
be necessary to predict to evaluate, for instance, the right level of the turbulent
kinetic energy when local flow detachment influences the mean flow field. When
such a situation occurs at the stern of a ship, the use of Large Eddy Simulation
appears necessary. But a pure LES computation is hardly possible at this Reynolds
number even at model scale because of the high computational resources needed, see
Nishikawa [6] who uses a mesh with 38×109 cells to simulate the flow around the
JBC for the Tokyo 2015 workshop. In such a case, hybrid RANS-LES approaches
seem to be the only pragmatic alternative to try while keeping at a reasonable level
the resource consumption. The objective of this paper will be to compare an explicit
anisotropic statistical turbulence closure (EARSM) and a Detached Eddy Simulation
(DES) with local flow experiments performed by NMRI [3] in order to assess their
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Fig. 1 Side view of the
Japan Bulk Carrier

respective merits in the simulation of the flow field characteristics in the core of the
averaged bilge vortices generated at the stern of the ship and interacting with the
rotating propeller (Fig. 1).

2 Test Case

The Japan Bulk Carrier (JBC) [4] is a Capesize bulk carrier. Its length between per-
pendiculars at full scale is LPP = 280m and its service speed is 14.5knots, leading
to a Froude number Fn = 0.142. The depth is 25m and the draft is 16.5m. This
geometry is investigated at model scale. The scale factor is 40, and then its length is
LPP = 7m and the model scale Reynolds number is Re = 7.46× 106, based on the
length LPP and the hull velocity U = 1.179m/s.

3 Flow Solver

ISIS-CFD, developed by Centrale Nantes and CNRS and available as a part of the
FINE/Marine computing suite, is an incompressible unsteady Reynolds-averaged
Navier-Stokes (URANS) method. The solver is based on the finite volume method.
The unstructured discretization is face-based, which means that cells with an arbi-
trary number of arbitrarily shaped faces are accepted. The method features many
sophisticated RANSE turbulence models: apart from the classical two-equation k-ε
and k-ω models, the anisotropic two-equation Explicit Algebraic Reynolds Stress
Model (EARSM) is available [1] and will be used here since it is known to perform
better for longitudinal vortices because of the turbulence anisotropy.Recently, several
variants of Detached Eddy Simulation (DES) closures have been implemented [2].
All these turbulence models are based on the k − ω model of Menter.

4 Numerical Simulation Set-Up

The computational domain starts 2LPP in front of the model and extends up to 5 LPP

behind the hull. The width is 4 LPP and the height is 2.06 LPP . In this study for the
sake of simplicity, the free-surface effects are not taken into account and thus the
free-surface is replaced by a symmetry plane leading to a so-called double-body
configuration. This mesh is generated by Hexpress™, after which a single step of
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the ISIS-CFD adaptive grid refinement is used to make all cells twice smaller. The
final mesh contains 90.6 million cells For the URANS simulations, the time step is
Δt = 5× 10−2 s and the averaging time, t ×U/LPP , is 15.3. For the DES, two time
steps are used. The first is Δt1 = 5× 10−3 s and the non-dimensional averaging
time, t ×U/Lpp is 24.2 while the second time step is Δt2 = 5× 10−4 s and the
non-dimensional averaging time is 11.

5 Results

Figure2 presents the vortex structures by using a dimensionless iso-surface of the
second invariant of the averaged flow field, Q, obtained with the DES model. This
figure shows the vortical structures for the mean flow at the stern of the ship and in
the wake. A massive vortex is observed in the wake of the hull. A similar topology
is obtained with the EARSM turbulence model.

Figure3 presents the axial velocity component normalized by the ship model
velocity at the cross section S4, located at X/LPP = 0.9843. The main difference
between all simulations and experiments is the prediction of the bilge vortex. The
results obtainedwith theDESmodel and the large time step,Δt1, are not in agreement
with the measurements as the flow is not sufficiently accelerated and the area of low
velocity is much larger than the one measured experimentally. With the DES model
and the smaller time step, Δt2, the level of low velocity is in satisfactory agreement
with the experiments but the low velocity area is too large compared to the one
measured experimentally. With the EARSM model, the area size of low velocity
region corresponds with experiments although the minimum velocity is too low in
the numerical simulations.

A local vortex core analysis is then performed only on the main averaged vortex.
Themain vortex center is defined as the local maximum value of the longitudinal vor-
ticityΩX in order to remain consistent with the experimental choice. The transversal
evolutions along horizontal and vertical lines across the vortex center are computed
for the cross-section S4. The coordinates of the mean vortex center in this plane are
called YV 1 and ZV 1.

Fig. 2 Side view of the vortical structures visualized by iso-surface of dimensionless second invari-
ant (Q = 25)
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Fig. 3 Non-dimensional axial velocity component, u/U, at the cross section S4

Figures4 and 5 show the comparison of the longitudinal component of the veloc-
ity, U, and the turbulent kinetic energy, TKE, respectively, between the numerical
results and the experimental data. A satisfactory agreement is observed for the mean
streamwise velocity component, except for the DES computations performed with
a larger time step Δt1. For TKE, a large difference between the experimental data
and the RANS results obtained is noticed. During the Tokyo 2015 workshop [7], this
trend was observed by all the participants using RANS turbulence models.

With the DES formulation, the level of TKE is in very good agreement with mea-
surements, being three to five times higher than what is simulated by the anisotropic
RANS turbulence model. Moreover, the high values of TKE obtained with the DES
closure are independently confirmed by the results obtained by Kornev’s team [5]
using a RANS-LES turbulence model, which reinforces the role played by the tur-
bulence models in the simulation of the right level of TKE in the core of the main
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Fig. 4 Horizontal evolution of the streamwise velocity component around the vortex center

vortex. However, it is important to recall that, from a RANS point of view, the co-
existence of high levels of TKE and large levels of longitudinal vorticity in the core
of a vortex is somewhat contradictory, since high levels of TKE mean even higher
levels of turbulence viscosity which contribute to the dissipation of the vortex and
consequently reduce its vorticity. A relaminarisation of the flow in the core of vortex
would be rather expected as it is observed in the core of tip vortices, for instance. But,
such an analysis is valid only if one is in presence of a unique isolated vortex. Here,
the unsteady DES computations reveal that there is not an instantaneous isolated
bilge vortex in the wake of the JBC, which means that the existence of a well defined
isolated bilge vortex is actually a kind of intellectual reconstruction which does not
reflect the physical reality.

Actually, what is revealed by the unsteady DES computations is that the averaged
bilge vortex results from a superposition of intense and strongly unsteady smaller
but coherent vortical structures. Figure6 provides two instantaneous views of the
longitudinal vorticity, obtained by DES with Δt2, at section S4 separated by 120
time steps, i.e. 0.05 s. The cross in the figure shows the position of the core. These
figures explain the co-existence of large levels of averaged TKE and longitudinal
vorticity: the unsteadymeandering of the smaller scale vortical structures contributes
to a high level of TKE due to relatively low frequency fluctuations. An instantaneous
view of the iso-surface of the second invariant Q, not presented in this paper, shows
a succession of ring vortices which are created after the onset of an open separation
linked with the initial thickening of the boundary layer illustrated by the convergence
of the averaged friction lines. The design of JBC with a large value of the block
coefficient CB = 0.858 explains such a large-scale unsteadiness of the flow which is
not found for ships with lower block coefficients. The rapid longitudinal reduction
of the hull sections at the stern creates the condition of open separation followed by
a flow reversal and a strong unsteadiness revealed by the shedding of ring vortices.
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Fig. 5 Evolution of the turbulent kinetic energy around the vortex center

Fig. 6 Instantaneous views of the non-dimensional longitudinal vorticity at the cross section S4

6 Conclusions

This paper presents the numerical results for the prediction of the flow around a ship,
the JapanBulkCarrier, with the flow solver ISIS-CFD. Two turbulencemodelisations
are used, a non-linear EARSM turbulence model and a DES approach. The DES
computations reveal the existence of an unsteady separation zone characterized by
a wake of coherent ring-vortices periodically shed at the stern of the ship. These
numerical simulations provide a new interpretation of the averaged stern flow and
explainwhyonemayfind simultaneously high levels of vorticity and turbulent kinetic
energy in the core of an averaged longitudinal vortex.
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Large Eddy Simulation of a Tornado
Flow Around a Train

K. Obara, S. Krajnovic, G. Minelli, B. Basara, N. Okura and M. Suzuki

1 Introduction

A tornado is a destructive rotating column of air extending from a cloud to the ground.
It may kill people and damage property. Also there are possibilities of derailment of
trains. Some train-turnover accidents are suspected to have been caused by tornadoes
in Japan. For instance, a train of the JR Uestu line was overturned by a gust in 2005.
According to the accident analysis, a tornado or downburst probably generated the
gust [1]. In 2006, a train of the JR Nippo line was overturned by a tornado [2].

A large number of experiments and simulations about aerodynamic effects acting
on a train under a crosswind have been studied [3]. However there are almost no
studies about the aerodynamic effects on a vehicle by a tornado. Thus, we have
examined the aerodynamic forces acting on a train by a tornado experimentally [4].
In this paper, a method simulating the experiment was developed to investigate how
a tornado flow acts on a train.
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Fig. 1 Top view of the
tornado generator

Fig. 2 Cross section of the
tornado generator [mm]

2 Referential Experiment

Before explaining our simulation, we describe our referential experiment briefly. A
tornado generator and a 1/40th scaled bluff model train were used. The model train
was set at the center of the tornado generator, the pressure on the model train were
measured. The tornado generator was developed based on the Iowa State University’s
tornado generator (Figs. 1 and 2) [5]. This tornado generator is shaped like cylinder
and consists of a fan, inner duct, outer duct and guide vanes. The fan generates
the updraft at the center. The updraft goes through the equally placed guide vanes.
Since the guide vanes are attached with an angle, the flow is affected by a rotational
component and then proceed down. This cycle creates a tornado on the stage. The
guide vanes angle is changeable between 10◦ and 70◦. In this paper, the angle was
set to 50◦. The model train was made based on a 1/40th scale of the Japanese local
train (Fig. 3). The model train contains pressure sensors to measure unsteady surface
pressure. There are 72 pressure ports on the model train surface. The tangential
velocity was measured to specify the performance of the tornado generator (Fig. 4).
The maximum tangential velocity is about 8m/s and the core radius, at which the
tangential velocity occurs is about 100mm. The Reynolds number based on the
maximum tangential velocity and the height of the train is 3.8 × 104.
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Fig. 3 Model train [mm]

Fig. 4 Velocity distribution

3 Numerical Simulation

3.1 LES Equations

The governing LES equations are the incompressible Navier–Stokes and continuity
equations. They are filtered with the implicit spatial filter by the characteristic width
which is the computational cell size in the three coordinate directions.

∂ui
∂t

+ u j
∂ui
∂x j

= − 1

ρ

∂ p

∂xi
+ ν

∂2ui
∂x j∂x j

− ∂τi j

∂x j
(1)

∂ui
∂xi

= 0 (2)

Here, u and p are the resolved velocity and pressure respectively. τi j = uiu j − uiu j

is a sub grid scale stress tensor which contains the influence of the small scales.
The algebraic eddy viscosity model proposed by Smagorinsky with the van Driest
damping function is used [6].
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Fig. 5 The computational domain

Fig. 6 Computational grid

3.2 Numerical Setups

Simulations were performed on two computational grids. One is 9 million nodes
and the other is 4million nodes. They were created by using the commercial soft-
ware package ICEM-CFD. The computational meshes were created resembling the
experimental setup. The meshes represent the area between the stage and the tornado
generator (Fig. 5). One plane near the train body of fine mesh is displayed in Fig. 7.
To simulate the tornado flow, the tangential velocity Vt and the normal velocity Vn

were set for the Inlet boundary. For the outlet and side boundaries a homogeneous
Neumann boundary condition was applied. For the top, stage and train boundaries,
the no-slip wall boundary condition was set (Fig. 6).

4 Results

4.1 Comparison with Experimental Results

The surface pressure distributions obtained by the experiment and LES are compared
in Fig. 8. The agreement between the experiment and LES is relatively good near the
central part of the train (B, C, D,and E section). However, there is discrepancy near
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Fig. 7 Top view of a mesh
around a train

X

Y

Z

the edge of the train (A and F section). These differences between experiment and
LES are considered to be caused by the difference of the experimental and numerical
setups. Especially on the outlet, in the experiment the fan forces to circulate the flow.
On the other hand there is no forced flow in the simulation. We consider that these
differences near the outlet may cause the differences in the flow field

4.2 Flow Structure

Figures9 and 10 show iso-surfaces of the second invariant of velocity gradient,
Q = 20000, colored by the average velocity. The flow separates on the edge of the
train and a swirling flow that wraps the model is clearly observed. The smaller flow
structures were captured only by the fine mesh.

5 Concluding Remarks

Large eddy simulation for tornado flow around a train was performed and the results
were compared to experimental data. The results show a relatively good agreement
between measurements and simulations, being promising for further investigations.
The main discrepancy found in the comparison was probably due to slightly different
setup of the experiments, but the overall trend of the flow is well predicted by the
simulation. This was the first step toward a realistic simulation that reproduces the
effect of a tornado on a running train. In fact, a simulation that reproduces a train
passing through the tornado is currently under investigation.
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Fig. 8 Comparison of the pressure coefficient Cp between LES and experiment
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Fig. 9 Fine mesh

Fig. 10 Coarse mesh
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Large Eddy Simulation of a Wind Farm
Experiment

B. Rocchio, U. Ciri, M. V. Salvetti and S. Leonardi

1 Introduction

The growing interest in renewable resources [1] is encouraging research on wind
turbines. The present work is focused on the turbine wake because it plays a key
role in the power production of the entire wind farm. The wake is strongly turbu-
lent and it persists more than fifteen rotor diameters (D) downstream [2], while the
distance between two “in line” turbines is much less than this length. Therefore, the
downstream turbines are impinged by a velocity that is completely different from the
undisturbed one and the turbine operates off-design. A good representation of the
evolution and decay of the turbine wake is needed to accurately predict the turbine
performance.

This is addressed in the present paper by discussing LES results of the turbulent
flow over an array of turbines. The geometrical set up reproduces the experiment
performed at the Portland State University [3] on 4 × 3 array of wind turbines
impinged by turbulent inlet in the wind tunnel. The turbulence is obtained by using
three different devices: a uniform grid, strakes and chains on the floor.

We wish to investigate how the inlet turbulence influences the features of the flow
field seen by each turbine and the turbine performance.
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2 Numerical Methodology and Computational Set Up

The filtered non-dimensional Navier–Stokes equations in incompressible flow are
considered here. Filtering is implicit, i.e. the numerical discretization is assumed to
act as a filter, and the subgrid-scale stress tensor ismodeled by using the Smagorinsky
closure [4].

The turbine blades are not explicitly simulated but they are replaced by the forces
that they apply to the flow-field. These forces are considered in the LES equations
as a source term, Fi . Two different methods can be employed. In the Actuator Line
Model (ALM; [5, 6]) the blade is modeled as a rotating line, whose length is equal
to the blade length, and it is divided into finite segments. For each segment, the lift
and drag forces are evaluated (F). This method consists of the projection of F along
the computational axes and in its distribution among the nearest grid-points within a
cylinder with axis parallel to the actuator line according to a Gaussian regularization
kernel. The second method is Rotating Actuator Disk Model (RADM). The total
aerodynamic force F is now spread on the whole rotor area and on several grid-
points in the stream-wise direction. The advantage in the use of the RADM is that
the force field is smoother than in the ALM approach and the time step can be larger,
so that the simulations are faster. On the other hand, the use of the ALM allows to
have a closer representation of the wake and its turbulence. Towers and nacelles are
numerically modeled by using the Immersed Boundary (IB) Method [7].

The numerical discretization of the LES equations is described in details in [8]. A
centered second-order finite-difference approximation on a staggered Cartesian grid
is employed to discretize the terms. Time-advancement is performed by means of a
hybrid low-storage third-order Runge–Kutta scheme combined with a fractional step
method. The viscous terms are treated implicitly and convective terms explicitly. The
pressure at the previous step is used. The obtained field is non-solenoidal; it is then
projected onto a solenoidal field by means of a scalar quantity φ.

Fig. 1 Wind tunnel
reproduction with the
immersed boundary method
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Table 1 Mesh details. The streamwise, wallnormal and spanwise directions are respectively x, y
and z

Axis Range Npoints Δmin/c Δmax/c

x [0 : 40D] 2048 0.0195 0.0195

y [0 : 6.6D] 256 0.0129 0.0682

z [0 : 3D] 192 0.0156 0.0156

The turbulent inlet in the wind tunnel is obtained by using three different devices:
a uniform grid, strakes and chains on the floor. All these elements are numerically
modeled by using the Immersed Boundary Method (see Fig. 1). To reduce the com-
putational cost of the simulation, only the central column of the turbine array present
in the experiments has been considered with periodic boundary conditions in the
spanwise direction. The inlet velocity at the rotor height is Uhub = 4.53m/s and the
Reynolds number, based on D = 0.12m and Uhub, is Re = 32700. In Table1 the
computational domain and the number of nodes for each direction are shown.

3 LES of the Empty Wind Tunnel

A preliminary analysis is performed to verify if our representation of the wind tunnel
well reproduces the incoming velocity profile. A first LES is thus carried out just by
taking into account the main elements of the wind tunnel without the turbines. The
time-averaged Turbulent Kinetic Energy (TKE) is shown (see Fig. 2) in the middle
plane of the wind tunnel. The turbulence fluctuations generated by grid, strakes and
chains can be observed. The streamwise velocity profile, averaged in time and along
the spanwise direction, taken at x = 11.65D is shown in Fig. 3. The profile shows a
very good matching with the reference experimental velocity starting from the hub
height, y/D = 1, while below the hub the evolution of the boundary layer is not
perfectly reproduced due to the fact that, since the real geometry of the chains and
strakes was not available, some assumptions were made in our simulations, which
probably do not completely match the actual geometry. The same considerations can
be made for the Reynolds stresses (Figures4 and 5).

Fig. 2 Time-averaged turbulent kinetic energy (wind-tunnel middle plane)
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Fig. 3 Mean streamwise
velocity profile. Red line:
LES; black line: experiments
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Fig. 4 Time-averaged
stream-wise stress profile.
Red line: LES; black line:
experiments
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Fig. 5 Time-averaged shear
stress profile. Red line: LES;
black line: experiments
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4 LES of a Turbine Array

Now the central column of the array is considered and the towers and nacelles are
numerically represented by using the Immersed Boundary Method. The rotor blades
have a flat plate as cross-section and they aremodeled herein bymeans of the RADM.
The remaining computational set up is the same as that of the empty wind tunnel
simulation.

The incoming velocity, seen by the turbines, changes in time due to the turbu-
lent inlet of the wind tunnel. Thus, the angular speed is updated with the angular
momentum balance Eq.1:

I ω̇ = Taero − Mgen (1)

where I is the rotor inertia, ω is the angular speed of the turbine, Taero is the torque
produced by the aerodynamic forces. Mgen = is the generator torque given by the
following control law:

Mgen = kω2 (2)

where k is the torque gain.
Figures6 and 7 show the time-averaged streamwise velocity (U/Uhub) and the

time-averaged Turbulent Kinetic Energy obtained in the simulation. Themost impor-
tant qualitative features can be observed. The productions of turbulence by the inlet
devices, viz. grid, chains and strakes, is evident, and it appears that the first tur-
bine is the most affected by the inlet turbulence, while the downstream turbines are
immersed in the wake of the upstream ones that dominates its behavior. The effects
of towers and nacelles are also visible especially if the TKE is considered. Figures8
and 9 show the aerodynamic torque for the first and second turbine. Before that the
turbulence from the inlet reaches the first turbine, or the wake of the first turbine
reaches the second one, the flow in front of each turbine is uniform. Thus, the aero-
dynamic torque shows just the disturbance that the tower makes on the blades, when
each blade passes in front of it. When the velocity starts to change in time, due to the
turbulence, the total force that acts on the turbine blades changes deeply. Turbulent
fluctuations are significant and large changes on the angle of attack are observed.
Depending on the turbulent structures advected from the inlet, the blade may stall
especially due to the geometry of the blades cross section. This phenomenon is pre-
dominant for the first turbine (Fig. 9), because the velocity fluctuations from the inlet
are larger compared to the ones in the turbine wake (Fig. 7). When the blade stalls
the aerodynamic torque is negative and the rotational speed decreases until a new
equilibrium is found. In fact, by reducing the angular speed, the generator torque
decreases and the aerodynamics torque improves because of a change in the angle
of attack of the blade (see Eq.1). This results suggest importance of unsteadiness of
incoming flow conditions on at least the first turbine.
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Fig. 6 Time-averaged stream-wise velocity

Fig. 7 Time-averaged turbulent kinetic energy

Fig. 8 Normalized
aerodynamic torque for the
first turbine
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Fig. 9 Normalized
aerodynamic torque for the
second turbine
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On Direct Aeroacoustics Calculations
of the Vocal Tract

L. Schickhofer, A. Dahlkild and M. Mihaescu

1 Introduction

Voice production and the verbal expression through speech are crucial components of
human communication. The human voice is not just conveying information directly
through words, but also indirectly as paralinguistic information such as the speaker’s
emotional state through tonality [7]. As such, voice is generated through a two-part
process: First, a source signal is produced by the vocal folds that are pulsating the
lung pressure and volumetric flow rate in a particular frequency through periodic
opening and closing. Second, the vocal tract causes an attenuation or amplification
of this source signal at certain frequencies depending on its specific shape. The voice
generation process can therefore be described by a source-filter model with the vocal
folds acting as the source and the vocal tract as an acoustic filter [6]. Thus, we
are able to produce different vowels and sounds as we manipulate the vocal tract
during phonation. However, the ability to speak can be compromised due to clinical
conditions affecting the opening between the vocal folds (i.e. glottis) or the vocal
tract. Certain voice disorders such as partial or total vocal fold paralysis and laryngeal
cancer are known to affect the source signal and its waveform considerably [2].
Nevertheless, the actual cause-effect relations between physiological changes in the
vocal tract and the acoustic pressure in the far field are unclear. In acoustics, the
far field is defined as the region away from the source, where sound pressure levels
follow the inverse square law and show a decrease of approximately 6dB for each
doubling of the distance from the source.

An additional factor in voice production is the shedding of intraglottal vortical
structures [3]. The sound output generated by vortices becomes important in cases of
incomplete glottal closure or paralysed vocal folds. In this study, the acoustic signal
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generated through speech is computed directly as pressure fluctuations resulting
from unsteady large eddy simulations, applied tomagnetic resonance imaging (MRI)
data. Thus, a time-resolved solution for the acoustic pressure in the upper airways is
achieved, contributing to the knowledge of cause-effect relations in phonation and
opening up new therapeutic options for vocal tract and airway disorders by the use
of computational fluid dynamics [4].

2 Method

The investigated geometry is extracted fromMRI scans of a healthy, 30-year-oldmale
subject vocalising particular Finnish vowels [1]. The model for vowel [a] is shown in
Fig. 1. It includes the upper respiratory tract and extends from the vocal folds to the
mouth region. The compressible flow governing equations were discretised using a
finite volume approach over a numerical grid counting 3.4 · 106 mesh volumes. The
solution of the compressible Navier–Stokes equations is obtained with a time step of
Δt ≈ 2 · 10−5 s and an implicit temporal discretisation scheme of second order. For
the spatial discretisation a second order scheme is applied with the convection term
being solved by bounded central differencing. The Dirichlet boundary condition for
the fluid velocity, ui = 0, ensuring the no-slip condition, is imposed at the vocal tract
walls, while atmospheric free stream boundary conditions are applied at the mouth
outlet.

The dynamic non-linear behaviour of the vocal folds, which leads to an intermit-
tent pressure signal in the upper airways, is modelled by the Rosenberg waveform of
volume velocity [5]. It gives the glottal pulse as a function f p for the opening period
(i.e. positive slope) and fn for the closing period (i.e. negative slope):

Fig. 1 Surface geometry of
the dataset for vowel [a] with
a magnified plane section of
the mesh in the glottal region
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f p (t) = A0

2

[
1 − cos

(
t

Tp
π

)]
0 ≤ t ≤ Tp, (1)

fn (t) = A0cos

(
t − Tp

Tn

π

2

)
Tp ≤ t ≤ Tp + Tn. (2)

The acoustics are computed by propagating the pressure fluctuations into the far-
field region connected to the mouth outlet. For sufficient resolution of the sound
emitted from the airways, the grid entails more than 40 cells per wavelength for
the highest targeted frequencies of approximately 10kHz. By computing the Fourier
transform of the signal, the spectral envelope with the dominant, energy-containing
frequencies can be obtained. Furthermore, sound amplitudes in terms of the power
spectral density of the acoustic pressure at discrete frequencies are calculated using
Hanning filtering.

3 Results

The flow instabilities occurring in the intraglottal region are giving rise to a trail
of coherent structures that is convected downstream, as shown for the vocal tract
of vowel [a] in Fig. 2. The vortex production reaches its peak as the glottal pulse

Fig. 2 Vortical structures in the supraglottal region visualised by λ2-isosurfaces of value −5 ·
106 s−2 and by sections through the coronal (left) and sagittal plane (right)
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Fig. 3 Y-velocity perpendicular to the mean flow direction (top) and vorticity along the centreline
through the glottis (bottom). Glottal entrance and exit are marked

passes its amplitude of volume velocity. The vortices are impinging on the walls of
the airway, where they lead to fluctuating pressure and increasing wall shear stress.

Themagnitude of vorticity undergoes a sharp rise at the glottal exit. This coincides
with a localmaximumof y-velocity,which is the velocity component perpendicular to
flow direction and coronal plane, respectively. It indicates secondary flow motion of
the fluid (cf. Fig. 3). The sound induced by the vortical structures shed at the glottis
is mainly of broadband in nature and occurs at frequencies of 2kHz and above.
This is typically above the harmonic frequencies resolved by lower-order acoustic
models. For the validation of the method, the dominant frequencies in the far-field
spectrum of the acoustic pressure (i.e. formants) are compared with the Helmholtz
eigenfrequencies of the domain obtained by solving the eigenvalue problem of the
three-dimensional wave equation. Figure4 shows the result for the vowels [a] and
[u].

Additionally to the far field, the Fourier transform is computed for the surface
pressure fluctuations at the inner vocal tract walls. Thus, it is possible to identify
the regions of amplification for the different formants. Figure5 shows the resulting
maps of power spectral density at the surfaces for the most important frequencies F1

and F2 of the vowel [a]. While the laryngopharynx as the lower part of the airways
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Fig. 4 Fourier spectrum of the pressure fluctuations in the far field for the vowels [a] (left) and
[u] (right). The formants F1 and F2 are shown alongside the Helmholtz eigenfrequencies of the
domain

Fig. 5 Surface pressure amplitudes at the vocal tract walls for the pronounciation of the vowel [a]
for the formants F1 = 480Hz (left) and F2 = 1166Hz (right)

seems to be the crucial resonating area at low frequencies around F1 = 480Hz, the
nasopharynx and nasal cavity are most relevant for the amplification of acoustic
frequencies of about F2 = 1166Hz.

4 Conclusion

By using the presented approach, the flow field inside the upper airways is computed
alongside the acoustic spectra in the far field that match well with previous lower-
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order models of speech acoustics. For the investigated Finnish vowels [a] and [u],
the dominant frequencies are predicted accurately. Vortex shedding is observed at
the level of the vocal folds, introducing a sharp rise of the amplitude of pressure fluc-
tuations in the upper airways downstream of the glottal constriction. Furthermore,
amplitudes of the formant frequencies inside the vocal tract are obtained through
Fourier analysis of the time-resolved fluctuating pressure. This gives a strong indi-
cation of the critical areas of acoustic amplification inside the upper airways. For the
vowel [a], the resonating parts happen to be the laryngopharynx at formant F1 and
the nasal cavity at formant F2 in the higher frequency range of the acoustic spec-
trum. The results gained through this study can contribute to a better understanding
of the voice generation process and to improved strategies for the treatment of vocal
disorders.
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